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On the Solvability of the Transvection group of
Extrinsic Symplectic Symmetric Spaces

Lorenz J. Schwachhöfer

Abstract

Let M be a symplectic symmetric space, and let ı : M → V be an extrinsic
symplectic symmetric immersion in the sense of [KS], i.e., (V,Ω) is a symplectic vector
space and ı is an injective symplectic immersion such that for each point p ∈ M , the
geodesic symmetry in p is compatible with the reflection in the affine normal space at
ı(p).

We show that the existence of such an immersion implies that the transvection
group of M is solvable.

1 Introduction

Ever since their introduction by É. Cartan ([C]), symmetric spaces have been studied in-
tensely from various viewpoints. In [F], D. Ferus introduced the notion of an extrinsic
symmetric space which is a Riemannian symmetric space admitting an embedding into an
Euclidean vector space such that the geodesic reflection at each p ∈ M is the restriction of
the reflection in the affine normal space of M in p. In fact, Ferus gave a classification of all
Riemannian extrinsic symmetric spaces, showing that most Riemannian symmetric spaces
admit such an embedding.

Evidently, the concept of extrinsic symmetric spaces may be generalized to other classes as
well. See [Ka, Ki] for results on extrinsic pseudo-Riemannian symmetric spaces and [GS] for
extrinsic CR-symmetric spaces. In both cases, many examples of such embeddings are given.
In fact, it is shown in [F, Ka]that there is a one-to-one correspondence between (pseudo-
)Riemannian extrinsic symmetric spaces and symmetric extensions of the Lie algebra of the
transvection group together with a derivation on this extension satisfying certain conditions.
Here, the transvection group denotes the group generated by the geodesic reflections. This
correspondence is the key idea of the Ferus’ classification in the Riemannian case ([F]); in the
pseudo-Riemannian case, it yields large classes of examples ([Ka]), although not a complete
classification.

In [CGRS], extrinsic symplectic symmetric spaces (e.s.s.s.) were considered for the first
time, and their basic algebraic and geometric properties were described. In [KS], we slightly
extended this concept to extrinsic symplectic symmetric immersions (e.s.s.i.), i.e., injective
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symplectic immersions ı : M → V of the symplectic symmetric space M into a symplectic
vector space (V,Ω) with the property that

σNp ◦ ı = ı ◦ σp,

where σNp : V → V is the reflection in the affine normal space Np = (dıp(TpM))⊥ and
σp : M →M is the geodesic reflection in p ∈M .

In contrast to the aforementioned cases of (pseudo-)Riemannian extrinsic symmetric
spaces, there are few known classes of examples of e.s.s.i. (cf. [CGRS, R]). All known
examples have a 3-step nilpotent transvection group. One reason for the lack of further
examples might be that there is no description of e.s.s.s. via symmetric extensions of the
transvection Lie algebra analogous to the (pseudo-)Riemannian case. However, it is the
aim of this article to present a more conceptual explanation for the difficulty of finding new
examples. Namely, we shall prove the following result.

Main Theorem Let ı : M → (V,Ω) be an extrinsic symplectic symmetric immersion of the
symmetric space M into the symplectic vector space V . Then the transvection group of M
is solvable.

This paper is structured as follows. In section 2, we first recall from [CGRS] and [KS]how
the condition of the existence of an e.s.s.i. can be equivalently formulated on the Lie algebra
level. We also recall some basic properties of representations of the Lie algebra sl(2,C), and
on the general structure theory of Levi algebras.

In section 3 we show that if there exists an e.s.s.i. of a symplectic symmetric space whose
transvection group is not solvable, then there also must be an e.s.s.i. of a subspace whose
transvection group has a grading and a semi-simple part of rank one. Finally, in section 4
we show that a symplectic symmetric space whose transvection group has such a grading
and a semi-simple part of rank one cannot have an e.s.s.i., which completes the proof.

2 Preliminaries

2.1 Symplectic realizations

A symmetric pair is a pair (g, dσ) consisting of a Lie algebra g and an involution dσ : g→ g
with dσ2 = Id, or, equivalently, a Lie algebra g with a decomposition

g = k⊕ p, such that [k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k. (1)

Here, k and p are the ±1-eigenspaces of dσ. We call such a symmetric pair transvective if
[p, p] = k, so that g is generated by p. A symmetric pair is called symplectic if there is an
adk-invariant non-degenerate 2-form ω ∈ Λ2p.

Let (V,Ω) be a symplectic vector space, and consider a symplectic orthogonal splitting

V = V1 ⊕ V2.
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Then the conjugation in sp(V,Ω) by the reflection σ0 : V → V with σ0|Vi := (−1)iId is a Lie
algebra involution, which induces the symmetric space decomposition

sp(V,Ω) = k̃⊕ p̃, where
k̃ = {x ∈ sp(V,Ω) | xVi ⊂ Vi} and
p̃ = {x ∈ sp(V,Ω) | xVi ⊂ Vi+1}, taking i mod 2.

(2)

We recall from [KS] the following definition.

Definition 2.1 Let g = k⊕ p be a symmetric pair and (V,Ω) a symplectic vector space. We
call a Lie algebra homomorphism

dı : g −→ asp(V,Ω), dı(x) := Λ(x) + v(x) ∈ sp(V,Ω)⊕ V

an extrinsic symplectic realization of g if there is a symplectic orthogonal decomposition
V = V1 ⊕ V2 such that

1. k = ker(v) and v : p→ V1 is a linear isomorphism,

2. We have Λ ◦ dσ = Adσ0 ◦ Λ for the involutions dσ : g → g and Adσ0 : sp(V,Ω) →
sp(V,Ω), or, equivalently, with the splitting (2) we have

Λ(k) ⊂ k̃ and Λ(p) ⊂ p̃.

Evidently, ω := v∗(Ω) ∈ Λ2p induces a adk-invariant symplectic form, so that g becomes
a symplectic symmetric pair. The correspondence between symmetric pairs and symmetric
spaces is well understood. Namely, for each symplectic pair (g, dσ) there are symmetric
spaces G/K where K ⊂ G are Lie groups with Lie algebras k ⊂ g, and these spaces are
unique up to covering ([L]). If the symmetric pair is symplectic, then there is a G-invariant
symplectic form on G/K which is given by ω on p ∼= TeKG/K. Moreover, it was shown
in [CGRS, KS] that for each extrinsic symplectic realization dı : g → asp(V,Ω) there is a
corresponding symmetric space M := G/K, a Lie group homomorphism ı : G→ ASp(V,Ω)
and an injective e.s.s.i. ı : M → V with ı(eK) = 0 and dıeK(TeKG/K) = V1 for which the
diagram

g
exp //

dı
��

G //

ı
��

M

ı

��
asp(V,Ω)

exp // ASp(V,Ω) // V

commutes, where the maps G→M = G/K and ASp(V,Ω)→ V = ASp(V,Ω)/Sp(V,Ω) are
the canonical projections.

If dı : g → asp(V,Ω) is an extrinsic symplectic realization of the real Lie algebra g and
the real symplectic vector space (V,Ω), then clearly, the complexification dıC : gC → VC
with gC := g ⊗ C and VC := V ⊗ C is also a symplectic realization, where ΩC ∈ Λ2VC
is the complexification of Ω. Restricting to the complex case has the advantage that the
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structure theory of Lie algebras behaves better than in the real case. Since the solvability
of the transvection Lie algebra is invariant under complexification, we may for the proof
of the main result restrict ourselves to the investigation of extrinsic symplectic realizations
of complex Lie algebras on complex symplectic vector spaces, which we shall do for the
remainder of this article.

2.2 Irreducible representations of sl(2,C)

A basis {e0, e+, e−} of sl(2,C) is called a standard basis if the bracket relations

[e0, e±] = ±2e± and [e+, e−] = e0 (3)

hold. We recall that for each n ∈ N0, there is a unique (n + 1)-dimensional irreducible
representation of sl(2,C) which we denote by Mn. Indeed, for a standard basis of sl(2,C)
there is a basis {m−n

2
, . . . ,mn

2
} of Mn such that we have for r = −n

2
, . . . , n

2

e0 ·mr = 2r mr

e+ ·mr = (n/2− r) mr+1

e− ·mr = (n/2 + r) mr−1

. (4)

A basis of Mn satisfying (4) will be called a standard basis of Mn. In particular, since any
representation of sl(2,C) is the direct sum of irreducible representations, it follows from this
description that for any representation φ : sl(2,C)→ End(V ) we have for E0 := φ(e0), E± :=
φ(e±) ∈ End(V ):

1. E0 is diagonalizable with integer eigenvalues.

2. If v is an eigenvector of E0 with eigenvalue λ ≥ 2k > 0 (λ ≤ −2k < 0, respectively)
for k ∈ N, then v = (E+)k ·w (w = (E−)k ·w, respectively), and w is an eigenvector of
e0 with eigenvalue λ− 2k (λ+ 2k, respectively).

3. If v 6= 0 is an eigenvector of E0 with eigenvalue k > 0 (k < 0, respectively), then
(E−)l · v 6= 0 ((E+)l · v 6= 0, respectively) for l = 1, · · · , k.

4. If v ∈Mn is an eigenvector of E0 with eigenvalue λ, then

E+E−v =
(
n
2

(
n
2

+ 1
)
− λ(λ− 1)

)
v

and
E−E+v =

(
n
2

(
n
2

+ 1
)
− λ(λ+ 1)

)
v.

(5)

2.3 Levi subalgebras

Let g be a complex Lie algebra, and let rad ⊂ g be the radical of g, i.e. the (unique) maximal
solvable ideal of g. Then g/rad is semi-simple ([B]). A Levi subalgebra of g is a subalgebra
l ⊂ g isomorphic to g/rad such that

g = l⊕ rad
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as a vector space. Levi subalgebras always exist, but they are in general not unique. If
dσ : g → g is an involution, then going through the proof of existence of Levi subalgebras
in [B], one can easily see that the Levi subalgebra may be chosen dσ-invariantly, so that we
deduce the following statement.

Proposition 2.2 Let g = k⊕p be a complex symmetric pair. Then there is a Levi subalgebra
l ⊂ g such that l = (l ∩ k)⊕ (l ∩ p) and g = l⊕ rad. In particular,

k = (l ∩ k)⊕ (rad ∩ k), and p = (l ∩ p)⊕ (rad ∩ p).

We also observe that l = (l ∩ k)⊕ (l ∩ p) is transvective if g = k⊕ p is.

3 Rank one reductions

Let g be a complex Lie algebra. We say that g is graded, if there is a direct sum decomposition

g =
⊕
k∈Z

gk

such that [gk, gl] ⊂ gk+l. A graded Lie algebra always admits a symmetric decomposition
g = k⊕ p with

k = gev and p = godd, where gev =
⊕
k∈Z

g2k and godd =
⊕
k∈Z

g2k+1.

Definition 3.1 A graded Lie algebra g =
⊕

k∈Z gk is said to be of rank-one type if there are
elements 0 6= e0 ∈ g0 and e± ∈ g±1 such that

1. e0 is a grading element, i.e., ade0 |gk = 2kIdgk for all k ∈ Z,

2. [e+, e−] = e0, so that {e0, e+, e−} satisfies (3) and hence is a standard basis of a Lie
subalgebra l ⊂ g,

3. l ∼= sl(2,C) is a Levi algebra of g.

In particular, since ade0 has only even eigenvalues, it follows from (4) that in a graded Lie
algebra of rank one type any adl-irreducible subspace of g must be equivariantly isomorphic
to Mn with n even.

Definition 3.2 Let g = l ⊕ rad be a symplectic Lie algebra of rank one type. An extrinsic
symplectic realization

dı : Λ + v : g −→ asp(V,Ω) = sp(V,Ω)⊕ V

with V = V1 ⊕ V2 is said to be of rank one type if
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1. Λ(e0) ∈ sp(V,Ω) has only even eigenvalues,

2. Vi is the sum of the eigenspaces of Λ(e0) with eigenvalue ∼= 2i mod 4 for i = 1, 2.

With this notion, we are now ready to state the main result of this section.

Proposition 3.3 Let (g, dσ) be a transvective complex symmetric pair with the correspond-
ing decomposition g = k⊕ p, and suppose that g is not solvable. Then the following hold.

1. There is a σ-invariant transvective graded subalgebra g′ =
⊕

k∈Z g
′
k ⊂ g of rank-one

type such that g′ ∩ k = (g′)ev and g′ ∩ p = (g′)odd.

2. If g = k⊕ p is a symplectic symmetric pair, then so is g′ = (g′)ev ⊕ (g′)odd.

3. If g admits an extrinsic symplectic realization, then g′ admits an extrinsic symplectic
realization of rank one type.

Proof. Let l ⊂ g be a σ-invariant Levi algebra, and note that l 6= 0 as g is assumed not to
be solvable, hence we have the transvective symmetric pair l = (l∩k)⊕(l∩p) =: kl⊕pl with a
semi-simple Lie algebra l. It follows that kl is reductive, i.e., the direct sum of a semi-simple
and an abelian Lie algebra ([H]). Let t0 ⊂ kl be a Cartan subalgebra of kl. Thus, regarding
p and k as kl-modules, we obtain the weight space decompositions

p =
⊕
λ∈Φ

pλ and k =
⊕
µ∈Ψ

kµ (6)

for subsets Φ,Ψ ⊂ t∗0. Moreover, for x ∈ t0 ⊂ l both l and rad are adx-invariant, so that
these weight spaces decompose as

pλ = (pλ ∩ l)⊕ (pλ ∩ rad) =: pλl ⊕ pλrad
and

kµ = (kµ ∩ l)⊕ (kµ ∩ rad) =: kµl ⊕ kµrad.
(7)

From the bracket relation (1) we read off the relations

[kµ, kµ
′
] ⊂ kµ+µ′ , [kµ, pλ] ⊂ pµ+λ and [pλ, pλ

′
] ⊂ kλ+λ′ (8)

for all λ, λ′ ∈ Φ and µ, µ′ ∈ Ψ. Since kl acts non-trivially on pl, there is a 0 6= λ0 ∈ Φ such
that pλ0l 6= 0. Moreover, we may assume w.l.o.g. that pkλ0l = 0 for all k with |k| > 1. We
define

g′2k+1 := p(2k+1)λ0 and g′2k :=
⊕

n+m=k

[g′2n+1, g
′
2m−1] ⊂ k2kλ0 .

Then it follows from (8) that g′ :=
⊕

k∈Z g
′
k ⊂ g is a transvective graded Lie algebra with

g′∩p = (g′)odd and g′∩k = (g′)ev. Also, by construction, we have g′∩pl = pλ0l ⊕p
−λ0
l ⊂ g′1⊕g′−1,

and as the Killing form Bl of l is non-degenerate and Bl(p
λ
l , p

µ
l ) = 0 for λ+ µ 6= 0, it follows

that Bl|g′∩pl is non-degenerate.
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Since Bl|kl is non-degenerate and λ0 ∈ t∗0 is in the weight lattice, it follows that there is
an e0 ∈ t0 such that

λ0(x) = 2
Bl(e0, x)

Bl(e0, e0)

for all x ∈ t0. Then for x ∈ t0 and p± ∈ p±λ0l we have

Bl(x, [p+, p−]) = Bl([x, p+], p−) = λ0(x)Bl(p+, p−) = 2
Bl(p+, p−)

Bl(e0, e0)
Bl(e0, x),

so that

[p+, p−] = 2
Bl(p+, p−)

Bl(e0, e0)
e0,

and hence, g′0 ∩ l = [pλ0l , p
−λ0
l ] ⊂ span(e0) is (at most) one dimensional. Moreover, as Bl|g′∩pl

is non-degenerate, we can pick e± ∈ p±λ0l with Bl(e+, e−) = 1
2
B(e0, e0), so that {e0, e+, e−}

satisfies (3) and hence is a standard basis of a subalgebra l′ ⊂ g ∩ l, and l′ ∼= sl(2,C).
We decompose g′ into adl′-irreducible subspaces. Note that since ade0|g′r = 2rId, so

that ade0 has only even eigenvalues, it follows that the adl′-irreducible subspaces must be
isomorphic to modules Mn with n even. On the other hand, for each such module ade0|Mn has
0 as an eigenvalue and hence each such summand intersects g′0. Thus, since dim g′0∩ l = 1, it
follows that g′ ∩ l is adl′-irreducible, hence we conclude that g′ ∩ l = l′ ∼= sl(2,C). Moreover,
by construction we have

g′ = (g′ ∩ l)⊕ (g′ ∩ rad) = l′ ⊕ (g′ ∩ rad),

and since l′ ∼= sl(2,C) is simple and (g′ ∩ rad) C g′ is solvable, it follows that l′ is a Levi
algebra of g′. Thus, g′ is of rank one type.

In order to see the second statement, suppose that ω ∈ Λ2p∗ is an adk-invariant symplectic
form. Then ω(pλ, pλ

′
) = 0 whenever, λ + λ′ 6= 0. Therefore, in this case we have Φ = −Φ,

and the non-degenericity of ω|(g′)odd follows immediately.
For the last claim, suppose that dı = Λ + v : g → asp(V,Ω) is an extrinsic symplectic

realization and Λ(k) ⊂ k̃, Λ(p) ⊂ p̃ with k̃, p̃ from (2) for some splitting V = V1 ⊕ V2, and
V1 = v(p).

We assert that ker Λ ∩ l = 0. Namely, if k ∈ ker Λ ∩ l, then for all x ∈ p we have

0 = Λ(k) · v(x) = v([k, x]),

and since v is injective by hypothesis, it follows that [k, p] = 0. But g is transvective and
hence generated by p, hence it follows that k ∈ z(g) ∩ l = 0, where the latter follows since l
is semi-simple.

Therefore, if we let l̃ := Λ(l) ⊂ sp(V,Ω), then l̃ ∼= l, and thus, t̃0 := Λ(t0) ⊂ k̃ acts
diagonalizably on V1 and V2, so that we get again a weight space decomposition of Vi.
Indeed, since v : p→ V1 is an (k ∩ l)-equivariant isomorphism, it follows that

V1 =
⊕
λ∈Φ

V λ
1 , and V2 =

⊕
ν∈Π

V ν
2 .
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where Φ ⊂ t∗0
∼= t̃∗0 equals the set of weights of p from (6) and v(pλ) = V λ

1 for all λ ∈ Φ, and
for some Π ⊂ t̃∗0. Now consider the element λ0 ∈ Φ from above, and define

V ′ := V ′1 ⊕ V ′2 , where V ′1 :=
⊕
k∈Z

V
(2k+1)λ0

1 and V ′2 :=
⊕
k∈Z

V 2kλ0
2 .

Since Ω(V λ
1 , V

λ′
1 ) = 0 and Ω(V µ

2 , V
µ′

2 ) = 0 whenever λ + λ′ 6= 0 and µ + µ′ 6= 0, it follows
that Ω|V ′ is non-degenerate. Moreover, V ′1 = v((g′)odd). Finally, we have for x ∈ t0, gk ∈ g′k
and wl ∈ V lλ0

i

Λ(x) · Λ(gk) · (wl) = Λ( [x, gk]︸ ︷︷ ︸
=kλ0(x)gk

) · wl + Λ(gk) · Λ(x) · wl︸ ︷︷ ︸
=lλ0(x)wl

= (k + l)λ0(x)Λ(gk) · wl,

so that Λ(g′k) · V
lλ0
i ⊂ V

(k+l)λ0
i+k for all k ∈ Z, taking the indices i, i+ k mod 2. Therefore, V ′

is Λ(g′)-invariant.
Thus, the map g′ → asp(V ′,Ω), x 7→ Λ(x)|V ′+v(x) is an extrinsic symplectic realization,

and since Λ(e0) acts as 2kId on V kλ0
i , this realization is of rank one type.

4 Extrinsic realizations of rank one type

In this section, we shall prove that there are no extrinsic realizations of rank one type which
by Proposition 3.3 implies our main result. As a first step, we show the following.

Proposition 4.1 Let g = l⊕ rad be a graded transvective symplectic Lie algebra of rank one
type. Then there is an adl-invariant abelian subalgebra a ⊂ rad such that

1. a ∼= M2 or a ∼= M4 as an l-module.

2. a ∩ p = (rad ∩ p)⊥ω .

3. [a, rad] ⊂ z(g) ⊂ g0.

In particular, rad ∩ p ⊂ p is coisotropic.

Proof. First we observe that [g, g] = g. Namely, p ⊂ godd by hypothesis, so that p =
[e0, p] ⊂ [g, g], and k = [p, p] ⊂ [g, g] as g is transvective. Thus, radC g is nilpotent ([B]).

Consider the Lie algebra g̃ := g/z(g). As z(g) ⊂ rad, we have g̃ = l ⊕ ˜rad, where
˜rad = rad(g)/z(g) is again nilpotent. Thus, z( ˜rad) 6= 0, and for the canonical projection
π : g→ g̃ we consider

ẑ := π−1(z( ˜rad)) C g.

Note that z(g) ( ẑ, and ẑ is adl-invariant, so that we get an adl-invariant decomposition

ẑ = a⊕ z(g)
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with a 6= 0 and [rad, a] ⊂ z(g). Observe that z(g) ⊂ g0 ⊂ k since [e0, z(g)] = 0. Moreover, by
the adl-invariance, we have a ∩ p = [e+, a ∩ k] + [e−, a ∩ k], so that

ω(a ∩ p, rad ∩ p) =
∑
ε=±1

ω([eε, a ∩ k], rad ∩ p) =
∑
ε=±1

ω(eε, [a ∩ k, rad ∩ p]︸ ︷︷ ︸
⊂z(g)∩p=0

) = 0.

Thus, a ∩ p ⊂ (rad ∩ p)⊥ω so that, in particular, dim(a ∩ p) ≤ 2.
Next, we assert that a contains no non-zero adl-invariant element. For if a0 ∈ a would

satisfy [a0, l] = 0, then a0 ∈ g0 ⊂ k and [a0, p∩rad] ⊂ p∩z(g) = 0. Since p = (p∩l)⊕(p∩rad),
this implies [a0, p] = 0 and hence a0 ∈ z(g) as g is generated by p. Thus, a0 ∈ a ∩ z(g) = 0
as asserted.

Since all eigenvalues of ade0 are even, it follows that as an l-module, a ∼= M2n1⊕. . .⊕M2nk

for integers n1, . . . , nk ≥ 1. Looking at the eigenvalues of ade0 on M2ni
, it follows that

dim(a ∩ p) = 2
⌊n1

2

⌋
+ . . .+ 2

⌊nk
2

⌋
,

and since 0 < dim(a∩ p) ≤ 2, it follows that dim(a∩ p) = 2 so that a∩ p = (rad∩ p)⊥ω , and
a ∼= M2n for n ∈ {1, 2}. Finally, a is abelian since [ , ] : Λ2a→ z(g) must be adl-equivariant.
But by the Clebsch-Gordon formula, Λ2M2n does not contain an adl-trivial summand, so
that this bracket must vanish.

Let {a−n, . . . , an} be a standard basis of a ∼= M2n for n ∈ {1, 2}. Since ω(a+, e+) =
ω(a−, e−) = 0 by the ade0-invariance of ω and a± ∈ (p ∩ rad)⊥ω , we have ω(e+, a−) 6= 0 and
ω(e−, a+) 6= 0. In fact, ω(e+, a−) = ω(e−, a+) since by (5)

n ω(e−, a+) = ω(e−, [e+, a0]) = −ω([e−, a0], e+) = −n ω(a−, e+) = n ω(e+, a−).

Thus – after rescaling the basis {a−n, . . . , an} appropriately – we may assume that

ω(e+, a−) = ω(e−, a+) = n and ω(a+, a−) = ω(e+, a+) = ω(e−, a−) = 0. (9)

For a more convenient description of elements of sp(V,Ω), we define the equivariant
isomorphism

◦ : S2(V ) −→ sp(V,Ω), (x ◦ y) · z := Ω(x, z)y + Ω(y, z)x. (10)

Then the Lie bracket in sp(V,Ω) can be characterized by the identity

[A, x ◦ y] = (Ax) ◦ y + x ◦ (Ay).

Now we investigate extrinsic symplectic realizations of rank one type.

Lemma 4.2 Let g = l⊕ rad be a symplectic symmetric space of rank one type, and let

dı = Λ + v : g −→ asp(V,Ω) = sp(V,Ω)⊕ V

be an extrinsic symplectic realization of rank one type. Moreover, let a ⊂ rad be the abelian
subalgebra from Proposition 4.1 with a standard basis {a−n, . . . , an} satisfying (9). Then the
following holds.
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1. Λ|l is injective, so that Λ(l) ⊂ sp(V,Ω) is isomorphic to sl(2,C).

2. Let Ek := Λ(ek) and Ak := Λ(ak). Then {E0, E+, E−} is a standard basis of Λ(l), and
{A−n, . . . , An} is a standard basis of Λ(a) w.r.t. the adjoint action of Λ(l).

3. If we use the symplectic isomorphism v : p→ V1 to identify these spaces, we have

E+e− = E−e+, A+e− = E−a+ and A−e+ = E+a−. (11)

4. With the identification S2(V ) ∼= sp(V,Ω) from (10) we have

A0 = a+ ◦ a− + Ã0

A±2 = a± ◦ a± + Ã±2, if n = 2

 where Ã2k ∈ S2(V2). (12)

In particular, A0e± = −n a±, and if n = 2 then A±2e∓ = −4a±, A±2e± = 0.

Proof. By assumtion, Λ(e0)|V1 has only non-zero eigenvalues and hence is not zero as
V1
∼= p 6= 0. Thus, Λ|l 6= 0, and since l ∼= sl(2,C) is simple, it follows that Λ|l is injective

which shows the first claim, and the second follows since Λ is a Lie algebra homomorphism.
For clarity of the proof, we shall make the use of the isomorphism v : p → V1 explicit.

For the third property, observe that Λ(x)v(y) = Λ(y)v(x) for all x, y ∈ p, and applying this
to (x, y) = (e+, e−) and (x, y) = (a±, e∓) yields E+e− = E−e+ and A±e∓ = E∓a±.

For the last part, note that by (5)

n(A± + v(a±)) = dı(na±) = dı([e±, a0]) = [dı(e±), dı(a0)] = [E± + v(e±), A0]
= [E±, A0]− A0v(e±),

so that A0v(e±) = −nv(a±). Furthermore, for n = 2 we have again by (5)

4(A± + v(a±)) = dı(4a±) = dı([e∓, a±2]) = [dı(e∓), dı(a±2)] = [E∓ + v(e∓), A±2]
= [E∓, A±2]− A±2v(e∓),

so that A±2v(e∓) = −4v(a±). Finally,

0 = dı([e±, a±2]) = [dı(e±), dı(a±2)] = [E± + v(e±), A±2]
= [E±, A±2]− A±2v(e±),

hence A±2v(e±) = 0. But if p ∈ p ∩ rad, then [a2k, p] ∈ z(g) ∩ p = 0, and therefore for each
such p we have

0 = dı([a2k, p]) = [dı(a2k), dı(p)] = [A2k,Λ(p) + v(p)] = [A2k,Λ(p)] + A2kv(p),

so that A2kv(p ∩ rad) = 0. Thus, A2kV1 = A2kv(p) = span(A2kv(e±)), and from here, the

identification (10) and the normailzation (9) imply that A2k has the asserted form.
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Recall that E0 has only even eigenvalues, so that we have a decomposition

V =
⊕
k∈N0

Wk, where Wk
∼= M2k ⊗ Clk as a l̃-module.

Moreover, we decompose each Wk into its E0-eigenspaces

Wk =
⊕

l=−k,···k

W l
k with E0|W l

k
= 2lId,

so that

V1 =
⊕
{W l

k | k ∈ N0, l odd, |l| ≤ k},

V2 =
⊕
{W l

k | k ∈ N0, l even, |l| ≤ k}.

We may thus decompose

a± =
∑
k≥1

ak±, where ak± ∈ W±1
k . (13)

Moreover, we have the decompositions

S2(V1) =
⊕
{W l

k ◦W l′

k′ | k, k′ ∈ N0, l, l
′ odd, |l| ≤ k, |l′| ≤ k′}

and
S2(V2) =

⊕
{W l

k ◦W l′

k′ | k, k′ ∈ N0, l, l
′ even, |l| ≤ k, |l′| ≤ k′}

(14)

In order to show that there is no extrinsic symplectic realization of g, we shall exploit the
following identities both of which follow immediately from (5).

[E+, [E−, A0]] = (n2 + n)A0, (15)

[E±, [E±, A0]] = (n2 − n)A±2. (16)

The rest of the proof now will be split into several lemmas.

Lemma 4.3 The endomorphism Ã0 from (12) has the form

Ã0 =
∑
k,k′≥2

αk,k′(E+a
k
+) ◦ (E−a

k′

−) +
∑
k,k′≥1

βk,k′(E−a
k
+) ◦ (E+a

k′

−) + Ã00, (17)

where αk,k′ = (n2 + n− k2 − k − k′2 − k′ + 8)−1, βk,k′ = (n2 + n− k2 − k − k′2 − k′)−1, and
Ã00 ∈ W 0

0 ◦W 0
n .

Proof. According to (12) the S2(V2)-component of (15) reads

(E+a+) ◦ (E−a−) + (E−a+) ◦ (E+a−) + ([E+, [E−, Ã0]])S2(V2) = (n2 + n)Ã0. (18)
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Since Ã0 ∈ S2(V2) commutes with E0, have

Ã0 ∈
⊕
{W l

k ◦W−l
k′ | k, k

′ ∈ N0, l ≥ 0 even, l ≤ k, k′} =: S2(V2)0,

and this is the eigenspace decomposition of S2(V2)0 of the endomorphim prS2(V2)◦adE+◦adE− :

S2(V2)0 → S2(V2)0; indeed, for vlk ◦ v−lk′ ∈ W l
k ◦W−l

k′ with l even we have by (5)

([[E+, [E−, v
l
k◦v−lk′ ]])S2(V2) = (E+E−v

l
k)◦v−lk′ +vlk◦(E+E−v

−l
k′ ) = (k2 +k+k′2 +k′−2l2)vlk◦v−lk′ .

Observe that for n ∈ {1, 2} and l even with 0 ≤ l ≤ k, k′ we have k2+k+k′2+k′−2l2 = n2+n
iff l = 0 and {k, k′} = {0, n}. Thus, if we decompose (18) into its W l

k ◦W−l
k′ -components,

then we conclude that

1. For k, k′ ≥ l ≥ 4 we have (Ã0)W l
k◦W

−l
k′

= 0.

2. For k, k′ ≥ 2 we have (E+a
k
+) ◦ (E−a

k′
−) + (k2 + k + k′2 + k′ − 8)(Ã0)W 2

k ◦W
−2
k′

=

(n2 + n)(Ã0)W 2
k ◦W

−2
k′

.

3. For k ≥ 1 we have (E−a
k
+) ◦ (E+a

k
−) + 2(k2 + k)(Ã0)W 0

k ◦W
0
k′

= (n2 + n)(Ã0)W 0
k ◦W

0
k′

.

4. For k 6= k′ ≥ 1 we have (E−a
k
+) ◦ (E+a

k′
−) + (E−a

k′
+) ◦ (E+a

k
−) + (k2 + k + k′2 +

k′)(Ã0)W 0
k ◦W

0
k′

= (n2 + n)(Ã0)W 0
k ◦W

0
k′

.

5. For k 6= n we have (Ã0)W 0
0 ◦W 0

k
= 0.

From this, (17) follows.

Lemma 4.4 There are constants rk± with rk+r
k
− = 1 such that

E+a
k
− = rk+E−a

k
+ and E−a

k
+ = rk−E+a

k
−.

In particular, ak+ = 0 iff ak− = 0.

Proof. Let us take the (W 1
k ◦W−1

k′ )-component of (15) which by (12) and (17) reads

(E+E−a
k
+) ◦ ak′− + ak+ ◦ (E+E−a

k′
−) + αk,k′(E−E+a

k
+) ◦ (E+E−a

k′
−)

+βk,k′((E+E−a
k
+) ◦ (E−E+a

k′
−) + (E2

−a
k′
+) ◦ (E2

+a
k
−)) = (n2 + n)ak+ ◦ ak

′
− .

(19)
Now suppose that ak+ = 0. Then (19) reads

βk,k′(E
2
−a

k′

+) ◦ (E2
+a

k
−) = 0.
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Pick k′ such that ak
′

+ 6= 0 so that by (4) E2
−a

k′
+ 6= 0. Since βk,k′ 6= 0, we conclude that

E2
+a

k
− = 0 and hence, again by (4), ak− = 0. Similarly, we conclude that whenever ak

′
− = 0

then ak
′

+ = 0, so that
ak+ = 0⇐⇒ ak− = 0.

Since E±E∓a
k
+ and E±E∓a

k′
− are multiples of ak+ and ak

′
− , respectively, and since βk,k′ 6= 0,

it follows from (19) that (E2
−a

k′
+) ◦ (E2

+a
k
−) is a multiple of ak+ ◦ ak

′
− . Thus, if we pick k = k′

such that ak± 6= 0, then it follows that E2
−a

k
+ and E2

+a
k
− must be multiples of ak− and ak+,

respectively. Thus, (k2 + k)E−a
k
+ = E+E

2
−a

k
+ is a multiple of E+a

k
−, i.e., E−a

k
+ = rk−E+a

k
−

for some rk− 6= 0, and the other equation follows with rk+ := (rk−)−1.

Lemma 4.5 We have ak± = 0 for all k ≥ 3.

Proof. Let us take the (W 3
k ◦W−3

k )-component of (15). It reads

αk,k(E
2
+a

k
+) ◦ (E2

−a
k
−) = 0,

and since αk,k 6= 0, this implies that E2
+a

k
+ = 0 or E2

−a
k
− = 0. For k ≥ 3, this is equivalent to

ak+ = 0 or ak− = 0 by (4), and with the equivalence of these two equations from Lemma 4.4,

the claim follows.

Lemma 4.6 We must have n = 2.

Proof. We calculate the S2(V1)-component of (15). First of all, we have by (5)

[E+, [E−, a+ ◦ a−]]S2(V1) = (E+E−a+) ◦ a− + a+ ◦ (E+E−a−)
=

∑
k,k′∈{1,2}(k

2 + k + k′2 + k′ − 2)ak+ ◦ ak
′
− .

By Lemma 4.5, we can simplify the form of Ã0 from (17) to

Ã0 = α2,2(E+a
2
+) ◦ (E−a

2
−) +

∑
k,k′∈{1,2}

βk,k′(E−a
k
+) ◦ (E+a

k′

−) + Ã00

Thus,

[E+, [E−, Ã0]]S2(V1) = α2,2(E−E+a
2
+︸ ︷︷ ︸

=6a2+

) ◦ (E+E−a
2
−︸ ︷︷ ︸

=4a2−

)

+
∑

k,k′∈{1,2} βk,k′(E+E−a
k
+︸ ︷︷ ︸

=(k2+k)ak+

) ◦ (E−E+a
k′

−︸ ︷︷ ︸
=(k′2+k′)ak

′
+

)

+ βk,k′( E2
−a

k
+︸ ︷︷ ︸

=rk−(k2+k)ak−

) ◦ ( E2
+a

k′

−︸ ︷︷ ︸
=rk

′
+ (k′2+k′)ak

′
+

)

= 24α2,2a
2
+ ◦ a2

− +
∑

k,k′∈{1,2}

βk,k′(k
2 + k)(k′2 + k′)(1 + rk

′

−r
k
+)ak+ ◦ ak

′

− .
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Thus, using that rk+r
k
− = 1, the (W 1

k ◦W−1
k )-components of (15) read

k = 1 : (2 + 8β1,1)a1
+ ◦ a1

− = (n2 + n)a1
+ ◦ a1

−
k = 2 : (10 + 24α2,2 + 72β2,2)a2

+ ◦ a2
− = (n2 + n)a2

+ ◦ a2
−

If n = 1, then 2 + 8β1,1 6= (n2 + n) and (10 + 24α2,2 + 72β2,2) 6= (n2 + n), so that these
equations would imply that a1

+ ◦ a1
− = a2

+ ◦ a2
− = 0 which together with Lemmas 4.4 and 4.5

whould imply that ak± = 0 for all k, i.e., a± = 0 which is impossible.

Lemma 4.7 Let n = 2, and let k ∈ {1, 2} be such that ak± 6= 0. Then

rk±(k2 + k) + 2βk,kr
k
±(k2 + k)2 = 2.

and hence

rk± =
2

(k2 + k) + 2βk,k(k2 + k)2
=

{
1/3 if k = 1
−1/3 if k = 2

Evidently, this is the final step in our proof, since |rk±| = 1/3 contradicts the identity
rk+r

k
− = 1 from Lemma 4.4.

Proof. We only show the lemma for “±” = “+” as the other case goes through analogously.
By (12), the (W 1

k ◦W 1
k )-component of (16) reads in this case

ak+ ◦ (E2
+a

k
−) + ([E+, [E+, Ã0]])W 1

k ◦W
1
k

= 2ak+ ◦ ak+. (20)

By Lemma 4.4 and (5) we have

E2
+a

k
− = rk+E+E−a

k
+ = rk+(k2 + k)ak+. (21)

By Lemma 4.5, we can simplify the form of Ã0 from (17) to

Ã0 = α2,2(E+a
2
+) ◦ (E−a

2
−) +

∑
k,k′∈{1,2}

βk,k′r
k′

+ (E−a
k
+) ◦ (E−a

k′

+) + Ã00

and thus,
([E+, [E+, Ã0]])W 1

k ◦W
1
k

= 2βk,kr
k
+(E+E−a

k
+︸ ︷︷ ︸

(k2+k)ak+

) ◦ (E+E−a
k
+︸ ︷︷ ︸

(k2+k)ak+

)

= 2βk,kr
k
+(k2 + k)2ak+ ◦ ak+.

(22)

Substituting (21) and (22) into (20) yields

(rk+(k2 + k) + 2βk,kr
k
+(k2 + k)2)ak+ ◦ ak+ = 2ak+ ◦ ak+,

and since ak+ 6= 0 by assumtion, the claim follows.
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Direct simulation of the infinitesimal dynamics of semi-discrete
approximations for convection-diffusion-reaction problems

2009-03 Franz Kalhoff and Victor Pambuccian
Existential definability of parallelism in terms of betweenness
in Archimedean ordered affine geometry

2009-02 Fulvia Buzzi, Michael Lenzinger and Ben Schweizer
Interface conditions for degenerate two-phase flow equations
in one space dimension

2009-01 Henryk Zähle
Approximation of SDEs by population-size-dependent
Galton-Watson processes

2008-25 Wilfried Hazod
Mehler semigroups, Ornstein-Uhlenbeck processes and background
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