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Energy Consumption-based Pricing
Model for Cloud Computing

Mohammad Aldossary*', Karim Djemame*

Abstract

Pricing mechanisms employed by different service providers signifi-
cantly influence the role of cloud computing within the IT industry. The
purpose of this paper is to investigate how different pricing models in-
fluence the energy consumption, performance and cost of cloud services.
Therefore, we propose a novel Energy-Aware Pricing Model that considers
energy consumption as a key parameter with respect to performance and
cost. Experimental results show that the implementation of the Energy-
Aware Pricing Model achieves up to 63.3% reduction of the total cost as
compared to current pricing models like those advertised by Rackspace.

1 Introduction

Cloud computing has been named as the fifth utility along with telephone, gas,
electricity and water where nowadays cloud services are available on demand,
such as any other utility services [1]. Generally, cloud services offer computa-
tional resources for customers including for instance, CPU, RAM, Network and
Storage capacity. Each cloud provider has different resource pricing options.
Thus, payment models and resource utilization determine these pricing options.
Computing resources are offered as Virtual Machine (VM) instances with their
price being determined based on the integration of CPU, RAM, Network and
Storage capacity. In [3], the authors have noted that most cloud computing ser-
vice providers usually charge consumers for the offered services on a timely basis
regardless of the actual resource usage and consideration of energy consump-
tion, which is considered one of the biggest cost factors by cloud infrastructure
providers.

A number of initiatives are found in the literature towards the modelling of
pricing mechanisms for offered services including subscription-based, dynami-
cally priced such as Amazon EC2 spot instances [5] and usage-based such as
Jelastic plans [2]. The cloud providers offer different types of pricing based
on the customer requirements such as prepaid (reserved), on-demand and auc-
tioned are the most popular pricing models. Prepaid: this type of instances
allows customers to pay a fixed price up-front for a specific period of time. Usu-
ally, customers pay lower prices for long-term commitments due to the fact that
this can help cloud providers to estimate the expenses of their infrastructure
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[6]. On the other hand, on-demand: there are no long-term commitments with
these types of instances that enable customers to pay service fees on an hourly
basis. For businesses that cannot pay up-front or cannot estimate their required
computing resources, the pay-as-you go model is ideal [7]. Lastly, auctioned:
the idea of the auction pricing model is based on selling the idle time of cloud
services, which enables customers to bid for cloud services while cloud providers
have the right to accept or reject the offer [6].

Recently with the increasing electricity cost of cloud data centre to the point
that it can often override the cost of IT equipment over a period of time
[4], power consumption has become an important problem for infrastructure
providers. Consequently, modelling a new pricing mechanism for offered ser-
vices to be adjusted to the actual energy costs has become an important re-
search topic that has attracted the attention of many researchers. Therefore,
we consider two factors to determine the costs incurred by Cloud providers: (1)
the resource usage level, and consequently the power consumption, (2) the per-
formance variations (degradation/improvement) faced by customers at service
operation and its impact on energy consumption and cost.

Considering the challenges in pricing models, this paper is the first step in
the investigation over the relationships between pricing, energy consumption
and performance. The main contribution of this paper is a novel Energy-Aware
Pricing Model that considers energy consumption as a key parameter with re-
spect to the performance and cost.

The remainder of this paper is organised as follows: In Section 2, we discuss
the related work on pricing models in cloud computing. In Section 3, we present
the description of the proposed model. Section 4 provides an overview of ex-
perimental design, followed by the experiment setup, and implementation. In
Section 5, we present the results and discussion. We discuss future work and
conclude in Section 6.

2 Related Work

Cloud computing is an important and growing business model; yet it has at-
tracted the attention of many researchers. While contributing to the debate
about pricing models and energy consumption in cloud computing, Li et al. [§]
presented a cost and energy aware scheduling algorithm to reduce the cost and
the energy consumption of workflow while meeting the deadline constraint. The
proposed Cost and Energy Aware Scheduling (CEAS) algorithm consists of five
sub-algorithms. The authors use CloudSim to evaluate the algorithm using four
scientific workflow applications. However, the proposed algorithm does not con-
sider the actual electricity cost and their energy model only considering CPU
power consumption.

Overall, with the increasing electricity cost of the data centre to the point
that it can often override the cost of IT equipment over a period of time [4],
power consumption has become a vital concern for infrastructure providers.
Therefore, cloud providers should consider energy consumption when designing



pricing mechanisms for the offered services. Zhang et. al. [9] have proposed
resource allocation algorithm for a heterogeneous environment. The problem
focused about data centres that consume huge amounts of energy, and have the
impact on environmental and operational costs. The authors have proposed
two techniques, one to lower high energy consumption is decreasing the scale
of data centres, and another is using a resource allocation algorithm to achieve
the trade-off between performance and energy consumption. The proposed al-
gorithm is based on energy aware scheduling policy. However, they need to
implement that algorithm to validate the cost fairness and effectiveness.

Moreover, Berndt and Andreas [3] proposed a hybrid IaaS pricing model
to address an issue when Cloud providers practice of overbooking and double
selling capacity in order to retain profitability, which would affect performance
and Cloud adoption. To clarify, this pricing model charges based on a flat rate
part that guarantees a certain performance to the consumers and on a flexible
part that charges for the resource usage exceeding the flat rate portion. Their
approach only requires measurement of performance in one side and measure-
ment of resource usage on the other side, as stated in their work. However,
their approach is still limited in the essence that it does not consider the cost
of energy consumption and performance variations.

Furthermore, Qureshi et al. [13] emphasize the variability of electricity price
in different geographic locations, it helps to reduce data centre costs. Narayan
and Rao [12] proposed a pricing mechanism that maps between the cost of elec-
tricity input to the infrastructure and the output cost of the Cloud services.
Their assumption that, pricing scheme varies dynamically in conformity with
the variation of the electrical input costs that measured by a smart grid. Never-
theless, customers have no information on the consumption of energy that they
consume. Consequently, we need to make them aware about their energy us-
age, which may help them change their behaviour accordingly e.g. by shutting
down/consolidating VMs and running applications which are energy efficient.

However, the proposed model differs from those reviewed in this section. The
main difference is that our Energy-Aware Pricing Model considers energy con-
sumption as a key parameter with respect to performance and cost. Further-
more, customers will get charged based on their actual resource usage.

3 The Proposed Model

In this paper we designed a pricing model considering energy consumption in
addition to resource usage for cloud computing offered services. This led us
to come up with a novel Energy-Aware Pricing Model that considers energy
consumption as a parameter with respect to performance and cost. The pro-
posed model will charge the customer based on the actual resource usage per
unit such as (CPU, RAM, Network and Disk) including energy consumption.
Therefore, we have applied a mathematical approach to calculate power and
energy consumption, as well as resource usage.



1. To calculate the Power Consumption per VM we use [15]:

Hostge
VMpower(:r) = VMcount + (HOStpower - HOStidle)
V Muytii(a
S M)

Zy:1count VMUtzl(y)

Where V M, gper(z) is power consumption for one VM measured by Watt
per second. The Host;q is power consumption for idle single host and
Hostpoyer is power consumption for a single host. The V M gypn: is number
of VMs in a single host. The V My, is a VM CPU utilisation divide
by Z:jﬁ“’“” V Myriii(yytotal VMs CPU utilisation in a single host.

2. To calculate the Energy Consumption and Energy Price per VM we
used:

VMPower(x) T’Lme(s)
*
1000 3600 ’
EnergyPricey yr(z)/kwh = Energyv i z)/ewn * EPricegw (2)

Energyy m(z)kwn =

We convert power consumption from formula (1) using the formula (2) to
get the energy consumption where Energyy nr(z)/kwh is energy consump-
tion for one VM measured by Kilowatt per hour and Time, the time
for using one VM. EnergyPricey ni(z)/kwh is the Energy Price, we multi-
ply energy consumption by electricity price, as reference in UK electricity
prices [11] average estimate EPrice = 0.12 per kWh.

3. To calculate the Resource Usage per VM we used:

Time
CPUusage = § CPUUt’le
S=1
Time
Memoryysage = E Memoryyti,
S=1

Time

DiSkusage = Z DiSkUtil, (3)
S=1

Time
Bandwidthysege = Y Bandwidthyy,
S=1
Time(s)

Timey, = 3600

We calculate the resource usage individually, such as C'PUysqge per sec-
ond at a specific period of time (usage time) where Zg;"lleCPUUt“ is
total CPU utilised during that period and so on for each resource such
as Memory, Disk and Bandwidth and convert the time from seconds to
hours.



4. To calculate the Price for Resource Usage per VM we used:

Pricey (z)/n = (CPUusage * CPricey)
+ (Memoryysage * M Pricep)
+ (Diskysage * DPricey,)
+ (Bandwidthysqge * BPricep) (4)

From the formula (3) we use the resource usage calculation and multi-
ply it by the price for each resource per hour. For estimating the price
for each resource, we follow Rackspace [14] and ElasticHosts price [21]:
where C Price is pricing fee per hour for CPUysqg. = 0.0092 per GHz/h,
M Price is pricing fee for Memoryysage = 0.0092 per GB/h, DPrice is
pricing fee for Diskysqge = 0.0001 per GB/h and BPrice is pricing fee for
Bandwidthysqge = 0.0000001 per MB /h.

5. For applying Energy-Aware Pricing Model we used this formula:
Total Price = Pricey y(z)/n + EnergyPricey y(q)/kwh (5)

which is the price for resource usage and energy consumption for one VM
per hour by considering (4) and (2).

4 Experimental Design

4.1 Experiment Setup

Cloud computing service providers usually charge their customers on an hourly
basis with no performance guarantee instead of considering the actual resource
usage. For instance, in Rackspace [14] and Amazon EC2 [17] on-demand schemes
assume the average utilisation is 100% [16], customers are charged the same price
no matter what CPU and RAM utilisation can be. In other words, Rackspace,
Amazon EC2 and Microsoft Azure [18] charge consumers for the offered ser-
vices on a timely basis regardless of the actual resource usage and consideration
of energy consumption, which is considered one of the highest cost factors by
cloud infrastructure providers. A number of experiments have been designed
and implemented on a local Testbed with the support of the Virtual Infrastruc-
ture Manager, OpenNebula [19]. Heterogeneous virtual machines were created
and their monitoring was performed through Zabbix [20]. This has allowed
full control of the cloud environment in order to get detailed results of how
the Energy-Aware Pricing Model affects cost and energy consumption. VM
cost considerations in the experiments were based on information available on
Rackspace [14] and ElasticHost [21]. The data gathered during the experiments
was input into this tool to get a cost estimate of deploying the VM on a public
cloud. The server and the virtual machine configurations are shown in Tables
1 and 2.



Server - Testnode2

MODELNAME Intel(R) Xeon(R) CPU
E3- 1230 V2

CPU 3.30GHz

Number of cores 8

Memory 14.7GB

Disk 915GB

HYPERVISOR KVM

Operational System

Linux Debian 7.8

Table 1: The server configurations.

Small - VM
CPU 0.25
vCPU 2GHz
Number of cores 2
Memory 2GB
Disk 40GB
HYPERVISOR KVM
Operational System Windows 2003 x86

Table 2: The virtual machine configurations.

4.2 Implementation

The objective of these experiments is to evaluate the variation of the actual
resource usage and energy consumption when running software intensive work-
loads and their influences on the price. We applied three different workloads
to the VMs: (HeavyLoad) to stress all resources under heavy load, (CPUS-
TRES) CPU stress tool to simulate CPU usage used multi-threading to exploit
multi-cores to test high workloads, and (Pi Java Program) to simulate resource
usage in one hour. In this paper, we have shown the execution of (CPUSTRES-
workload) in the following figures when the CPU utilisation and the energy
consumption are relatively high.
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Figure 1: CPU Utilisation.



testnode2: Memory usage (1h)
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Figure 2: RAM Utilisation.
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Figure 4: Network Utilisation.



testnodeZ: Disk space usage / (1h)
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Figure 5: Disk Utilisation.

5 Results and Discussion

As shown in Figures.1-5 during the execution of (CPUSTRES-workload) the
CPU utilisation and the energy consumption are relatively high. However, un-
der a high workload, the implementation of the Energy-Aware Pricing Model
shows a significant reduction in the total cost and energy consumption as com-
pared to the current pricing models. We did the experiments with 4 Small-
VMs using the (HeavyLoad-workload), (CPUSTRES-workload) and (Pi Java
Program-workload), the results showed the same influence on the resource us-
age and the energy consumption. We compared Rackspace versus Energy-Aware
Pricing Model based on a one-hour time frame. In Rackspace and Amazon EC2
assumed average resource utilization is 100%, which is not realistic. Moreover,
in Amazon EC2 the smallest pricing time unit for instance is one hour [22]. In
this case, if the customers run their applications for 20 minutes, they will have
to pay for the full hour cost [10]. Additionally, the customers could not be scal-
ing up/down the VMs in terms of CPU and RAM. For instance, the customers
need to purchase the closest instance type of the VM. If the VM capacity is
greater than the application requirement then the resources will be wasted and
customer will pay more without any benefit. On that other hand, if the VM ca-
pacity is less, then the performance might degrade. However, the Energy-Aware
Pricing Model when a server is started the customer is only charged based on
the actual resource usage by taking into account the energy consumption; that
showed a significant reduction of total cost and energy consumption compared
to Rackspace pricing models.

Comparison of Utilisation and Cost
4 Small-VMs Energy-Aware Pricing | Rackspace Pricing
Mode Model
vCPU 6.81GHz 8GHz
vRAM 4.67GB 8GB
HDD 20.5GB 160GB
Network 1MB 1600MB
Energy Consumption 0.069kWh 0.075kWh
Hourly Cost £0.116 £0.316

Table 3: Energy-Aware Pricing Model vs. Rackspace pricing model based on resource
utilisation and cost per hour (CPUSTRES-workload).



4 Small VMs
149% 41.6% 87.2% 99.9%

Pricing Mode

vCPU GHz vRAMGB HDDGB I/OMBs Energy Hourly
KWh Cost £

Figure 6: Rockspace versus Energy-Aware Pricing model based on percentage
(CPUSTRES-workload).

The result of the experiments showed that the implementation of Energy-
Aware Pricing Model achieve up to 63.3% reduction of total cost and 8.0%
reduction of energy consumption as compared to the Rackspace pricing model
as shown in Figure 6. Therefore, the Energy-Aware Pricing Model offers a cost
benefit for the customers based on their resource and energy usage as shown
in Tables 3. Thus, both the providers and the customers will get benefits.
Providers will get cost benefit when more customers decide to move into the
cloud, and will gain more revenue by applying Energy-Aware Pricing Model to
attract more customers. On the other hand, customers will get cost benefit in
the Energy-Aware Pricing Model due to the reduction of resource usage wasted
and energy consumption.
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Figure 7: Comparison of total price in terms of scalability.

In terms of scalability, we assume if we have 1024 homogeneous VMs run-
ning the same workload on 256 PMs. As shown in Figure 7 the result of the
experiments showed that the implementation of Energy-Aware Pricing Model
achieves up to 38% reduction of total cost as compared to the Rackspace pricing
model.



6 Future Work

We will evaluate the Energy-Aware Pricing Model under various assumptions
and scenarios, including different applications, e.g. data/compute intensive ap-
plications (e.g. Hadoop and MPI), and in terms of scalability (number of VMs
and Physical Hosts). Further, we will investigate dynamic pricing models that
adapts performance variations (degradation/improvement) faced by customers
at service operation. Their impact on energy consumption and cost will be
addressed. Additionally, we will propose novel Energy-Aware Pricing Predic-
tion Model that would predict the workload by estimating the resource usage,
power consumption and total cost for VMs using appropriate algorithms and
mathematical modelling based on historical and current data.

7 Conclusions

In this paper, we proposed novel Energy-Aware Pricing Model that considers
energy consumption as a key parameter with respect to performance and cost.
The proposed model charge the customer based on the actual resource usage,
such as (CPU, RAM, Network and Disk) by taking into account the energy con-
sumption. Moreover, we presented an early investigation on how the adoption
of Energy-Aware Pricing Model influences on the energy consumption and to-
tal cost, in order to identify the competitive pricing models from the providers
perspective.
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