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Abstract 

MESSAGE-MACRO is the result of linking a macroeconomic model with a detailed energy supply 
model. The purpose of the linkage is to consistently reflect the influence of energy supply costs as calculated 
by the energy supply model in the optimal mix of production factors included in the macroeconomic model. 
In this article, we describe an automated link of two independently running models. The advantages of 
this setup over a single, fully integrated model are twofold: First, it is more flexible, leaving the constituent 
models intact for independent runs , thus making further model development an easier task. Second, the 
decomposed model solution benefits numerically from having the most non-linearities concentrated in the 
smaller of the two modules. The emphasis of the paper is on methodology, but we also include an example 
demonstrating the feedback mechanisms of MESSAGE-MACRO by applying it to two global economic­
energy-environment scenarios. The two scenarios are a reference scenario and a scenario that limits the 
global atmospheric carbon concentration to 550 ppmv. The scenarios are compared in terms of GDP, energy 
su pply and demand. and energy prices. © 2000 Elsevier Science Ltd. All rights reserved. 

I. Introduction 

This paper describes MESSAGE-MACRO, one part of the IIASA Integrated Assessment 
Scheme for Scenario Analysis. The paper emphasizes the description of the model, but illustrates 
its main features with typical results. 

MESSAGE-MACRO is the result of linking an energy supply model of the Linear Program­
ming type (MESSAGE) with a non-linear macroeconomic model (MACRO). The link is fully 
automated, but involves running the two parts in a stand-alone mode . In comparison with fully 
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integrated models such as MARKAL-MACRO [ 13), our approach Jacks the elegance of a single 
black box but it has, perhaps, more transparency. We are also convinced that it is more versatile 
and faster than a fully integrated model. In any case, and under the given circumstances, it was 
the most straightforward tool to produce for the purpose. 

The motivation for building this tool came from the desire to improve earlier "soft-linked" [17) 
versions of predecessor models. That soft linking involved overlapping domains of the linked models 
which led to inconsistencies between a part of the results that could never be reconciled completely. 

I.I. The IIASA integrated assessment scheme for scenario analysis 

IIASA' s Environmentally Compatible Energy Strategies (ECS) project has developed an inte­
grated set of tools, the IIASA Integrated Assessment Scenario Analysis Framework. A schematic 
overview of this computational framework, which shows the connections between its parts and 
the kind of information that flows between them, is given in Fig. I. 

One central part of this framework, MESSAGE-MACRO, describes the interaction between 
macroeconomic production, energy demand and supply, and pollutant emissions. The inputs into 
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MESSAGE-MACRO, reference values of economic growth and of overall energy intensity of 
gross domestic product (GDP), come from the Scenario Generator, a database of historical econ­
omic development indicators and energy supply variables. The Scenario Generator generates these 
inputs by combining qualitative, highly aggregated scenario assumptions, e.g., on the speed of 
convergence of GDP per capita in the world regions over time and on technological change, with 
extrapolations of historical trends. 1 Other inputs into MESSAGE-MACRO come from formal 
databases and other data sources such as publications in the field. A major source of present and 
future data on technologies is C02DB, described in Strubegger et al. [16]. One internal database 
contains data on the availability of primary energy sources. The third major group of inputs into 
the energy supply part of MESSAGE-MACRO is energy demand. Energy demand is again 
derived from the Scenario Generator. More precisely, the Scenario Generator provides an initial 
trajectory of energy demand as a starting point for the iterative procedure to solve MESSAGE­
MACRO. In its final result, energy demand is endogenous in MESSAGE-MACRO and subject 
to macroeconomic optimization. 

The outputs of MESSAGE-MACRO on pollutant emissions enter directly into the Regional 
Air Pollution Impacts model RAINS [ 1,3] and an advanced version of MAGI CC [ 19,6]. The latter 
two models calculate environmental impacts (sulfur depositions, atmospheric C02 concentrations, 
temperature averages, etc .), which are inputs into the Basic Linked System of National Agricul­
tural Models, BLS [5]. BLS and MESSAGE-MACRO are also soft-linked; that is, they use con­
sistent data on macroeconomic investments, GDP growth, and technological change. 

This scheme of models and its operation reflects past model developments at IIASA and its 
modeling needs and practices. It is noted that this is different from integrated models which are 
much more closely linked and which usually include an explicit feedback from the climate to the 
economy. One prominent example of integrated models is IMAGE, developed at the Dutch RIVM 
[2]. For an overview and comparison of approaches and results of Integrated-Assessment mode­
ling see Weyant et al. [ 18] . An example of a model that integrates all sectors of the economy 
and that includes, in addition to C02 seven other greenhouse gases, is the Second Generation 
Model SGM developed at the US-PNL [4]. 

1.2. The de1 ·elopme11t of MESSAGE-MACRO 

Prior to the development of MESSAGE-MACRO and its inclusion in IIASA's Integrated 
Assessment Scheme, two separate models, MESSAGE and 11 R, played the role that is now ful­
filled by the linked modules. 11 R is a model of energy-economy-environment interactions, build­
ing on the Global 2100 model by Manne and Richels [ 12]. In the earlier setup, both MESSAGE 
and 11 R included a representation of the Reference Energy System (RES), MESSAGE's RES 
being much more detailed . This duplicity introduced variety and enriched the view of the future, 
which, given the time frame of more than I 00 years, cannot reasonably be pictured unambiguously 
anyway. However, it was unsatisfactory that scenario variability was introduced by peculiarities 
of the respective energy models rather than by well-defined scenario variables. 

In the course of time, the negative aspects of having separate models, perhaps aided by the 

' For a detailed description of the Scenario Generator, see Gritsevskii [8[ . 
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increased elegance of the result envisaged, weighed heavier than the advantages, leading to a 
linking of MESSAGE and 11 R. Readers familiar with energy-economy optimization models may 
know the MARKAL-MACRO model [13) which has much in common with our model. The main 
difference between the two approaches is that MARKAL-MACRO is a fully integrated single 
model, whereas MESSAGE-MACRO is solved by running each part separately and iterating their 
inputs until consistency between the macroeconomic part and the energy part is reached. In this 
solution process, the iterations have the function to match demand and supply curves in 11 world 
regions in all time periods. 

The vehicle transporting the information between the two submodels are supply curves derived 
from MESSAGE. These supply curves are input to MACRO, which returns a new set of demands, 
consistent with MACRO's production function , to MESSAGE. 

2. Short model descriptions 

The following description of MESSAGE-MACRO is divided into the description of the two constitu­
ent models, followed by the description of the linking procedure. In our view, this division not only 
enhances clarity, it also reflects the fact that both models can still be run independently from each other. 

2.1. The systems engineering model MESSAGE /II 

MESSAGE III is a dynamic systems engineering optimization model that is used for medium 
to long-term energy planning, energy policy analysis and scenario development [ 14) . The model 
provides a framework to represent an energy system with all its interrelations and dependencies. 
At the core of MESSAGE is a reference energy system (RES) that represents the most important 
energy carriers and conversion technologies . 

The exact shape of the RES and its development over time (technological progress) is defined 
by the model input data. For the runs reported here, the RES included the fossil energy carriers 
coal, oil and gas, nuclear, and various renewable sources of energy. Final energy is available in 
the form of liquid, solid and gaseous fuel s, electricity and district heat. Methanol and hydrogen 
can be introduced as an alternative to the presently available energy carriers. 

Energy demands are exogenous to the model. They are defined on the level of useful energy, 
distinguishing between thermal and specific (mostly electricity) uses in the industry and 
residential/commercial sectors, and between passenger and freight transport demands. 

The geographical disaggregation is into 11 world regions that are linked by international trade 
of primary energy carriers as well as the final energy carriers methanol and hydrogen . For each 
of the 11 regions the RES includes approximately 150 technologies. 

MESSAGE results include optimal (i.e., least-cost) energy supply and utilization structures, 
resource extraction profiles, marginal cost and quantities of energy traded internationally, invest­
ment requ irements in the energy sector, and pollutant emissions. 

Generally, MESSAGE III can be applied to check the technical feasibility of a projected devel­
opment of the energy system, i.e., that resources are sufficient, that technologies are adequate for 
the energy system, and that the developments over time, especially the demand trajectories, are 
consistent with the setup of the scenario. 
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Energy supply responds to energy prices in MESSAGE in the form of substitution effects 
guided by the overall optimization procedure. Elastic demand in the sense of reducing the use of 
energy due to higher energy prices can be implemented using a step-wise approximation [14]. 
However, this feature of MESSAGE is not easy to calibrate or to handle, so linking the model 
to an economic model as described here seems a preferable solution. 

2.2. MACRO: a 111acroeco110111ic model of energy-economy interactions 

MACRO, as it is used in the link with MESSAGE, has its roots in a long series of models by 
Manne and others. The latest model in this series is MERGE-3 [11]. 2 MACRO is a macroecon­
omic model maximizing the intertemporal utility function of a single representative producer­
consumer in each world region. The optimization result is a sequence of optimal savings, invest­
ment, and consumption decisions . The main variables of the model are the capital stock, available 
labor, and energy inputs, which together determine the total output of an economy according to 
a nested CES (constant elasticity of substitution) production function. Energy demand in two 
categories (electricity and non-electric energy) is determined within the model , and is consistent 
with energy supply curves, which are inputs to the model. 

The model ' s most important driving input variables are the projected growth rates of total labor, 
i.e., the combined effect of labor force and labor productivity growth and the annual rates of 
reference energy intensity reduction. 

Labor growth is also referred to as reference GDP growth. In the absence of price changes, 
energy demands grow at rates that are the approximate result of GDP growth rates, reduced by 
the rates of overall energy intensity reduction. Price changes can alter this path significantly. 

3. The link 

3.1. Th e cost fun ction 

MACRO"s production function includes two energy demand categories, electric and non-elec­
tric. To optimize, MACRO requires cost information for each demand category. The exact defi­
nitions of these costs as a function over all positive quantities of energy cannot be given in closed 
form-as formulae-becau se each point of the function would be a result of a full MESSAGE 
run . However, the optimality conditions implicit in the formulation of MACRO only require the 
functional values and its derivatives at the optimal point to be consistent between the two submod­
els . Since these requirements are therefore only local, most functions with this feature will simu­
late the combined energy-economic system in the neighborhood of the optimal point. 

We have chosen a quadratic form , that is, 

cost,= c, + l:aj.I X energyj,, X energyj,,; j = ELEC,NELE; t = 1, T (I) 

' Licen, es for MERGE-2 and MERGE-3 are a,·ailable throu gh http ://www.stanford .edu/group/MERGE/. 
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The parameters c, and aj., were determined such that the resulting costs and their derivatives 
coincided with MESSAGE's outputs in each point in time and in both demand sectors. A sche­
matic illustration of one component of the cost function (that is, for one demand sector and one 
time period) is depicted in Fig. 2. In the version of MESSAGE that has been used for the linking, 
seven demand sectors are defined. To accommodate the two energy sectors of MACRO, the seven 
sectors were aggregated into the two that are required. 

3.2. Optimality conditions 

To describe how the cost functions influence the optimization, we first present the production 
function of MESSAGE-MACRO. 

(2) 

with Y, output at time t, K, capital stock at time t, l, labor force at time t, N, non-electric energy 
demand at time t, E, demand for electricity at time t, a optimal share of capital in the capital-labor 
aggregate, f3 optimal share of electricity in the energy aggregate, p=(l -1/cr) (with cr=elasticity of 
substitution), a,b calibration parameters. 

This formulation of the production function implies that each production factor increases total 
production up to the point where its price begins to exceed (i.e., is equal to) the partial derivative 
of the production function with respect to this production factor. For the calibration year, this 
point (condition) then provides, together with the values of the variables in the calibration year, 
the two equations needed for the calculation of the two calibration parameters a and b.3 The 
calibrated production function, together with the cost curve, drives the optimization between 
MESSAGE and MACRO. This explains why it is only the local properties of the cost function 
that matter for the optimization. 

Energy 
Price 
[$/GJ] 

Energy Supply [Mice) 

Fig. 2. A schematic presentation of energy supply costs in MESSAGE-MACRO. 

' Any production facto r cou ld be used for the panial derivative and thus for the formulation of the second equation necessary to 
tklL'rmin~ a and b. In act ual model use . the price of non-electric energy serves thi s purpose. 
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3.3. Iterating between MESSAGE and MACRO 

The algorithm to solve the linked MESSAGE-MACRO is a straightforward iteration, beginning 
with a MESSAGE solution. A schematic overview of the algorithm is presented in Fig. 3. The 
dashed lines in the figure indicate one-time input flows. The uninterrupted lines describe the infor­
mation flow during the iterations. The one-time inputs from the Scenario Generator are trajectories 
of final energy demand and of economic development. These two time series are converted to 
growth rates of potential GDP and to rates of energy intensity reduction. Since GDP and energy 
demand are subject to the optimization process in MESSAGE-MACRO, the inputs from the Scen­
ario Generator cannot provide the eventual quantities, but only reference values needed by the 
optimization model as starting values. In practice and under "business-as-usual" conditions, solution 
values do not deviate much (typically not more than 5%) from the reference values. 

The final-energy demand from the Scenario Generator is also converted into useful-energy 
demand, which is needed by MESSAGE to drive its supply optimization. Again, initial demand 
is subject to subsequent change during the optimization process, but this step is necessary to 
establish an initial distribution of the two final-energy forms (electric and non-electric) in all 
demand sectors of MESSAGE. 

After these one-time inputs have been made, the iteration proceeds independent of further inputs 
by the Scenario Generator. The first step of the iteration is a MESSAGE solution. Based on this 
solution, resulting demands are aggregated into the two sectors electric and non-electric. For the 

Reference final 
energy demand ,--"--

E§ 
' 

Useful energyi 

demand i Useful energy 
demand 

Final energy shadow prices 

Final energy demand 

Reference GDP ................ 

Final energy 
demand 

·-----,~~ergy intensities 

Cost functions 

Fig. 3. Schematic overview of MESSAGE-MACRO iterations. 
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same two categories, shadow prices are calculated as weighted averages. In addition, total energy 
systems costs are calculated. With this information, two cost functions-as defined above -are 
calculated for each future time period and each world region. For the base year, MACRO requires 
no cost functions, because all model parameters are fixed, and the information on prices and 
quantities is used to calibrate the production function parameters. 

MACRO is then run with these inputs, and optimized demands are calculated. From these demands, 
correction factors (the ratios between new and old demand figures) are calculated and MESSAGE 
demands are updated. This completes the first step of the iteration. The iterations end as soon as the 
correction factors fulfill a convergence criterion. Thus far, we were satisfied with the speed of conver­
gence of the algorithm. In the following section, we illustrate a typical convergence process. 

3.4. Software 

MESSAGE-MACRO runs under a UNIX operating system. The model-generating codes for 
both submodules are written using the C programming language. MACRO is formulated in 
GAMS, and the computer image of MESSAGE is a matrix in MPS format, which can be solved 
by several commercial solvers. The model corresponding to the documented runs has approxi­
mately 50,000 constraints. It was solved using HOPDM (7). The linking is controlled by a UNIX 
shell script. The solution time required for one MESSAGE iteration is in the order of one hour, 
MACRO runs in less than five minutes. 

4. Results 

4. I . J/lustration of convergence 

Owing to the small fraction of economic output that is used to pay for the energy supply of 
an economy, adjustments during the iterative solution of MESSAGE-MACRO are relatively 
smaller in total economic output than they are in energy prices and quantities. The first part of 
this assertion is illustrated in Fig. 4, showing the movement of global GDP during the first five 
iterations of the MESSAGE-MACRO solution procedure. 

Note that the total vertical range covered by this graph is two percentage points. The maximum 
deviation of any two GDP developments is thus well below I%, and from the third iteration 
onwards, there is a practical standstill of the model's GDP projection. 

At the other end of the scale-in terms of the dynamics-is the evolvement of shadow prices 
during the iterations. Fig. 5 shows the paths of shadow prices of non-electric energy, averaged 
over the 11 world regions, during the five iterations. In contrast to the movement of GDP during 
the iterations, these shadow prices move over a much wider r.ange. The biggest deviation between 
the first and the last iteration exceeded I 0%. Nonetheless, the convergence seems rather fast. 4 

' Convergence might have been e--en faster if the correction factors-those correcting the demands transferred from MACRO to 
MESSAGE-would not be constrained in each iteration. This constraint was introduced into our experiments at an early stage to 
prevent extreme oscillations. Since the iterations work well with this constraint, there seems to be no reason for eliminating them. 
Equall y. their significance does not seem high enough to warrant a separate analysis of their optimal size. 
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Fig. 4. Global GDP, five iterations in the solution of MESSAGE-MACRO. Units: percent of the fifth iteration. 
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Fig. 5. Shadow prices of non-electric energy, five iterations in the solution of MESSAGE-MACRO. Units: percent 
of the fifth iteration. 

To complete the illustration of convergence, we show, in Fig. 6, the development of global 
non-electric energy demand during the five iterations with MESSAGE-MACRO, again expressed 
as percent of the fifth iteration. As expected, the figure is almost a mirror image of the movements 
of the price curve shown in Fig. 5, because MACRO increases demands when prices are falling. 

The question remains, why, during the iterations, did MESSAGE detect the possibility to deliver 
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Fig. 6. Global non-electric energy demand; five iterations with MESSAGE-MACRO. Units: percent of the fifth iter­
ation. 

more non-electric energy at lower costs than initially? The reason is the interplay between electric 
and non-electric energy in the production function of MACRO, which allows substitution between 
these two final energy forms. We do not show the development of electricity demand in separate 
figures, but we just confirm that during the iterations, electricity demand decreased as demand 
for non-electric energy went up. 

Technically, the substitution between electric and non-electric energy is influenced by a para­
meter of MACRO's production function that specifies the optimal value share (i.e., total cost) of 
electricity in the aggregate of electric and non-electric energy. In our scenarios, this parameter 
increases over time so as to reflect the relative increase of electricity demand within each economic 
sector. This parameter is therefore a so-called "scenario variable", chosen in a way to mimic 
historical trends. 

4.2. Tiro scenarios generated ll'ith the linked model 

Achieving internal consistency between the different design elements of a scenario as expressed 
by the Scenario Generator is the goal of a single run of MESSAGE-MACRO. To achieve this 
consistency is the purpose of the iterations illustrated in the previous section. At the end of this 
iteration a scenario exists that is consistent with the Scenario Generator's assumptions about 
economic growth and technological progress, with MACRO' s description of the economic 
machinery that produces output (i .e., the production function), and with MESSAGE's represen­
tation of the detailed RES. 

The internal functioning of MESSAGE-MACRO that leads to this consistency may be con­
sidered a worthwhile feature, but an even more important kind of consistency comes into play 
when we proceed from one scenario to another. In principle, the issues are the same, i.e., to 
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combine bottom-up effects of providing an optimized energy supply system with top-down effects 
concerning the substitution between the different production factors as a consequence of price 
changes. 

To illustrate a case of scenario comparison, we present, in the following subsection a global 
E3 (energy-economy-environment) reference case together with a greenhouse gas mitigation 
scenario. The latter is defined by imposing carbon emission limits on MESSAGE. The case with­
out such limits is the reference case with which the results of the mitigation case are compared. 

As in the previous section, the prime purpose of the description here is to illustrate the func­
tioning of MESSAGE-MACRO and not to present a result that is of direct policy relevance. To 
provide a minimum of background information, however, we will describe the scenarios to the 
extent that the results illustrate the method used, but we ask the readers to bear with us if we 
restrict the arguments in support of specific assumptions and input data to a minimum. Readers 
interested in the substantive part of the scenarios are referred to IIASA-WEC [I OJ for more detail. 

4.3. Tiro global energy-eco110111y-e111•ironment scenarios 

To emphasize the illustration of the method, the two scenarios described here were chosen in 
part so as to create a major "disturbance" to be inflicted on a reference scenario. The reference 
scenario is therefore one with particularly high use of coal as a primary energy source. In this 
scenario, global energy-related C02 emissions5 increase beyond 24 billion tons of carbon (GtC)­
i.e., approximately four times 1990 values-by the end of the next century. In a second scenario, 
Carbon Mitigation Case, total energy-related C02 emissions are restricted, in MESSAGE, so as 
to keep atmospheric concentration of this greenhouse gas below 550 ppmv. This level means 
approximately twice pre-industrial concentrations and is a kind of "anchor" value used in many 
studies of the climate problem . Nute that this specific formulation of a greenhouse gas emission 
constraint permits the model to choose an optimal time path for costly emission reductions . 
Accordingly, emission reductions are postponed until a point in time in which discounting-both 
of costs in MESSAGE and of utility of consumption in MACRO-reduces the effect of mitigation 
costs on the objective functions. This effect limits the climate-related objectives represented by 
the mitigation scenario to achieving an asymptotic goal in a cost-effective way. No attempt is 
made to balance costs and benefits of mitigation . The benefits may well depend on the shape of 
the emission path leading to the eventual limit [ 15]. If, for instance, the rate of the increase of the 
atmospheric concentration of greenhouse gases is critical-and therefore constrained in addition to 
its absolute limit-mitigation must occur faster and, therefore, incurs higher costs. (For a dis­
cussion of the consequence of timing on mitigation strategies, see, e.g., GrUbler and Messner [9]). 

In MESSAGE-MACRO, the cost of emission reduction is the result of two effects. One is the 
direct effect of a higher share of total economic output that goes into the procurement of cleaner 
energy. This effect is partly offset by the second effect, the benefits resulting from the model's 
ability to substitute capital for energy. Direct and the indirect effects together then result in a 
lower GDP in the Mitigation Case. 

:\ In our scen;.irios. these are defined as C01 emissions resulling from the combustion of fossil fuels plus emissions from the use 
of ro~sil pri mary energy as feedstock material. 
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Summarizing the main results of the two scenarios in one graph, Fig. 7 shows the energy­
related C02 emissions in the two scenarios and the concomitant GDP losses relative to the Refer­
ence Case. The differences between the two emission paths and the GDP reductions begin to be 
noticeable after the year 20 I 0. By the year 2100, emission reductions increase to 80% of the 
Reference Case. GDP losses exceed 0.5 % from the year 2050 onwards. They remain between 1.5 
and 1.7% during the last three periods of the model's time horizon. 

To illustrate the effect of substitution of energy by capital, Fig. 8 shows the trajectories of total 
primary energy use over time in the two scenarios. By the year 2100, total final energy demand 
in the Mitigation Case is reduced by some 15% relative to the Reference Case. 

This substitution is induced by the increase in marginal final -energy costs due to expenditures 
for carbon mitigation measures. By 2100 marginal costs of non-electric energy, as shown in Fig. 
9, are 77% higher in the Mitigation Case than in the Reference Case (as an average over the 11 
world regions) . This difference in marginal costs exceeds 5% in 2040, when carbon emissions in 
the Mitigation Case begin to be lower by more than 10% than those in the Reference Case. 

Changes in electricity costs are, with a 37% increase, approximately half of the increase of 
non-electric energy prices. This is due to the higher flexibility in electricity generation, where 
various power plants using different energy sources can be used to produce the same final -energy 
carrier. This fact is also reflected in the relative changes in electric and non-electric energy require­
ments of the two cases: non-electric energy consumption is reduced by 20% in 2100, while for 
e lectricity use the reduction is only 6%. 

Fig. 10 gives an indication of how the reduction in carbon emissions in the Mitigation Case 
is reached. Compared to the Reference Case, overall primary energy consumption is reduced by 
I 0%, with a decrease in coal consumption by 70%. Gas consumption remains unchanged, while 
the use of oil increases slightly. Carbon-free energy supply options like solar PY cells and nuclear 
reactors account for more than two thirds of primary energy. 

Marginal costs of mitigating carbon emissions, as derived by the optimization of the energy 
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Fig. 7. Carbon emission paths in the Reference Case and in the Carbon Mitigation Case; GDP losses in the Mitigation 
Case relative to the Reference Case. 
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Fig. 9. Marginal costs of non-electric final energy in the Reference and Mitigation Cases (average, minimum and 
maximum over the regions in $/GJ). 

supply system wi th a cumulative carbon emission constraint is around US$3 per ton C as net 
present val ue in 1990. For the year 2100 and given the di scount rate of 5% used, this amounts 
to US$7 l l per ton C. 

5. Discussion 

In the linked MESSAGE-MACRO model, the consistency between economic output and energy 
supply costs means that higher energy prices as a consequence of meeting carbon emission limits 
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Fig. 10. Composition of primary energy supply in 1990, 2050, and 2100 for the Reference and the Mitigation 
Case. exajoules. 

lead to a substitution of the production factor energy by capital and labor. Since this substitution 
is not completely elastic, adjustment costs are incurred, which reduce GDP relative to the reference 
case. At the same time, however, the substitution means that GDP loss is less than simply the 
cost differences of reference and mitigated energy supply. 

Another example of consistency between scenarios that could be quantified with MESSAGE­
MACRO, not illustrated here, would be the illustration of the so-called "rebound" effect. This 
effect describes increases of energy demand as a consequence of increased efficiencies of energy 
conversion-and thereby decreased final-energy costs. 

Expressed in general terms, through the consistency between scenarios , MESSAGE-MACRO 
addresses potential weaknesses of pure "Top-down" and pure "Bottom-up" modeling approaches. 
Potential weaknesses of Top-down models include an underestimate of technological progress, 
which is described here not only by exogenous inputs on energy intensity reduction in the 
MACRO part but also by parameters describing improving technological performance in MESS­
AGE. On the other hand, Bottom-up models can easily fail to catch the take-back effect, which 
is captured here by the MACRO part of the linked model. 

Up to this point we have discussed the methodological aspects of linking the two models as 
described. We hope to have thereby contributed to the discussion of Jong-term energy modeling, 
in particular of Bottom-up vs Top-down approaches. That is a vast field, and our contribution 
has a limited scope by design. Just to establish a connection to the full subject, we want to discuss 
some of the inherent features of the models used, in particular those that are considered problem­
atic by some. 

To begin with, some would question the suitability of macroeconomic models for the long­
term analysis of economic development. Their argument is that any production function describes 
only one production system, which is subject to change in response to changes such as oil-price 
hikes and an impending climate catastrophe. There are several answers to this concern. The first 
is that suitability is a question of degree and there is no tool that is fully suitable to model the 
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global economy over the next I 00 years. Readers must judge themselves whether the outputs of 
our model makes sense to them, but we address mainly those readers who accept the methods 
used as contributing important aspects to the analysis of long-term systems analysis. The next 
answer to the question about the appropriateness of our production function is that it does respond 
to changes such as price increases as a result of resource scarcity or environmental constraints. 
Moreover, our production function is re-calibrated for each time period to describe technological 
progress over and above the overall reduction of energy intensity. (We did not go into this much 
detail of the model description because we wanted to focus the presentation on the linking.) 

As for all models, the quality of the results is determined to an overwhelming extent by the 
quality of the input data. This is of particular importance if policy-relevant results are to be 
derived from MESSAGE-MACRO runs. Readers who want to form their own judgement about 
the quality of the data used for our scenarios are referred to a comprehensive description of the 
IIASA-WEC scenarios in IIASA-WEC [I 0]. Although the Reference Case presented in this report 
is not identical to any of the six IIASA-WEC scenarios, the most important data are. 

6. Summary 

This report describes how we have linked a macroeconomic and an energy supply model. The 
aim of the linkage was to build a tool that generates energy-economy-environment (E3) scenarios 
that are consistent in two respects. One is consistency between energy demand and energy supply 
cost curves owing to a price-responsive macroeconomic production function, and the other is 
consistency between two scenarios that describe the same economy but where one scenario 
includes additional constraints on its energy system. We consider this second kind of consistency 
more important than the first, and we have illustrated the response of the linked model to a 
constraint limiting global energy-related carbon emissions. 

The emphasis of this paper was on methodology and not on policy analysis. In this spirit, the 
model results must be considered experimental, reported mainly to illustrate the reaction of the 
linked model to input variations. The results presented in this paper show that the chosen approach 
can be easily applied even for a large-scale model like the 11 region MESSAGE model used 
here . Furthermore a carbon Mitigation Case could be derived from a Reference Case by simply 
introducing a cumulative carbon constraint in the energy part. Effects on the energy system and 
the overall economy, including loss of GDP and reductions in energy consumption were derived 
from the analysis. 

For the linking, we used a method that leaves the independence of the two constituent models, 
MESSAGE and MACRO, intact. This may seem unnecessarily "hand-woven" , but it has the 
advantage of high flexibility. In MESSAGE-MACRO, it is easy, for example, to experiment with 
alternative production functions without carrying the burden of solving a big energy supply model 
each time. Our way of linking also has the advantage of collecting the non-linearities of the model 
in one place. This way, the non-linear model can be kept small and be solved in a short period 
of time. 
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