Development and validation of a decision tree early warning score based on routine laboratory test results for the discrimination of hospital mortality in emergency medical admissions
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Abstract

**Aim of study:** To build an early warning score (EWS) based exclusively on routinely undertaken laboratory tests that might provide early discrimination of in-hospital death and could be easily implemented on paper.

**Materials and Methods:** Using a database of combined haematology and biochemistry results for 86472 discharged adult patients for whom the admission specialty was Medicine, we used decision tree (DT) analysis to generate a laboratory decision tree early warning score (LDT-EWS) for each gender. LDT-EWS was developed for a single set (n= 3496) (Q₁) and validated in 22 other discrete sets each of three months long (Q₂, Q₃,.....Q₂₃) (total n = 82976; range of n = 3428 to 4093) by testing its ability to discriminate in-hospital death using the area under the receiver-operating characteristic (AUROC) curve.

**Results:** The data generated slightly different models for male and female patients. The ranges of AUROC values (95% CI) for LDT-EWS with in-hospital death as the outcome for the validation sets Q₂-Q₂₃ were: 0.755 (0.727 to 0.783) (Q₁₆) to 0.801 (0.776 to 0.826) [all patients combined, n = 82976]; 0.744 (0.704-0.784, Q₁₆) to 0.824 (0.792-0.856, Q₂) [39591 males]; and 0.742 (0.707-0.777, Q₁₀) to 0.826 (0.796-0.856, Q₁₂) [43385 females].

**Conclusions:** This study provides evidence that the results of commonly measured laboratory tests collected soon after hospital admission can be represented in a simple, paper-based EWS (LDT-EWS) to discriminate in-hospital mortality. We hypothesise that, with appropriate modification, it might be possible to extend the use of LDT-EWS throughout the patient's hospital stay.

**Keywords**
Early warning scores; Risk prediction; Biochemistry; Haematology; Illness severity score
Introduction

It is now common for hospitals to use predetermined ‘calling criteria’ as indicators of the need to increase the physiological monitoring of acutely ill patients or to deliver expert help to their bedside. In the UK, most hospitals use one of the large number of available early warning scores (EWS). EWSs use measurements of vital signs (e.g., pulse rate, blood pressure, breathing rate and conscious level) as their basis. However, their usefulness is affected by the quality of the process of measurement of vital signs, which relies upon (a) staff training, (b) the accuracy of clinical monitors, and (c) a correct measurement technique. Although measured less often than vital signs, the results of laboratory tests are subject to strict quality control and have independently been identified as risk factors for poor patient outcome. Therefore, prediction models or EWSs based exclusively on laboratory test results may offer an additional opportunity to identify sick or ‘at risk’ patients, either at hospital admission or, perhaps, throughout the hospital stay. Whilst physiological EWS have currency and utility in acute hospital care, there is no equivalent for common blood tests.

Our group has previously shown that the risk of in-hospital death can be modelled in general surgical and unselected medical patients using the results of the seven most commonly used laboratory tests in our hospital (i.e., haemoglobin (Hb); white cell count (WCC); serum urea (U); serum albumin (Alb); serum creatinine (Cr); serum sodium (Na); and serum potassium (K)), and several administrative items (i.e., patient age at admission, patient gender, and mode of admission (elective or emergency)). All of these are routinely available on or near hospital admission. We termed this algorithmic predictive model the ‘Biochemistry and Haematology Outcome Model’ (BHOM). However, the binary logistic regression method used to develop BHOM produces a complex algorithm that has little utility as a paper-based EWS for general hospital areas because of the nature of calculations involving logarithms. Therefore, we decided to investigate if it was feasible to use a computerised, statistical method – Decision Tree (DT) analysis – to build a EWS that might predict patients at risk of in-hospital death early in their hospital stay using only laboratory tests and that could be easily implemented on paper.
Method

Local research ethics committee approval was obtained for this study from the Isle of Wight, Portsmouth and South East Hampshire Research Ethics Committee.

Laboratory test results database and its development

We searched the computerised hospital records of all discharged adult patients admitted to Portsmouth Hospitals NHS Trust during the period 01/07/2006 to 31/03/2012, for whom the admission specialty was Medicine. Data from patients aged <16 years at hospital admission; patients admitted as elective admissions; and patients discharged alive on the day of admission were excluded. We extracted the first routinely collected values taken during the hospital stay of a range of common haematology and biochemistry blood tests (i.e., Hb; WCC; U; Alb; Cr; Na; and K), which were within the acceptable measurement ranges of the hospital laboratory service analysers. There were no unacceptable upper and lower limits for Hb and WCC. The acceptable ranges for the biochemistry parameters were U (0.4-107.1 mmol/L); Alb (10-70 g/L); Cr (8.8-2210 umol/L); Na (100-200 mmol/L); and K (1-15 mmol/L). Patient gender and patient outcome (alive or dead at hospital discharge) were also extracted. We constrained the data for analysis to those records where there was a value for each of the seven parameters from specimens taken on the day of admission or the following day. There was no requirement that the results came from the same venesection.

The dataset of routine blood test results was derived from episodes of patient care recorded over 69 consecutive months (23 quarters Q₁-Q₂₃). This dataset was split into a single development set (data from the three month period 01/07/2006 to 30/09/2006; Q₁) and 22 validation sets, each of three months long (Q₂, Q₃......Q₂₃). The decision to select Q₁ as the development set was an arbitrary one.

Development of laboratory data DT EWS (LDT-EWS) using DT analysis

To take account of any variation arising from the different reference ranges for males and females for haemoglobin and creatinine, data from Q₁ were split on the basis of gender. For each gender, we used DT analysis to generate a LDT-EWS from the laboratory data. DT analysis is a data mining classification technique for building decision trees by recursively splitting or partitioning of datasets into homogenous groups.²⁹ This partitioning is based on derived associations between the outcome – in our case, in-hospital death - and one or more covariates. Our tree modelling strategy assessed the
following covariates individually: Hb; WCC; U; Alb; Cr; Na; and K. Each of the terminal leaves of the DT produced by the software (R statistical programming language\textsuperscript{30} version 2.15.2, using the \textit{rpart} package\textsuperscript{31}) provides the number of cases in it and the outcome, so that a risk of the outcome can be generated. As an example, the decision tree and the nodes obtained for serum albumin for male patients is shown in Figure 1. The \textit{rpart} package provides various settings to constrain the trees, including a maximum number of levels, maximum number of leaf nodes and constraints on the minimum number of episodes that must be present in each leaf node. To prevent over-fitting, we constrained the trees so that there were no leaf nodes with fewer than 5% of the total cases.

To replicate the classic approach used by most EWS\textsuperscript{1,32,33}, we chose to develop LDT-EWS with a 0, 1, 2 and 3 weighting system for the risk bands. The risk bands were set as follows: where the risk generated by the DT analysis for any given parameter was < mean risk of in-hospital death (relative risk<1), a value of 0 was ascribed; if the risk was \geq mean risk and < 2 times mean risk, a value of 1 was ascribed; if the risk was \geq 2 times mean risk and < 3 times mean risk, a value of 2 was ascribed; and if the risk was \geq 3 times mean risk, a value of 3 was ascribed. DTs for some of the laboratory parameters presented more than seven distinct bands of measurement values, each with different risks. In these cases, once weightings had been assigned to the risks, leaves that have the same or similar risks were merged. This process was repeated for each of the seven laboratory parameters to produce a LDT-EWS for each gender (Table 1).
Table 1: Laboratory data decision tree EWS (LDT-EWS) for male and female patients

Males

<table>
<thead>
<tr>
<th></th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hb</td>
<td>≤11.1</td>
<td>11.2-12.8</td>
<td>≥12.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WCC</td>
<td>≤9.3</td>
<td>9.4-16.6</td>
<td>≥16.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>≤9.4</td>
<td>9.5-13.7</td>
<td>≥13.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>≤114</td>
<td>115-179</td>
<td>≥180</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na</td>
<td>≤132</td>
<td>133-140</td>
<td>≥141</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>≤3.7</td>
<td>3.8-4.4</td>
<td>4.5-4.7</td>
<td>≥4.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alb</td>
<td>≤30</td>
<td>31-34</td>
<td>≥35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Females

<table>
<thead>
<tr>
<th></th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hb</td>
<td>≤12.0</td>
<td>12.1-14.9</td>
<td>≥14.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WCC</td>
<td>≤12.6</td>
<td>12.7-14.8</td>
<td>≥14.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>≤8.4</td>
<td>8.5-13.8</td>
<td>≥13.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>≤91</td>
<td>92-157</td>
<td>≥158</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Na</td>
<td>≤134</td>
<td>135-140</td>
<td>≥141</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>≤3.3</td>
<td>3.4-4.5</td>
<td>≥4.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alb</td>
<td>≤28</td>
<td>29-34</td>
<td>≥35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Where Hb = haemoglobin; WCC = white cell count; U = serum urea; Alb = serum albumin; Cr = serum creatinine; Na = serum sodium; K = serum potassium

Evaluation of LDT-EWS

For each patient admission in each of the additional 22 sets (Q₂-Q₂₃), we converted raw laboratory test results into aggregate LDT-EWS values using the appropriate scoring system for the patient’s gender. For each of the 22 validation sets (Q₂-Q₂₃), we combined all LDT-EWS values and used the area under the receiver-operating characteristics (AUROC) curve to evaluate the ability of LDT-EWS to discriminate patients at risk of hospital death for each set. Therefore, the LDT-EWS generated from Q₁ was validated against 22 other sets (Q₂-Q₂₃). AUROC analysis was performed using the pROC package in R. Additionally, as a measure of the relative number of “triggers” that would be generated at different values of LDT-EWS, we also produced an “EWS efficiency curve” for inhospital death for LDT-EWS using the amalgamated set of Q₂-Q₂₃.

Data analysis

All data manipulation was performed using Microsoft® Visual FoxPro 9.0. All analyses were undertaken in R version 2.15.2.
Results

In the study period, there were 97585 discharges of patients admitted during the period 01/07/2006 to 31/03/2012, where the admission specialty was Medicine, the mode of admission was non-elective, the patient was aged ≥16 and the patient was not discharged alive on the day of admission. 91242 episodes (93.5%) had a full and valid set of the necessary haematology and biochemistry blood tests for the analysis. Of the 91242 episodes with valid tests, 86472 had the tests taken on either the day of admission or the following day.

Therefore, our final dataset comprised 86472 episodes from an initial dataset of 97585 episodes (88.6%). The mortality (95% CI) in our initial dataset (n=97585) was 8.64% (8.47% to 8.82%). Our requirements for valid haematology and biochemistry blood tests to be taken on the day of admission or the next day excluded 11113 episodes and 976 deaths from our analysis. In these episodes, the mortality (95% CI) was 8.77% (8.27% to 9.32%). The mortality (95% CI) in our final dataset (n=86472) was 8.63% (8.44% to 8.81%).

The final dataset (n = 86472) was split into a single development set (Q₁: n = 3496) and 22 validation sets (Q₂, Q₃......Q₂₃: n = 82976). Each validation set contained between 3428 and 4093 patient episodes. The development set (Q₁) included 47.71% males. The mean incidence of death in the development set was 8.27% for males and 10.07% for females.

The distribution of LDT-EWS values and the relationship to in-hospital death in Q₂,Q₂₃ combined is shown in Figure 2. The AUROC values (95% CI) for the discrimination of in-hospital death for validation sets Q₂-Q₂₃, for males and female patients combined, are shown in Figure 3. The AUROC values (95% CI) ranged from 0.755 (0.727 to 0.783) (Q₁₆) to 0.801 (0.776 to 0.826) (Q₉). The CIs for all AUROC values overlap, suggesting that there is no significant difference between the AUROC values of any of the datasets. If male and female patients are studied separately, the AUROC values range from 0.744 (0.704-0.784, Q₁₆) to 0.824 (0.792-0.856, Q₂) for males and 0.742 (0.707-0.777, Q₁₀) to 0.826 (0.796-0.856, Q₁₂) for females.

Figure 4 shows the “EWS efficiency curve” for LDT-EWS and NEWS for in-hospital death for
$Q_2Q_{23}$ combined. This provides a relative measure of the number of “triggers” that would be generated at different values of LDT-EWS. Choosing a LDT-EWS value of 4 as the trigger for calling for additional assistance would mean that 40.7% of all laboratory test result datasets would trigger and that 79.7% of all patients subsequently dying would be visited.

Figure 5 shows separate EWS efficiency curves for LDT-EWS for 39591 male and 43385 female patients in $Q_2Q_{23}$. Whilst the curves are very similar in shape, the position of LDT-EWS scores differs for males and females - a LDT-EWS score = 4 for a female (35.2% calls triggered; 75.3% deaths visited) is in an almost identical position on its curve to a LDT-EWS score = 5 for a male (36.7% calls triggered; 75.8% deaths visited).
Discussion

There is increasingly interest in the role of laboratory tests as predictors of patient outcome in recent years.\textsuperscript{7-28} Many of these authors have described the development of complex prediction models based on logistic regression techniques, but all use one or more variables, such as combinations of age, symptoms and physiology, in addition to routinely measured laboratory test results.\textsuperscript{7-28} DT analysis has been studied previously in healthcare,\textsuperscript{36-39} partly because tree models are visual, easy to interpret and reflect aspects of human decision making processes. To our knowledge, DT techniques have not been used to describe a simple tabular display of weighted values for the incorporated covariates based on risk. Therefore, we believe that LDT-EWS is the first example of a statistically developed EWS, based exclusively on the results of commonly undertaken laboratory test results, which appears to be suitable for use as a simple, paper-based scoring system for evaluating the risk of in-hospital mortality. Its simplicity mimics that of the widely used physiologically-based EWS.\textsuperscript{1,32,33}

Importantly, all of the necessary data to calculate a LDT-EWS value are readily obtainable within the first hours of hospital admission via a single venesection. Additionally, all data are collected routinely as part of the clinical process such that their collection presents no added burden to the staff providing care. Further, all components of LDT-EWS are subject to strict quality control by the laboratory (unlike physiological variables measured by ward staff which can be more significantly affected by human error).\textsuperscript{2-6}

We have previously shown that an initial set of vital signs measured after admission to hospital can be used to produce EWS values that discriminate final hospital outcome well using certain EWS systems.\textsuperscript{1} The AUROC (±95% CI) for 33 unique EWSs ranged from 0.657 (0.636-0.678) to 0.782 (0.767-0.797) using in-hospital death as the outcome.\textsuperscript{1} Hence the range of AUROC values (±95% CI) obtained from the 22 test sets in our study using laboratory data only (from 0.755 (0.727 to 0.783) to 0.801 (0.776 to 0.826)) highlights the predictive power that laboratory based EWS systems may possess. Not surprisingly, the AUROC values for vital sign-based EWSs are increased as the time between the vital signs measurement and the outcome is decreased (i.e., the certainty of outcome becomes greater as one moves closer to the outcome).\textsuperscript{52} By extrapolation, it is therefore possible that EWS systems using only laboratory data might also have an important role to play in the early determination of adverse outcomes.
The efficiency curves (Figures 4 and 5) provide a measure of the number of “triggers” that would be generated at different values of LDT-EWS, thereby providing an estimate of the likely clinical workload. The finding that the position of LDT-EWS scores differs for males and females, even though the shapes of their respective curves are similar, implies that, in clinical practice, it might be appropriate to have a different trigger point for male and female patients.

One drawback to our current approach is that whilst many, if not all, non-elective admissions to hospital have a full set of biochemistry and haematology tests done during the first hours of hospital admission, often via a single admission venesection, subsequent tests are done in a ‘piecemeal’ fashion. However, a recent study by Loekito et al used batches of laboratory tests, where each batch contained a variably sized subset of 30 common laboratory measurements, such as ‘serum levels of Na, K, Cl, U, Cr, Alb, total bicarbonate, bilirubin, alkaline phosphatase, alanine aminotransferase, and gamma-glutamyl transferase’. They were able to show that multivariate logistic modelling achieved an AUROC (±95% CI) of 0.87 (0.85–0.89) for the prediction of imminent death, defined as the patient’s death either on the same day or during the following calendar day. A similar AUROC (±95% CI) of 0.88 (0.85–0.90) was obtained by employing their method in a second hospital. The same authors have also shown good discrimination in detecting imminent ICU admission and imminent death, using the same technique. These findings provide optimism that an LDT-EWS might be predictive of outcome even when a full set of biochemistry and haematology tests is not available for use in the calculation of an LDT-EWS value. This hypothesis clearly needs further testing.

Additionally, the ability to discriminate the risk of mortality using precisely measurable and objective data, which are subject to routine quality control processes, could be an adjunct to the physiological-based early warning systems commonly used in acute care. Potentially, the use of an EWS based upon vital signs and laboratory data may be useful. Alternatively, laboratory based EWS values may be predictive of long-term outcome, whilst values from vital sign-based EWS may provide ‘minute-by-minute’ prediction.

We would emphasise that mathematical systems such as LDT-EWS should not be regarded as the sole solution to detecting patient deterioration. Their use should complement the use of other triggers,
such as symptoms (e.g., chest pain); signs (e.g., sweating); other assessment scores (e.g., the Glasgow Coma Scale); and nurse or family concern.

The strengths of the study are that it uses a large database from almost six years of completed inpatient admissions. Of most importance is that the data used for the analysis has been subjected to the highest quality control measures. We were also able to confirm the repeatability and stability of the EWS over time by demonstrating stable AUROC values in the 22 test sets, which also ensured that the EWS was not tested against the data used for its derivation. The weaknesses of the study are that it is a single centre study and the extent to which the findings are generalisable to other hospitals remains to be seen. Another potential weakness is that laboratory values may be subject to the influence of treatment strategies, such as potassium during beta-agonist therapy. Our study analysed data from the first routinely collected laboratory test result taken during the hospital stay, which were as close to admission as possible and, therefore, least likely have been influenced by prior therapy. However, the possibility of some modulation of clinical intervention cannot be completely discounted. Nevertheless, and in spite of any such potential impact, we were still able to show that LDTEWS is clearly capable of discriminating hospital death.

Finally, other authors have questioned the ability to develop a laboratory test based EWS similar to the numerous vital signs-based early warning scores in existence, because of the complexity of the necessary calculations, and the need for appropriate automated software to calculate and transmit the information to clinicians. We have clearly shown that it is indeed possible to develop a simple, paper-based laboratory test result-based EWS that currently provides good discrimination of in-hospital death. The challenge is now to demonstrate that such a system can be safely implemented into the process of care in a hospital without unintended consequences (e.g., unnecessary cost) and to investigate if such systems can be used throughout the patient’s hospital stay.

**Conclusions**

This study provides evidence that the results of commonly measured laboratory tests collected soon after hospital admission can be used in a simple, paper-based scoring EWS (LDT-EWS) to discriminate in-hospital mortality. When compared with published data regarding the discriminating ability of a large number of vital sign-based EWSs for in-hospital mortality, LDT-EWS performed
similarly. We hypothesise that, with appropriate modification, it might be possible to extend the use of LDT-EWS for use on an ongoing basis throughout the patient’s hospital stay.
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Figure 1
The decision tree for serum albumin for male patients and the terminal leaves generated during the development of LDT-EWS. The relative risk is determined by dividing the risk for the value/range in the terminal leaf by the mean risk of in-hospital death.
Figure 2

The distribution of LDT-EWS values in the sets Q_{21} - Q_{23} and the relationship of LDT-EWS to in-hospital death.
Figure 3

AUROC values (95% CI) for LDT-EWS for each of the three-month long test sets (Q2-Q23) for male and female patients combined with in-hospital death as the outcome.
Figure 4

EWS efficiency curves for LDT-EWS. For each LDT-EWS value, this plots the percentage of the total number of laboratory test result datasets at, or above, that LDT-EWS value against the percentage of the total number of laboratory test result datasets for which the outcome – in-hospital death – was true at, or above, that LDT-EWS value. From the point at 100,100 the LDT-EWS values are 0, 1, 2, 3 ....
Figure 5

Separate EWS efficiency curves for LDT-EWS for 39591 male and 43385 female patients in Q2-Q23.

The position of LDT-EWS scores differs for males and females - a LDT-EWS score = 4 for a female (35.2% calls triggered; 75.3% deaths visited) is in an almost identical position on its curve to a LDT-EWS score = 5 for a male (36.7% calls triggered; 75.8% deaths visited).