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RESEARCH ARTICLE

Molecular dynamics simulation study of a model colloidal suspension

S.D.W. Hannam,a P.J. Daivisa⇤ and G. Bryanta

aSchool of Applied Sciences, RMIT University, GPO Box 2476, Melbourne Vic 3001, Australia;

(xxx)

Molecular dynamics simulation was used to study a colloidal suspension with explicit solvent to determine
how inclusion of the solvent a↵ects the structure and dynamics of the system. The solute was modelled as a
hard-core particle enclosed in a WCA potential shell, while the solvent was modelled as a simple WCA fluid.
We found that when the solute-solvent interaction included a hard core equal to half of the solute hard core
diameter, large depletion e↵ects arose, leading to an e↵ective attraction and large deviations from hard-sphere
structure for the colloidal component. It was found that these e↵ects could be eliminated by reducing the
hard-core distance parameter in the solute-solvent interaction, thus allowing the solvent to penetrate closer
to the colloidal particles. Three di↵erent values for the solute-solvent hard-core parameter were systematically
studied by comparing the static structure factor and radial distribution function to the predictions of the
Percus-Yevick theory for hard-spheres. When the optimal value of the solute-solvent hard core interaction
parameter was found, this model was then used to study the dynamical behaviour of the colloidal suspension.
This was done by first measuring the velocity autocorrelation function over a large range of packing fractions.
We found that this model predicted the sign of the long time tail in the velocity autocorrelation function in
agreement with experimental values, something that single component hard-sphere systems have failed to do.
The intermediate scattering functions at low wavevector were briefly studied to determine their behaviour in
a dilute system. It was found that they could be modelled using a simple di↵usion equation with a wavevector
independent di↵usion coe�cient, making this model an excellent analogue of experimentally studied hard sphere
colloids.

Keywords: Molecular dynamics, Colloid, Hard sphere, Explicit solvent, Intermediate scattering function

1 Introduction

Colloidal suspensions provide an ideal system for studying phase transitions as their particle
size and di↵usive dynamics ensure that crystallisation generally occurs slowly enough for it to
be studied experimentally in real time. In the past, the best computational analogue to a real
colloidal system was a single component hard-sphere (HS) fluid, which is usually simulated using
event driven molecular dynamics.[1] In these single component HS fluid simulations, the pres-
ence of the solvent is completely ignored. Instead, the HS particles move ballistically (feeling
no forces from surrounding particles, until they encounter another HS particle), at which time
they undergo an elastic collision. This is quite di↵erent from the behaviour of real colloidal par-
ticles which interact directly (through interparticle interactions), and indirectly by momentum
transfer via the solvent (hydrodynamic interactions).[2] This second type of interaction causes
the colloidal particles to di↵use through the solvent, moving at a much slower rate than a single
component HS particle without solvent. However, even though the single component HS fluid
has dynamics that are very di↵erent from real colloidal suspensions, many of the structural
properties and phase behaviour are consistent.
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HS crystallisation was first demonstrated experimentally in 1986, when Pusey and van Megen
[3] systematically studied the behaviour of suspensions of colloidal particles in a solvent at various
packing fractions1. The authors found that by increasing the concentration the samples would
progress from a fluid, to fluid and crystal coexisting, to fully crystallised samples. By mapping
the phase behaviour onto the HS system, it was shown that the packing fractions where a phase
change occurs agrees with that of the theoretical HS system. For an ideal single component HS
system, it remains a fluid up to a packing fraction of 0.495, then between 0.495 and 0.545 there
is fluid-crystal coexistence and above 0.545 the sample is crystalline.[5]
In addition to the phase behaviour matching the HS system, the local structure of the colloidal

suspension also matches closely. Several techniques such as small angle scattering of light,[6] X-
rays [7] and neutrons [8] have been used to probe the static structure factor of suspensions.
These have been compared to Percus-Yevick theory for hard-spheres [9] and good agreement has
been found in the fluid region.[10]
However, even with all the success of the HS model in matching the structural properties

and phase behaviour, there are some dynamical properties that do not agree completely. For
example, there is currently a discrepancy between the rate of crystallisation; where the nucle-
ation rate densities obtained by computer simulation di↵er significantly from those observed in
experiments.[11–15] This is thought by some authors to be due to the fact that the hydrodynamic
interactions (HIs) are not taken into account, and attempts have been made to include HIs to
resolve the discrepancy.[16, 17] These authors found that including HIs in the model drastically
changes the rate of crystallisation, but the disagreement remains.
The velocity autocorrelation function has also been calculated in great detail for the one-

component HS model in simulations over a wide range of packing fractions [18] and shows
similarities to experimental results. Simulations and experiments both show the classic -3/2
power law decay at long delay times, but the simulations found that this decay was always from
above zero for packing fractions lower than 0.45, while experimental results show that it always
decays from below zero, except for extremely dilute samples.[19–21] This discrepancy could be
caused by neglecting e↵ects due to the solvent, such as its viscoelasticity or solvent-mediated
hydrodynamic momentum transfer. Therefore, it is of interest to see whether inclusion of the
solvent gives a better match to real colloidal systems.
Simulations of colloidal suspensions are often done using Langevin/Brownian dynamics where

inclusion of HIs can be quite di�cult. This is because in a dilute system, the force on each
Brownian particle from the solvent is independent and has the form given by Stokes’ law. Whereas
for moderate densities, the force on each Brownian particle from the solvent depends on the
motion of all other Brownian particles. These many-body interactions can be complicated and
di�cult to implement,[22, 23] which makes the technique of simulating the solvent particles
explicitly an attractive method as this only involves the calculation of two-body interactions.
Very few attempts have been made to include solvent explicitly into the simulation by calculat-

ing the equations of motion for both the colloidal particles and the solvent directly. This is simply
because the computational cost is far too high to have solute to solvent size and mass ratios that
are even close to the experimental conditions. Therefore, any attempts made so far have used a
mass ratio that is much smaller than the experimental mass ratio, but still big enough that the
behaviour of the heavier colloidal particles is still governed by Brownian dynamics.[4, 24]
One of the few attempts was made by Vrabecz and Toth [25] who studied the e↵ect of explicitly

adding a second smaller HS particle (1/5th the diameter of the larger colloidal particle) on the
structural properties of the fluid. They found that including the second smaller species caused a
change in the structure of the colloidal particles in the fluid. This was evident through sharpening
in the peaks of the radial distribution function, showing the presence of the smaller particles

1In the experimental systems, the volume fraction and the packing fraction are the same because the solvent molecules are
infinitesimally small. However in the simulations with a finite solute to solvent size ratio these two parameters are no longer
equivalent due to unoccupied space between the particles. In other words the thermodynamic volume fraction of a single
component fluid is always 1, while the packing fraction is not [4].
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causes an e↵ective attraction between the colloidal particles.
The sharpening of the peaks in the radial distribution function is most likely due to depletion

e↵ects caused by an overlap of the excluded volume of colloidal particles as they approach one
another [26]. The inability of the solvent to fit between the colloidal particles means that the
pressure surrounding them is greater than the pressure between them. The colloidal particles
therefore feel an e↵ective attraction, known as a depletion attraction. For a real colloidal suspen-
sion, depletion e↵ects also exist but they are negligible as the solvent particles are infinitesimally
small. As the number of particles we can simulate is limited, we must use a finite solute/solvent
size ratio, so we need to develop simulation techniques to reduce the depletion e↵ects.
Therefore, the goal of this paper is to construct a two component model of colloidal particles

+ solvent that will have structural properties which match with both experiment and theory for
a HS system, but in which the colloidal particles interact with an explicit solvent making their
dynamics di↵usive, rather than ballistic. This will involve finding a way to reduce the depletion
e↵ects that can dominate the system when this second species is added. Once this model is found
to match the structural properties, we will study the phase behaviour and dynamical properties
to see if the behaviour matches the experimental/theoretical systems.
The remainder of the paper is organised as follows. We will first introduce the pair poten-

tial used to model the interactions in the system, and the method for estimating the packing
fraction. Then, we compare the radial distribution function and static structure factor to exper-
imental/theoretical data for three systems using di↵erent values of the solute-solvent hard-core
parameter. Once this parameter is optimised, the phase behaviour and crystal structure will
be compared with theory/experiment. Finally, some dynamical properties such as the velocity
autocorrelation function and intermediate scattering function will be measured to see how the
introduction of the explicit solvent e↵ects the dynamical properties when compared to a single
component HS system.

2 Simulation Method

2.1 Simulation Pair Potentials

The parameters for our simulations were chosen with the goal of creating a model which rep-
resents large colloidal particles (also referred to in paper as solute) dispersed in a fluid with a
large number of much smaller solvent particles. To do this we modelled the colloidal particle and
solvent using a Weeks-Chandler-Andersen (WCA) potential (a shifted and truncated Lennard-
Jones potential) which is modified to include a hard core.[27] The WCA potential takes the
form
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is the centre-to-centre distance between the particles i and j, ✏ is the depth of the
potential well, � is the nominal length scale of the potential (in this work ✏ = � = 1). The c

ab

parameter introduces a hard-core to the potential where a and b are the two interacting species.
This creates an excluded region which is used to increase the size of the colloidal particle relative
to the solvent. For convenience, we will consider the colloidal particles as species 1 and the solvent
as species 2.
In this work we will keep the value of the c

ab

fixed for the solute-solute c11 and solvent-
solvent c22 interaction at 3.034 and 0.000 respectively. These values give the colloidal particles an
e↵ective diameter of 4.034 times the diameter of the solvent particles (the way this is calculated
is explained in the next section).
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The c12 parameter for the solute-solvent interaction will be varied. We will compare three
di↵erent values denoted as systems A, B and C. This allows us to keep the strength of the
interactions constant, while the excluded region around the colloidal particles that the solvent
cannot access is varied. The values of c12 for systems A, B and C are 1.515, 1.015 and 0.000
respectively.
We have chosen these three particular values because they cover three distinct situations.

System A corresponds to the usual mixing rule, c12 = (c11 + c22)/2. This results in an excluded
region around the colloidal particles that the centre of mass of the solvent cannot access (as in
a usual binary HS fluid). Assuming that the e↵ective hard sphere diameter of the WCA solvent
(calculated using the method discussed later) is equal to 1.0, this allows the solvent and solute to
e↵ectively touch at their hard sphere radii. System B reduces the value of c12 to allow the centre
of mass of the solvent to reach the outside of the colloidal particles, and therefore eliminate the
excluded region. System C eliminates the hard core in the solute-solvent interactions completely,
and so allows the solvent centre of mass to penetrate the colloidal particles.

2.2 Simulation Conditions

All simulations were performed using the MD package LAMMPS [28] and post-processed using
in-house code. Simulations at each packing fraction were done under NPT conditions at a reduced
temperature of 1.00 and reduced pressure of 7.85 with a time step of 0.005. The temperature is
held fixed using a Nose-Hoover thermostat and the pressure is held fixed using a Nose-Hoover
type barostat, both used a damping parameter of 10. This was done in order to better replicate
the experimental conditions of a real colloidal suspension, and by having the pressure the same at
di↵erent packing fractions it guarantees the state point of the solvent is constant as the packing
fraction is increased. All simulations were done with a total of 32000 particles.

2.3 Calculation of e↵ective diameter and packing fraction

The packing fraction of a species is equal to the total volume taken up by all the atom of
the species, divided by the total volume of the system. In order to calculate this quantity, the
typical volume of an atom of that species needs to be known. In usual hard-sphere simulations
the diameter of the particle is clear, but in this work we are using a hard-core plus a WCA
repulsive potential. This WCA repulsive potential adds an extra diameter that is not clearly
defined.
Previous work has been done by Hess et. al. to determine expressions for the e↵ective HS

diameter of WCA particles as a function of temperature by comparing thermodynamic properties
with those predicted by the Carnahan-Starling equation of state for the HS fluid.[29] These
authors found that the method which gave the best agreement with the MD results was to
define the e↵ective HS diameter d to be the interparticle separation at which the interaction
potential is equal to Boltzmann’s constant times the temperature (�(d) = k

B

T ). At the reduced
temperature of 1.00 used in this work, this gives an extra diameter of 1.00 to the particles due
to the WCA repulsion. Therefore, the colloidal particles in this work have an e↵ective diameter
of d1 = 3.034+1.000 = 4.034 while the solvent has an e↵ective diameter of d2 = 0.000+1.000 =
1.000.
As with a real colloidal suspension, our packing fraction is calculated purely from the volume

taken up by the colloidal particles. Since the volume for each colloidal particle is V
c

= d31⇡/6 =
4.0343⇡/6, the packing fraction ⌘ can be estimated as ⌘ = 4.0343⇡N

c

/6V where N
c

is the total
number of colloidal particles and V is the total volume of the system. Comparing the phase
behaviour of this system to that of a hard-sphere system will show us whether this estimate of
the packing fractions is accurate.
The mass of the colloidal particle was set with the goal of making it approximately neutrally

buoyant in the solvent. The mass needed to do this was calculated in the same way as McPhie
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[30], which for a size ratio d1/d2 of 4.034 gives a mass ratio m1/m2 of 50. This size and mass
ratio has been shown to be large enough for the larger particle to behave as a Brownian particle
in the solvent. [4, 24]

2.4 Calculation of properties

To compare our simulations to experiment/theory we will calculate a number of structural and
dynamical properties. The structural order between the particles in the system can be quantified
by the radial distribution function g

ab

(r) which gives the probability (relative to random) of
finding a particle of type a at a distance r from another given particle of type b. This is a
useful property to analyse, but it cannot be measured directly in an experiment. Instead, a more
useful quantity to compare is the colloidal particles static structure factor S(k) that can be
measured in scattering experiments.[31, 32] The S(k) can be computed from the g11(r), but a
more convenient way is to compute it directly from its definition given as

S(k) =
1

N
hn(k, 0)n⇤(k, 0)i (1)

where k is the wavevector being investigated, N is the number of colloidal particles and

n(k, t) =
NX

i=1

exp(�ik · r
i

(t)) (2)

is the Fourier transform of the microscopic number density at time t. Since the simulations are
done under periodic boundary conditions, the density is periodic in the box length L. Therefore
S(k) can only be computed at discrete values of k given as k = 2⇡

L

(n
x

, n
y

, n
z

) where n
x

, n
y

and
n
z

are integers1. In this work, S(k) only depends on the magnitude of k as it has been averaging
over all k of equal magnitude. For an isotropic fluid this is no problem as the results in each
direction should be the same (on average). But for the solid phase, di↵erent directions will give
di↵erent values depending on their orientation with respect to the lattice planes. Therefore, by
averaging over all k of equal magnitude, we are averaging over di↵erent crystal orientations,
which is similar to what is done in power di↵raction experiments. But, it is important to note
that we are limited to only being able to average over directions consistent with the periodic
boundary conditions for each magnitude of k. Therefore, the magnitude of our crystal S(k)
may not agree quantitatively with experiment, but it should allow us to find the wavevectors
corresponding to scattering peaks.
The S(k) measures density-density correlations at the same point in time, but this can be

generalised to measure correlations in the density at two di↵erent points in time. This is done
through the intermediate scattering function F (k, t) given as

F (k, t) =
hn(k, t)n⇤(k, 0)i
hn(k, 0)n⇤(k, 0)i (3)

which also only depends on magnitude k. This property forms the basis of a wide range of
scattering experiments that can provide di↵erent types of information, depending on the number
of components, their sizes and interactions, and their scattering amplitudes. It has been studied
extensively in experiment [33] and is often used in the study of glass transitions as the behaviour
of F (k, t) shows clearly the presence of structural arrest. [34]
The last property we studied was the velocity autocorrelation function of the colloidal particles

C(t) which measures the correlation in the velocity of the colloidal particles over time, and gives

1This condition is obtained by expanding any space dependent quantity as a Fourier series with periodicity equal to L
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a measure of how velocity fluctuations decay. The expression for the velocity autocorrelation
function is

C(t) =
1

3
hv(t) · v(0)i (4)

where v(t) is the velocity of the tagged colloidal particle at time t. We measured C(t) for the
colloidal particles as we want to compare our results with previous experimental and simulation
results.

3 Results and Discussion

3.1 Liquid static structure factor

The colloidal particle static structure factor S(kd1) measured in real colloidal systems has been
shown to match very closely with the Percus-Yevick (PY) theory for hard spheres in the fluid
region.[10, 35] Therefore, a comparison between the results from simulation and the predictions
from this theory is a good test as to whether the system structure matches the expected exper-
imental behaviour. S(kd1) was calculated for systems A, B and C at approximately the same
packing fractions. These are shown in Fig. 1 (dots) along with the predictions from PY theory
(lines).
The position and magnitude of the peaks in system A disagree with PY theory. This indicates

that the solvent strongly e↵ects the structure of the colloidal particles, forcing them into a state
they would not be in if the solvent were not present. The peak position of S(k) corresponds to
the wavelength of the average inter-particle separation in a fluid. Since S(kd1) for system A has
a peak at higher k than is predicted from PY theory, this indicates a smaller particle separation.
This is most likely due to strong depletion forces in this system, as we will see later when we
examine g11(r/d1).
System B shows a much better match to the predictions. Since we are allowing the solvent

to reach the outside of the colloidal particle, the excluded volume and thus depletion e↵ects
have been greatly reduced. The peak in S(kd1) now occurs much closer to the predicted k value,
indicating the inter-particle separation is closer to the expected value. This peak value still di↵ers
slightly from the prediction, and it can be seen that at higher k the deviations of the measured
S(kd1) from PY theory increase.
Decreasing the core interaction parameter to zero, as we have done in system C, brings the

simulation results and the PY theory predictions into almost perfect agreement, even at large k
values. This indicates that the structure of the fluid matches very closely to an ideal HS fluid.
The S(kd1) for systems B and C are very close, but the di↵erence between the structures of
these systems is seen more clearly in the g11(r/d1) shown in the next section.

3.2 Liquid radial distribution function

A plot of the colloidal particle radial distribution functions g11(r/d1) for the three systems at
various packing fractions is shown in Fig. 2. All systems have their first peak at d1 as expected,
but the shape of the peaks is very di↵erent between systems. System A has a very sharp first
peak that does not increase as the packing fraction increases. This is followed by a decrease
almost to zero at approximately 1.25d1. This decrease in the probability of finding two colloidal
particles at a separation of 1.25d1 indicates that particles that are at this separation feel a strong
attraction. This is an interesting observation, because at a separation of 1.25d1, the excluded
volumes of the two colloidal particles start to overlap (and strong depletion forces begin to act).
This is further evidence that the attraction is caused by depletion e↵ects, in agreement with
Vrabecz and Toth.[25]



10:12 Paper

MD simulation study of a model colloidal suspension 7

0 5 10 15 20
0

0.5

1

1.5

2

2.5

kd
1

S
(k

d
1
)

 

 

c

0.45
0.36
0.27

0

0.5

1

1.5

2

2.5

S
(k

d
1
)

 

 

b

0.44
0.34
0.25

0

0.5

1

1.5

2

2.5

S
(k

d
1
)

 

 

a

0.43
0.34
0.26

Figure 1. Plot of the colloidal particles static structure factor S(kd1) measured in simulation (dots) and from PY theory
(lines) at a range of k vectors for packing fractions in the fluid state. a) Using usual mixing rules (c12 = 1.515), b) using
a smaller core value which allows the solvent to touch the outside of the colloidal particle (c12 = 1.015) and c) no core
parameter (c12 = 0.000).

The plot of System B shows that the depletion e↵ects have been greatly reduced, but there
is still a very sharp first peak followed by a minor secondary peak. In between these first two
peaks, we still see a region where there is a decrease in the probability of finding a colloidal
particle, indicating there is still some attractive force when they reach this separation. This may
be because even though we have reduced the hard-core parameter to allow the solvent to fit
between two colloidal particles, it is still energetically unfavourable for it to do so, especially
when the colloidal particles are only 4 times their size. If the size ratio were much larger, as it
is in real colloidal fluids, we would not expect this to occur.
It is only when we reduce the hard-core parameter to zero, and make the solute-solvent po-

tential a pure WCA without any hard-core component, that the solvent can now freely move in
between the colloidal particles. The g11(r/d1) of system C now matches what we expect for a
single component HS fluid, even though hydrodynamic e↵ects are still present.
A comparison has also been made between the solute-solvent g12(r/d1) and solvent-solvent

g22(r/d1) radial distribution functions. Fig. 3 shows a plot of g12(r/d1) and g22(r/d1) at a packing
fraction of 0.36. The first peak position of g12(r/d1) in Fig. 3a clearly shows the di↵erences
between these 3 systems. By comparing the peak positions to the value of 0.5d1 (which represents
the outside radius of a colloidal particle) we can see how close the solvent is able to get to a
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Figure 2. Plot of the colloidal particle radial distribution function g11(r/d1) for a) Using usual mixing rules (c12 = 1.515),
b) using a smaller core value which allows the solvent to touch the outside of the colloidal particle (c12 = 1.015) and c) no
core parameter (c12 = 0.000).

colloidal particle in all 3 systems. System A has its first peak at rd1 > 0.5, showing the excluded
region between 0.5 < rd1 < 0.75 that the solvent does not have access to. System B has had
that region removed, which has greatly reduced the depletion e↵ects, while system C shows the
solvent is able to penetrate into the colloidal particles.
Fig. 3b shows g22(r/d1) for each of the systems at a packing fraction of 0.36. They all have

a peak at the same position, but the magnitudes of the peaks di↵er. This is because by using
a smaller HS core value, we are giving the solvent access to more volume (even at constant
pressure), which decreases its density.
In summary, even though system C uses a technique that could be considered un-physical since

it allows the solvent to penetrate the colloidal particles, it does solve a problem that is inherent
in these types of simulations where the size ratio is much smaller than found in experiments.
Using a hard-core parameter of zero, and so making the solute and solvent interact with a pure
WCA potential, results in a fluid that has the structural properties that match experiment and
theory. Therefore, for the rest of the paper we will use this value of the hard-core parameter in
the solute-solvent pair interactions.
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Figure 3. Plot of the radial distribution function at a packing fraction of 0.36 for a) the solute-solvent interaction g12(r/d1)
and b) the solvent-solvent interaction g22(r/d1), for the three values of cab given in the legend.

3.3 Phase behaviour

Since system C has the fluid structure we desire, we move on now to study the phase behaviour
and crystal structure. For the experimental colloidal suspension, the phase behaviour also follows
the hard-sphere system very well.[3, 36] Fig. 4 shows a plot of the g11(r/d1) at packing fractions
just below freezing (⌘ = 0.49), in the coexistence region (⌘ = 0.53) and in the crystal region
(⌘ = 0.57). At the packing fraction just below freezing, g11(r/d1) shows a liquid structure.
However, as the packing fraction increases above the freezing point, structure starts to emerge
at r > r

peak

which is characteristic of crystal planes forming. This is seen better in the S(kd1)
shown in Fig. 5 for the same packing fractions. In the liquid region we see the usual form that
can be predicted from PY theory, but as the packing fraction is increased into the coexistence
region, the main peak in the structure factor greatly increases as the colloidal particles begin to
re-arrange and crystallise. When we get into the solid region, peaks at larger k start to develop
indicating the emergence of lattice planes in the crystal.
In a real light scattering experiment, calculating the powder di↵raction pattern requires orien-

tational averaging of the crystal. In these simulations, the number of directions we can average
over for each wave vector k is limited. Because of this, when calculating the S(k) for the co-
existence and crystal region we have created a histogram of wavevectors with a bin width of
0.2kd1 and averaged over the measurements in each bin. This allows us to average over more
directions, however it decreases the resolution of our S(k). Therefore, the magnitude of the peaks
in the crystal S(kd1) may not agree quantitatively with experiment in the crystal region, but
the position of the peaks should be comparable to experiment. Iacopini et. al. have measured
the crystal structure factor for hard-sphere-like polystyrene microgel colloids dispersed in sol-
vent using time resolved light scattering [31]. These authors found the k values corresponding
to the main peaks in the crystal structure factor were approximately 8.5 µm�1, 13.8 µm�1 and
16.3 µm�1. Multiplying these by their estimate for the colloid diameter of 846 nm gives 7.2, 11.7
and 13.8 as approximate values of kd1 where peaks should occur. These values are also shown
in Fig. 5 (arrows).
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Figure 4. Plot of the colloidal particle radial distribution function g11(r/d1) at packing fractions just below freezing
(⌘ = 0.49), in the coexistence region (⌘ = 0.53) and in the solid region (⌘ = 0.57).
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Figure 5. Plot of the colloid-colloid static structure factor S(kd1) measured in simulation at packing fractions just below
freezing (⌘ = 0.49), in the coexistence region (⌘ = 0.53) and in the solid region (⌘ = 0.57). Vertical lines correspond to
position of Bragg peaks as found from experiment [31].
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Figure 6. Log-linear plot of the velocity autocorrelation function measured in simulation at a range of packing fractions
along with a t

�3/2 power law decay (dotted line).

A comparison between the peak positions of our results to the experimental peaks shows quite
good agreement, indicating the structure of the crystal formed in our simulation matches closely
to the crystal formed in experiment. In the analysis done by Iacopini et. al. they note that
the observed scattering peaks correspond to the FCC 111, 220, 311 and HCP 002, 110, 112
planes. Therefore, the scattering pattern can be interpreted in terms of random hexagonal close
packed,[31] showing that hard spheres crystallise by stacking hexagonal closed packed planes.
We do not see the HCP 100 and 101 planes, possibly because of the low resolution due to the
binning of the wavevectors. However, we do see a peak that is not seen by Iacopini et. al. which
may correspond to the FCC 002 peak, though better quality data is needed to confirm this.

3.4 Velocity autocorrelation function

Now that we have determined that the structure and phase behaviour match the experimental
system, we use this model to measure some dynamical properties. For a particle with Brownian
dynamics, it can be shown that the short time decay of the velocity autocorrelation function
C(t) should be exponential, while at long delay times C(t) is expected to decay following a t�3/2

power law. [37]
Both experiment [19, 21] and simulation [18] see this power law decay at long delay times, but

for the experimental system C(t) always changes sign and decays to zero from below, except at
in extremely dilute samples, while the simulation results do not become negative until packing
fractions get close to freezing.[18] The cause of this discrepancy could be that the single compo-
nent HS system lacks the viscoelasticity of the solvent and the momentum transfer that occurs
via the solvent.
Fig. 6 is a plot of the magnitude of the colloidal particle velocity autocorrelation function |C(t)|

from very low packing fractions up to just above freezing. For the lowest packing fraction (single
colloidal particle in solvent) C(t) decays exponentially initially (shown by a linear behaviour on
a log-linear plot) but later changes into (roughly) a power law decay (shown by dotted line),
which appears to be decaying to zero from above.
For the next largest packing fraction where more than one colloidal particle is present (⌘ = 0.01

corresponds to 10 colloidal particles) the velocity autocorrelation function changes sign (indicated
by the spike downward in |C(t)|) and then follows a power law decay from below zero. This change
in behaviour could be due to the fact that having more than one colloidal particle present means
they can interact (either directly or through momentum transfer via the solvent) and cause
velocity reversals. C(t) for all larger ⌘ (except the extremely dilute case) become negative and
decay to zero from below, but measurements at longer delay times for packing fractions of 0.18,
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Figure 7. Plot of ln(F (k, t)) vs. k2t measured in simulation at a packing fraction of 0.01 for the first 10 wavevectors given
in Figure 1. These range of wavevectors extends from the smallest value measured (kd1 = 1.50) up to just past the structure
factor peak (kd1 = 9.04). The data has been shifted down to show the agreement of the slope at long delay times.

0.27 and 0.36 will need to be done to determine whether we see the expected power law decay.
We also see a big reduction in the delay time of the velocity reversals as the packing fraction
gets close to freezing, in agreement with previous simulation results.[18]

3.5 Intermediate scattering function

The intermediate scattering function F (k, t) (defined in Eq. 3) measures the correlations in time
between the k dependent number densities of the colloidal particles in the fluid. A thorough
study of F (k, t) over a large range of packing fractions is reserved for later work; in this work we
look very briefly at the behaviour of F (k, t) in a very dilute system using a very simple model.
Since F (k, t) describes the decay of fluctuations in the colloidal particle number density, we can
invoke the Onsager regression hypothesis and state that the decay of the microscopic density is
governed by the same equation as the macroscopic, that is;

@

@t
�n(k, t) = �k2D0�n(k, t) +R(k, t) (5)

where �n(k, t) is a fluctuation in the k dependent number density, D0 is the dilute di↵usion
coe�cient and R(k, t) is the random component of the density fluctuations. This equation is just
the spatial Fourier transform of the macroscopic di↵usion equation with an additional random
term. From this, we obtain a simple equation for the density autocorrelation function, which is
easily solved giving

F (k, t) =
hn(k, t)n(k, 0)⇤i

h|n(k, 0)|2i = exp(�k2D0t) (6)

This shows that for a dilute fluid where density fluctuations decay purely by di↵usion F (k, t)
should decay exponentially. To compare this theoretical equation to simulation results, in Fig. 7
we have plotted ln(F (k, t)) vs. k2t for the first 10 wavevectors at a packing fraction of 0.01. These
wavevectors correspond to the first 10 points shown in Fig. 1, covering a range of wavevectors
from the lowest possible value measured in the simulation to just past the structure factor peak.
Plotting the data in this way means according the Eq. 6, the line should be linear. Because it
takes slightly longer to reach di↵usive behaviour as the wavevector is increased, each line has been
shifted down so that the behaviour at long delay times matches up. The top most line (which is
unshifted) corresponds to the smallest wavevector measurements and thus to density oscillations
the length of the simulation box. Its behaviour is di↵usive (even at small delay times) shown by
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the linear trend. As the wavevector increases, the length of the density oscillation being probed
is reduced, and it takes longer to approach di↵usive behaviour. The long delay-time behaviour
of ln(F (k, t)) has linear decay for all wavevectors, with each having a similar gradient. This
shows that for very dilute systems, density fluctuations decay via di↵usion with a di↵usion
coe�cient (given by the gradient of these lines) that is (almost) wavevector independent. This is
in agreement with previous experimental work on light scattering of large spherical viruses [38]
as well as dilute colloidal suspensions.[33]
It is expected that at larger ⌘ the decay of F (k, t) would become more complicated and Eq. 6

would have to be generalised to take into account a wavevector dependent di↵usion coe�cient,
or even other processes besides di↵usion which contribute to the density fluctuations. This will
be the subject of future work.

4 Conclusion

In this work we constructed a model for a two component colloidal suspension that has structural
properties matching experiment and theory for a HS system. In contrast to a single component
HS system, the colloidal particles interact with an explicit solvent making their dynamics di↵u-
sive, rather than ballistic. We did this by modelling the colloidal particles and solvent using a
WCA potential that is modified to include a hard-core. By using di↵erent values of the hard-core
parameter in the pair potentials, we were able to create two species of particles with a size ratio
of 4.034:1 and mass ratio of 50:1.
Di↵erent values were tested for the solute-solvent hard-core parameter in order to find the

model that has structural properties which best match theoretical and experimental results. It
was found that using the usual mixing rules to determine the value of the coe�cient (taking an
average of solute-solute and solvent-solvent interactions) caused large depletion e↵ects. This is
because of the excluded volume around each of the colloidal particles that the solvent cannot
access. These depletion forces are not present in a real colloidal suspension as the size ratio is
always much larger. We found that these e↵ects can be e↵ectively eliminated by reducing the
hard-core parameter in the solute-solvent interactions and thus allow the solvent to exist closer
to the colloidal particles.
In order to determine the best value for the hard-core in the solute-solvent interaction, a

comparison was done between systems with three di↵erent values. System A used the usual
mixing rules, system B reduced the parameter to allow the solvent centre of mass to reach the
outside of the colloidal particles, and system C reduced the parameter to zero. The fluid static
structure factor and radial distribution function was measured for each of the three systems and
compared against the Percus-Yevick theory for hard-sphere systems which has been shown to
closely match the structure of experimental colloidal suspensions. In doing so it was found that
system C was the best match to the theoretical and experimental systems, and so this parameter
was chosen for the rest of the work.
We then studied the phase behaviour by measuring the structure factor and radial distribution

function at packing fractions corresponding to fluid, coexistence and crystal regions. The phase
changes appeared to occur at the packing fractions expected for a one component HS system,
indicating that the presence of the solvent has not changed the phase boundaries. The crystal
static structure factor was measured by averaging over all k vectors of equal magnitude that are
consistent with the periodic boundary conditions. This allowed us to determine the positions
of the peaks in the crystal structure factor which we compared to previous light scattering
experiments. The positions of the peaks were found to be in good agreement showing that our
system crystallises by stacking random hexagonal closed packed planes. The magnitude of the
peaks did not match experiment. This is most likely because we are not able to average over all
directions in the crystal.
Experimental and simulation results for the velocity autocorrelation function (VACF) have

been compared previously. Both methods displayed the classic �3/2 power law decay at large



10:12 Paper

14 REFERENCES

delay times, but experimental findings show that it decays to zero from below (except for the
extremely dilute systems), while in simulation it decays from above up to packing fractions close
to freezing. Because of this discrepancy, we computed the VACF over a large range of packing
fractions and found that our model also had the �3/2 power law decay, and that the VACF
decayed to zero from above for the extremely dilute system, then decayed from below for all
higher packing fractions, in agreement with experiment.
The intermediate scattering function was computed for a dilute system and compared against

a simple model for its decay. We found that after an initial time-delay the correlation function
decayed exponentially. This indicated that in a dilute fluid, long wavelength density fluctuations
decay purely via di↵usion with a wavevector independent di↵usion coe�cient, as we would
expect. Later work will be aimed at studying the ISF at larger packing fractions in greater
detail.
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