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Chapter 1

Introduction

Imagine you are a PhD candidate in the Netherlands and your thesis defence is approach-
ing. Of course, you asked two friends to be your paranymphs.! Apart from accompanying
you at your thesis defence, they agreed to help you with preparations for the party that
you are having that night. Before your defence, your paranymphs will make sure the
party location is ready. You gave your paranymphs the following list of jobs, each with
the time that this job should take.

putting up bar tables 25 min
beer engine ready 15 min
polishing glasses 20 min
decorating the room 20 min

picking up snacks from shop 20 min

The paranymphs decided they will divide these jobs such that each job is performed
by only one of them. They can leave the party location no earlier than that all jobs are
done, so they will have to figure out a good way to divide the jobs. Note that there is no
feasible way to divide the jobs such that both paranymphs are done at the same time. So,
for the given settting, the best division is that one of them performs the job that takes 25
minutes (putting up bar tables) and one of the jobs taking 20 minutes (polishing glasses,
for example). The other paranymph then performs the other two jobs taking 20 minutes
(decorating the room and picking up the snacks from the shop), and the job taking 15
minutes (preparing the beer engine). The paranymph to finish last will be finished after
55 minutes.

The problem given above is an example of a scheduling problem. In scheduling, we call
the moment of finishing the last job the makespan of a schedule. For the setting where
each of the jobs can only be assigned to one of the paranymphs, the schedule as given
above is optimal, i.e., no schedule exists, giving a smaller makespan. Problems arising in

LA paranymph is a ceremonial assistant, originally (in ancient Greece) for the bride and groom at
a wedding. In Dutch doctoral thesis defences, it is customary that the candidate has two paranymphs
accompanying him or her. In former times, the paranymphs had to be able to physically defend the
candidate but the doctoral candidate could also ask them for advice when answering questions. Although
officially paranymphs are still allowed to answer questions for the candidate, today their role is mainly
symbolic.
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the field of scheduling all have in common that they are searching for the best way to
commit a set of resources to a set of jobs to be performed. What is “the best way” may
differ in each of the problems, and also the constraints that the sought-after schedule has
to obey are different among different problems.

This dissertation consists of four different scheduling problems. Later in this chap-
ter we will elaborate more on the problems that are considered in this dissertation and
how they are related to one another. First, we will more formally define the theory of
scheduling.

The field of scheduling consists of problems in the classical scheduling field and prob-
lems from real-time scheduling. We will introduce the classical scheduling setting first, as
the real-time setting is a generalization of that.

1.1 Classical scheduling theory

A typical scheduling problem consists of a set of n jobs, each of them having a certain
processing requirement. In order to process the jobs, we are given one or more resources,
that we will call machines. Whereas the word “machine” may evoke thoughts of the
classical machine in a factory, a machine in the scheduling model could also represent a
processor in a computer or a person (a paranymph, in the above example) performing a
set of jobs. Then, we need to specify what kind of schedule we are aiming for. So we
need to specify an objective function that is minimized (or maximized) and, if necessary,
define the other problem parameters.
Consider the following example instance of a scheduling problem.

Example 1. Five jobs are given and each job j has a processing requirement p;. The
processing requirements of jobs 1,....5 are 3, 4, 6, 7 and 10, respectively. There are
two machines to process these jobs and each machine can process one job at the time.
There are various ways to schedule the jobs on the machines. Let us first assume that we
want to minimize the time instant where the latest job finishes. This measure is called the
makespan. It is not hard to see that we cannot find a schedule with makespan less than 16.
In Figure 1.1, a schematic representation of one of the schedules yielding this makespan
15 gen. FEach row represents one machine and the width of each block represents the
processing requirement of the corresponding job.

M e Y
3 | 5 |

Figure 1.1: Gantt chart depicting one of the optimal schedules for makespan minimization.

Another possible objective to minimize is the sum of completion times. That s, for
all jobs we denote the amount of time that has elapsed since the start of the schedule,
until the completion of the job. Those completion times are then summed. The Shortest
Processing Time first (SPT) rule, that orders jobs in non-decreasing order of processing
times and assigns in this order the jobs to a machine, whenever one becomes available,
is optimal [54] for this problem. Figure 1.2 shows the optimal schedule resulting from

2



1.1. CLASSICAL SCHEDULING THEORY

applying this rule. Note that schedule is very different from the schedule in Figure 1.1 and
18 not balanced as nicely.

ES 3 | 5 B

[ 2 l 4 ‘

Figure 1.2: Gantt chart depicting the optimal schedule for minimizing the sum of com-
pletion times.

Three-field notation In classical scheduling theory, to efficiently denote all parameters
of a scheduling problem, the three-field scheduling notation by Graham et al. [42] is
used. A scheduling problem is denoted in the form «|f3|7y, where parameter o denotes the
machine environment, the parameter § the job characteristics and v denotes the objective
function.

For the machine environment there are many possible settings, of which only those
relevant for this dissertation will be explained here. If a = P, we have parallel machines.
This means that the machines are identical and the processing requirement of job j can be
denoted by p; for all machines. If o = (), we speak of uniform machines (or sometimes,
related machines). Each machine i now has a speed o; and the processing requirement of
job j on machine i is p;/o;. Consider again the example given in the beginning of this
chapter, and suppose your little brother wants to help the paranymphs preparing your
party. He is only twelve years old, and not working as efficiently as the paranympbhs.
This can be modeled by a machine working at a speed that is half of the speed at which
the paranymphs are working. Whereas in this setting the dependence of the processing
requirement on the machine is uniform over all jobs, in the setting of unrelated machines
(v = R) this dependence is arbitrary. The processing requirement of job j on machine i
is then denoted by p;;. This setting can model situations where machines are specialized
and thus better at certain jobs (and not so good at others). If the number of machines in
the problem is specifically given, we write this number after the parameter specifying the
machine environment (otherwise we assume an arbitrary number m of machines). Note
that if we have just one machine, all of these environments boil down to the same and we
will just write o = 1.

In the field of job characteristics, we can encounter more than one parameter at the
same time. We will list the parameters relevant for this dissertation. The term “pmtn”
denotes preemption. If preemption is allowed, it means that after processing of a certain
job has started, the job may be interrupted and resumed later (even on a different ma-
chine). It is, however, not allowed to process parts of the same job simultaneously on
more machines. This is allowed in the setting of job splitting (“split”). Note that the
paranymphs from our example chose for a non-preemptive schedule. They could have
improved their schedule by allowing preemption or job splitting. We can add setup times
to the problem which means that before each job (part) can be scheduled, the machine is
unavailable for some amount of time, because it is setting up for the new job. The symbol
“s” denotes the presence of uniform setup times, i.e., the setup time is independent of
the machine that is setting up, or the job that it is setting up for. Further, each job j
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may have a release date (“r;”), meaning that the job is not available for processing prior
to time r;. In case the presence of release dates is not stated in field f, it is assumed that
r; = 0 for all jobs j. The symbol “d;” expresses the presence of due dates. In real-time
scheduling a due date is usually called a deadline.

The most common objective functions in classical scheduling are the makespan, the
sum of completion times and the weighted sum of completion times. Let us denote by
C; the completion time of job j, i.e., the moment in time that job j completes in a
given schedule. The makespan Ch,.x := max; Cj; is then defined as the maximum over all
completion times, i.e., the moment that the last job completes. The sum of completion
times is simply defined as > ; Cj. Supposing that each job j is given a weight w; expressing
its importance, the weighted sum of completion times is then defined as > jw;Cj.

1.2 Real-time scheduling

Real-time scheduling is a generalization of the classical scheduling theory. Whereas in
classical scheduling we deal with a finite set of jobs, in real-time scheduling we typically
deal with an infinite amount of jobs, that are released by so-called sporadic tasks in a
structured manner. A task is a piece of code that generates multiple jobs over time. A
task 7 is characterized by an execution requirement c,, a (relative) deadline d, and a
period p,, that denotes the minimum interarrival time between two consecutive jobs from
the same task. If a task 7 releases a job at time a, the job needs ¢, units of execution
before its absolute deadline that is at a +d,. The next arrival of a job from the same task
can be no earlier than a + p,. A task system T consists of n tasks 7,...,7,. We call a
job active if it has been released but not yet completed.

If a machine executing a sporadic task system is said to run at speed o, we assume that
it can execute o units of work per time unit, instead of one. Note that this is equivalent
to running the task system with all execution requirements scaled by a factor 1/0 on a
unit-speed machine.

For a task 7 we define the utilization of that task as u, = ;—:, the maximum execution
requirement per time unit of jobs from this task.

We classify task systems according to the relation that exists between deadlines and
periods of its tasks. If for all tasks the deadline equals the period (d, = p,, for all 7), we
call the system an implicit-deadline task system. If this is not the case but for all 7 it
holds that d, < p,, we have a constrained-deadline system. If d, > p, for at least one of
the tasks 7, we say the system has arbitrary deadlines.

1.2.1 Feasibility

In real-time scheduling, the focus is not on finding a schedule that optimizes a certain
objective function, but on determining whether a schedule can be found such that all jobs
from all tasks meet their deadlines.

Definition 1. A task system is said to be feasible on a computing platform if, for any
possible job sequence generated by the system, there exists a schedule for the system, such
that all jobs from all tasks meet their deadlines.

4
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For scheduling a task system on a single machine, much is known about determining
feasibility. The tightest case is when the first jobs of all tasks arrive simultaneously (at
time 0) and all subsequent jobs arrive as soon as permitted by the period parameters
(i.e., task 7 generates a job at each time instant kp,, for & = 0,1,2,...) [21]. We call
this sequence of job arrivals the synchronous arrival sequence. Further, if a task system is
feasible, the Earliest Deadline First (EDF) scheduling policy, that schedules at any time
the active job with the earliest absolute deadline, will produce a valid schedule [56].

Determining feasibility of an implicit-deadline task system is easy. It is well known
that an implicit-deadline task system is feasible on a speed-o processor if and only if the
sum over the utilizations of all tasks is at most . The following proposition formalizes
this statement.

Proposition 1 (Liu and Layland [56]). For an implicit-deadline task system T, the
Farliest Deadline First algorithm is a correct scheduling policy for a processor of speed o

if and only if Y _ru. < o.

For arbitrary-deadline systems, determining feasibility is more complicated. It is
known [21] that a set of sporadic tasks T is EDF-schedulable on a unit-speed machine if
and only if the following conditions are satisfied:

L. the utilization of the task system does not exceed 1, i.e., > _,u, <1,
2. all jobs with deadlines [0, lcm,c7(p;)] in the synchronous arrival sequence of T meet
their deadlines (where lem denotes the least common multiple).

This immediately yields an exponential-time test to check whether T is EDF-schedulable.
The two conditions given above can be translated into one function, called the demand
bound function. We define the function

dbf, () = max {0, V“Lp;—:dTJ CT} (1.1)

as the demand bound function of task 7 at time ¢. It represents the (maximum) total
workload of the jobs generated by 7 that needs to be finished by time ¢. For a task system
T to be feasible, the total workload of the jobs generated by all tasks in 7 up to time ¢
can not exceed the amount of work the processor can perform up to time t. This gives us
the following necessary and sufficient condition for feasibility of a task system 7.

Proposition 2 (Baruah, Mok and Rosier [21]). A task system T is feasible on a preemp-
tive processor running at unit speed if and only if

difr(t) = 3 LMJ 6 <t V>0 (1.2)

TeTd, <t pr

1.3 Complexity and approximation

1.3.1 Complexity classes

Complexity theory is a central field of the theoretical foundations of computer science
and focuses on classifying computational problems according to their intrinsic complex-
ity. Rather than giving an “absolute” answer about the complexity of computational

5



CHAPTER 1. INTRODUCTION

problems, complexity theory has been more successful at classifying problems to their
relative complexity.

Decision problems A decision problem is a computational problem that can only be
answered with ‘yes’ or ‘no’. For example, given a number of machines and some jobs with
processing requirements to schedule on them; does there exist a non-preemptive schedule
for these jobs with makespan at most C? This problem is the decision version of the
MAKESPAN MINIMIZATION problem, that we have seen earlier in this chapter. Any other
combinatorial optimization problem can also be formulated as a decision problem. These
decision problems form the basis of complexity theory.

Problem instance A computational problem like the makespan minimization problem
can be viewed as an infinite collection of problem instances. The example given in the
beginning of this chapter, consisting of two machines (the paranymphs) and a list of jobs
with processing times is one particular input to the problem, and is called an instance of
the makespan minimization problem.

We denote by |I| the size of an instance I. The size of an instance is the number of
binary information bits needed to represent the instance. In scheduling problem instances
we usually assume that the number of jobs (or tasks), n, and the number of machines, m,
should be part of the input size. However, it might be the case that the input parameters
(e.g., processing times) are so large, that they do not fit into the space of a “computer
word” (which has a fixed size)? and they should be part of the input size as well. Repre-
senting each number as a binary number (base 2), and if the processing times can be very
large, then for an instance of the unrelated-machines problem (see Chapter 3) the input
size would be O(nm10g pmax), where pmax = max; ; p;;.

Algorithm An algorithm is a step-by-step procedure to solve a computational problem.
It outputs the optimal solution for a problem instance, or outputs that it cannot find any
solution. (Note that there are also algorithms that do not output the optimal solution,
but a solution that is sufficiently close to the optimal solution. These algorithms are
called approximation algorithms and they are more formally defined in Section 1.3.2.)

Definition 2. An algorithm is said to run in polynomial time if for any instance I the
number of computational steps needed to solve I is bounded by a polynomial in the size |I|
of the instance.

The class NP Suppose, given an instance of the decision problem described above, the
answer is ‘yes’. Given a schedule, it is very easy to verify that it is a correct schedule
(all jobs are scheduled) and it gives the appropriate makespan. Actually, the maximum
number of steps required to check this, is polynomial in the size of the problem instance.
This brings us to a very natural class of problems: the class N P.

2If each input parameter fits into a computer word, the number of symbols necessary to represent each
of those number is bounded by a constant, and we can ignore the numbers when describing the input
size. If the number do not fit into this fixed size, then we need to take them into account explicitly.

6



1.3. COMPLEXITY AND APPROXIMATION

The class NP is the collection of all decision problems for which each instance with
a positive answer has a polynomial-time checkable certificate of correctness. In the case
of makespan minimization, the certificate consists of a partitioning of the jobs over the
machines. The check consists of adding the processing times of jobs assigned to each
machine (and check that the sum is at most C') and checking that all jobs are assigned to
exactly one machine.

Note that for the complementary question (Given a set of machines and a set of
jobs with processing requirements; does no schedule exist with makespan at most C?7),
no polynomial-time checkable certificate for a positive answer is known to exist. Any
certificate giving a schedule with greater makespan does not prove that no schedule with
makespan at most C' exists. This decision problem is in the class co-N P. This class exists
of all problems, for which the complementary problem belongs to N P.

N P-complete problems Although a certificate for the decision version of the makespan
minimization problem can be checked in polynomial time, it is not known how to find a
schedule with makespan at most C' in polynomial time [24]. The decision version of the
makespan minimization problem belongs to the hardest problems within the class N P.
Problems that are at least as hard as any problem in NP, are called N P-hard problems
(note that an N P-hard problem is not necessarily in NP, though). Problems that are
both in NP and are NP-hard (e.g., the makespan minimization problem), are called
N P-complete.

The class P As mentioned above, it is not known, for an arbitrary scheduling instance,
how to find a schedule of makespan at most C' in polynomial time. However, for some
problems that are in NP, it is possible to construct the certificate for a positive answer
in polynomial time. For example, for the problem of minimizing total completion time (a
different term for the sum of completion times).

The decision version of the total completion time problem is as follows: given a set
of machines and a set of jobs with processing requirements, does there exist a (non-
preemptive) schedule such that the total completion time is at most C? As mentioned
earlier in this chapter, the Shortest Processing Time first rule gives the minimum total
completion time [54]. This algorithm can thus be used to answer this question for any
instance of the problem, in polynomial time.

The class P is a subset of N P and consists of all problems for which a polynomial-time
algorithm exists solving any instance of this problem.

Reductions To prove that a problem belongs to P, it is sufficient to find a polynomial-
time algorithm solving the problem. Intuitively, it is not so easy how to show that a
problem is N P-complete. Clearly, it is not sufficient to claim that everything was tried
to find a polynomial-time algorithm and this failed, and thus assume that probably no
polynomial-time algorithm exists.

To place problems in a certain complexity class, we use the technique of reduction.
This is a transformation from one problem into another under certain conditions. If there
exists a mapping from any instance I of problem II to an instance I’ of problem II" that

7
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can be computed in polynomial time, and I is a ‘yes’ instance of II if and only if I’ is a
‘yes’ instance of IT', we say that II polynomially reduces to II'. This implies that problem
IT is not harder than II". Polynomial-time reductions are the core tool used for classifying
problems.

To prove that problem X is N P-complete, we take a problem that is known to be
NP-complete (say problem Y') and reduce it to X in polynomial time. Then, Y is no
harder than problem X, but since Y is N P-complete, problem X must be at least N P-
complete as well. More general, problem X is N P-complete if all problems in NP can
be polynomially reduced to X and X is in NP.

The open question in complexity theory is the “P versus N P” question. Although we
made a distinction between problems that are in P and that are N P-complete, it is not
proven that those sets are distinct. If someone would ever prove one of the N P-complete
problems to be easy to solve after all (i.e, to belong to P), then so are all problems in
N P. This scenario, however, is deemed highly unlikely by almost any mathematician and
computer scientist.

Any statements in this dissertation about hardness of the problems considered, are
made under the assumption that P # NP.

1.3.2 Approximation

Many of the problems we consider in this dissertation are N P-hard, and therefore it is
unlikely to find polynomial-time algorithms to solve them. When studying such problems,
the best we can do in polynomial time, is to find algorithms that give a solution that is
“close enough” to the optimal solution. Algorithms that turn out to work well on average
(or in practice), but that have no proven bound on how far away their solutions are from
the optimal solution, we usually call heuristics. If such an algorithm returns a solution
that is guaranteed to be within some multiplicative factor a from the optimal solution,
we call it an approximation algorithm. The factor « is called the approximation ratio.
The closer the approximation ratio is to 1, the better the approximation algorithm is.

An approximation algorithm is called a PTAS (polynomial-time approximation scheme)
if its approximation ratio equals 1+¢, for any small € > 0, and it runs in polynomial time.
The running time is also dependent on 1/€, but this dependence may be exponential.
If the running-time dependence on 1/¢ is only polynomial, we call the algorithm a fully
polynomial-time approximation scheme (FPTAS).

In Chapters 3, 4 and 5, where we are interested in checking feasibility of task sys-
tems, the notion of approximate feasibility tests will appear. Since in the context of a
feasibility test there is no optimization, the approximation will be in the sense of the
resource augmentation setting. Although it was much earlier used in the context of online
algorithms for the paging problem (see, e.g., [67]), this notion was first explicitly intro-
duced for scheduling problems in [46] as a method for comparing worst-case behavior of
different algorithms for solving the same problem. If an a-approximate feasibility test
returns “feasible”, the task system is guaranteed to be feasible on a processor that runs
at speed «a, while if it returns “infeasible”, the task set is guaranteed to be infeasible when
processed on a unit-speed processor. The factor « is also called the speedup factor. When
designing approximate feasibility tests, the aim is to obtain a speedup factor as close to

8
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1 as possible.

Analogous to the setting of approximation algorithms, the notions of PTAS and
FPTAS also exist when dealing with feasibility tests. A PTAS feasibility test has a
speedup factor of 1+ € and runs in polynomial time in the instance size, but the running-
time dependence on 1/e is super-polynomial. If this running-time dependence on 1/e is
polynomial, we have an FPTAS feasibility test.

1.4 Outline

In this dissertation, both classical scheduling and real-time scheduling problems are
present. The outline of the dissertation is as follows.

Chapter 2 is the only chapter dealing with a scheduling problem in the classical setting.
We consider a number of parallel identical machines and a job set to be scheduled upon
these machines. The objective is to minimize the sum of completion times. Jobs can be
split into parts and parts of the same job can be processed simultaneously. However, before
each job (part) can be processed, a uniform setup time s is required on each machine.
The main result in this chapter is a polynomial-time algorithm solving the problem for
two machines. For more machines, the problem is more complicated and we do not know
the complexity of this problem. We do give a very simple 2 + i(\/ﬁ —1) ~ 2.781-
approximation algorithm for the general case.

The other three chapters consider problems from the real-time paradigm. Chapters 3
and 4 are quite closely related. Both chapters consider a set of real-time tasks and multiple
machines. The goal is to find a partitioning of the task set over the machines such that
all jobs released by a specific task are executed on the machine that this task is assigned
to, such that all deadlines are met.

In Chapter 3 the machines are unrelated. We give a 8 + 2v/6 ~ 12.9 approximation
for the partitioning problem on an arbitrary number of machines. In order to obtain this
result we introduce linear approximations of the demand bound function and on top of
that, we develop a rounding procedure that is of independent interest and is given in a
separate section. We also give a polynomial-time approximation scheme for the case that
the number of machines m is a constant. For a fixed ¢ > 0, the test decides in time
polynomial in the number of tasks whether there exists a partition of the task set over the
machines such that the task set can be feasibly scheduled if the machines run at speed
1 4+ O(e) or whether no feasible partition exists if the machines run at unit speed.

In Chapter 4 we consider parallel identical machines. Building upon ideas from the
PTAS in Chapter 3 we find a (1 4 €)-approximate feasibility test for the problem of
partitioning a task set over an arbitrary number of identical machines. We improve
upon a result by Chen and Chakraborty [30] who give a PTAS for the case that the
ratio of the maximum relative deadline to the minimum relative deadline dpax/dmin is
bounded by a constant. Denoting this ratio by A, the running time of their algorithm is
roughly nOep(; log M) hence doubly exponential in A. Our approximation scheme runs
in O(mOPU (918N time, where f(e) is a function depending solely on ¢, and hence an
exponential improvement over the result from [30] is given.

Finally, Chapter 5 also deals with real-time tasks but considers the mized-criticality
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setting. In this setting, the task system is always in one out of K levels (think of the levels
as states that the system can be in), and each task has different execution-time parameters
for different levels. We will delay a detailed description of this setting to Chapter 5,
because it requires many concepts and a lengthy explanation that are not relevant to any
other chapter in this dissertation. We consider feasibly scheduling an implicit-deadline
mixed-criticality task system on a single machine. We give a scheduling algorithm EDF-
VD that decides in polynomial time that either a mixed-criticality task system consisting
of K levels (K € N) can be scheduled upon a processor running at a faster speed or
that it cannot be scheduled on a processor running at unit speed. The required speedup
depends on the number of levels K. For any 2-level implicit-deadline task system we show
that this speedup is at most 4/3 and for 3 levels we show a speedup factor of 2. Finally
we show that no (non-clairvoyant®) algorithm can guarantee correctness on a processor
with speedup less than 4/3. For dual-criticality systems we give a fixed-priority policy
RM-VP needing a speedup of ¢/In2 ~ 2.334 (where ¢ equals the golden ratio). Finally,
for scheduling a mixed-criticality job set on m parallel machines we give a fixed-priority
scheduling policy called OCBP, needing a speedup of ¢ +1 — %

3Meaning that it is not known in advance to the algorithm in which level the system will be. See
Section 5.2 for a formal definition of clairvoyance.
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Chapter 2

Split scheduling

Almost all results in this chapter are based on work that appeared in [63].

2.1 Introduction

In this chapter we consider a classical scheduling problem, in a setting with job splitting
and setup times. We consider multiple parallel machines and our objective is to minimize
the sum of completion times. Whereas in the setting of ordinary preemption it is not
allowed that multiple machines process the same job simultaneously, in job splitting this
constraint is dropped. So each job can be split into multiple parts and machines may
process these parts simultaneously. However, before the processing of a job (part) can
start, a setup time is required.

2.1.1 Related work

Without setup times, many scheduling problems become trivial if preemption is replaced
by job splitting. For example, for minimizing the sum of completion times, it would
be optimal to split all jobs equally over all machines and process them in SPT order.
For minimizing the makespan, the order would not even matter. In the presence of
release times, minimizing the sum of completion times with ordinary preemption is N P-
hard [33], but if job splitting is allowed, it is not hard to see that splitting all jobs over
all machines and processing them in Shortest Remaining Processing Time first (SRPT)
order is optimal. We refer to Xing and Zhang [73] for an overview of several classical
scheduling problems which become polynomially solvable if job splitting is allowed.

If setup times enter the stage, triviality disappears. Then, before starting processing
of a job (part), the machine requires a setup time, during which it cannot process another
job (part), nor set up processing for any other job (part). Problems in which setup times
are assumed to be sequence-dependent, are usually N P-hard, as such problems exhibit
routing-like features. For example, the Hamiltonian path problem in a graph can be
reduced to the problem of minimizing the makespan on a single machine, where each job
corresponds to a node in the graph, all processing times are 1 and the setup time between
job j and k is 0 if the graph contains an edge between nodes j and k, and 1 otherwise.
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We encountered problems in this setting by studying disaster relief operations [70],
such as flood relief operations, where machines are pumps and jobs are locations to be
drained. In the case of earthquake relief operations the machines represent teams of relief
workers and the jobs locations to be cleared. The setup time then represents the time
that is needed to instruct a new team about a location or move water pumps (overnight)
to a new location. Although in practice these setup times consist partly of travel time,
the main part of the setup consists of equipping teams with tools and instructions for a
new location. Hence the decision was made that considering job-, machine- and sequence-
independent setup times was an acceptable approximation of reality. As we will see
in this chapter, making this assumption about the setup times, still presents us with
algorithmically challenging problems.

From now on, we will refer to setup times that are job-, machine- and sequence-
independent as uniform setup times. We denote the setup time by the parameter s. Not
much literature exists on scheduling problems with such setup times. The problem of
minimizing the makespan on parallel identical machines, with job splitting and setup
times that are job-dependent, but machine- and sequence-independent is studied by Xing
and Zhang [73] and by Chen, Ye and Zhang [28]. Chen et al. [28] note that this problem
is N P-hard in the strong sense, and only weakly N P-hard for the case of a constant
number of machines. Straightforward reductions from the 3-PARTITION problem and
SUBSET SUM problem show that these hardness results continue to hold if setup times
are uniform. Chen et al. provide a 5/3-approximation algorithm for this problem and
an FPTAS for the case of a constant number of machines. For the same problem but
with preemption instead of job splitting, Schuurman and Woeginger [64] give a PTAS. It
remains open whether a PTAS exists if not preemption, but job splitting is considered,
even for uniform setup times. See [57] and [60] for more problems with preemption and
setup times.

Recently, Correa et al. [31] studied the problem of minimizing the makespan on un-
related machines with job splitting and unrelated setup times (i.e., the setup times are
machine- and job-dependent). They show a lower bound on the approximability of this
problem of % = 1.582 and give a 1 + ¢ approximation (where ¢ = %5 equals the
golden ratio) based on the approach by Lenstra, Shmoys and Tardos [53] for minimizing
the makespan on unrelated machines (see also Section 3.1 for this problem). For the
restricted-assignment case (for all j, p;; € {p;, 00} and s;; € {s;,00}), they even give a 2
approximation.

The problem we consider is related to scheduling problems with malleable tasks. A
malleable task may be scheduled on multiple machines simultaneously, and a function
fi(k) is given that denotes the speed if task j is processed on k machines. If task j is
processed on k machines for L units of time, then f;(k)L units of task j are completed.
What we call job splitting can be translated into malleable tasks with linear speedups,
i.e., the processing time required on k& machines is 1/k times the processing time required
on one machine. However, split scheduling with setup times can not be translated into
the setting with malleable tasks, because of the discontinuity caused by the setup times.
See Drozdowski [32] for an extensive overview of the literature on scheduling malleable
tasks.

12
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2.1.2 Our results

As mentioned above, this chapter focuses on the problem of minimizing the sum of com-
pletion times on identical machines, with job splitting and uniform setup times. The
version of this problem with ordinary preemption is solved by the SPT rule; the option
of preemption is not used by the optimum [54]. However, for job splitting the situation
is much less straightforward. If s is extremely large, an optimal schedule would minimize
the contribution of the setup times to the objective, and a job will only be split over more
machines, if no other job is scheduled after it on these machines. If s, on the other hand,
is very small (say 0), then each job is split over all machines and the jobs are scheduled in
SPT order. For other values of s, however, it appears to be a non-trivial problem to decide
how to schedule the jobs. Splitting a job over multiple machines decreases the completion
time of this job, but due to the extra setup times, the total load on the machines increases
and hence the completion times of later jobs are increased. We give an example instance
to illustrate this.

Example 2. Given are 8 machines and 6 jobs, with processing times 1, 2, 3, 5, 11 and
12, respectively. Setting up a machine takes 1 time unit. One could start with filling up
the machines in SPT order without any splits. This schedule is given in the Gantt chart
in Figure 2.1(a). The objective value equals 49.

This schedule can be improved by splitting job 6 over machines 1 and 3. This decreases

] 1 |
2 5
3 | 6
(a)
1 | 4 L § \
2 5
3 | § |
(b)
T 1 ] 6
2 5
2 3 [ 6
(c)
] 1 5 §
2 1 5 6
3 | 5 §

(d)

Figure 2.1: Gantt charts depicting the schedules for the example instance. The grey
blocks indicate the setup times, the numbered blocks are scheduled job parts. Each row
of blocks gives the schedule for one machine.

13
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the completion time of job 6, and since no jobs are scheduled after job 6 on these machines,
no other completion times increase. To make the biggest improvement in the objective
value, both parts of job 6 should finish simultaneously. See Figure 2.1(b) for the Gantt
chart of this improved schedule, with objective value 45.

Splitting jobs that appear earlier in the schedule may actually increase the objective
value, as many later jobs experience delays due to extra setup times incurred. For example,
if we choose to split job 2 over machines 2 and 3, we cause delays for jobs 3 and 6, while
improving the completion times of jobs 2 and 5. If we require that all job parts of the
same job finish at the same time, we obtain the schedule in Figure 2.1(c) with objective
value 46. Finally, Figure 2.1(d) shows the optimal schedule, with objective value 40.

This example illustrates the inherent trade-off that makes this problem non-trivial.
Splitting jobs will decrease the completion times of some jobs, but it may also increase
the completion times of others, due to higher loads on the machines.

In Section 2.4 we give a polynomial-time algorithm to solve the special case of two
machines. The algorithm is based on a careful analysis of the structure of an optimal
solution. To this end, in Section 2.3 we give some properties that hold for the optimal
solution on any number of machines. Then, in Section 2.4 we give additional properties
that we prove for the case of two machines only. Together, these properties give us a
handle to find in O(nlogn) time the optimal solution for the two-machine case, where
n is the number of jobs. Unfortunately, the additional properties given in Section 2.4
are not easily extended to more machines. In Section 2.5 we show that some of the nice
properties that hold for the two-machine case already fail to hold for three machines. This
fact bodes ill for finding an extension of the approach that we found for two machines.
However, showing N P-hardness for this problem has also failed thus far. So it could
be that we encountered another instance of Lawler’s “mystical power of twoness” [52],
a phrase signifying the surprisingly common occurrence that problems are easy when
a problem parameter (here, the number of machines) is 2, but N P-hard when it is 3.
But the possibility also exists that this problem is also easy for an arbitrary number of
machines, and we just have not been able to see how to approach those cases. Note that
if weights are added to the problem, i.e., the objective becomes minimizing the weighted
sum of completion times, the problem is strongly N P-hard for three machines or more,
and weakly N P-hard for the case of two machines [63].

In Section 2.6 we give a constant-factor approximation algorithm for the problem with
an arbitrary number of machines, even though we are not sure the problem is N P-hard.
The approximation algorithm is surprisingly simple; for each job the algorithm decides
on how many machines it is scheduled, based only on the processing time of the job and
the setup time s.

Although our main interest in this chapter lies in problems with uniform setup times, in
Section 2.7 we study briefly two settings with non-uniform setup times. Both for machine-
dependent and for job-dependent setup times, we discuss how much of the lemmas from
Sections 2.3 and 2.4 remains valid.

The chapter is completed by an overview showing the state of the art for split schedul-
ing problems with uniform setup times and showing which problems remain open.

14



2.2. PRELIMINARIES

2.2 Preliminaries

An instance is given by m parallel identical machines and n jobs. Job j has processing
time p;, for j = 1,...,n. Each job may be split into parts and multiple parts of the
same job may be processed simultaneously. Before a machine can start processing (a part
of) a job, a uniform setup time s is required. During setup of a job (part), the machine
cannot simultaneously process or setup another job (part). The objective we consider is
to minimize the sum of completion times of the jobs (also called total completion time).

Given a schedule for the jobs, we denote by M; the set of machines on which parts
of job j are processed. We might sometimes say that a machine processes a certain job,
when it only processes a part of that job. We call job j a d-job if |M;| = d.

Given a schedule, we call a job balanced if it completes at the same time on all ma-
chines on which it is processed. By this definition, a 1-job is always balanced, so this
characterization only has meaning for jobs j such that |M;| > 1.

2.3 Properties of an optimal schedule

In this section we derive some properties of an optimal schedule, which are valid for any
number of machines.

Claim 1. Let S be a feasible schedule with job completion times Ch < Cy < ... < C,. Let
S’ be obtained from S by rescheduling per machine the job parts in the order 1,2,....n,
and let C" be the completion times in S'. Then C; < Cj for j=1,...,n.

Proof. Let z;; be the amount of time that job j is processed on machine ¢ in S and let
C;; be the time that job j finishes on machine i. Let y;; = s + ay; if 2;; > 0 and let
y;; = 0 otherwise. Fix some job j and machine i. Let & = argmax{Cj, | 1 < k < j}.
Then C; > Cy > Cy, > 375 yan = Cjj, where the first inequality is by assumption and
the last one by the definition of k (at time Cj; all work on jobs smaller than or equal to j
has been done on machine 4). Since C; > Cj; for any machine i on which j is scheduled,
the proof follows. O

This claim has several nice corollaries. First, note that if in an optimal schedule
C; <(Cy <...<(C,, then we maintain an optimal schedule with the same completion
time for each job by scheduling the job parts on each machine in the order 1,2, ..., n. This
allows to characterize an optimal schedule by a permutation of the jobs and the amount
of time that job j is processed on each machine 4, for all ¢ and j. The optimal schedule
is then obtained by adding a setup time s for each non-zero job part and processing the
job parts in the order of the permutation on each machine. Consequently, in the optimal
schedule obtained, each machine contains at most one part of each job.

We thus have the following lemma, which we will use throughout this chapter.

Lemma 1. There exists an optimal schedule such that each machine contains at most
one part of each job.

Lemma 2. There exists an optimal schedule that satisfies the property of Lemma 1 such
that on each machine the job parts are processed (started and completed) in SPT order of
the corresponding jobs.

15
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Proof. Among the optimal schedules that satisfy Lemma 1, we choose the schedule that
minimizes » ;pjCj. By Claim 1, we may assume the jobs are numbered 1,...,n so that
C, <0y <...< (), and each machine processes the job parts in the order given by the
numbering of the jobs. By contradiction, suppose that there exist jobs k and ¢ such that
pe < pr and there is a machine ¢ that processes job k before job ¢, i.e., C) < Cy. Choose
among such pairs of jobs k and ¢ a pair that minimizes ¢ — k. Note that any machine that
processes both k and ¢ must process k immediately before ¢, since if there is some job A
that is processed between them, then C} < ), < C), and either p, > p; or pp < pr < pi,
so either the pair £ and h or the pair k£ and A should have been chosen instead of the pair
¢ and k. We now show how to define a new optimal schedule for which i p;Cj is strictly
less than for the original schedule, thus contradicting the choice of our schedule.

Note that M, N M}, # . We define a new schedule by rescheduling both jobs within
the time slots these jobs occupy in the current schedule (including the slots for the setup
times). First remove both jobs. Then consider the machines in M} one by one, starting
with the machines in M\ M, and fill up the slots previously used by job k with job ¢,
until we have completely scheduled job ¢ including the setup times. This is possible since
pe < pr. We consider the remaining slots, which are single uninterrupted time intervals
for each machine, by our choice of k and ¢. We will show that they provide sufficient time
for the processing and setup of job k, by showing that the combined number of setups for
k and ¢ does not increase.

Let M}, and M, denote the sets of machines processing jobs k and ¢, respectively, in
the new schedule. We distinguish two cases. If job ¢ cannot be rescheduled completely in
the slots used by k in M \ M, then we have M, C M,. Together with M; C My it follows
that (M, N M;) C (M, N M,). Hence, any machine containing both & and ¢ in the new
schedule did also contain both jobs in the old schedule, and therefore there are no extra
setups on any machine needed.

Now consider the case that job £ is rescheduled completely in the slots used by k in
My, \ M,. Then, after adding job k, the total number of setups needed for ¢ and k does
not increase since there is at most one machine of Mj, \ M, containing both jobs in the
new schedule, but none of the machines in My, N M, is used by ¢ in the new schedule.

We conclude that the remaining slots after scheduling job ¢ provide sufficient room
to feasibly schedule both the processing of job k£ and the required setups. Note that, if
there is some machine on which the time allotted to job k is no more than s, then we can
simply leave the machine idle for that time interval.

Let C" denote the new completion times. Since in the new schedule ¢ is processed only
where job k was processed in the old schedule, and job k is processed in the new schedule
only where either job ¢ or job k was processed in the old schedule, we have C} < Cj and
C). < max{Cy, Cx}. By assumption, we have that Cy > C}, and hence C}, < Cy. Since for
all other jobs the completion times remain the same, we have that the sum of completion
times did not increase and since

PuCr + peCr = pi(Cr — Cp) + iCh + pe(Cr — C)) + peCYy
> prC + peCy + po(Cr — C + Cp — C)
> kal/c + pfcé?
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we have that y p;iC; < > ;pjCj, which contradicts the choice of the original schedule.
[

From now on, we assume that jobs are numbered in SPT order, i.e., p; < ... < p,.

Lemma 3. There exists an optimal schedule that satisfies the properties of Lemma 1 and
Lemma 2 in which all jobs are balanced.

Proof. Consider an optimal schedule of the form of Lemma 1 and Lemma 2 with a mini-
mum number of job parts. Let C; be the completion time of j in this schedule and define
M; for this schedule as before. Consider the following linear program in which there is a
variable z;; for all pairs ¢, j with ¢ € M;, indicating the amount of processing time of job
J assigned to machine :

min Z C;
J

s.t.inj:pj forj=1,...,n;
iEMj
Z (s +xi) < C} for j=1,...,n, Vi € Mj;
k<j: My>i
leZO,C]ZO fOI'j:L...,TL, VZGMJ

Note that a schedule that satisfies Lemmas 1 and 2 gives a feasible solution to the LP,
and on the other hand that any feasible solution to the LP gives a schedule with total
completion time at most the objective value of the LP: if there exist some j and ¢ € M;
such that x;; = 0, then the LP objective value is at least the total completion time of the
corresponding schedule, as there is no need to set up for job j on machine 7 if z;; = 0.
We know that a solution is a basic solution to this LP, only if the number of variables
that are non-zero is at most the number of linearly independent tight constraints (not
including the non-negativity constraints). By the minimality assumption on the optimal
schedule, in any optimal solution to the LP all C; and z;; variables are non-zero, which
gives a total of n + . [M;| variables. Since there are only n + 3, [M;| constraints, all
constraints must be tight, which proves the lemma. O

2.4 A polynomial-time algorithm for two machines

In this section we give more properties that hold for optimal schedules. However, these
properties are shown only for the special case of two machines. Together with the proper-
ties from Section 2.3, these properties will lead to a polynomial-time algorithm for finding
the optimal schedule in the case of two machines.

Lemma 4. Let S be an optimal schedule for a two-machine instance that satisfies the
properties of Lemmas 1, 2 and 3. Let k < ¢ be two consecutive 2-jobs. If there are 1-jobs
between k and ¢, then there is at least one 1-job on each machine. Also, the last 2-job is
either not followed by any job or is followed by at least one 1-job on each machine.

17
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Proof. Let k and ¢ be two consecutive 2-jobs and assume there is at least one in-between
1-job on machine 1 and none on machine 2. Let t;,%; be the start times of job k£ on
respectively machine 1 and 2. We may assume without loss of generality that t; > to:
otherwise we just swap the schedules of the two machines on the interval [0, Cy] and then
this inequality will hold. We change the schedule for k£ and ¢ and the in-between 1-jobs
as follows. Job k is completely processed on machine 2, starting from time ¢,, and the
in-between 1-jobs from machines 1 are moved forward such that the first one starts at
time t;. Let x1; be the amount of processing on job k£ that was previously assigned to
machine 1, where we note that x;; < %pk. We increase the part of job £ on machine 1 by
Z1x, and decrease the part of job £ on machine 2 by x1;. This is possible, since the part
of job ¢ that was previously on machine 2 is at least %pg > %pk > Ty

The completion time of each of the in-between 1-jobs decreases by x1; + s, the comple-
tion time of job k increases by x1, and the completion time of job ¢ remains unchanged.
The total completion time is thus reduced by at least s. If job k is the last 2-job, followed
only by 1-jobs on machine 1, we can make a similar adjustment and decrease the total
completion time. O

Lemma 5. In the case of two machines, there are no 1-jobs after a 2-job in an optimal
schedule satisfying the properties of Lemmas 1, 2 and 3.

Proof. Suppose the lemma is not true. Then there must be a 2-job h that is directly
followed by a 1-job. By Lemma 4, there must be at least one such 1-job on each machine,
say jobs k and ¢. Assume without loss of generality that pr < py. Let x1, and o, be the
processing time of A on machine 1 and 2, respectively. As argued before, without loss of
generality we assume that x1;, > x9,. Let us define the starting time of h as zero, and let
A = x5 — x95,. Note that O, = %(A + pr, + 2s). Then, the sum of the three completion
times is

Ch+Cr+Cr=Ch+ (Ch+pr+5s)+Cy
=A+p,+2s+pp+ s+ Cy. (2.1)

We reschedule the jobs h, k, and ¢ as follows, while the remaining schedule stays the same.
Place job h, the shortest among h, k and ¢, on machine 1 (unsplit), job k£ on machine 2
(unsplit), and behind these two, job ¢ is split on machine 1 and 2, in such a way that it
completes on one machine at time C} and at time C; on the other. We denote by Cj, C}.
and C} the new completion times after this switch. The sum of these completion times
becomes

Ch+CL+Cy=(pn+s)+ (A+pp +s) + Cy,

which is exactly s less than the sum of the three completion times in (2.1) from before
the switch. O

Given the previous lemmas, we see that the 2-jobs are scheduled in SPT order at the
end. By Lemma 2, the first 2-job, say job k, is not shorter than the preceding 1-jobs.
But this implies that the 1-jobs can be scheduled in SPT order without increasing the
completion time of job k or its following jobs. By considering each of the n jobs as the
first 2-job, we immediately obtain a O(n?)-time algorithm to solve the problem. Carefully
updating consecutive solutions leads to a faster method.
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Theorem 1. There exists an O(nlogn) algorithm for minimizing the total completion
time of jobs on two identical parallel machines with job splitting and uniform setup times.

Proof. Suppose we schedule the first £ jobs (for any 1 < k < n) in SPT order as 1-jobs
and the other jobs in SPT order as 2-jobs. We would like to compute the change in
objective value that results from turning job k£ from a 1-job into a 2-job. However, this
happens to give a rather complicated formula. It is much easier to consider the change
for job k£ — 1 and k simultaneously.

The schedule for the 1-jobs 7 < k — 1 does not change. To facilitate the exposition,
suppose that job £ — 1 starts at time zero and job k starts at time t. Then Cy_1 + C} =
Pr—1+S+t+pr+s. After turning the jobs into 2-jobs, the new completion times become

1 = (t+pr—1 +2s)/2 and C}, = (t + pr—1 + px + 4s)/2. Hence,

(C]:;—l + C;/C) — (Ck—l + Ck;) =S — pk/Q

In addition, each job j > k completes s time units later. Hence, the total increase in
objective value due to turning both job k£ — 1 and k£ from a 1-job into a 2-job is

f(k):=n—k+1)s—pg/2.

Notice that f(k) is decreasing in k, since s > 0 and py is non-decreasing in k. Hence,
cither there exists some k € {2,...,n} such that f(k) < 0 and f(k —1) > 0, or either
f(n) >0,o0r f(2) <0.

Suppose there exists some k € {2,...,n} such that f(k) < 0 and f(k—1) > 0. The
optimal schedule is to have either k — 1 or k — 2 unsplit jobs, since the first inequality and
monotonicity imply that a schedule with & — 2 unsplit jobs has a better objective value
than a schedule with k& or more unsplit jobs, and the second inequality and monotonicity
imply that a schedule with £ — 1 unsplit jobs has a better objective value than a schedule
with k£ — 3 or fewer unsplit jobs.

If f(n) > 0 then the optimal solution is either to have only 1-jobs or have only job n
as a 2-job. If f(2) < 0 then the optimal solution is either to have only 2-jobs or have only
job 1 as a 1-job.

Straightforward implementation of the above gives the desired algorithm, the running
time of which is dominated by sorting the jobs in SPT order. [

2.5 Three and more machines

The properties exposed in Section 2.3 have been proven to hold for any number of ma-
chines. The properties presented in Section 2.4 were shown specifically for two machines
only. In this section we investigate their analogues for three and more machines. We will
present some examples of instances that show that the extension is far from trivial. It
keeps the complexity of the problem on three and more machines as an intriguing open
problem.

Lemma 5 shows that for two machines, there always exists an optimal schedule in
which |M;| is monotonically non-decreasing in j (if the jobs are in SPT order). The
following lemma shows that this does not hold for an arbitrary number of machines.
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Lemma 6. There exist instances for which there is no optimal schedule in which |M;| is
monotonically non-decreasing in j.

Proof. Consider the instance on three machines having 10 jobs with their vector of pro-
cessing times p = (3, 10, 10, 10, 10, 50, 50, 50, 50, 50) (1 small job, 4 medium-sized jobs and
5 large jobs) and s = 0.7. We slightly perturb the processing times if necessary, obtaining
pj <pjp1 forall j=1,2,...,n—1

We found all optimal solutions for this instance by exhaustive search. An optimal
solution is depicted in Figure 2.2(a). As we see, job 2 is split over machines 2 and 3, but
job 3, starting later than job 2, is not split. Jobs 4 and 5 are again 2-jobs and are split
over machines 2 and 3. The large jobs are all split over all three machines.

Below, we will describe all other optimal solutions to this instance. We will consider
two solutions to be the same, if one solution can be obtained from the other by a relabeling
of machines, and/or (repeatedly) swapping the schedule of two machines from some time
t till the end of the schedule, if these two machines both complete processing of some job
at time ¢.

The second optimal schedule, in Figure 2.2(b), is obtained by scheduling job 1 on
machine 1, job 2 split on machines 2 and 3, job 3 on machine 2 (or 3), and jobs 4 and 5 as
split jobs on the machines not used by job 3. The remaining jobs are again all split over
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Figure 2.2: Gantt charts depicting the optimal solutions to the 3-machine instance with

processing times p = (3, 10, 10, 10, 10, 50, 50, 50, 50, 50) (1 small job, 4 medium-sized jobs
and 5 large jobs) and s = 0.7.
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all three machines. It is easily verified that the objective of this schedule is the same as
the objective of the schedule in Figure 2.2(a): the completion time of job 3 increases by
2, and the completion times of jobs 4 and 5 each decrease by 1, and all other completion
times remain the same. The remaining two optimal schedules, in Figures 2.2(c) and 2.2(d)
are obtained by switching jobs 3 and 4 in the first two optimal schedules. We note that
these schedules continue to be optimal if the processing times are slightly perturbed, as
mentioned earlier.

All optimal solutions for this instance share the property that job 2 is a 2-job, and
either job 3 or job 4 is a 1-job, which proves the lemma. O

If we slightly change the instance from the proof of Lemma 6 by deleting one of the
large jobs, then there is a unique optimal solution, which splits job 3 over machines 1 and
2 and continues with splitting job 4 over machines 1 and 3. Job 5 and the four large jobs
are split over all three machines, see Figure 2.3.

Lemma 6 and the fact that a subtle change in the problem instance causes such a
substantial change in the optimal schedule bodes ill for an algorithmic approach like the
one in Section 2.4.

Despite the negative result from Lemma 6, it is not the case that the properties in the
lemmas from Section 2.4 do not hold at all for more than two machines.

Consider, for example, Lemma 4. The statement also holds for a setting with more
than two machines, if there are two consecutive 2-jobs that are split over the same two
machines ¢ and ¢’. If only machine i would have at least one in-between 1-job, and machine
i’ none, the same interchange argument can be made. However, at this point it seems
that observations like this are not sufficient to characterize an optimal solution for the
case of more than two machines.

2.6 Approximation algorithm

We will now show a constant-factor approximation algorithm for our problem, for an
arbitrary number of machines. We remark that we do not know whether this problem is
N P-hard, but the examples in the previous section do show that the way a job is scheduled
in an optimal schedule may depend on jobs that occur much later in the schedule. Our
approximation algorithm, on the other hand, is remarkably simple, and only uses a job’s
processing time and the setup time to determine how to schedule the job.

3 2B 6 7 8 9
23] 5 6 7 8 9
2| 4 Bl 6 7 8 9

Figure 2.3: Gantt chart depicting the unique optimal solutions to the 3-machine instance
with processing times p = (3,10, 10, 10, 10, 50, 50, 50, 50) (1 small job, 4 medium-sized
jobs and 4 large jobs) and s = 0.7.
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We schedule the jobs in order of non-decreasing processing times. Let s > 0 and
let 5 be some constant that will be determined later. Job j will be scheduled such
that it completes as early as possible under the restriction that it uses at most g; =
min{[/Sp,/s|, m} machines. Thus, the job will be scheduled on the at most g; machines
that have minimum load in the schedule so far. It is easy to see that a job is always
balanced this way.

Theorem 2. The algorithm described above is a (2 + [8)-approzimation algorithm for
minimizing the total completion time with job splitting and uniform setup times, provided

that B > (V17 — 1).

Proof. Let § be the schedule produced by the described algorithm. Note that the total
load (processing times plus setup times) of all jobs in & up to, but not including, job
j is upper bounded by L; = >, _.(px + gxs), since job k introduced at most gy setups.
Therefore, the average load on the g; least loaded machines is upper bounded by L;/m.
Since job j is balanced, we can thus upper bound the completion time C'j of job 7 in the
schedule by L;/m + p;/g; + s. Note that this is an upper bound on the completion time
of job 7 when we try to schedule it on at most g; machines.
Noting that

pj/g; = p;/ min{[Bp;/s], m}
<p;/[Bp;/s| +p;j/m
< (1/B)s +p;/m,
and
grs = min{ [ Bpg/s]|, m}s < Bpy + s,

we obtain
C; < Lj/m+p;/g; + s

1
< EZ(Z% + 9is) +pj/g; + 5
k<j

< %Z (T4 B)px+5) +pj/m+ (1+1/8)s

k<j

1+ 8 j—1 1
< ° I 41+ )s
<— ) m+( — + +6>8

k<j

Suppose we only needed a setup time for the first job to be processed on a machine,
for any machine. Clearly, the optimal sum of completion times for this problem gives
a lower bound on the sum of completion times in the optimum of the original problem.
Now, the optimal schedule when we only need a setup time for the first job on a machine
processes the jobs in SPT order and splits each job over all machines, which gives a sum
of completion times of

Z(s—l—%Zpk). (2.2)

J k<j
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This gives one lower bound on the sum of completion times in an optimal schedule.

Further, in any schedule, at most m jobs are preceded by only one setup, at most
another m by two setups, etc., giving a lower bound of » _.[j/m]s on the sum of completion
times; this is exactly the optimal value when all processing times are 0.

To bound this last lower bound in a more practical way, let j = gm + a for some ¢ > 0
and a € {1,...,m}. Then

{i—‘ —‘%Z(ﬁl)—(qmjta—l)/m

m
=1—(a—1)/m.
Now assume that n = rm + b, for some integer » > 0 and b € {1,...,m}. Then,
Jg—1 “ a—1 ’ a—1
S[al- = () 2 ()
J=1 a=1 a=1
b
a—1 a—1
— b _
rm + r; az: o

=n—r(m-1)/2— §(b_ 1)b/m

1
2n—r(m—1)/2—§(b—1)
=n—(rm+b)/2+r/2+1/2
=n/2+7r/24+1/2>n/2.
Hence, bringing the second summation to the right-hand side, and multiplying both sides
with s yields

n

j ~j—-1 1
. > —ns. 2.3
ZMS_; RN (2.3)

j=1

Using 1 + § times lower bound (2.2), and one time lower bound (2.3), we get

@936 2 ()5 (s 1 om) + (S50 )
_Z<1+szk+ 1+5)s+ 18—1—%3),

k<j

which is at least as large as > ; C’j provided # > 0 and % +8>1+ %, which is equivalent
to g > (V17 -1). O

Corollary 1. There exists a 2 + (\/_7 — 1) = 2.781-approzimation algorithm for mini-
mazing total completion time with ]Ob splitting and uniform setup times.
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2.7 Non-uniform setup times

The main part of this chapter considers uniform setup times. We use this term to denote
that the setup times are job-, machine- and sequence-independent. In this section we
will briefly reflect on how much of the results in this chapter remains valid if we consider
either job-dependent or machine-dependent setup times.

2.7.1 Machine-dependent setup times

We will go over the lemmas of Sections 2.3 and 2.4 and see to what extent they hold for
the case of machine-dependent setup times. It is very easy to see that the statements from
Claim 1 and Lemma 1 remain valid, as they only consider a given solution per machine.
And as the setup times per machine can be seen as uniform, the same proofs hold.

At first sight it seems that Lemma 2 should hold as well in the case of machine-
dependent setup times. It is, however, not so obvious how to show this. A simple counter
example shows that the proof given in Section 2.3 does not work for this case.

Consider jobs k and ¢ with p, = 3, p, = 9 and there is a machine (say machine 1) that
schedules job k right before job ¢. On machine 1, job k is processed for 2 time units and
job £ is processed there completely. The remaining part of job k is processed on machine
2 and completes no later than the part on machine 1. On machine 1, the setup time
s1 = 1, while on machine 2, s, = 3. Following the proof of Lemma 2, we start by filling
the machines in M\ M, (i.e., machine 2) with job £. So we need a setup time of 3, then
3 time units for job ¢. Then, there are 4 time slots remaining, to schedule another setup
and 1 unit of job k. Now the remaining part of £ (of size 8) will not fit in the slots left
on machine 1, since after the setup time of 1, only 6 time units remain. The reason why
this proof does not work out in the same way for the machine-dependent setup times, is
that in the initial schedule we had two setups on machine 1 (of size 1, each) and one on
machine 2 (of size 3) and after rescheduling, we have two setups on machine 2 and one
on machine 1. Note that it is also not possible to simply switch the parts of job k and ¢
on machine 1, since then the new completion time of job ¢, (Y}, is strictly larger than Cj,
while C}, = Cy and the objective function is worsened.

The intuition, however, still is that Lemma 2 should hold, even for machine-dependent
setup times. Note that for the remaining lemmas, we are building upon schedules satisfy-
ing the previous lemmas, including Lemma 2. For the sake of argument, when discussing
the remaining lemmas, we will assume that an optimal schedule exists satisfying the
previous lemmas as stated.

For Lemma 3, given an optimal schedule with a minimum number of job parts, an LP
is defined and it is shown that all constraints are tight, and hence all jobs are balanced.
The constraints can be adjusted to incorporate machine-dependent setup times s; without
anything changing, so the claim of the lemma also holds.

Lemmas 4 and 5 are specifically proven for two machines only. In Lemma 4 it is
assumed that k and ¢ are consecutive 2-jobs and only machine 1 has at least one 1-job in
between and machine 2 none. By an interchanging argument it is shown that changing
the order of these jobs improves the schedule by at least s. In the case of machine-
dependent setup times it can be shown that the same interchanging of the jobs results in
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an improvement of the schedule of at least sy, the setup time on machine 1.

An interchange argument is also the basis for proving Lemma 5. Let us now assume
that machine 1 starts no later setting up job A than machine 2 and define A as the
difference between the moments that the machines start setting up for job h, ie., A =
(s1+a1p) — (S2+x9p). Jobs k and ¢ are the 1-jobs following job h and we assume py < py.
Then, repeating the argument from the proof of Lemma 5, it is not hard to see that
interchanging the jobs leads to an improvement of s; in the objective function, if job & is
scheduled on machine .

Note that even if all lemmas would hold, the construction of an optimal solution for
the two-machine case is more difficult than in the case of uniform setup times. It still
holds that we start with 1-jobs and from a certain job k we start splitting the jobs over
two machines. But since the setup times on both machines are different, it could be
the case that the leading 1-jobs are not alternately assigned to machines 1 and 2. For
example, consider an instance of two machines where s; = 1 and s, = 4. We have jobs
1,2,3,4, with p; = j. There are two optimal schedules. In the first one, jobs 1, 2 and 3
are scheduled on machine 1, and job 4 is scheduled on machine 2. In the other optimal
schedule jobs 1, 2 and 4 are on machine 1 and job 3 is on machine 2. In both schedules
the 1-jobs are not alternately assigned to the machines.

2.7.2 Job-dependent setup times

For job-dependent setup times, we will also consider all lemmas and see to what extent
they hold.

In Claim 1, job parts that are on a machine are scheduled in a different order. Every
job is split in exactly as many parts as before and hence the total amount of setup times
is not changed. In the proof, we can define y;; = s; + x;; if 2;; > 0 and y;; = 0 otherwise,
and the proof still holds. This implies that also Lemma 1 is valid for this case.

Like in the case of machine-dependent setup times, also for job-dependent setup times
the proof of Lemma 2 does not hold. Consider a job k and ¢ as in the proof. Thus,
pe < pg, but there is a machine i processing job k right before job /. Suppose machine
¢ is the only machine in M,, whereas job k is split into many parts, all smaller than p,.
And suppose s, < sp. Then, when rescheduling job ¢ into the slots of k in M\ M,, job
¢ is split into at least two parts. Let job ¢ be split into 7 parts; then m — 1 extra setups
of length s, are incurred. This then implies that job k saves m — 1 setups, but since their
lengths sj, are strictly smaller than s,, we will not have enough space to reschedule £ and
¢ in the way the proof dictates. In fact, it is not intuitively clear that this lemma would
hold for job-dependent setup times.

In the proof of Lemma 3, we can adjust the constraints on the completion times such
that >y i i(sk + 2ix) < Cj for all j and all @ € M;. Thus, this lemma also holds for
job-dependent setup times.

The interchange argument of Lemma 4 can still be applied in the case of job-dependent
setup times. It is easy to see that interchanging the 2-jobs and the in-between 1-job(s)
gives an improvement of at least si, the setup time of job k.

In Lemma 5, however, the interchange argument is not necessarily holding. After the
interchange, job h is set up one time less (i.e., from a 2-job it became a 1-job), and job
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¢ is set up once more (it became a 2-job from a 1-job). If s, > s, it is not clear how the
extra time that should be spent on setting up can be scheduled. Especially if there are
other jobs after job ¢, the interchange does not have to lead to an improved schedule.

2.8 Epilogue

In the following table we gather the state of the art on scheduling problems with job
splitting and uniform setup times.

In the second column of the table, we summarize the complexity status of these prob-
lems. A question mark indicates that the complexity of the problem is unknown. In the
third column we give the best approximation guarantee known, where a “-” indicates that
no algorithm with a performance guarantee is known. If we consider it relevant, we also

Problem Complexity Algorithm

Psplit| > C; in P ?ri;/ici(ierfeosbisnegg}ll’b;r?;err e
P2|s,split| >-C; inP algorithm of Section 2.4
Pm|s,split]| Y. C; 7 PTAS [63]

Pls,split| > C; ? 2.781-approx. of Section 2.6
of. P|s,pmtn| 3 C, in P SPT

divide jobs equally over the
machines in WSPT order
cf. P|pmtn| > w;C; N P-hard [24] PTAS [1]

P split | Y w;C} in P

P|s,split| > w;C; NP-hard [63] -

cf. Pls,pmtn| > w;C; N P-hard

P | s,split | Cyax N P-hard [70] (cf. [28]) 2-approximate split/
assignment [28]

P | s,split | Cnax N P-hard %—approximate wrap-around
if p; > s Vj algorithm [70]
cf. P|s,pmtn | Cmax N P-hard [64] PTAS [64]

Table 2.1: State of the art on scheduling problems with job splitting and setup times
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present, as a footnote, the knowledge on the comparable version with preemption instead
of splitting.

As can be seen from the table, the main open problem is the complexity of the schedul-
ing problem we have considered in this chapter with an arbitrary number of machines.
Already for 3 machines a complexity result would probably mean a breakthrough for the
general case.

Another direction for future research is the weighted case. It was shown [63] that
the problem of minimizing the weighted sum of completion times on parallel machines
with job splitting and setup times is N P-hard. One possible direction would be to try
adjusting the approximation algorithm from Section 2.6 to the weighted case. Or, for
the weighted case on 2 machines, it could be considered to use parts of the approach of
Sections 2.3 and 2.4 to obtain an approximation algorithm.

Note that apart from uniform setup times, there is a range of other interesting problems
with job splitting and setup times that can be studied. As can be seen from Section 2.7,
the setting with machine-dependent setup times is already more difficult than the setting
with uniform setup times, but the setting with job-dependent setup times is even more
complex. In the algorithm for two machines, we essentially split longer jobs, whereas the
shorter jobs remain unsplit. With job-dependent setup times, however, it might be the
case that a “longer” job has such a large setup time that it should never be split. This
highly complicates any (approximation) algorithm for this problem.
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Chapter 3

Assigning real-time tasks to
unrelated machines

All results in this chapter appear in [58].

3.1 Introduction

This chapter considers scheduling of real-time tasks on unrelated machines. This model is
motivated from the trend in hardware design towards heterogeneous processors. Modern
hardware architectures often contain specialized processors for certain tasks (e.g., graphi-
cal processors, floating points units). To model the actual behavior of the different types
of processors when making scheduling decisions, the unrelated-machines model is used.
Therein it is assumed that the processing time of each task depends on the machine it
is executed on, including the possibility that some tasks cannot be executed on some
machines at all.

We search for an assignment of the tasks to the machines, such that all jobs released
by a task are scheduled on the machine that the task was assigned to and all jobs meet
their deadlines. Jobs are not allowed to migrate between machines. To the best of our
knowledge, the unrelated-machines setting has not been studied for arbitrary-deadline
sporadic tasks.

3.1.1 Related work for unrelated machines

The setting with unrelated machines is well-studied for the problem of assigning jobs
to minimize the makespan. Lenstra, Shmoys and Tardos [53] give a 2-approximation
algorithm for the problem of minimizing the makespan of a set of jobs and prove that it is
N P-hard to achieve a performance ratio better than 1.5. Despite a lot of effort, the only
improvements in the setting of an arbitrary number of machines are a 1.75-approximation
algorithm for the graph balancing case [35] and a 33/17 ~ 1.94-estimation algorithm for
the restricted assignment case [69].

A generalization of this problem is the GENERALIZED ASSIGNMENT PROBLEM (GAP).
In this problem, assigning a job j to a machine ¢ incurs a certain cost ¢; ;. Shmoys and
Tardos [65] give a 2 approximation for this problem; to be more precise, they devise an
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algorithm computing a schedule with makespan 27" and cost at most C', given that a
solution with the same cost and a makespan of T exists. See Section 3.3.1 for a more
extensive description of this problem and the algorithm given by Shmoys and Tardos.

Azar and Epstein [8] consider ¢, norms (for finite p > 1, rather than the makespan)
for which they improved the previously best result of 6(p) [7] to a 2 approximation and
even a v/2 approximation for the ¢, norm. This was improved to a better-than-two result
for all p > 1 in [50].

For the case of a constant number of machines, polynomial-time approximation schemes
are known [45, 53]. Rather than focusing on a constant number of machines, one could
also consider the case of a constant number of machine types; each machine belongs to
one of the types and the processing time of each job depends only on the job and the
type of the machine it is assigned to. For the problem of assigning implicit-deadline task
systems to unrelated machines of two different types, an approximation algorithm is given
in [61] based on the first-fit heuristic with a worst-case performance ratio of 2. For the
same problem, a PTAS was given later [62]. In the meantime, a PTAS was given [72] for
any constant number of machine types. The authors justify their contribution in [62] by
pointing out that their PTAS for two different types has a much lower run-time complexity
than the one in [72] applied to two machine types.

Note that when dealing with implicit-deadline task systems in the partitioned paradigm,
the feasibility problem is equivalent to MAKESPAN MINIMIZATION [41]. Hence, the re-
sults that hold for this latter problem can be applied to implicit-deadline task systems to
minimize the maximum utilization over the processors.

3.1.2 Feasibility testing

The feasibility analysis of sporadic task systems on single processors has been extensively
studied (see, for example, [19] for an overview). It is known that the Earliest Deadline First
(EDF) algorithm, that schedules at any time the job with the earliest absolute deadline, is
optimal in the sense that for any sequence of jobs it produces a valid schedule, whenever
a valid schedule exists [56]. However, it is co-N P-hard to decide whether a task system
is feasible on a single machine [37].

Recall Proposition 2 from Section 1.2.1 where the demand bound function specifies a
necessary and sufficient condition for schedulability of a sporadic task system on a single
processor. There are, however, exponentially many time points ¢ to check. Albers and
Slomka [2] suggested an approximate demand bound function, where for each task 7 the
number of test points of dbf; is limited. The approximation ratio then depends on this
fixed number of test points; for time points beyond that fixed number, the demand bound
function of each task is approximated by a linear function. Chen and Chakraborty [29]
use the variant of this approximate demand bound function that, for each task 7, starts
the linear approximation from the relative deadline d,. This approximate demand bound
function gives a 2 approximation for the actual demand bound function and this fac-
tor is tight. It is, however, not tight in the resource augmentation setting. Chen and
Chakraborty [29] show that the speedup required when using this approximate demand
bound function for feasibility testing on a single processor is at most 26—6_1 ~ 1.632.

On multiprocessor systems, there are two main paradigms for scheduling: global and
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partitioned scheduling. In the former, all tasks can use all machines, and jobs can even be
migrated from one machine to another. In the partitioned scheduling approach each task
has to be assigned to one of the machines such that all its jobs have to be executed on
this specific machine. Since the process of partitioning tasks among processors reduces a
multiprocessor scheduling problem to a series of single-processor problems, the optimality
of EDF for preemptive single-processor scheduling makes EDF a reasonable algorithm to
use as the run-time scheduling algorithm on each machine. Note that the setting studied
in this chapter follows the partitioned scheduling approach.

In the case of m identical processors, assuming the global paradigm, the natural EDF
policy is no longer optimal, but it is known that any feasible collection of jobs on m
machines of unit speed is schedulable using EDF on m machines of speed 2 — £ [59].
Also, a corresponding test for task sets is known [16, 23]. Anand et al. [3] present an
online algorithm needing only a speedup factor of e/(e — 1) ~ 1.58.

In the case of the partitioned paradigm, let us first consider the special case of implicit
deadlines. Then, a set of tasks is feasible on one machine if and only if the sum of the
utilizations ¢, /p, is at most 1 and the problem reduces to MAKESPAN MINIMIZATION.
A PTAS is proposed for this problem where tasks are scheduled according to fixed prior-
ities [36]. In that paper also the existence of an FPTAS is ruled out, thus showing that
the problem is strongly N P-hard.

If deadlines are not implicit, much less is known. Baruah and Fisher [17] used the
approximate demand bound function by Albers and Slomka [2] to provide the first non-
trivial solution for partitioned scheduling of arbitrary- or constrained-deadline task sys-
tems on identical machines. They propose to use deadline-monotonic task partitioning;
considering tasks iteratively from the shortest relative deadline, the algorithm assigns
the task under consideration to a processor which is EDF schedulable when using the
approximate demand bound function for the schedulability test. They prove that the
deadline-monotonic partitioning has a 4 — % resource augmentation factor (where m is
the number of processors) for arbitrary-deadline systems [17] and a 3 — % resource aug-
mentation factor for constrained-deadline systems [18]. In [40] similar results are given if
the tasks are scheduled according to static priorities, rather than with the more powerful
EDF policy.

Chen and Chakraborty [29] improved the analysis of the deadline-monotonic policy
with approximate demand bound functions and showed that it gives a feasibility test with
speedup factor % — % ~ 2.6322 — % in case of constrained deadlines (d, < p, for all 7)
and a speedup factor of 3 — # for unconstrained deadlines.

3.1.3 Our results

To the best of our knowledge, no non-trivial algorithm is known for assigning a set of
arbitrary-deadline sporadic tasks to a set of unrelated machines. We first present an
algorithm that, given a task system for which a task assignment on m machines exists,
finds a task assignment that can be scheduled on m machines that are 8 + 2v/6 ~ 12.9
times as fast.

In order to obtain this result, one of the tools used is an LP rounding procedure that
is presented separately in Section 3.3. From the fractional solution to an LP relaxation
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it produces an integral solution that maintains an objective value not worse than that
of the optimal fractional solution, while guaranteeing a bound on the violation of any
constraint in the system. This procedure is based on ideas presented in [49], where a
solution for an integer linear program (without objective function) is found by rounding
the solution to the LP relaxation such that each variable is rounded up or rounded down
and each constraint of the program is violated by at most a constant factor (depending
on the maximum sum of elements over all columns of the coefficient matrix).

The rounding procedure that we developed is designed for rounding a fractional solu-
tion of the LP relaxation of any assignment-type problem where items (e.g., tasks in our
case) have to be assigned to resources (e.g., machines) while obeying some knapsack-type
constraints. Given that each resource-item combination appears in at most v constraints,
the procedure preserves the constraint that every item is assigned and all other constraints
are violated by at most a factor of v+ 1. Further, the cost of this rounded solution is no
more than the optimal cost of the LP relaxation. In fact, the well-known 2-approximation
algorithm for the GENERALIZED ASSIGNMENT PROBLEM by Shmoys and Tardos [65] can
be derived as a direct corollary from our rounding procedure.

We apply the rounding procedure to a sparse LP formulation which approximately
models the task assignment problem on unrelated machines and obtain the mentioned
result (after some technical modifications of the LP). Also, we show that no polynomial-
time algorithm can compute a task assignment needing a speedup factor of 2 —¢€ for ¢ > 0,
unless P = NP. Note that this bound is stronger than the best known (3/2 — ¢)-hardness
result for the contained problem of minimizing the makespan when scheduling jobs on
unrelated machines [53].

For the case that the number of machines is fixed, we present a polynomial-time
algorithm that either finds a feasible task assignment on m machines that are 1+ € times
as fast, or guarantees that no solution exists on unit-speed processors.

In order to be able to achieve these results, we need a deep understanding of the
demand bound function (dbf) which yields a necessary and sufficient condition for a task
system to be feasible on one machine. In particular, we present two new relaxations for
handling this well-studied function. For our result for an arbitrary number of machines, we
give a set of sparse linear constraints which approximate the dbf up to a constant factor.
Due to the sparsity we are able to design the efficient iterative rounding procedure.

For the case of a constant number of machines, we observe that we cannot exploit
the technique of partitioning the task set into “big” and “small” tasks as in the job
scheduling problem. A task having a small execution time or small utilization might
still be very tight in the sense that its relative deadline is fairly small. Therefore, even
if all large tasks are already assigned, assigning the small tasks is still very tricky. An
important feature of our dbf relaxation is that the feasibility test of assigning a task with
deadline D to a machine having tasks with deadlines smaller than D already assigned to
it, requires only limited information of the previously assigned tasks. To be more explicit,
the approximate demand bound function for each task only needs to be evaluated at a
constant number of points. Afterwards we just approximate the function by the task’s
utilization. We exploit this feature and other tricks to polynomially bound the running
time of a dynamic programming algorithm.
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3.2 Preliminaries

Given is a set M of m unrelated machines and a sporadic task system 7, with |T] = n.
Each task 7 € T is characterized by a set of values ({¢;,}iens, drypr), Where ¢; . is its
execution time on machine 7, d, is its deadline, and p, is the period. We assume all
parameters to be integer and strictly positive. We study the problem of finding a task
assignment 7 = {7 };en such that U;Z; = 7. Without loss of generality we can restrict
to task assignments with the property that 7 N Z; = () for any two machines 7 # 7.

A task assignment is feasible if for any machine i, any job arrival sequence of the tasks
in 7; can be feasibly scheduled on machine 7, allowing jobs to be preempted. Since each
task is assigned to exactly one machine, after finding an assignment, EDF will be our
scheduling algorithm of choice, by its optimality for single-machine scheduling [56].

Recall that an a-approximation test for the problem of assigning tasks to unrelated
machines is an algorithm that runs in polynomial time and either guarantees that there is
no feasible integral assignment of the tasks to the given machines (running at unit speed),
or finds an integral assignment which is feasible if the machines run at speed «.

By u; » we denote the utilization of task 7 on machine ¢ and we define it as u; , = ¢; +/p-.
Given a task assignment 7, we define the utilization of each machine i by u; = ZTE% Ui s
Note that in a feasible assignment u; < 1, for all ¢ € M, is a necessary but not sufficient
condition for feasibility [56].

Clearly, the necessary condition u; < 1 for all ¢ € M implies that if there is a task 7
such that u; ; > 1, this task will never be assigned to machine ¢. Further, if for any task
7 and machine ¢ it holds that ¢; . > d;, then 7 will not be assigned to machine 7. If it
were assigned to machine ¢, the first job of 7 clearly could not be completed before c; -
and would miss its deadline at d,.

We adjust Proposition 2 for the setting of unrelated machines.

Proposition 3 ([21]). An assignment T = {T;}ienr is feasible for task system T if and
only if for allv € M

dbfri(t) ==Y

TET:d <t

\‘t_l'pr_dr

J Cir S t Vit Z 0.
br

We write dbf; instead of dbfy; whenever the assignment 7 is clear from the context.
Further, we define dbf;(7,t) .= | (t + pr — d.)/p+] Cir, 1.e., dbfi(7,t) denotes the contribu-
tion of task 7 to dbfz ,(t).

For some integer k, we let denote [k] = {1,...,k} all integers from 1 until k.

3.3 Rounding procedure

Almost any combinatorial optimization problem can be formulated as an integer linear
programming (ILP) problem with integral (or binary) decision variables and linear con-
straints. A feasible or optimal solution to this ILP is then a feasible or optimal solution to
the problem originally considered. Unfortunately, solving ILPs in general is NV P-hard [48].
A common approach is to, instead, solve the corresponding LP relazation, where the in-
tegrality constraints on the decision variables are relaxed. In a second step, one turns
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this fractional solution into an integral solution without (i) violating the constraints too
much, or (ii) losing too much in the objective value with respect to the LP optimum.

An sterative rounding procedure is a procedure that step-by-step rounds and fixes a
part (one or more variables) of a fractional solution, then computes a new fractional
solution to the residual problem and again rounds some variables, etc. This is repeated
until an integral solution is found for the original problem.

The interest in this type of methods was initiated by a breakthrough paper of Jain [44]
in which he obtained a 2-approximate algorithm for a large class of minimum-cost network
design problems in undirected networks. A later adaptation of his method by Singh and
Lau [66] surprisingly involves no rounding at all. Only variables whose values are set to 1
in the linear programming relaxation are fixed and then the program is carefully updated.
Indeed, it turned out that iterative methods can also be used to prove classic results in
combinatorial optimization in a new way. Lau, Ravi and Singh [51] present in their
monograph both new proofs for known results in exact optimization and approximation
algorithms for constrained versions of those polynomially solvable problems.

In this section we present an LP rounding procedure that is specially designed for ILPs
that stem from assignment problems. It guarantees that after applying the rounding, the
obtained integral assignment violates the constraints from the ILP by only a bounded
factor (depending on the structure of the LP matrix) and the objective value of the LP
optimum is preserved. In Section 3.4 we use this procedure to obtain a constant-factor
approximation test for the problem of assigning sporadic tasks to unrelated machines.

Since the procedure itself is independent of the application we will use it for, we present
it here in more general terminology than we will need later. The rounding procedure is
quite similar to the procedure presented in [49] by Karp et al., but in contrast to the latter,
ensures that in the resulting integral solution one obtains a feasible integral assignment.
A more detailed description of the procedure given by Karp et al. is given in Section 3.3.2.

Assume we want to solve the following assignment problem: given is a set of n items
and a set of m resources M and a set 2 C {1,...,m} x {1,...,n} containing all combi-
nations (7, ) such that it is allowed to assign item j to resource i. For each combination
(i,7) € Q we are given a cost ¢; ; denoting the cost of assigning item j to i. The goal is
to assign each item j to a resource ¢ to minimize the total cost, and such that for each
resource i a set of knapsack-type constraints is satisfied. Each item appears in at most
~ constraints per resource. Without loss of generality we assume that each item-resource
combination appears in ezactly v of these constraints.

Given the set , for all (i,7) € Q we define decision variable z; ;, which is equal to
1 if item j is assigned to resource i, and 0 otherwise. Let 6 := n~y. We are also given
non-negative values af; and b} for all (¢,5) € Q and ¢ € {1,...,0}, such that for each
(i,7) € Q, af’j > 0 for at most 7 out of the 0 coefficients. We want to solve the following
integer linear program (ILP).

34



3.3. ROUNDING PROCEDURE

(3,7)€2
sty oz, =1 for j=1,...,n (3.1a)
i:(4,5)€Q
Z af7jz,-7j§bf fori=1,...,m, £=1,....0; (3.1b)
7:(4,5)EQ

25 €4{0,1} for all (7,7) € Q. (3.1c)

We denote by LPY the LP relaxation of the above ILP. The contribution of item j in
constraint ¢ of resource i is expressed by coefficient af ;. Note that if this is larger than
the “capacity” b¢, item j will never be assigned to resource i in an integral solution.
However, for our reasoning in Section 3.4 we need to round LP relaxations of the above
type where possibly af’j > bf. We assume w.l.o.g. that aﬁj < 1 for all 4, j, ¢ (which can be
ensured by linear scaling).

Solving the LP relaxation of this problem usually does not give an integral solution and
hence items are fractionally assigned to multiple resources. Our rounding procedure turns
this solution into an integral solution, such that each capacity constraint is not violated
by more than v times the maximum coefficient on the left-hand side. Further, the cost
of this rounded solution will not be more than the optimal cost from the fractional LP
solution. In typical assignment-type problems, the number of constraints where the same
resource-item combination appears, is often low. For example, in the linear program that
we will use in Section 3.4 for the problem of assigning tasks to unrelated machines, we
will have that v = 2.

3.3.1 Generalized Assignment Problem

The GENERALIZED ASSIGNMENT PROBLEM (GAP), as it was first presented by Shmoys
and Tardos [65], is defined as follows. Given are a set of n jobs and a set of m unrelated
machines, for each combination of a job 7 and a machine ¢ we are given the running time
pi; of job j on machine 7 and a cost ¢; ;. For given values C' > 0 and T" > 0, the goal is to
find an assignment of the jobs to the machines with total cost at most C' and such that
each machine has a makespan of at most 7. The canonical LP formulation for GAP is
the following:

m n
min E E Ci jij

i=1 j=1
s.t. Z z;; =1 for j=1,...,n; (3.2a)
i=1
prmm- <T fori=1,...,m; (3.2b)
j=1

z; ;>0 for all (¢,7) s.t. p;; <T. (3.2¢)
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After solving this LP, Shmoys and Tardos [65] construct a bipartite graph where the
vertices on one side represent the jobs, and the vertices on the other side represent the
machines. Edges in this graph correspond to machine-job pairs with z;; > 0 and some
cost structure on the edges is defined. Subsequently, a minimum-cost integer matching
is found and each job is assigned to the machine that it is matched to in this matching.
This polynomial-time algorithm finds a solution with cost at most C' and makespan at
most 27T, given that a solution of cost at most C' and makespan at most T exists.

Note that the LP formulation (3.2) fits nicely in the more general LP formulation
given in (3.1). In fact, our iterative rounding procedure provides the same approximation
bound and hence generalizes the result of Shmoys and Tardos. In (3.2), there is exactly
one constraint per job-machine pair of the “capacity type” in (3.2b). Hence, when apply-
ing Theorem 4, that will follow in Section 3.3.3, the value of v equals 1 and, as mentioned
above, each constraint in (3.2b) will be violated by at most 7 times the maximum coeffi-
cient on the left-hand side, which is at most T". Hence, our algorithm also gives a solution
with cost at most C' and makespan at most 27", given that a solution of cost at most C'
and makespan at most 1" exists. In fact, for this specific LP it is known that the iterative
rounding procedure described above gives the mentioned result, see, e.g., [51].

3.3.2 Iterative rounding procedure by Karp et al.

As mentioned earlier in this chapter, the rounding procedure that was newly developed
for the assignment of sporadic tasks to unrelated machines, is based on ideas from Karp
et al. [49]. They consider the problem of routing wires on a VLSI chip and present as
a tool a rounding algorithm for obtaining integral approximations to solutions of linear
equations. They give the following Rounding Theorem.

Theorem 3 ([49]). Let A be a real-valued r X s matriz, let x be a real-valued s-vector,
let b be a real-valued r-vector such that Ax = b, and let A be a positive real number such
that in every column of A,

(i) the sum of the positive elements is < A, and
(i) the sum of the negative elements is > —A.

Then we can compute an integral s-vector X such that

(i) for alli, 1 < i <s, either X; = |X;] or X; = [x;] (i.e., X is a “rounded version” of
x), and
(ii)) Ax =b, where b; —b; < A for 1 <i<r.

The approach is as follows. In each step of the algorithm, either one of the variables
is rounded up or down (if the number of constraints r is smaller than the number of
variables s), or a constraint is removed (if s < r) and then the remaining program is
re-solved. When s < r, constraint ¢ will be picked to remove if it can be guaranteed
that A;,w < A;x + A for all integral solutions w, such that, no matter how the final
rounding will be done, b; — b; < A. Hence, this constraint can be dropped from explicit
consideration.
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Our own rounding procedure is quite similar to this one, but there is one important
difference. In the LP formulation given in (3.1) we distinguish between the constraints of
type (3.1a), assuring that each job is assigned to a machine, and the constraints of type
(3.1b), regarding some capacity per machine. If we would apply the rounding procedure
by Karp et al. to this LP, we would not be able to guarantee that the constraints in
(3.1a) are always satisfied exactly. Our new procedure will guarantee this, at a small cost
compared to the violation bound given by Karp et al. The next section describes our
algorithm and proves its performance.

3.3.3 Our rounding procedure

Our rounding procedure is also iterative and in each iteration h we compute an
extreme-point solution z" of a linear program LP", where, as defined earlier, LP° equals
the LP relaxation of the original assignment problem (3.1) and for h > 0 each LP"*! is
obtained by fixing the value for some variable(s) or removing some constraint(s) of LP".
Whenever during this process constraints have become redundant (e.g., because all their
variables have been already fixed), we remove them from the LP.

Given a feasible fractional solution z", to obtain LP"*! we first fix all variables which
are integral in z", i.e., those variables are not allowed to be changed anymore in the
remainder of the procedure. Let s be the number of variables in LP" and let r, and 7,
be the number of constraints of types (3.1a) and (3.1b), respectively. Let r = r, + 3.
To obtain LP"!, we either fix and delete one or more variables (in case that s > ), or
delete a constraint while ensuring that in the final solution that constraint will not be

ALGORITHM 1: Iterative rounding procedure
Input: A set of m resources, a set of n items and a set Q C {1,...,m} x {1,...,n}
and for each (i,7) € Q and £ € {1,...,6} values ¢;; > 0, bf > 0 and a ; > 0 and LP?,
the LP relaxation of (3.1)
loop
Solve LP" consisting of s variables and r constraints and find extreme-point
solution z".
if s > r then
z" has at least one integral entry.
fix all integral entries at their value, remove them from the program and update
right-hand side coefficients
remove all inequalities that have become redundant by fixing the integral values
else
find a resource i and £ € {1,...,6} such that maxwew Y7, af ;(wi; — 2*;) <7,
where W = {0,1}*
remove the inequality corresponding to the found ¢ and ¢.
end if
The remaining linear program is LP"*!
end loop
return Integral solution 2; ; for all (i,) € Q such that ¢'z < ¢'z" and (3.6) holds.
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violated too much. Later in this section we will explain how to identify these constraints
and bound the amount that these constraints can be violated in the final solution. Along
the way we ensure that the constraints of type (3.1a) are always satisfied exactly and that
the costs in the objective are not increased.

Note that if there is some variable z; ; that is fixed at value 1 and removed from the
program, for all ¢ € M\{i}, zy; will be set to 0 and also be removed from the program.
The constraint of type (3.1a) corresponding to this item j is then superfluous and will also
be removed. We also update the right-hand side of each constraint where z; ; appears,
taking into account that we decided to assign 7 to ¢ which thus reduces the remaining
capacities of 7, for each of the up to # remaining constraints.

The following lemma is the key to show that this algorithm works correctly.

Lemma 7. Let LP" be the linear program that is solved in iteration h of the rounding
procedure, having s variables and r constraints. Let z" be an extreme-point solution to
this LP. If s > r, then z" has at least one integral entry. If s < r, then there is a resource
i and some £ € {1,...,0} such that

¢ h
glea‘}[/( . az’,j(wm Z”) <7
]:

where W is the integer solution space for all remaining variables, i.e., W = {0, 1}*.

Proof. Assume that the subproblem in iteration h (described by LP") is defined as Az <
b. First assume that s > r. Then the null space of A is non-empty. Let zy be a vector in
the null space of A. Since z" is an extreme-point solution to LP" it cannot be expressed
as the convex combination of two (or more) solutions to LP" (see also, e.g., [47]). If z"
would not have any integral entry then we could find a value § > 0 such that z" + §z, and
z" — §z were both solutions to LP" and, in particular, z" would be a convex combination
of these two solutions. Therefore, z" must have at least one integral entry.

Now assume that s < r. For this case, we show that there always exists a constraint
¢ of type (3.1b) such that maxwew {(Aw), — (Az),} < . We show the statement by
contradiction. Assume that the statement is not true, that is, for each constraint ¢ of
type (3.1b) it holds that there exists a vector w € W such that

(Aw), — (Az), > . (3.3)

In each previous round, if variables were removed from the program, also constraints
that had become redundant, were removed. Therefore, for all variables present in the
linear program in this round, the corresponding constraint of type (3.1a) is also still
present in the linear program (and this constraint is not present if all of its variables have
been removed from the program). It follows that

Z Z Zij = Ta- (3.4)

JiZij
remaining
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Define A as the set of constraints of type (3.1b) present in the current linear program.
For any m = (i, j), let A™ denote the set of these constraints containing variable z,. Then,

Y max((Aw), — (Az))

"N (A1), — (Az))

LeN
= Z Zag,ﬂ(l — Zn)
leN 7
= Z Z apr(1—z)
T LEAT

<> (1= z)
:/YS—Z’YZW

= /7(8 - Ta)' (35)

The second inequality follows since each variable z, appears in at most v constraints of
type (3.1b) and since we assumed that ay, < 1 for all constraints ¢ € A and all variables
TT.

The chain of inequalities implies that v(r — r,) < (s —r,) = r < s which is a
contradiction to being in the case that s < r. Hence, we conclude that if s < r, there
must be a constraint ¢ of type (3.1b), for which maxwew {(Aw), — (Az),} < 7. O

Given an extreme-point solution z" for a linear program LP", we can find in polyno-
mial time a constraint which can be dropped, assuming that the number of variables is
bounded by the number of constraints (i.e., s < r). For each of the polynomial number
of constraints, we try the most “pessimistic” vector w € W = {0,1}*. This vector w is
obtained by taking w; ; = 1 for all (,j), since af ; > 0 for all (¢,7) and all £ € {1,...,6}.

Theorem 4. Let m,n,y € N. Let 6 = n~y. Suppose we are given a set Q C {1,...,m} x
{1,...,n} of pairs (i,j) that we define a decision variable z; ; for. For each (i,5) € Q
and ¢ € {1,...,0} we are given values ¢; ; > 0, bt >0, and afjj > 0, such that for each
(i,7) € Q, a,ﬁj > 0 for at most v coefficients. Assume that the resulting linear program
LP° as given in (3.1), is feasible and denote by z* its optimal solution. Then there
is a polynomial-time algorithm computing an integral solution z with ¢'z < c'z* which
satisfies

Y z=1 forj=1,...,n; (3.6a)
:(4,7)EQ
Z aijﬁm < b+ mjaxaf’j fori=1,....m, £=1,...,0; (3.6b)
FHOR)ISY
z; €40,1} for all (i,7) € Q. (3.6¢)
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Proof. Before applying the rounding procedure, we scale each linear constraint such that
max; af ; = 1 for each combination of a resource 7 and a value £ € {1,...,6}.

We apply our iterative rounding procedure, where LP° equals the LP relaxation of
(3.1) and for each h > 0, LP"*! is obtained from LP" by either fixing the value of
some variable(s) or removing some constraint(s). Suppose we computed an extreme-point
solution z" for LP". Then if s > r, according to Lemma 7, z" must have at least one
integral value. Those variables that have an integer value in z” are fixed at these values
and the variables are removed from the program. If a variable z;; is fixed at value 1,
then for all ¢/ € M\{i}, the variables zy ; will be fixed at value 0 and be removed and
the constraint of type (3.1a) corresponding to j will also be removed. Also the right-
hand side of each constraint of type (3.1b) where z; ; appears will be updated, considering
that assigning item j to resource ¢ used afvj of the capacity in constraint ¢. Note that
the optimal objective value of the resulting linear program LP"*! is not larger than the
optimal objective in LP" since z" induces a solution to LP"*! with the same objective
value as z" gives in LP".

If s <r, we know by Lemma 7 that a constraint ¢ exists such that
max((Aw), — (Az):} < (3.7)

and it can be found in polynomial time. To this end, we check for each resource 7 whether
> ;(1—z;;) <. This is sufficient since all afd > 0 and the maximum value any variable
z;; can take is 1. (In fact, it is even true that if the latter condition is satisfied all
constraints of a given resource can be removed.) Since the removed constraint satisfies
(3.7), we know that whatever value the variables in this constraint will get in the final
solution, the additive error in the right-hand side of this constraint will be at most =,
assuming that all af,j < 1. Note that removing constraints cannot increase the costs of
the final solution. At the end we scale all constraints back to their original values. Thus,
the resulting solution satisfies (3.6b).

Finally, we know that in each iteration either of the two cases of Lemma 7 applies
and thus after a polynomial number of iterations either all constraints or all variables are
removed and we are done. O

3.4 Arbitrary number of machines

In this section we present an 8 + 2v/6 ~ 12.9-approximation test for assigning tasks to
unrelated machines and we show that the problem is N P-hard to approximate to within
a ratio of 2 — € for any € > 0.

3.4.1 Approximate demand bound function

As indicated earlier, the demand bound function gives a sufficient and necessary condition
for feasibility of a task system on a single processor [21] (see also Proposition 2 in Sec-
tion 1.2.1). It leads to an exponential-time test, however. This has led to the development
of approximate demand bound functions.
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Albers and Slomka [2] propose an approximate demand bound function that after a
constant number of evaluations of the dbf, approximates it by a linear function. Starting
the linear approximation already at ¢t = d,, the following approximate dbf is obtained.

0 if t <d,,
(% + 1) Cr otherwise.

dbf*(r,t) = {
This is a 2 approximation for the real demand bound function [29].

In the next subsection, we give an LP formulation that approximates the demand
bound function with a higher approximation ratio, which leads to the question why the
approximate dbf given here was not used. The answer to that question lies in the round-
ing procedure presented in Section 3.3.3. The linear inequalities that we use in our LP
formulation have the property that each task-machine combination appears in only two
constraints. Recall that the number of times each combination appears in constraints
of type (3.1b) has a direct influence on the bound on the violation of each of the con-
straints when applying the rounding procedure. Using the above approximate dbf of
Albers and Slomka in an LP formulation would yield up to n appearances of a task-
machine combination in the “capacity”-type constraints. Hence, this would yield a much
worse approximation ratio for the overall problem.

3.4.2 Constant-factor approximation test
Relaxed dbf constraints

We will formulate the problem of assigning tasks to unrelated machines as a linear pro-
gram, such that the tasks on each machine can be feasibly scheduled using the EDF-
scheduler. First, we derive a set of linear inequalities which are

- necessary, meaning that they are fulfilled by any feasible assignment,

- approximately sufficient, meaning that any integral assignment which (approxi-
mately) fulfills the constraints is feasible if the speed of the machine is increased by
some constant factor, and

- sparse, meaning that each variable occurs in only two capacity constraints.

For each pair of a machine 7 and a task 7, such that u; ; <1 and ¢;, < d,, we introduce
a variable y; » modeling to assign 7 to machine . Note that for pairs (7, 7) that do not
satisfy these conditions we do not need a variable y; » since it will be infeasible to assign
such a 7 to machine 7. The first constraints are utilization bounds on all tasks assigned
to the same machine 7. We demand that

D iy <1 Vi e M. (3.8)
TET

Secondly, we require that for all tasks with their deadline in the interval (2871, 2¥] the
sum of their execution time is at most 2¥. This gives

> iy, <2 Vi e M, Vk € N. (3.9)

TET dr€(2F—1,2F]
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We call these conditions the relaxed dbf constraints. It is clear that these constraints
have to be fulfilled by any feasible task assignment. Since they are linear, they can be
used in an LP relaxation for the problem. Their sparsity gives the potential to use the
rounding procedure from Section 3.3 to obtain an integral solution that violates the relaxed
dbf constraints only by a constant factor. The following lemma shows that—even when
violated up to a constant factor—the presented constraints are approximately sufficient.

Lemma 8. Let T be an assignment for the task system T such that, for all machines 1,
Y orer Uiz < B and ZTETL:dTE(Qk_l ok Ciyr < B2%. Then dbfy(t) < 6Bt for allt > 0 and T
1s a feasible task assignment under a speedup factor of 6.

Proof. Let ¢ € N and t := 2% Consider an assignment 7 of the tasks in 7 to the machines
in M. For any machine ¢ € M, we bound dbf;(t) := dbfs(t) by

dufi(t) = > {—”p”ﬂ Cir

TE€T:dr <t pr

S Z (t Ci?T + Ci,T)

TET: d <t Pr

<ty 2T Y e

TET; Pr TET: dr <t
logy (t)

=t Z U, r + Z Cir

TET k=0 reT;:d,e(2k—1,2F]

gﬁt+zq:52’f

k=0
< pt+ B2t
= Bt + 23t = 3/t.

Hence, for any machine i and for arbitrary ¢ we get that dbf;(t) < dbf;(2/'°82t1) <
332Moe2t1 < 64t This implies that 7 is a feasible assignment for scheduling the tasks
in 7 to the set of unrelated machines whenever the machines receive a speedup factor of

6. O

The approximation algorithm

Let p > 1. We define the function r(x) := pﬁogﬂ *| . Assume we are given an instance of
our problem. Let dyax := max,er d, and define the set D, := {p° p', ..., 7(dmax)}. We
now formulate the following linear program, denoted by Ass-LP, where the deadlines are
rounded up to the nearest power of p rather than to the nearest power of 2 (as implicitly
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done in the relaxed dbf constraints given earlier).

> yir=1 VreT; (3.10a)
€M
> wiryir <1 Vi e M; (3.10b)
TET
> Gy <D VD € D,, Vie M; (3.10c)
T€T:r(dr)=D
Yir >0 VreT,Vie M:u,<1Ac¢,<d,. (3.10d)

If Ass-LP is infeasible, then there can be no feasible (integral) task assignment. Now
assume that it is feasible and we have computed a feasible solution y*. For each machine
¢ and deadline D € D, we extract a value

R *
Uip := E CirYi 7

T€T:r(dr)=D

Based on these values, we define a strengthened variation of Ass-LP, denoted by SAss-LP
in the sequel. We obtain the latter by replacing the constraints (3.10c) by the following
set of constraints:

> Gwvir <Uip VD € D,, Vi€ M. (3.10¢)
T7€T:r(dr)=D

Clearly if y* is a feasible solution for Ass-LP, it is also a feasible solution for SAss-
LP and if SAss-LP is infeasible, then no feasible task assignment exists. We now round
y* to an integral solution which approximately satisfies SAss-LP by using the rounding
procedure presented in Section 3.3. Note that each machine-task combination appears
in one constraint of type (3.10b) and in one of type (3.10c¢’). Hence, when applying
Theorem 4, we have that v = 2. Therefore, applying the rounding procedure from
Theorem 4 gives a task assignment y that satisfies constraints (3.10a) and (3.10d) and
the following two inequalities

> wirir <3 Vi € M; (3.11)
TET

> Cisdir <Uip+2D VYD e D,, Vie M. (3.12)
T€T:r(dr)=D

Observe that U;p < D for all D € D, and all machines ¢, and hence the vector y
violates the relaxed dbf constraints by at most a factor of 5 = 3. Hence, Lemma 8 directly
implies that the task assignment given by the vector y is feasible with a speedup of 18 if
we choose p = 2. However, using the definition of U; p and a more careful calculation, we
can bound the needed speedup even further.

Lemma 9. If we choose p = 1++/6/3, the task assignment implied by the variables ¥ is
feasible if the machines run at speed 8 + 2v/6.
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Proof. Let T denote the assignment implied by the integral variables y. Correspondingly,
for all 4, 7; denotes the set of tasks that are assigned to machine i, that is 7, = {r € T :
Jir = 1}. We show that for the task assignment implied by ¥, dbfr;(t) < (8 + 2v/6)t for
all ¢ and any machine i, if we choose p = 1 +/6/3:

dbfi(t) = Z {MJ Cir

TET: dr <t pr

< ¥ (gree)

TE€T: r(dr)<r(t)

<tz ZngT+ Z Ci,T@i,T

TGT TET'T(d )< (t)
logp
=t Z Uy Tyz r+ Z Z Ci,T gi,T
TET k=0 r1€T:r(d:)=

(3.11)&(3.12)

log, (r(1)
<3t pos M g2 N
k=0
ploso(r)+1 _
p—1
r(t)

<3t t 2
<3t+r(t)+ pp_l

2

<t(3+p+2-L o) = <8+2\/6)t.
p_

=3t+r(t)+2

The last inequality follows since 7(t) < pt, whereas the last equality follows by optimiza-
tion of the value of p, i.e., by setting p := 1+ v/6/3. n

Theorem 5. There is a (8 + 2v/6)-approzimation test for the problem of assigning tasks
to unrelated machines.

Proof. We solve the linear program Ass-LP and if feasible, we formulate the program SAss-
LP given by (3.10a), (3.10b), (3.10c’) and (3.10d). We then apply Theorem 4 to obtain
the integral vector ¥, noting that v = 2. The result follows from choosing p = 1 4 v/6/3
and applying Lemma 9. O]

3.4.3 Hardness result

Finally, we show that it is N P-hard to decide whether a task system 7 has an assignment
which is feasible on m unrelated machines, even with a speedup factor of 2 — ¢, for any
€ > 0; the proof follows the lines of the ( % — €)-hardness result for makespan minimization
in [53]. We reduce from the 3-DIMENSIONAL MATCHING problem which is known to be
N P-complete [53] and is defined below.
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Instance of 3-Dimensional Matching: Given are three disjoint sets, consisting of
n elements each: E = {e,eq,...,¢,}, G = {g1,92,.-.,9n) and H = {hy, ho,... h,}.
Also, given is a family F = {F, Fy,..., F,} of m > n triples such that each triple
contains exactly one element from the set E, one from G, and one from H, that is,
|[FENE|=|FNG|=|F,NnH|=1forallie{l,...,m}.

Question: Does F' contain a 3-dimensional matching, i.e., a subfamily F” C F' for which
|[F'|=nand Upep Fi=EUGUH?

Let € > 0. Consider an instance Z of 3-DIMENSIONAL MATCHING. We create an
instance (task system) 7 for sporadic real-time scheduling on unrelated machines in the
following way:

- Define a large constant M := 2/e.

- Associate a machine ¢ with each triple F;, yielding m machines.

- Let F(ej) € F be the set of triples containing element e; € E. We will slightly
abuse notation and also use F(e;) to refer to the set of machines corresponding to
the triples in F'(e;). Further, let f(e;) := [F(e;)|. Note that }°, p f(e;) = m.

- For each element g, € G, create one task 7 such that d,, =1 and Pr, = 00. Further,
Cir, = 1if gr € F;, and ¢; ,, = 2, otherwise. We refer to these tasks as being type I
tasks. There will be n tasks of type I.

- For each element h; € H, create one task 7, such that d, = M and p, = oc.
Further, ¢; ,, = M — 1 if by € F}, and ¢; ;, = 2M, otherwise. We refer to these tasks
as being type II tasks. There will be n tasks of type II.

- For each element ¢; € I, create f(e;) — 1 dummy tasks dum(jy), ..., dum(jse;)—1)
which have a deadline and period equal to 1. Each dummy task dum(j,) has ¢;;, = 1
if i € F(e;), and ¢;;, = 2, otherwise. Note that in total there will be m —n dummy
tasks.

In Lemmas 10 and 11 we show that the reduction from 3-DIMENSIONAL MATCHING
is valid.

Lemma 10. If there exists a 3-dimensional matching for L, then there exists a feasible
assignment for T .

Proof. Let F* C F be the triples in the 3-dimensional matching. For all triples F; =
{ej, gk, i} € F*, schedule tasks 7, and 7; on machine i. Note that machine ¢ can process
the tasks assigned to it. Also, all tasks corresponding to elements in G and H have been
scheduled. As the element e; is only covered by one triple in F™, it follows that there are
f(e;) — 1 machines remaining in F'(e;) which are not assigned any tasks yet. Assign the
f(e;)—1 dummy tasks dum(ji), ..., dum(jse,)-1) to these machines. Note that a machine
in F(e;) can process exactly one dummy task corresponding to the element e;. O

Before giving Lemma 11, we first need to show some propositions about the elements
in the created scheduling instance 7T .

Proposition 4. For any p < 2, no task 1, corresponding to an element g, € G can be
scheduled on a machine i if g ¢ F;, even under a speedup of p.
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Proposition 5. For any p < 2, no task 7, corresponding to an element h; € H can be
scheduled on a machine i if hy & F;, even under a speedup of p.

Proposition 6. For any p < 2, no dummy task dum(j,) corresponding to an element
e; € E can be scheduled on a machine i if i ¢ F'(e;), even under a speedup of p.

Proof. We argue for Proposition 4. Propositions 5 and 6 follow similarly. The proof is
by contradiction; let a task 75, corresponding to an element g, € G be scheduled on a
machine ¢ such that g, ¢ F;. Then ¢;,, = 2. At time d,, = 1 the first job of task 7 needs
to be completed and hence a speedup of 2 is required. O

Proposition 7. For any p < 2 —€/2, no dummy task dum(j,) can be scheduled together
with another task on the same machine, even under a speedup of p.

Proof. We argue by contradiction. We consider three cases:

- Suppose that two dummy tasks were scheduled on the same machine. Both dummies
would need to finish their first job by their first deadline which is at time 1. Their
accumulated processing requirement to the machine would be at least 2 and hence
a speedup of at least 2 would be required.

- Suppose a dummy task and a task of type I were scheduled on the same machine.
We reason analogously to the previous case.

- Suppose a dummy task and a task of type II were scheduled on the same machine.
Consider time instant M, where the dummy task should have finished M jobs,
whereas the other task should have finished its first job. The accumulated processing
requirement for the machine by time M would be at least M -1+ (M —1) = 2M — 1.
Hence, a speedup of 21 — 2 — ﬁ = 2 —¢/2 > p would be required, by our

M
definition of M. ]

Lemma 11. For any p < 2—€/2, if there exists a feasible assignment for T with speedup
p, then there exists a 3-dimensional matching for T.

Proof. Proposition 7 yields that each dummy task gets its own machine, even under a
speedup of p < 2 — €/2. Therefore, and by Proposition 6, for all e; € E, there remains
in each group F'(e;) one machine available to process tasks of type I or II, even under a
speedup of p < 2. In total there are m — (m — n) = n machines left which do not process
a dummy task. There are 2n tasks of type I and II. Since a single machine cannot process
two tasks of the same type under a speedup less than 2, it follows that each machine which
does not process a dummy task, processes one task of type I and one task of type II. Let
i; € F(ej) be the machine which does not process a dummy task but instead one task of
type I and one task of type II. By Propositions 4 and 5, the only way for machine i; to
be feasible, even under a speedup of p < 2, is when it processes the tasks corresponding
to gr and h; where Fj, = {ej, gr, ly}. It follows that the machines i;, for j = 1,...,m,
define a 3-dimensional matching for 7. O

Theorem 6. Let e > 0. There is no (2—e)-approzimation test for the problem of assigning
tasks to unrelated machines, unless P = NP.
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Proof. Theorem 6 follows by Lemmas 10 and 11, and by the 3-DIMENSIONAL MATCHING
problem being N P-complete. ]

We remark that our hardness result is different from the one by Andersson and To-
var [4]. They show that any algorithm needs a speedup factor of at least 2 — € for finding
a feasible partition on m related parallel machines for a given task system with implicit
deadlines in case the task system is feasible when migration is allowed.

3.5 Constant number of machines

Assuming that the number of machines m is a constant, in this section we present a
polynomial-time dynamic-programming (DP) algorithm that gives a (1+4¢)-approximation
test for any € > 0.

3.5.1 Approximate demand bound function

The dynamic program works in phases. During phase ¢, o = 1,2,...,n, the DP computes
a possible assignment of task 7., using assignments of the first ¢ — 1 tasks. In order to
obtain a DP table of bounded size, we introduce an approximation of the demand bound
function such that the contribution of each task can be derived by using only a constant
number of values.

By scaling all parameters, we assume that dp;, = min,crd, = 1. Let € > 0, and
assume without loss of generality that ¢ < 1/2. Let L be the minimum integer that
satisfies 1 < (1 + €)L~1e2. We define the approximate demand bound function dbf* as

L%J Ciur if ¢ < (1+e)ld,,

dbfr(r,t) == {

C; .
=Tt otherwise.
Pr

Given a task assignment 7 of the tasks in 7 to the machines, we define

dbfy (t) = > dbf;(r,t) Vvt > 0.

TET;

We write dbf;(t) instead of dbf; ;(t) in case the assignment 7T is clear from the context.

The key observation is that for computing the function dbf(7,t) for some task 7, it
suffices to know the utilization of the task 7 and the values of the demand bound function
dbfi(7,t) for t € [d,, (1 + €)*d,). Exploiting the properties of the functions dbfs(t) and
dbf ;(t) yields that dbf; ; is a 14 € approximation of the “real” demand bound function
dbfr:.

Lemma 12. Given an assignment T and a constant € < 1/2. Then, for all machines i,

(i) if dbf (14 €)F) < (1 +€)* for all k € Ny, then dbfr;(t) < (1+€)?at for all t > 0;
(i) if dbf7i(s) < s for all s >0, then dbf; ,(t) < (1+€)t for allt > 0.
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Proof. For the first claim, we first show that a slightly stronger statement holds for all
powers of 14 €. We show that if for all £ € N it holds that dbf; ;((1+€)*) < (1 +€)F,
then for all £ € N> it holds that

dbfra((1+€)F) < (1+ )a(l + )", (3.13)

Subsequently, we show that for all ¢ it holds that dbfr;(t) < (1 + €)*at

Inequality (3.13) trivially holds for all k with (14-€)* < din, as then dbf;(7, (1+€)*) = 0
for all tasks 7 € 7. Assume that (3.13) holds for all &’ € N>o with &’ < k, we show that
it then also holds for k. Let t := (1 + ¢)¥. Consider some partition of the tasks 7 =
{7,...,7,}. For some time t, let Teaﬂy {r € T|(1+4€)Fd, <t} and T = T\ 7Y,
The tasks in T are tasks 7 that have their relative deadline so early that time ¢ is
larger than (1 + ¢)¥d,. These are the tasks for which dbf;(7,t) differs from dbf;(7,t). By
definition of dbf; ; it follows that

dbfri(t) <> dbff(rt)+ Y o =dbfs () + Y cir (3.14)

TET; eq;e'lrly Eq;e'urly

Further, since for 7 € TV it holds that d, < a +E) —t

Z Cir < Z {HGL—FPT_dTJ Cir

early early

TET TET,
t
dbf; | T, < dbfr,;
Z f( + )t ) . ((1+6>L>
TeT Y
(*) ot 9

The inequality at () is due to the induction hypothesis; we assumed (3.13) to be correct
for all £’ < k and ((1+ ) = (1+€)¥ for k' = k — L. (Note that although this was only

shown for & € N>, it holds also if &' = k — L < 0, since then (1 + e)k/ <1 =dupn-) The
penultimate inequality follows from W < €%, Inequalities (3.14) and (3.15) imply
that dbfy(t) < dbfy;(t) + eat < (1 + €)at. For all values of ¢ which are not powers of
1 + €, we observe that the function dbfr ;(t) is non-decreasing and thus if (3.13) holds for
all k € Nsg, then (i) holds for all ¢. That is, for values ¢ that are not powers of 1 + ¢ we
need an additional factor of 1 + e.
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For the second claim, no induction is necessary and we calculate that

t—dr + 75z

dofs (t) < S abfi(ry+ Y R
7 late earl pT
TET TeT Y
t_dT +pT t
< dbf;(T,t i
< 3w+ 2 Q . J+(l+€)%)c,
TET A TE'Zfary
<dbfri(t)+ Y (Cuir)t
7_G.z;early

= dbfzi(t) + dbfcany (1)
< dbfri(t) + €2dbf;7i(t).

Therefore, (1 —e*)dbfs ;(t) < dbfy(t), i.e., dbfy ;(t) < (14 €)dbfy;(t), for any e <1/2. O

Note that, in contrast to other approximations of the demand bound function consid-
ered in the literature (e.g., in [2]), in Lemma 12 we do not use an analysis task by task,
and we do not bound the ratio dbf (7,t)/dbf*(7,t). In fact, the latter can be unbounded:
consider for example a task 7 with ¢, =1, d, = 1, and p, = M for a very large value M,
then dbf (7,t) > 1 for all t > 1 whereas dbf*(7, (1 + €)¥) = (1 + )L /M.

Observe that Lemma 12 implies that at the cost of a (1 + €)? speedup it suffices
to check whether the condition dbfy;(t) < t is (approximately) satisfied at powers of
1 + €. Therefore, the DP may characterize each task 7 only by its utilization and the
constantly many values dbf (7, (1 + €)*) (namely those values for integers k such that
d, < (1+ €)% < (1+¢)kd,), for each machine i.

3.5.2 The dynamic program

For each task 7 and each machine i, we introduce a vector v(i,7) that stores the (nor-
malized) approximate demand bound function. For all ¢ € N5 position v(7, 7), is defined
as

_dfr(n (140

U(i,T)g: (1—|—6)Z

Recall that for any vector a the infinity norm ||a|| = max; {a;}. The following proposi-
tion follows by definition.

Proposition 8. Consider an assignment T. For all machines 1 € M, it holds that
HZTG% v(z’,T)HOO < a if and only if dbf; (14 €)") < a(l+€)", for all £ € Nxy.

We present a dynamic programming algorithm which either (i) asserts that there is no
feasible assignment of the tasks to the machines by showing that there is no assignment
T of tasks to machines such that ||> ., v(i, 7) Hoo < 1+ ¢ for each machine 4, or (ii) finds
an assignment 7" such that HZTE% v(i, 7')Hoo < 14 O(e) for each machine i. In the latter
case, Lemma 12 and the above proposition imply an approximation test for the problem
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of assigning tasks to a constant number of unrelated machines. The test either concludes
that the task system is not feasible (without speedup) or provides an assignment which
is feasible in case the machines have a speedup factor of 1 + O(e).

In order to obtain these results, we construct a DP table where each entry represents
the subset of the tasks already scheduled, and for each machine information on the load
on that machine due to different subsets of the already scheduled tasks. Then, each entry
stores either “YES” or “NO”, where an entry stores “YES” if there exists an assignment
of the tasks corresponding to this entry yielding the loads for all machines specified by
the other parameters for this entry. In the remainder of this section we will give the
details on the entries of the DP table and how this table is filled. Before doing that, some
preprocessing is needed in order to obtain a DP table of bounded size.

Preprocessing
Assume without loss of generality that the tasks 7,...,7, are ordered such that d,, <
d.,., for each ¢ € [n —1]. We partition the tasks into groups Gy, := {7|(1 + €)* < d, <

(1+¢€)k*1} for each k € Nsg. The proposed DP works in phases; one phase for each task.
The key idea is that when trying to assign task 7 € Gj, the DP needs only a constant
number of values from the assignment of the previously considered tasks.

Define L*) := min{k, L} (such that k& — L) > 0). For all tasks having a deadline at
most a factor (14 €)* smaller than d,, the DP needs to know how much the vectors of
tasks from each group Gy (with k — L) < k' < k) contribute towards dimension ¢ on
machine i, for k < ¢ < k+ L. For the same groups Gy the DP needs to know the summed
utilization per machine i over group Gj. For the remaining groups G with &' < k — L®*)
(i.c., the tasks that have a deadline at least a factor (1 + €)” smaller than d, ) for each
machine 7, only the aggregated utilization over all groups is needed. Summarizing, we
need, for all 7,

- the sum E Ui 7y

k—L(*)
TETN U Gy
k/=0
- the sum Z u;r, for all k' s.t. k — LW < k' <k, and
TELNG
- thesum Y w(i,7), forall st k<(<k+Landal kst (—LO <k <Fk.
TG‘Tiﬂle

Ideally, we would like the DP to store all possible combinations of the above quantities that
can result from assigning the tasks of previous iterations. Then, the DP could compute the
values for the next iteration by taking each combination of values from the last iteration
and additionally schedule task 7 to one of the machines. Unfortunately, the number of
possible combinations of the above values is not polynomially bounded, as already the
input values (which then imply the utilization, etc.) might be in an exponential range.
In order to bound them, we round entries of the vectors v(i, 7). The DP then performs
the described procedure with the rounded vectors. This will result in a polynomial-time
procedure.
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Consider a group Gy, for k € N>q. For alli and 7 € G, define v'(i,7), := £ L% v(i, T)gJ
for each ¢ < k+ L, and v'(i,7); := u} . := < |2 u;, | for each ¢ > k + L. The following
lemma bounds the rounding error.

Lemma 13. Let i be a machine and ‘I; be a set of tasks. For all ¢ € N>, it holds that
D req V(6T S eq 06, T)e S22 eq V(6 T)e F €

Proof. Consider a task 7 € 7. Define k(1) such that 7 € Gy). We show for each
7 € 7; and the corresponding k(7) that v'(i,7), < v(i,7), < v'(¢,7)+€¢/n. The statement
trivially follows. The case where ¢ < k(7)+ L follows trivially from the relation |z| <z <
|2 | + 1 which holds for any . Therefore, consider the case £ > k(7) + L. Since 7 € G-y,
it follows that d, < (1 + €)¥*1. Hence, dbff (7, (1 + €)f) = 221+ 6) = uir(1+¢)f
which yields v(i,7); = w;,. The result for the case ¢ > k(1) + L now also follows from
lz] <z < |z]+ 1. O

Note that each rounded vector v'(i,7) can be described with only constantly many
pieces of information. When working with the rounded vectors, for the quantities men-
tioned above, there are only a polynomial number of combinations (assuming that m is a
constant). In particular, the dynamic-programming table will be of polynomial size. In
the next subsection we describe what the entries of the DP will be.

Entries of the DP table

The dynamic-programming table consists of entries of the form (¢, u, v, €) where

- ¢ € {0,...,n} denotes the phase of the DP. In phase ¢, task 7, is being assigned

to a machine. Let £ be an integer such that 7, € G;

E‘p) is of the form ¢ £ for some integer g,

- in phase @, for each machine i, the value -
denoting the rounded aggregated utilization for machine ¢ due to the tasks having
a deadline at least a factor of (1 + €)* smaller with respect to the deadline of task
T

- in phase ¢, for each machine i and each k' with k — L®) < k/ < k, the value l/i(‘,@
is of the form ¢ = for some integer ¢, denoting the rounded utilization of tasks in
Gw NG

- in phase ¢, for each triple (i,k", k") € C, with C, = {(4,K',k") : 1 <1 <m; k <
K" < k+ Land k" — L*) < kK < k}, the value gz.(j”{k,, is of the form ¢ < for
some integer ¢, denoting the quantity ZTE’TZ‘ﬂGk/ v'(@, 7)), expressing how much the

vectors of the tasks in 3y on machine ¢ contribute towards dimension &”.

We require the following set of conditions to be satisfied for a DP cell (p, p, v, &) to
exist; for each machine i € M and all k" € {k,....k+ L}

K — L) k
o7 + E Vi k! + E 6,‘7]47]6// S 1+4+e. (316)
k'=k—LF) +1 k'=k"—L(K") 11

This condition implies that, for all parameters, p;, Vi, & pr < 1+ €.
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Proposition 9. The number of DP cells is bounded by n((1 + €)n/e)* L.

Proof. The values p;, v; ) and & i 5 are all stored with accuracy = and hence each of
those can take (1 + €)n/e many different values. Further, i can take m different values
whereas k£’ and £” can take L different values if the DP is in a certain phase ¢. Further,
there are at most n phases for the DP. It follows that the number of cells of the DP table
is no more than

() () () ey

Each entry (¢, p,v, &) of the DP table either stores “YES” or “NO” depending on
whether or not there is an assignment of the tasks 7, ..., 7, to the machines which yields
the quantities given by the vectors p,v and &.

Filling the DP table

We proceed by describing how to fill the DP table. First, initialize the table by assigning
a ‘YES’ entry to (0,0,0,0) and a ‘NO’ entry to any other entry with ¢ = 0. Assume that
for some ¢, all entries of the form (¢ — 1, w1, P~ £=1) have been computed. The
DP table is then iteratively extended to phase ¢. Phase ¢ considers each combination of
assigning task 7, to some machine i and a DP cell (¢ — 1, ple=1) ple=1) E(“"_l)) with a
“YES’ entry. Intuitively, the DP computes which values for pu(®), v¥) and €% are ob-
tained if it takes the task assignment encoded in the DP cell (¢ — 1, p(#=1 ple=1 gle=D)y
and additionally schedules task 7, to machine i.

Let tasks 7,_; and 7, be in group G}, and Gy, respectively. Almost all entries of the
vectors remain equal when going to phase ¢ and hence we only list the values which differ
with respect to the entries from phase ¢ — 1. If h = k and task 7, is assigned to machine
i, then V(i) = l/l(k Rt u; ., and fi(;z?k,, = fl(kk},) + ' (i, 7)) for all K" € {k,...,k+ L}.

It h ;é k, Wlo.g. we assume that h = k — 1 (e.g., by creating dummy tasks of
zero processing requirement to fill in-between groups that otherwise would be empty and
thus, non-existent). Then, u\? = p&F™ + y(“; 1L<k> for all machines g € M; as we have
moved up one group, tasks from group G),_;x now have their deadline at least a factor
(1+ €)F away from d;, and their utilizations are not stored Separately anymore, but in a
aggregated way. For the tasks in groups Gy such that k — L™®) < &/ < k and all machines

g € M we still store the utilizations per group and thus V(i), = Vﬁ, Y. For group G} we

also store the utilization for the machine ¢ that it was assigned to, so V(i) = u;, and

V;k) = 0 for all machines g # 4. Since 7, is assigned to machine 4, § o = V(4 T@)k// for

all " k<K' < k+ L; andforallmachmesgséz fgkk,,—()forall E' kE<E' <k+L.

Finally, £g k)/ W= ék, o for all machines g € M, all k" : k < K’ < k+ L and all
Kok — L0 < | < k.

Hereafter, the DP checks whether the computed values p'®), v(#) and £ satisfy the
condition given in (3.16). If this is the case, then the corresponding DP cell
(o, u¥), 1), 5(@)) is filled with a “YES’ entry and we say that this DP cell extends the DP
cell (p—1,pe=D ple=b) gle=1)y In case there does not exist a DP cell
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(p — 1,u(5"*1),u(“"*1),£(“"_1)) which can be extended to the DP cell (gp,u(“"),l/(‘f’),ﬁ(“’)),
the latter DP cell is filled with a ‘NO’ entry.

The DP table is filled inductively, phase by phase, until each cell in the DP table is
filled. In the next two lemmas we show for any machine i the equivalence between the
inequality HZTG% v'(1, 7')”oo < 1+ € on the one hand, and condition (3.16) on the other
hand.

Lemma 14. For phase o, if there exists a DP cell of the form (¢, p®,v®) €)Y with a
‘YES’ entry, then there exists a task assignment T of the first ¢ tasks to the machines,
such that for each i € M it holds that HZTG% v'(4, 7')HOO <l+e

Proof. Consider some phase ¢ and assume that the statement is correct for all phases
¢" < . Let k be such that 7, € G. As no first job of any task in Gy has its deadline
before (1 + ¢€)*, it follows by induction that for all £ such that 0 < ¢ < k it holds that
> rer V'(i,7) < 1+ €. Next, we show the statement for phase ¢ and the corresponding

dimension k. Con51der DP cell of the form (p, u®, v®) €@ with a ‘YES’ entry. We

denote by (3.16) the corresponding inequality given in (3.16) at phase ¢ of the DP,
that is, when task 7, is being assigned to a machine. For all machines i it follows that,

k—LK) k
!/ - /
PIUACETED DD DRSS D DD
TET; k'=0 7€T;NG k'=k—L(K) +1 TETNG,
k )
(3.16)(¥
— qu(“”) 4 E fz(i?k < l+e
k'=k—LF) 41

The last inequality follows by setting the parameter k" of (3.16)(“0) equal to k. Next,
consider the dimensions ¢ : k < ¢ < k + L. Note that d,, < (1 + €)*". Consequently,
every task in Uf,_ Gy has its first deadline before (1+¢)*"!, that is, while being in phase
¢ of the DP where 7, € G, it follows that Gy = 0 for all ¥’ > k. This insight is used in
the first equality below.

=L O

!/ - /

D V=) D ui+ Z > v

TET; E'=0 7€T,NG s k'=0—L®O+1 TELNG
70

W, '~ ) - () (197
= u + E , Vit | + E : Gre < 1+e
k'=k—LF) 41 k'=0—L® 41

The last inequality follows by setting the parameter k" of (3.16)(‘p) equal to £. Finally,
the analysis for any dimension ¢ > k + L is equal to that of the dimension ¢ = k + L as
the contribution of each task to any dimension ¢ > k + L will be approximated by its
utilization. Thus, ||, ., v'(i, 7')“00 < 1+ € and the statement follows. O

Lemma 15. For phase @, there exists a DP cell of the form (gp,u(@,u(@,é(“")) with a
‘YES’ entry, if there exists a task assignment T of the first o tasks to the machines, such
that for each i € M it holds that HZTG‘E v’(i,T)HOO <l+e
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Proof. Consider the assignment 7(#) where the first ¢ tasks are assigned to the machines
such that HZTGT(@ V' (i, T H < 1+ ¢ for all machines ¢ € M. Let 7, € Gj. Define the

following values for each machine i:

k—L(¥)

w = D U

K=0 Leq@ng,,

I/i(;]@ = Z u; for k' € {k — L™, ... k};
et NGy,
fzk, = Z V(i) for K" e {k,... k+ L}, for k' e {k" — L%, .k}
re7 NGy,

First we need to show that the DP cell (gp,u(W),V(W),ﬁ(‘p)) exists, that is, we need to
check whether inequality (3.16)” holds. From the lemma statement, it is known that
Yorer V'(6,7)e < 1 +¢ for all . Thus, in particular, this inequality also holds for all

dimensions k” € {k,...,k + L}. Therefore, for each machine i and each dimension
kK" e {k,...,k+ L} it holds that

K — L) k
T ﬁ%+ ) &9 o
k' =k—LF) 4+ k'=k"—L*") 41
K — L) k
/ .
= ) > V(T + > &
E'=0 71€G; K=k — LK) 41
k.//_L(k”)
= E E U/(i, T)k// + E E Z T k!
k=0 71€G k=k"—LK") 41 TEG
= E Ul(i, T)k// S 1+e.
TE'Z;(*")

Consequently, the DP cell (o, u(¥), 1), 5(“0)) exists. The DP cell (o, u(¥), V(@),E(‘p)) triv-
ially extends the DP cell (¢ — 1, u#=1) ple=1), E(“"_l)) by assigning task 7, to machine i
if 7, € Q;(“D). By induction it follows that the DP cell (¢, u®), 1) £€?)) contains a “YES’
entry, for all ¢ € {0,1,...,n}. O

A PTAS feasibility test

Combining Lemmas 12, 13, 14 and 15, and Proposition 8 yields a (1 + 7¢)-approximation
test, for any € and a constant number of machines. The claim on the running time follows
from Proposition 9. If for a given € > 0 we run the above procedure with ¢’ := €/7, rather
than with €, we obtain a (1 + €)-approximation test.

Theorem 7. For a constant number of machines and for any € > 0 there ezists a (1+€)-
approzimation test, that runs in time polynomial in the number of tasks.
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Proof. We show that for a constant number of unrelated machines, the algorithm given
above either concludes that the task system is infeasible, or returns an assignment of
tasks to machines that is feasible with a speedup factor of 1 4+ 7e. The running time is
polynomial in n, given that m and e are constants. First, we redefine ¢ = min{e, 1/2}.

Suppose that there is a DP cell of the form (n,u,v,€) containing a ‘YES’ entry.
Due to Lemma 14 there is an assignment 7 of all tasks to the machines such that
HZTG(E_ U’(i,T)HOO < 1+ ¢, for each machine ¢ € M. By Lemma 13 this implies that
HZTG% v(z’,T)HOO < 1+ 2. Due to Proposition 8 this implies that dbf; (1 + €)*) <
(14 2¢)(1 + €)* for each k € [n]. Finally, Lemma 12 implies that the computed task as-
signment is feasible if the machines run with speed (1 + €)?(1+2¢) < 1+ 7e (as e < 1/2).

On the other hand, if all DP cells of the form (n, u, v, €) have a ‘NO’ entry, then, by
Lemma 15, for any task assignment 7 there must be a machine ¢ with HZTG% V'(1,7) HOO >
1 4+ €. By Lemma 13 this yields then that also HZTE% v(i, T)Hoo > 1+ €. Proposition 8
yields that for this machine i there exists a time instant ¢ which is a power of (1 + ¢)
such that dbfy ;(t) > (1 + €)t. Finally, (the negation of) Lemma 12 yields that there is a
time instant s for which dbf;;(s) > s. Since, for any partition 7, there exist a machine 4
and a time instant s such that 7 violates the feasibility condition, it follows that the task
system T is infeasible if the machines run at unit speed.

The claim that the running time is polynomial in n for given constant m and e follows
from Proposition 9 and the fact that each entry of the table can be decided upon in
polynomial time. Herewith, note that L = O(log. . (1/€?)), which is constant if € is
constant. [

3.6 Epilogue

In this chapter we present the first results for assigning sporadic tasks with arbitrary
deadlines to unrelated parallel processors. Through the development of a new LP rounding
procedure and approximations of the demand bound function we found a 8 + 26 ~
12.9-approximate feasibility test for an arbitrary number of machines. We hope that
future research might bring the approximation ratio down and close the gap between
12.9 and our lower bound of 2. One possible tool might be configuration LPs which are
often stronger than assignment LPs like the one that we use here (see, e.g., [5, 10, 69]).
Another interesting direction would be to obtain better approximations for the case that
the processors are unrelated but there are only a few types of processors (e.g., CPUs and
GPUs), as done in, e.g., [61, 62, 72].

Our rounding procedure is very general and can not only be applied to the problem
of assigning tasks to machines but for any assignment problem which allows for a sparse
linear program. It would be interesting to see other new applications for it. Additionally,
it would be interesting if a better rounding procedure can be given for large values of 7.

For a constant number of machines we give a polynomial-time approximation scheme.
While for scheduling jobs on unrelated machines, a PTAS is relatively easy to obtain once
one has the tools from Lenstra, Shmoys and Tardos [53] at hand, for assigning sporadic
tasks, much more sophisticated machinery was required.
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Chapter 4

Real-time tasks on identical
machines

All results in this chapter appear in [9].

4.1 Introduction

We consider a setting with multiple machines and a task set that we want to partition
over the machines. As opposed to the previous chapter, the machines are now assumed
to be identical. We denote by m the number of machines. The problem of partitioning
a sporadic task set over m machines is a co-N P-hard problem [37] and hence we need
to find a good approximation algorithm. Recall that for a given parameter o > 1, an
a-approximate feasibility test either returns a partition of the tasks into sets {Z;},.,,,
such that each set 7; can be feasibly scheduled on a machine that runs at speed a, or
returns “infeasible” if no feasible partition of the tasks exists that can be scheduled on m
machines running at unit speed.

Recall that we call a family of feasibility tests a polynomial-time approximation scheme
(PTAS), if for any arbitrarily small constant ¢ > 0, there exists a (1 + €)-approximate
feasibility test in this family with running time polynomial in n and m (with n being the
number of tasks and m the number of machines). Note that the running time depen-
dence on € can be any arbitrary function. If the running time dependence on 1/¢ is also
polynomial, we call the test a fully polynomial-time approximation scheme (FPTAS).

4.1.1 Related work

In the single-processor case, an FPTAS feasibility test is known [26]. In particular, in this
test, one only checks the feasibility of the EDF schedule for the job sequence at about
(1/€)log(dmax/dmin) time steps, where dy. and dy,;, are the largest and the smallest
relative deadline, respectively.

For partitioned scheduling on multiple machines, Chen and Chakraborty [30] gave a
PTAS, generalizing a previous result of [17], for the case that the maximum to minimum
deadline ratio is a constant. The idea of [30] is to view the problem as a vector scheduling
problem in (roughly) D = (1/€) log(dmax/dmin) dimensions.
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Definition 3 (Vector Scheduling). In the VECTOR SCHEDULING problem we are given
a set V of n rational D-dimensional vectors vy, ..., v, from [0,1]P and a positive integer
m. The goal is to determine whether there is a partition of V into m sets Vi, ..., V,, such
that for each set Vi, the sum of vectors in that set does not exceed 1 in any coordinate.

That is, such that maxi<ij<m ||ZU€V; UHOO < 1.

This problem is a D-dimensional generalization of the makespan minimization prob-
lem, where each job is a D-dimensional vector and the machines are D-dimensional ob-
jects as well. Chekuri and Khanna [27] give the following result for the vector scheduling
problem.

Theorem 8 ([27]). Given any fized € > 0, for the vector scheduling problem there exists a

(1 + €)-approximation algorithm, i.e., an algorithm that finds a partition Vi, ..., V,, such

that max;<i<m quem UHOO < 1+¢, if a solution with maxi<i<m ”Zuem UHOO <1 exists.
D

This algorithms runs in time (nD/e)°®) | where ¢ = O (<M> )

€

Chen and Chakraborty [30] view each task as a D-dimensional vector, and the tasks
can be feasibly scheduled on a machine, if the corresponding vectors can be feasibly packed
in a unit D-dimensional bin. This connection essentially follows from the property for the
single-processor test mentioned above [26]. Then, the PTAS for vector scheduling [27] is
used in a black-box manner to obtain a (1 + €)-approximate feasibility test that runs in
time roughly! nO@p(()10g(dmax/dmin))  Note that this running time is doubly exponential
in log(dmax/dmin), and while this is polynomial time for constant ratios dyax/dmin, it is
super-polynomial if dy,x/dmin IS super-constant.

4.1.2 Our results

Let us denote from now on the maximum to minimum deadline ratio dyax/dmin by A. We
provide a (14 ¢€)-approximate feasibility test which substantially improves upon the result
of Chen and Chakraborty [30]. The running time of our feasibility test is O (mo(f (€) log ’\)),
where f(e) := exp(O(2log(1))) is a function depending solely on .

Note that the running time of our algorithm only has a singly exponential dependence
on log A, and hence it gives an exponential improvement over the result of Chen and
Chakraborty [30]. Thus, our algorithm can run over a substantially wider range of input
instances, beyond just the ones with A\ = O(1). For example, even if A is polynomially
large in n (where n denotes the number of tasks), our algorithm runs in time n?0¢™ =
20(Iog”n) and hence yields a quasi-polynomial-time approximation scheme, as opposed to
exponential time for the algorithm in [30].

As in Chen and Chakraborty [30], our result is also based on reducing the feasibility
problem to vector scheduling in roughly D = (1/¢) log A dimensions. However, we crucially
exploit the special structure of the vectors that arise in this transformation and give a
faster vector scheduling algorithm for such instances. In fact, it was shown [11] that
exploiting this structure is necessary to obtain any major improvement. In particular,

IFor clarity, we suppress some dependence on terms involving log log(dmax/dmin)-
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in [11] it is shown that any PTAS for a general D-dimensional vector scheduling problem
must incur a running time of exp((1/¢)*")) (under suitable complexity assumptions), and
hence the running time in [30] is essentially the best one can hope for if one uses vector
scheduling as a black box.

The idea of our algorithm is as follows. A vector in the vector scheduling problem
represents for a task 7 the (normalized) demand bound function in D different time points.
Then, a partitioning Vi, ..., V,, of the vectors implies a partitioning 73, ..., 7,, of the task
set T. If the sum of all vectors in V; is at most 1 + € for each coordinate, this means that
the corresponding tasks in 7; can be scheduled on machine i such that dbf;(t) < (1 + €)t
for all time points ¢ that are represented in one of the coordinates. There are, however,
too many time points to check, so in the end, this will only be approximately true.

Many steps are needed to obtain the algorithm as described here. The vectors that
we start with have (1/¢)log A coordinates, but we will reduce the number of coordinates
that are relevant to essentially 1/¢ many. In particular, only 1/e consecutive coordinates
of a vector will have “arbitrary” values, and all subsequent coordinates have an identical
value.

To exploit the structure of the vectors created, we design a sliding-window based
algorithm for vector scheduling, where we carefully build a schedule by considering the
coordinates in left to right order, and only keeping track of the relevant short-range
information in a dynamic program. The main technical difficulty is to combine the sliding-
window approach with the exhaustive enumeration techniques of [27] for vector scheduling.
In particular, to ensure that the sliding window does not build up too much error as it
moves over the various coordinates, we keep track of different coordinates for a task
with different accuracy. Moreover, to keep the running time low, we need more refined
enumeration techniques to handle and combine small and large vectors.

4.2 Preliminaries

The input consists of a sporadic task system 7T consisting of tasks 7,..., 7, and a set of
m identical processors. Let us denote by [k] all integers from 1 until k, for some integer
k. That is, [k] :=={1,...,k}.

Recall that in the partitioned scheduling paradigm, we want to find a partition
T,T, ..., T, of T such that all jobs generated by the tasks in 7; can be feasibly sched-
uled on machine 4, for all i € [m]. Recall Proposition 2 from Chapter 1 which states that
dbfz(t) < t, for all ¢ > 0, is a necessary and sufficient condition for task set 7; to be
feasible upon machine .

As mentioned above, our goal is to develop a (1 + €)-approximate feasibility test for
any € > 0. As we shall see soon, if we only care about 1 + € feasibility, it suffices to
check the demand bound function at only 10g | ) (dmax/(€*dmin)) = O(10g(dimax/dmin)/€)
time points. This allows to transform the feasibility problem into the so-called vector
scheduling problem, as defined in Section 4.1.1.

In the following section, we show how 1 + € feasibility reduces to vector scheduling
with dimension O((1/€)log(dmax/dmin)). While similar results have been used before (e.g.,
[30, 58]), we will repeat the proof here, as we explicitly need the structure of the vectors in
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the resulting vector scheduling instance, which our algorithm will crucially exploit later.

4.3 Task systems and vector scheduling

Observe that over the long run, a task 7 uses ¢, units of time every p, units of time,
but the relative deadlines, that may be different from the periods, complicate the demand
bound function. The demand bound function has sharp jumps at the (absolute) deadlines
drypr+dr, 2p; +d., ..., but the effects of these jumps become milder as time progresses.
A machine that is 1 + € times faster gives et units of extra processing time up to time
t, which allows ignoring these sharp jumps after a certain point in time and instead it is
sufficient to use the utilization u, = ;—:.

The next lemma shows that it is approximately sufficient to check the demand bound
function only at time points which are a factor 1 + € apart.

Lemma 16. For any task 7, if dbf-((1 + €)*dmin) < (1 + €)*dmina for all k € Nsq, then
dbf-(t) < (1 +€)at for allt > 0.

Proof. For any t, define integer k; such that (14 €)* 1dpy, <t < (1 + €)¥dpi,. Then
dbf,(t) < dbfr((1 4 €)*dmin) < (1 + €)*dmma < (1 + €)at,

where the first inequality follows from the demand bound function being non-decreasing.
O

We will use the same approximate demand bound function dbf’(t) used in Chapter 3
(see also Marchetti-Spaccamela et al. [58]). Let L be the smallest integer such that
1 < (14 €)*'e* Note that L <2+ logg,(1/€?). Let

LHP;—:dTJ Cr if t < (1+e¢)kd,,

dbf: (1) = { (4.1)

urt otherwise.

Note that dbf* differs from dbf only when ¢t > d. (1 + €)/€*, and is proportional to the
utilization of 7 in that case. The following lemma shows that it is a good approximation
to dbf.

Lemma 17 (see Chapter 3). For every task 7 and every time t > 0,

g ) < A7) < (1 )b (1) (4.2)

Another obvious property of dbf and dbf* is the following, which allows us to start our
feasibility analysis at the first deadline only.

Observation 1. For all tasks T, for all t < d., we have that

AOf (1) = dbf?(t) = mas{O, (¢ + pr — d2)/pr ]} = 0.
In particular, dbf.(t) = dbf(t) =0 for allt < dwi and all tasks T € T.
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Using Lemma 16, Lemma 17 and Observation 1, we can encode our approximate
demand bound function dbf; into a vector w™. More precisely, we will use a normalized
demand bound function which is dbf(t)/t. Define tj, := (1+€)*dumin, tmax := (1+€)Fdmax,
and let K := [log ) (tmax/dmin) |-

For each task 7 we define the vector w”, with coordinates wy, as follows:

{M ifh=1,... K—1,
wy, 1= k-1 _
Uy if £k = K.

Note that the first K — 1 coordinates of these vectors consider times that are each
a factor 1 + € apart and lie between d;, and t,.c. Recall that for ¢ > ..., it holds
that dbf*(t) = u,t for each task 7,...,7,. Thus, there is no need to consider additional
coordinates. The coordinate K is equal to the utilization and will play a special role in
our algorithm.

We note that the vectors w”™ as defined above have the structural property that they
have initial coordinates zero (for time points that are smaller than the relative deadline
of task 7), then L coordinates that equal dbf’(ty)/tx for some k (that might all have
different values), followed by the remaining entries that all equal the utilization w,. This
observation is formalized below.

Observation 2. Define k, = [10g(146)(d7/dmin)| — 1. A task T is associated to a vector
w™ from [0,1]% such that

0 if k < k.,
w] = W ifk=k +1,... %k +L, (4.3)
Uy otherwise.

In particular, each vector has initial coordinates zero, followed by L entries of arbitrary
value, followed by all entries equal to ..

The following theorem connects the vector scheduling problem to the sporadic task
system scheduling, and follows directly from Proposition 2, Lemmas 16 and 17 and Obser-
vation 1. It states that if we can partition the set of vectors w”™ € W into sets Wy, ... W,
such that || > ey, w[le < 1+¢, for all i € [m], then we can feasibly schedule the corre-
sponding tasks in set 7; on machine 4 if this machine has a speed of (1 +¢€)?. Moreover, if
T can be partitioned into sets 7; such that each of these can be scheduled on a unit-speed
machine, then the corresponding sets of vectors Wj satisfy || > ey W [loo < 14, for all
i € [ml.

Theorem 9. Define the vectors w™ as in (4.3). Given is a partition of vectors w™ into m
sets Wi, ..., W,, and the corresponding partition of tasks 7 € T into m sets Ty, ..., Ty,.
Then, for all machines 1,

(i) if |>wrew wTHOO < a, then dbfs(t) < (14 €)at for all t > 0;
(i) if dbfs(t) < at for allt >0, then szfewl_ wTHOO < (1+¢€)a.
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Thus, for 0 < € < 1, a (1 + ¢)-approximation algorithm for vector scheduling implies a
(1+¢€)® = (14 O(¢))-approximate feasibility test for partitioned scheduling. The result of
Chen and Chakraborty [30] follows directly from this connection, and applying Theorem 8.
In the next section we show how the running time can be improved for vector scheduling
by exploiting the special structure of the vectors w”™ as described in Observation 2.

4.4 The special-case vector scheduling problem

In this section we develop a substantially faster (14 ¢€)-approximation algorithm for vector
scheduling, which is specifically tailored towards vectors described in Observation 2. We
combine several techniques from bin packing and vector scheduling and design a sliding-
window dynamic programming approach.

Recall from Section 4.3 that the dimension of our vectors w” was defined as K =

[logi4e g22] = 1 + [10g(11¢) (dmax/€*dmin) | and recall that the number of relevant dbf

L
entries is at most L = 1+ [log(,(1/€*)]. Then, let C' = ([SLTQW) [K(SLHQ)W. Given

€

a set of vectors W from [0,1]% as defined in Observation 2, our algorithm determines
O(mP©)) time whether the set of vectors W can be scheduled on m machines such that
in every coordinate the load is at most 1 + €, or whether no assignment exists such that
in every coordinate the load is at most 1.

After some rounding of the vectors, the main idea of the algorithm is as follows.
First, the vectors are classified according to the position of the first non-zero coordinate,
then it is determined how the vectors of one class can possibly be scheduled and finally,
the schedules of the different classes are combined into one overall schedule. In order
to give a high-level overview of our algorithm in Section 4.4.2 and its details in the
subsequent subsections, we first need to introduce some notation and concepts in the
following subsection.

4.4.1 Notation and definitions

Given € > 0, let K and L be defined as above. Let 0 < 1 < 1 be a small constant and
define ¢ :=n/K.

We associate each task 7 to a vector w” from [0, 1] as defined in (4.3). We classify
these vectors into several classes depending on the index of the first non-zero coordinate.
We call a vector a t-vector if its first non-zero coordinate is coordinate ¢.

A t-configuration is an (L+1)-tuple (f1,. .., fr, fu) with fr, € {0,n,2n,...,n9|1/n], 1},
for all k € [L] and f,, € {0,6,20,...,6|1/d],1}. Note that although the tuple itself is in-
dependent of ¢, the definition of conforming to a t-configuration is not. We say that (a set
of vectors assigned to) a machine ¢ conforms to a t-configuration f = (fi,..., fr, fu) if
the contribution to coordinate t+k—1 is at most f, for all k¥ € [L], and if the contribution
to all coordinates k > t+ L is at most f,. As the first L elements in a t-configuration can
attain one of [1/n] different values and the last element can attain one of [1/d] different

L
values, the number of different t-configurations, denoted by C, is C' := (HD {H .
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A t-profile () defines a t-configuration for each machine. Therefore, it can be repre-
sented by an m-tuple @ = (qi, . .., ¢,) where ¢; denotes the t-configuration corresponding
to machine 7. Since all machines are identical and the number of t-configurations is
bounded by C, a t-profile can also be represented by a C-tuple @ = (nq,...,n¢) where
ny denotes the number of machines that conform to configuration f. Since the numbers
ny sum up to m, we find that the number of different ¢-profiles is at most m®.

Finally, we define the addition of a t-profile @ and a vector e = (ey,...,ep,€,) €
[0,1]5FL ie., the addition Q + e = Q' = (q},...,q,,), as the pointwise addition of the
vector e to each configuration ¢; € @, i.e., ¢, = ¢; + e for all i € [m].

4.4.2 Overview of the algorithm

Our algorithm, as given in Algorithm 2, determines whether we can feasibly schedule all
vectors such that each machine has a load of at most 1 + € in every coordinate. The
algorithm first applies two rounding steps (see Steps 2 and 3), to limit the number of
different vectors.

In Step 4 of the algorithm, we determine for each t = 1, ..., K and t-profile R, whether
all t-vectors can be scheduled conforming to R; see Section 4.4.4 for the detailed descrip-
tion of how this is determined.

Once we know, for every t, conforming to which ¢-profiles the set of all ¢-vectors can
be scheduled, we can determine conforming to which ¢-profiles all vectors together can
be scheduled. To accomplish this, we design a sliding-window dynamic program (DP). In
the DP table, the entry T[t, Q] is evaluated to true if all {-vectors, with £ < ¢, can be
combined with all t-vectors to conform to a given ¢-profile ). Section 4.4.5 describes this
procedure in detail. The final result can then easily be obtained by taking t = K and Q)
equal to the all-1 profile, i.e., ¢; = 1 for all i. If T[K,1] returns true, Algorithm 2 can
also be used to find the corresponding partition.

Both Step 4 and Step 5 of Algorithm 2 need to be able to determine whether a t-profile

ALGORITHM 2: Vector scheduling algorithm

1: Input: a set W of vectors w”™ as defined in Section 4.3, and n € [0, 1].

2: Define § :=n/K.

3: For each vector w™ round each component wj down to the nearest power of ﬁ
4: Modify each vector (Lemma 18)

, {o if wl < 6w

wy, otherwise.

5. Determine whether all ¢-vectors can be scheduled conforming to t-profile R, for all
possible t-profiles R and all ¢.

6: Let T[t, Q] be true if all k-vectors with & <t can be scheduled conform to ¢-profile
(), and false otherwise. Determine T'[t, Q)] for all possible t-profiles @) and all t.

7. Return T'[K, 1].
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R and a (t —1)-profile (or t-profile) S can be combined into a t-profile (). In Section 4.4.6,
we show that this can be determined in advance in O(m©(©)) time.

4.4.3 Preprocessing

In the preprocessing part, Steps 2 and 3 of Algorithm 2, the vectors are rounded. First,
every element of each vector is rounded down to the nearest power of 1/(1 + 7). The
second rounding step ensures that the positive values in one vector are not more than a
factor 1/0 apart. For all 7 € T and all k € [K]

o {0 if wf <6 |lw|, (4.4)

wy, otherwise.

The same rounding step is applied by Chekuri and Khanna [27]. The following lemma
states that by rounding the vectors like this, we do not lose too much. It follows directly
from the proof of Lemma 2.1 in [27].

Lemma 18 (Chekuri and Khanna [27]). Given a set W of vectors from [0,1]%, let Z be
a modified set of W where we replace each vector w™ in W with a vector 27 according
to (4.4), with § = n/K. Then, for any subset of vectors Z' C Z and corresponding subset

W' C W, we have 3 - ey Wi < 3 ore gz 2+ 30 L @lloo-

4.4.4 Scheduling t-vectors

In this subsection we determine, for each ¢, conforming to which t-profiles R the set
of t-vectors can be scheduled (Step 4 of Algorithm 2). The result of this is used in Step
5 of the algorithm.

For ease of notation, let us denote the set of all t-vectors 2™ in Z by Z;. Note that
any vector in Z; has value zero in the first ¢ — 1 coordinates and coordinates t + L,..., K
all have the same value. Therefore, in this subsection we act as if 2™ only has dimension
L+1.

We define Blt, R] to be true if all t-vectors can be scheduled conforming to t-profile
R+ (2n,...,2n,(L+1)d) and false otherwise. For a given ¢ and R, Algorithm 3 gives the
algorithm for evaluating Blt, R]. The idea is to partition the set Z; into a set of big vectors

ALGORITHM 3: Scheduling the vectors in Z; conforming to a t-profile R
. Input: profile R, a set Z; of vectors 27 € [0,1]X!, n € [0,1] and § := n/K.
cLet 28 = {27 € Z, | |27, > 6} and Zpmel = 7, \ 7.
. for all t-profiles ™! and RS that R can be split into do
Return true iff the following two statements are true:
(a) Z'® can be scheduled conforming to RY€ + (1, ..., n,) (Lemma 19);
(b) Zsmall can be scheduled conforming to R¥™! + (n,... 7, (L +1)6) (Lemma 20).
end for
: Return false.
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Z® having ||27]|e > 0, and a set of small vectors Z;™!. Further, we split the t-profile
R into two {-profiles RP& and R*™2ll corresponding to big vectors and small vectors. If all
vectors in Z;'® can be scheduled conforming to t-profile RP® and if all vectors in Zy™al
can be scheduled conforming to ¢-profile RS™!! then Blt, R] returns true.

Since the t-configurations are “coarse valued” (all values are multiples of either 7 or
9), it is not so straightforward to split the ¢-profile R as it would seem. It could be that a
coordinate f; of the t-configuration can be split into two parts yielding a feasible ¢-profile
RM# and a t-profile R®™! but not in such a way that the two parts are multiples of 7.
In that case, the corresponding DP cell is erroneously evaluated to false. To circumvent
this issue, an additional small error is allowed. For this reason the vector (n,...,n,d) is
added to the t-profile R,

Note that even then, it is not obvious what the correct splitting of profile R should
be. Therefore, all possibilities of profiles R%® and R*™2!! that R can be split into are tried
and in this way we “guess” the correct splitting into R"® and Rs™a!,

Scheduling big vectors

By definition, we know that the maximum value of the coordinates of a big vector is at
least 0. Fixing an arbitrary coordinate ¢, at most 1/§ vectors having coordinate ¢ as their
maximum coordinate can be scheduled on one machine when the load in that coordinate
may not exceed 1. This reasoning holds for each of the L + 1 coordinates, and hence at
most (L + 1)/6 big vectors can be scheduled on one machine such that the load of each
coordinate may not exceed 1. These big vectors are therefore scheduled using a DP, which
we call the inner DP.

To determine whether the big vectors in th 8 can be scheduled conforming to a ¢-profile
RM¢ note that each non-zero coordinate of a big vector is at least 62, due to the rounding
in Step 3 of Algorithm 2 and the definition of Zf 8 Furthermore, due to the rounding in
Step 2 of Algorithm 2, we know that the number of different values that each coordinate
of a big vector can take is at most 1 + log(,,,(1/6%). Therefore, there can be at most
(14 log sy, (1/6%))"" different big vectors.

For given t-profile RM® = (ry,... r,), the inner DP computes entries DP[i, V] for
i =1,...,mand V C thig, where DP[i, V] is true if the vectors V C Zfig can be

scheduled on machines 1,...,7 conforming to t-profile R, that is, conforming to the
corresponding t-configurations ry, ..., r;. The recursion in the DP is as follows.
DPIi,V] = \V DPJi— 1,V \Y].

Y CV:Y on machine ¢ according to r;

We take the union over all sets Y C V such that the vectors z” in Y can be scheduled on
machine ¢ conforming to the ¢-configuration r; of machine ¢. This condition can easily be
checked by validating that > ., zf < r;; forall k € [L+1]. (Recall that we are abusing
notation here as we assumed in this subsection that the vector 2™ has only dimension L+ 1
and hence 2] can directly be compared with r;,.) The base case DP[1, V], which asks
whether the vectors in V' can be scheduled to machine 1 conforming to ¢-configuration r,
follows similarly. This is checking whether ) ., 27 <y for all k € [L + 1].

The following lemma states that the inner DP can be run in O <m0($)> time.
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Lemma 19 ([27]). Given are (L + 1)-dimensional big vectors Z" and a t-profile R".
There is an algorithm that determines in O (mo(%n)> time whether there exists a schedule

that conforms to t-profile R®™ or outputs that there is no schedule conforming to R"9.

Proof. There are at most (14 logg,,(1/6%))"" different big vectors possible and this is

asymptotically dominated by % for small enough ¢. Hence, any packing of big vectors

can be described as a tuple (b, . .. ,b%) where b, indicates the number of vectors of type
n

v that are packed.

As mentioned before, at most % big vectors can be scheduled on any machine such
m(L+1)

that the load in each coordinate is not more than 1. Hence, there are at most —=

vectors in any feasible instance.

Since the numbers b, sum up to at most @, there are at most O(m?1/9) different
states in the dynamic program. The number of states is also an upper bound on the time
needed to iterate through all different ways to schedule a single machine. The running

time is therefore O (mo(ﬁ)) O

big

Scheduling small vectors

The feasibility question of scheduling the small vectors in Z8™#!! conforming to the t-profile
Rsmall ig resolved by finding and rounding a vertex of an appropriate polytope. Let the
t-profile R*™#!! be identified by the tuple (ry, 75, ..., 7,,) of t-configurations. Moreover, we
define variables x] = 1 if vector 27 is assigned to machine ¢ and 0 otherwise. Then, the
feasibility question can be solved by determining whether or not a feasible solution exists
satisfying the following constraints.

Z i zp < rig Vi € [m], ke [L+1];

Zrezgmall
Z x; =1 V2" e Zgmall,
z] € {0,1} Vi€ [m], 27 € Z5mal,

By relaxing the binary constraints for z] to x] € [0, 1], we obtain a polytope. Let us
denote by nsmall = | Zsmall| - By classical polyhedral theory [22], we know that in any vertex
solution of this polytope, there are at most m(L + 1) + n®™!! positive variables because
there are m(L + 1) + n*™!! constraints. We show that this implies that there are at most
m(L+1) vectors that are fractionally assigned to machines. Suppose by contradiction that
m(L+1)+1 vectors are assigned to multiple machines. Then there are n*™a!— (m(L+1)+1)
vectors assigned to precisely one machine and m(L+1)+1 vectors assigned to at least two
machines, which implies that there are at least n*™! — (m(L+ 1)+ 1) +2m(L+1)+2 =
nsmall 1 m(L + 1) + 1 positive variables, which contradicts the fact that there are at most
nsmall 1 (L + 1) positive variables. Hence, it must be the case that there are at most
m(L + 1) vectors which are fractionally assigned to multiple machines.

We then round such a vertex solution to an integral solution by partitioning all vectors
that are assigned to at least two machines arbitrarily into m groups of at most L+1 vectors
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and assign one such group to each machine. Because the vectors are small and each
coordinate is smaller or equal to ¢, the extra load for every machine on each coordinate is
at most (L+1)0 and (L+1)d < K6 = n (note that L+1 < K holds only if dyax/dmin > 1+,
which we can safely assume in an arbitrary instance). Since a vertex solution of the
polytope can be found by simple linear programming techniques, we have the following
lemma.

Lemma 20 ([27]). Given a set Z;™ of (L +1)-dimensional small vectors and a t-profile
R*™ there is an algorithm that decides in polynomial time whether there exists a schedule
for the vectors ZF™4 that conforms to t-profile R*™ + (n,...,n, (L+1)6) or outputs that
there is no schedule conforming to t-profile RS™.

Combining the big and small vectors

The following lemma combines Lemmas 19 and 20, yielding the correctness of Algorithm 3.
It additionally states the running time of the algorithm.

Lemma 21. Given a set Z; of (L+ 1)-dimensional vectors and a t-profile R, Algorithm 3
decides in O(mP) time whether there exists a schedule for the vectors in Z, conforming
to profile R+ (2n,...,2n, (L + 2)d) or that there exists no schedule for the vectors in Z
conforming to profile R.

Proof. Since the t-profiles are tracked with accuracy n in the first L coordinates and with
accuracy 0 in their utilization, there are no more than m¢ different ¢-profiles. Therefore,
there are at most m?“ combinations of R*™! and RM® that the profile R can be split
into. Lemma 23, which follows in Section 4.4.6, shows that it takes O(m®©)) time to
determine whether ¢-profile R can be split into two t-profiles R®™!! and RM&. Thus, in
total, it takes at most m2°O(m°@) = O(m®©)) time to split the t-profile R into the
t-profiles R®™! and RP®. Solving the linear program in Step 5 takes polynomial time and

scheduling the big vectors in Step 4 takes O (mo(éin)> time (Lemma 19). The incurred

error follows immediately from Lemma 20 and the addition of (n,...,n,d) to R”® in Step
4. ]

4.4.5 The sliding-window dynamic program

In this subsection, we introduce a dynamic program to determine whether all ¢-vectors
with ¢ < t can be scheduled conforming to t-profile ). To be precise, we compute a table
of entries T'[t, Q], where T'[t, Q] evaluates to true if all £-vectors with £ < t can be scheduled
conforming to t-profile (). The dynamic program works in K phases as it moves from
the first coordinate to coordinate K. While scheduling all t-vectors in a certain phase t,
the DP also looks ahead to the next L — 1 coordinates and the last utilization coordinate
to ensure no conflicts arise in these coordinates. That is, we slide a window covering L
coordinates from coordinate 1 to coordinate K in as many phases.

Intuitively, phase t corresponds to scheduling the t-vectors, given a partial schedule
for all -vectors with ¢ < . To determine the value of T'[t, Q], we split the t-profile @ into
a t-profile R and a (¢t — 1)-profile S that capture the division of space per machine and
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per coordinate between the t-vectors and the other #-vectors with ¢ < ¢, that are dealt
with in a recursive way in the dynamic program.

The recursive formula for 7" can be computed by considering all possible combinations
of t-profiles R and (¢ — 1)-profiles S that t-profile @) can be split into, and determining
whether or not all t-vectors can be scheduled conforming to R and all other t-vectors with
t < t can be scheduled conforming to S + (n,...,n,6). That is, for t > 1,

TtQl = \/ (Bt RIATtE—1,5+(n,....n0)), (4.5)
(R,9)eX(Q)

where X (Q) contains all tuples (R, S) of t-profiles R and (¢ — 1)-profiles S that @) can be
split into.

Note that since the t-configurations are “coarse valued” (all values are multiples of
either n or d), it is unclear how to split the ¢-profile @): perhaps a coordinate fj of the
t-configuration can be split into two parts yielding a feasible t-profile R and a (t — 1)-
profile S, but not in such a way that the two parts are multiples of n. In that case,
the corresponding DP cell is erroneously evaluated to false. To circumvent this issue, an
additional small error in each phase of the sliding-window DP is allowed. For this reason
the vector (n,...,n,0) is added to the (¢ — 1)-profile S.

The base case of the recursion is

T, Q= B[1, Q. (4.6)

To evaluate the running time of computing T'[K, @], we note that Bl[t, R] is precom-
puted, as described in Section 4.4.4, and can be accessed in O(1) time.

Lemma 22. Let W be a set of vectors w™ as defined in (4.3) and let n > 0 be small
enough. Algorithm 2 decides in O(Km©©) time whether there exists a partition of the
vectors W into m sets Wy, ..., W, such that ||ZwT€Wi wTHoo <1+ (8L +19)n for all 1,

or that there does not exist a partition with HZwTeWi wTHOO <1.

Proof. We first focus on the running time of the procedure, which is dominated by Steps
4 and 5. In Lemma 21 in Section 4.4.4, the running time of Step 4 is proven to be
O(mP©)). Note that there exist C different t-configurations. As there are at most m
machines having a certain ¢-configuration, there are at most m¢ different ¢-profiles and
therefore the dynamic program has O(Km®) different states. For evaluating a recursive
step, each possible split of a t-profile into a new ¢-profile and a (¢ — 1)-profile is considered.
Since there exist at most m“m¢ such combinations and splitting takes O(m®©)) time
(see Lemma 23 in Section 4.4.6), the total running time is O(Km°(©).

To show correctness, note that in each recursive step an error is introduced due to
the addition of a vector (7,...,n,d). Furthermore, in the computation of B[t, R| we also
incur an error, as it only decides whether all ¢-vectors can be scheduled conforming to
R+ (2n,...,2n,(L 4 2))). Fix any coordinate ¢ on any machine and consider the total
error on this coordinate. In each phase t for ¢ — L <t < ¢ an additional error of n + 2n
is introduced and in each phase t < ¢ — L — 1 an additional error of § + (L + 2)é by the
“utilization” of the vectors assigned in those phases. Therefore, the maximum additional
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error is at most (L + 1)3n + K(L + 3)6 = (4L + 6)n for each coordinate on any machine,
as 0 =n/K.

Finally, let us consider the error that the rounding procedures might introduce. The
first rounding procedure rounds each entry of the vector w”™ down to a power of ﬁ
The resulting error per coordinate per machine is at most a factor 1 + n. The second
modifying step rounds wj down to zero in case wj, < ¢ ||w.| .. Lemma 18 shows that
the corresponding error for the final schedule amounts to an additional factor of at most
3n per coordinate per machine. As the total error incurred by Step 5 amounts to at
most (4L + 6)n, we conclude that the total multiplicative error is bounded by a factor

(1+n)A+MAL+9)n) <1+ (8L+19)n forn < 1. O

Ll kL9
Theorem 10. Givene > 0, let C = ({SL%M—D {%W where L = 14 [log,(1/€%)]
and K = 1+[10g(; ;) (dmax /€ dmin) | Then, given a set of vectors W from [0, 1]% as defined
in Observation 2, Algorithm 2 determines in O(m©©)) time whether the set of vectors W

can be scheduled on m machines such that in every coordinate the load is at most 1 + €,
or whether no feasible assignment exists.

Proof. The theorem follows directly from Lemma 22. Setting n := ¢/(8L + 19) in this
lemma leads to a schedule with height at most 1+ (8L + 19)n =1 + . O

4.4.6 Splitting t-profiles

Recall that a t-configuration f = (fi,..., fr, fu) specifies how much space might be
used by the vectors not scheduled yet on a certain machine in the coordinate k£ €
{t,...,t+ L — 1} and in coordinate K. In the inner DP we want to split a ¢-configuration
into two other t-configurations, one specifying the space for the big t-vectors and the other
specifying the space for the small ¢-vectors. In the sliding-window DP on the other hand,
we want to split a t-configuration into another ¢-configuration and a (¢ — 1)-configuration,
specifying the space the vectors in Z; might use and the space the vectors in UE:ZtA might
use, respectively, per machine per relevant coordinate.

A t-configuration f = (fi,..., fr, fu) can be split into a t-configuration g and a t-
configuration h if and only if

- fe>gp+hgforall<k<L;
- and fUZgu+hu

A t-configuration f can be split into a t-configuration g and a (¢ — 1)-configuration h if
and only if

- kaQk—i—thforalllngL—l;
- and fr > g + hy;
- and f, > gy + he.

Splitting of t-profiles is done in a similar way. A t-profile Q = {(q1,...,qn) can be
split into a t-profile R = (ry,...,r,,) and a t-profile S = (s1,..., s, if and only if there
are permutations «, 8 : [m] — [m] such that the ¢-configuration ¢; can be split into the
t-configuration ;) and ¢-configuration sg(;). In the same way a t-profile can be split into
a t-profile and a (t — 1)-profile.
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Lemma 23. Determining whether a t-profile Q) can be split into a t-profile R and a
(t — 1)-profile S can be done in O(mCPC)) time.

Proof. The goal is to pair configurations from R and configurations from .S such that each
pair can be combined into a unique configuration from (). We use the fact that there are
at most m¢ different profiles because there are C' different configurations and a profile
can be alternatively denoted as the tuple (nq, ..., n¢) where ny is the number of machines
conforming to configuration f.

In a simple dynamic programming approach we can keep track of configurations not yet
paired. This gives at most m©(©) states. In each state we need to find a configuration from
(@ that can be split into a configuration from R and a configuration from S, and check
whether the remaining configurations can be matched. This can be done in O(m°(©))
time for each state by considering all possibilities. This lead to an algorithm that runs in
O(mP©)) time. O

4.5 Conclusion

Combining all ingredients from the previous sections yields our main theorem.

Theorem 11. Given € > 0, a task set T and m parallel identical processors, there is
an algorithm which correctly decides in O (mo(f(ﬁ) bg)‘)) time whether T can be feasibly
partitioned with a speedup of 1+¢€, or no feasible partition exists in case the machines run
at unit speed, where X = dyax/dmin, the ratio between the largest and smallest deadline,
and f(€) is a function depending solely on e.

Proof. Theorem 10 states that in O(m©(©)) time it can be determined whether a feasible
solution to the vector scheduling problem exists with a speedup factor of 1+ ¢, or whether
no such partition of the vectors over the machines exists without speedup. Thus in light
of Theorem 10, Theorem 9 implies that if there exists a feasible partition for the vector
scheduling problem, then this partition is feasible for our real-time scheduling problem
if the machines receive a speedup factor of (1 + €)%, and that if no feasible partition for
the vector scheduling problem exists, then no feasible partition exists for the real-time
scheduling problem in case the machines run at speed 1/(1+¢€). Rescaling e appropriately
yields the stated result. O]
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Chapter 5

Mixed-criticality scheduling

Most results in this chapter previously appeared in [14] and [15].

5.1 Introduction

Work in the field of mixed-criticality scheduling is highly motivated from embedded sys-
tems where multiple functionalities are implemented on a shared computing device. In
safety-critical systems, it is often the case that not all functionalities implemented have
the same importance (or criticality) to the overall system. Such systems are called mixed-
criticality (MC) systems. We start with an example, taken from the domain of unmanned
aerial vehicles (UAVs).

UAVs are aircrafts without a human pilot on board. Its flight may be controlled
remotely by a pilot on the ground, or autonomously by computers in the vehicle. UAVs
(or drones, as they are called as well) are mainly used for military purposes, for example for
reconnaissance and surveillance operations. The functionalities on board such a vehicle
can be divided into two classes. There is the class of mission-related functionalities,
like capturing images and transmitting them further. Then there are the functionalities
related to a safe flight of the vehicle. The flight-related functionalities are subject to
mandatory certification by statutory certification authorities (CAs) to obtain permission
to operate over civilian airspace. These CAs are not interested in the mission-related
functionalities. For the flight-related functionalities, however, they need a very high level
of certainty about schedulability of all computational tasks. The manufacturer (and user)
of the vehicle on the other hand, are interested in both types of functionalities, but are
typically satisfied with a lower level of assurance on the flight-related functionalities.

This reasoning gives us a two-level mixed-criticality system, where the two types of
functionalities are in two levels of criticality.

Level 1: the mission-critical functionalities, concerning reconnaissance and surveillance;
Level 2: the flight-critical functionalities, concerning a safe operation of the aircraft.

In the certification process, the CA makes certain assumptions about the worst-case run-
time behavior of the system. We focus here on one aspect of run-time behavior: the
worst-case execution time (WCET) of pieces of code. Determining the exact WCET of
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an arbitrary piece of code is intractable, but system engineers use tools and techniques to
determine upper bounds on them. As the CAs are seeking a higher level of correctness,
they will choose to use more conservative tools for determining WCET bounds than the
manufacturer does. This will typically result in higher WCET bounds for validating the
higher-critical functionalities.

Finding procedures that certify efficiently such mixed-criticality systems has been
identified as a challenging collection of problems [12]. In Section 5.2 we will define the
scheduling problem that we are interested in formally, but we will sketch it here already,
using the example given above. Functionalities that are of criticality level 1 are only
interesting to the manufacturer, while the level-2 functionalities are interesting to both
the manufacturer and the certification authority, but the latter will have a higher WCET
estimate for them than the former. The level-2 tasks will therefore have two WCETs
parameters, one in the lower criticality level (level 1—relevant to the manufacturer) and
one in the higher criticality level (level 2—relevant to the CA). The scheduling goal is to
find a schedule such that the following requirements are satisfied:

- (Validation by manufacturer:) if all execution times are no larger than the level-1
WCETS, it is required that all jobs meet their deadlines.

- (Certification by CA:) if the level-2 jobs have execution times that are larger than the
level-1 WCETS, but no larger than the level-2 WCETSs, only all level-2 critical jobs
are required to complete by their deadlines, disregarding the level-1 functionalities.

The difficulty of finding a schedule that meets these requirements is that scheduling de-
cisions must be made prior to run time. The actual execution times will only be learned
by executing the jobs, until they signal that they have completed.

Note that while in the example only two criticality levels are specified, generally more
criticality levels can be present. In Section 5.3 we will give results for a system consisting
of K criticality levels, where K is an arbitrary integer.

5.1.1 Related work

Based on the observation that although the CAs need to use very conservative tools
for determining WCETS, less conservative tools should suffice for validating less critical
functionalities, Vestal [71] was the first to propose that different WCET values be used
in different criticality levels. He studied the fixed-priority scheduling of mixed-criticality
sporadic task systems on a single preemptive processor, but gives only empirical results.

Baruah et al. [13] show that schedulability analysis of MC systems is strongly N P-
hard. This continues to hold, even in a two-level instance where all jobs arrive simul-
taneously. In [20] the scheduling of a finite collection of independent jobs in a two-level
MC system on a single processor was studied. The authors analyze the effectiveness of
two techniques widely used in practice in real-time scheduling: the reservations-based
approach and the priority-based approach. They propose an algorithm called Own Crit-
icality Based Priority (OCBP) and show that this has a processor speedup factor equal
to the golden ratio ¢. Later, these results were extended to tight bounds for any number
of criticality levels [13].
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The mixed-criticality model has been extended to recurrent task systems in [55].
For a two-level mixed-criticality task system, the authors give a scheduling policy and
a pseudo-polynomial-time schedulability test for a single preemptive processor with a
speedup bound of ¢. Guan et al. [43] subsequently proposed an algorithm called PLRS
that only has quadratic run-time complexity, able to schedule a wider range of instances.

The algorithm EDF-VD, that will be presented in Section 5.3, was introduced in [15]
and the performance (for two-level systems only) was improved in [14]. The idea of EDF-
VD is that higher-criticality tasks have their deadlines reduced as long as the system is
in lower criticality levels, to ensure schedulability across a criticality change. Others have
proposed different algorithms for finding the adjusted deadlines.

The approach of Ekberg and Yi [38, 39] is that for each task separately (both low- and
high-criticality tasks) they consider to what extent its deadline can be lowered to shape
the demand bound function differently. Since it would require too much computation to
consider all possibilities, a pseudo-polynomial-time heuristic is proposed that is essentially
greedy. The downside of their more general approach is that no worst-case guarantees can
be given and the authors’ claim that their test outperforms EDF-VD is only supported
by experimental results. A beautiful contribution of [39] concerns a generalization of the
mixed-criticality task model to models where not only the execution time changes in a
criticality change, but all task parameters are allowed to change.

Easwaran [34] introduces a different technique for determining the virtual deadlines,
that also tries to decrease the deadlines of the high-criticality tasks separately. This
technique combined with his new schedulability test seems to be able to schedule a larger
fraction of randomly generated instances than the algorithm of Ekberg and Yi.

A different approach to using spare capacity is derived by Su and Zhu [68] by exploiting
elastic scheduling. A minimum service requirement is defined for low-criticality tasks,
expressed by a maximum period. The system should be schedulable if the high-criticality
tasks have a high-criticality execution time and for the low-criticality tasks this maximum
period is considered. If there is some slack because high-criticality tasks use less than their
high-criticality execution time, the low-criticality tasks can have smaller periods and thus
run more frequently. Simulation results again show that (for certain parameters settings)
an improvement over EDF-VD can be obtained, at the cost of higher overhead.

See [25] for an extensive survey of the research that has been conducted within the
real-time scheduling community on mixed-criticality scheduling problems.

5.1.2 Our results

In Section 5.3 we present a schedulability test, combined with a scheduling policy, called
EDF-VD, designed for scheduling implicit-deadline MC task systems on a single preemp-
tive processor. The test can be applied to MC task systems with K levels, thereby ex-
tending the result from [55]. For 2-level and 3-level systems we subsequently give speedup
bounds. We show that any 2-level (respectively, 3-level) implicit-deadline task system
that can be scheduled by a clairvoyant! algorithm on a given processor, can be scheduled
by EDF-VD on a processor that is 4/3 (respectively, 2) times as fast. Finally we show

1See Section 5.2 for the definition of clairvoyance.
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that no non-clairvoyant algorithm can guarantee correctness on a processor that is less
than 4/3 times as fast as the processor available to the clairvoyant algorithm. Hereby, we
show that for an implicit-deadline dual-criticality system, EDF-VD is optimal from the
processor speedup viewpoint.

Whereas EDF-VD is a policy with dynamic priorities, in Section 5.4 we study schedul-
ing implicit-deadline tasks with a fixed-priority policy. Although fixed-priority policies
are more restrictive with respect to the processor utilization of tasks systems they can
handle, they can be preferred over dynamic priorities due to ease of implementation. The
priority list is determined beforehand and needs no updating during the scheduling pro-
cess, while the priority list needs constant updating in case of dynamic priorities. For
a dual-criticality system we show that our fixed-priority algorithm RM-VP can schedule
any task system that is clairvoyantly feasible on a unit-speed processor, on a processor
running at speed ¢/ In 2 ~ 2.334. Further we show that no fixed-priority scheduling policy
can schedule a task system that is clairvoyantly feasible on a unit-speed machine on a
processor that has speed lower than 2.

Section 5.5 considers a finite collection of independent jobs, to be scheduled on multiple
identical processors. The OCBP scheduling procedure from [13] is extended to dual-
criticality systems on multiple machines. We show that any system that is clairvoyantly
feasible on m processors running at unit speed, is schedulable by OCBP on m processors
that are ¢ + 1 — % times as fast.

Before giving these results, notation and concepts needed are formally introduced in
Section 5.2.

5.2 Preliminaries

Let K > 1 be an integer, denoting the number of criticality levels. We will formally define
MC jobs and MC tasks and give some definitions on feasibility of MC systems.

MC jobs A job in a K-level MC system is characterized by a 4-tuple of parameters:
Jj = (x5, aj,dj, cj), where

X; is the job’s criticality level in {1,..., K'};

- a; is the arrival time of the job;

d; is the deadline (where d; > a;); and

- ¢; is a vector (¢;(1),¢;(2),...,¢;(K)) of WCETS, one for each criticality level up to
K. It is assumed that ¢;(1) < ¢;(2) < --- < ¢;(x;) and ¢;j(k) = ¢;(x;), for each
k> x;.

Each job J; in a collection Ji,...,J, should receive execution time 7; (where v; €
0, ¢;(x;)]), within time window [a;,d;]. The value of 7; is not known in advance, but
is discovered by executing job J; until it signals completion. A collection of realized val-
ues (1,72, ---,7n) is called a scenario. The criticality level of a scenario (vq,...,7,) is
defined as the smallest integer k such that v; < ¢;(k) for each job J;. The crucial aspect
of the model is that, in a scenario of level &, it is necessary to guarantee only that jobs of
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criticality at least k are completed before their deadlines. In other words, once a scenario
is known to be of level k, the jobs of criticality £ — 1 or less can be safely dropped.

MC task systems Let 7 = (71,...,7,) be a system of n tasks, where each task 7;
releases a possibly infinite sequence of MC jobs. Each task 7; is characterized by a tuple
(Xi» di, s, ¢i), where

- the criticality level of the task is x;;

- d; is the deadline, relative to the arrival of a job;

- the period p; denotes the minimum interarrival time between two consecutive jobs
of task 7;; and

- the vector ¢; = (¢;(1),...,¢(K)) denotes the WCETs at all criticality levels up to
K. Again, ¢;(1) < ¢(2) < --- < ¢i(x;i) and ¢;(k) = ¢;(x;), for each k > ;.

The jobs generated by task 7; are denoted as (J;1, Ji2,...). An MC job J;; generated by
7; is defined by the parameters of 7; and the parameters (a;;,y;;), where

- a;j is the arrival time of the job (such that a; ;11 > a;; + p; for all J;;);

- 7ij € [0,¢:(xi)] is the execution requirement of job J;; and is only discovered by
execution of J;;; and

- the absolute deadline d;; of J;; is defined as d;; = a;; + d;.

A collection I = (aij,%ij)icpn),j>1 of arrival times and execution requirements now consti-
tutes a scenario. The criticality level of a scenario is defined as the smallest integer k such
that 7;; < ¢;(k) for all jobs J;;. Such an integer always exists since ;; is assumed to be
at most ¢;(x;). As before, in a scenario of level k, only jobs from tasks of criticality at
least k need to meet their deadlines and jobs from tasks with criticality strictly less than
k can be omitted.

In the remainder of this section we will give some definitions that are formulated for
task systems. The definitions also hold for a collection of independent jobs. Just note
that there will be only one job J;; per “task” and their arrival times are known. So the
differences between scenarios will only be in the realized execution times.

Definition 4. Given a scenario generated by task system T, a schedule for it is called
feasible if it schedules every job such that, if the level of the scenario is k, every job J;;
with x; > k receives execution time ;; between its arrival time a;; and deadline d;;. A
task system T is (clairvoyantly) feasible if for every possible scenario a feasible schedule
erists.

An online (or non-clairvoyant) scheduling policy for an MC task system discovers the
criticality of a scenario only by executing the jobs. Scheduling decisions can be based
only on the partial information revealed thus far.

Definition 5. An online scheduling policy A is correct for a feasible task system T if for
every scenario of T the policy generates a feasible schedule.

Definition 6. A mized-criticality task system T s called MC-schedulable if it admits
some correct scheduling policy. Note that MC-schedulability implies clairvoyant feasibility.
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In later parts of this chapter, we want to assess the quality of scheduling policies
by calculating the required speedup factor to schedule a task set, given that it is MC-
schedulable. However, since we cannot determine MC-schedulability in a different way
than by giving a correct scheduling policy, and since MC-schedulability implies clairvoyant
schedulability, in fact we compare to the conditions given for clairvoyant schedulability.

5.3 Implicit-deadline tasks on a single processor

In this section we study scheduling implicit-deadline task systems on a single processor.
Recall that in implicit-deadline systems d; = p; for all 7; € 7. This also means that the
parameter vector characterizing such tasks will now be of the form 7; = (x4, pi, ¢i)-

For MC tasks we need to extend the notion of utilization (see Chapter 1) to capture the
different execution time parameters at different criticality levels. We define the utilization
of task 7; at level k as

ci(k)

u; (k) = o fori=1,...,n, fork=1,...,x;.

The total utilization at level k of tasks with criticality level ¢ is then defined as

Ulk)= > w(k), fort=1,.. K, fork=1,.°

Tiixi=¢

Proposition 1 gives a schedulability condition for an implicit-deadline task system that
consists of one criticality level. Reading >, u;(1) instead of ) ., u,, it tells us that
a 1-level task system is feasible on a speed-o processor if and only if U;(1) < 0. In a
feasible instance of K levels, this condition holds for any level. This yields the following
necessary condition for feasibility in mixed-criticality systems.

Proposition 10. If Tis feasible on a unit-speed processor, then

K
Jmax D Uik) < 1. (5.1)

=k
Proof. For each k =1,..., K, consider a scenario where each task 7; with y; > k releases
jobs with execution requirement ¢;(k). ]

In the presence of multiple criticality levels, however, EDF does not necessarily produce
a feasible schedule, even if the utilization in each level is less than 1, i.e., if the necessary
conditions given above are satisfied. Consider the following example.

Example 3. Consider a task system T = (11, T2) with the following parameters:

76



5.3. IMPLICIT-DEADLINE TASKS ON A SINGLE PROCESSOR

Note that the total utilization at level 1 is Uy(1) + Us(1) = 2/3, while at level 2 it is
Uy(2) = 5/6. However, EDF may fail to meet deadlines, as follows. Assume jobs are
released as early as possible. At time 0, EDF schedules the first job of 71, since that has
the earliest deadline. The job finishes at time 2 and EDF starts running the first job of
To. 1If it turns out that this job exhibits level-2 behavior, it will execute for 5 time units
and it will miss its deadline at time 6. If we had started the other way around, either
the first job of 7o would have finished after 1 time unit and there would have been enough
time to schedule the job from T before its deadline at time 4, or the scenario would have
exhibited level-2 behavior and we could have discarded the job from 1.

The scheduling algorithm that we propose is called EDF with Virtual Deadlines (EDF-
VD) and is an adaptation of EDF that handles the problem sketched above, while main-
taining some of the desirable properties of EDF. In the remainder of this section, we first
introduce the algorithm EDF-VD and give a corresponding schedulability condition for a
system of K criticality levels. Then, for the cases of 2 and 3 levels, we assess the quality
of the algorithm by calculating the required speedups.

5.3.1 Overview of EDF-VD

We denote by 7 the MC implicit-deadline task system that we want to schedule on a
unit-speed preemptive processor. EDF-VD performs a schedulability test prior to run
time, to determine whether or not 7 can be feasibly scheduled on the processor. If the
task system is deemed schedulable, the schedulability test also provides us with an integer
parameter k (with 1 < k < K) that will serve as an input for the scheduling algorithm
and, for each task 7; € T, with a parameter that we call a virtual (relative) deadline,
denoted cZi, which is never larger than d;. The algorithm for computing these parameters
is described in pseudo-code form in Algorithm 4. The details of this algorithm are best
understood after reading Section 5.3.2, where the correctness of the algorithm is proved.

Run-time scheduling in EDF-VD consists of K variants, called EDF-VD(1), EDF-
VD(2), ..., EDF-VD(K). Each of these is related to a different value of the parameter
that was provided by the schedulability conditions. If the value of the parameter returned
by Algorithm 4 is k, then the corresponding variant EDF-VD(k) is applied.

Algorithm EDF-VD(k) While the system is in level 1,2,. .., k all tasks have a virtual
(relative) deadline d; assigned. For tasks of criticality level k or below this virtual deadline
will be equal to the original deadline, but for tasks of criticality level k + 1,..., K, their
deadline is scaled by a factor x < 1. The tasks are then scheduled according to EDF with
respect to the virtual deadlines. As soon as the system reaches criticality level k + 1, all
jobs from tasks of criticality k£ or below have been discarded and for all other tasks, the
original deadlines are restored. Algorithm 5 gives a pseudo-code describing this algorithm.
The function current_level () returns the level exhibited by the scenario so far, that is,

current_level() = min{l : ¥;; < ¢;({) for all jobs J;; (partially) scheduled so far},

where 7;; is the part of 7;; that has been observed thus far. Note that if & = K then
Algorithm 5 is simply EDF, as no scaling of the deadlines occurs in Algorithm 4.
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5.3.2 Schedulability conditions

Theorem 12. Given an implicit-deadline task system T, if either

XK: Uy(0) < 1 (5.2)

or, for some k (1 <k < K), the following condition holds:

N D Uk) 1= Ud)

1= U(t)>0 and 5 <= (5.3)
= 1= " U(0) > U(0)
/=1 (=1

then T can be correctly scheduled by EDF-VD.

Proof. 1f (5.2) holds, then all jobs can be scheduled for their worst-case execution time at
their own criticality level. Hence EDF-VD(K), that is, EDF without deadline scaling, will

ALGORITHM 4: EDF with Virtual Deadlines (EDF-VD) — Offline preprocessing phase

Input: task system 7 = (7y,...,7,) to be scheduled on a unit-speed preemptive
processor

if S Uy(l) <1 then
k+ K
fori=1,2,...,ndo
end for
else
Let k (1 <k < K) be such that (5.3) holds
if no such k exists then
return unschedulable
else
Let x € (0, 1] be such that (5.6) and (5.7) hold
fori=1,2,....,ndo
if y; < k then
a@- — d;
else
end if
end for
end if
end if
return (schedulable, k, (d;)™,)
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yield a correct schedule. Therefore, from here on the proof focuses on the case that (5.2)
does not hold and (5.3) holds for some k < K.

The proof consists of two steps. In the first step, we show that if there is a scaling
parameter x < 1 such that the following two inequalities hold

S+ > U’“’;k) <1, (5.4)
2y U0+ ) U) <1, (5.5)

(=1 {=k+1

then EDF-VD(k) is a correct scheduling policy for 7.

In the second step, we show that if (5.3) holds for some k& < K, then there exists x < 1
such that (5.4) and (5.5) hold. Further, we show how to find such z.

For the first step, we determine an upper bound on the “virtual utilization” as long
as the virtual deadlines are applied, if EDF-VD(k) is our scheduling algorithm. We
will slightly abuse notation and write p; for the “virtual” period that equals the virtual
deadline ciz for all tasks 7;, in order to define the “virtual” utilization. Assume for all
tasks 7; with y; at most k, that all jobs are executed at their own-criticality execution
requirement. For all tasks 7; with x; > k, the jobs are executed at criticality level k. Note
that by this assumption, no complications can occur at criticality changes before level
k + 1 is reached. The “virtual utilization” of this tasks system in level 1,2, ... k equals

Ti Ti

Note that a sufficient condition for correctness in levels 1,2, ... k is that U (k) < 1. Hence,
we find that (5.4) ensures correctness in levels 1,2,... k.

For any level ¢ > k, assume by contradiction that a deadline miss occurs in some
scenario. We bound the execution requirement of all tasks until the time of the first
deadline miss, which is denoted by ¢;. Let I denote a minimal collection of jobs released
by 7 on which a deadline is missed (by minimal, we mean that EDF-VD would meet all
deadlines if scheduling any proper subset of 7). Without loss of generality we assume that
the first job arrival is at time zero, and further that (5.4) and (5.5) hold. Hence the job
that misses a deadline is of level £ > k, because at time t; the system is at least in level
k + 1. Let t* denote the time where behavior of level k + 1 is first seen and the system
transfers to level k£ + 1.
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Fact 1. All jobs receiving execution in [t*,t¢) have deadline at most ty.

Proof. Suppose there is a job that has deadline larger than ¢ and receives some execution
between ¢* and tf, say in the interval [t,¢). This means that during [¢1,2) there are
no jobs pending with deadline at most ¢y. Then, the set of jobs obtained by considering
only jobs with arrival time at least ¢, will also miss a deadline at ¢, which contradicts
the assumed minimality of I. m

We define the quantity w;(t) as the cumulative execution requirement of jobs of task
7; until time ¢ and derive upper bounds for this quantity for all tasks. Among all jobs
executing in [t*,ts), let Jy be the job with the earliest arrival time. Denote by aq its
arrival time and by dj its absolute deadline.

Fact 2. For any task ; having x; < k, it holds that

wi(ty) < (a0 +2(ty — ao))wi(xi)-

Proof. Note that no job of 7; will receive execution after t*. If such a job executes after ay,
it must have a deadline no larger than the virtual deadline of Jy, which is ag + z(dy — ao).
Since ty > dy by Fact 1, this means that no job of task 7; with deadline greater than
ap + x(t; — ap) will execute after ao.

ALGORITHM 5: EDF with Virtual Deadlines (EDF-VD) — Run-time dispatching

Input: task system T = (71,...,7,), integer k (1 < k < K), modified deadlines (d;)!",

loop
on job arrival:
if a job of task 7; arrives at time t, assign it a virtual deadline equal to ¢ + d;
on job arrival/completion:
schedule the active job, among the tasks 7; such that y; > current_level(), having
earliest absolute virtual deadline (ties broken arbitrarily)
on current_level() > k:
break from the loop
end loop

/* schedule the active job, among the tasks 7; such that x; > k£, having
earliest absolute deadline (ties broken arbitrarily) */

loop
on job arrival:
if a job of task 7; arrives at time ¢, assign it a deadline equal to t + d;
on job arrival/completion:
schedule the active job, among the tasks 7; such that y; > current_level(), having
earliest absolute deadline (ties broken arbitrarily)
end loop
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Suppose now that a job with x; < k and deadline larger than ag + x(ty — ag) was
executed for some time before ag. Let t5 denote the latest instant at which any such job
executes. This means that at this instant, there were no jobs with absolute deadline at
most ag+x(ty—ap) awaiting execution. Hence, the set of jobs obtained by considering only
those jobs in I that have arrival time at least t5 also misses a deadline. This contradicts
the assumed minimality of 1.

This implies that there are at most (ag + z(t; — ag))/p; jobs of 7; until time ¢;; each
of them requires an execution time of at most ¢;(x;). Therefore, the total execution
requirement of 7; is bounded by (ao +a(ty — ao))ui(xi). O

Fact 3. Any task 7; with x; > k has
Qo
wilty) < —ui(k) + (t — ao)ui(xi).

Proof. We distinguish two cases.

Case 1: Task 7; does not release a job at or after ag. Note that each job of 7; has a virtual
deadline of at most ag + z(t; — ap). To show that this is true, suppose there was a job
with a larger virtual deadline and let 5 denote the latest time instant at which this job
executes. The job sequence consisting of only those jobs with an arrival time larger than
t5 also misses a deadline and this is in contradiction with the assumed minimality of .

Hence, each job of 7; has an actual deadline of at most ag/x +t; — ap and there are at

t P —
most —ao/x;f 0

of them. Since these jobs do not execute in [t*,tf) (else, Jy would not be
the one with earliest release among those), the execution requirement per job is at most
¢;(k). Combining these observations, we bound the execution requirement of jobs from

task 7; by

)

(% +iy— aO) b _ @ui(k) + (ty — ao)ui(k)

< ;ui(k) + (ty — ao)ui(xi)-

Case 2: Task T; releases one or more jobs at or after ag. Let a; denote the first release
of a job from 7; greater than or equal to ag. The previously released job of 7; did not
execute in [t*,ts), by definition of a; and ag. Therefore, it is safe to assume that until
a; the execution requirement per job from 7; was bounded by ¢;(k) and after that it is
bounded by ¢;(x;). Hence, the cumulative requirement of all jobs from 7; is bounded by

aiui (k) + (ty — ai)ui(xi) < aoui(k) + (ty — ao)ui(x:)
< %Uz‘(k) + (tr — ao)ui(Xxi),

where the first inequality comes from the facts that ap < a; and u;(k) < u;(x;) and the
second one from z < 1. O
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Summing the cumulative requirements over all tasks gives

Do wilt) + Y wilty)
X <k ixi>k

a
<Y (ao+alty —a)ul) + Y (Zuilk) + (b — ao)ui(xi) )
i<k ix; >k
k K 1 (k) k K
— ao(z AGESY ‘f—) + (t; — ap) <xz Ue() + ) U,g(e))
k1 T =1 t=k+1
K
< ag+ ( f—ao( ZUe ZUZ<€>>7
(=k+1
where the last inequality comes from the assumption that (5.4) holds
The assumed deadline miss implies
K
ag + tf—ao( ZU( Z (€)>>tf
(=k+1
K
<~ tf—ao ( ZU[ Z Ug(@) >tf—a0
(=k+1
k K
& Y Udl)+ Y Udl) > 1
=1 (=k+1

but this directly contradicts (5.5).

Now that we have shown that (5.4) and (5.5) are sufficient for the correctness of EDF-
VD(k), it remains to show that if (5.3) holds, then (5.4) and (5.5) also hold. Rewriting
(5.4) gives

k K

Ue(k)
DU+ Y =<1
=1 l=k+1

- (5.6)
1= " U(0)
(=1



5.3. IMPLICIT-DEADLINE TASKS ON A SINGLE PROCESSOR

where in the last step we used 1 — 25:1 Ui(€) > 0. Rewriting (5.5) gives

Y U0+ ) U0 <1
/=1 l=k+1
k K
YN Y Ul) <1= )" Ul(0)
/=1 l=k+1
L= )" Ut
& r<— (5.7)
> U0
/=1

Hence, if (5.3) holds, there must exist an z that satisfies both (5.6) and (5.7). This
concludes the proof of Theorem 12. Note that any = satisfying (5.6) and (5.7) suffices as
a scaling parameter. O

5.3.3 Speedup bounds for two and three levels

Between the sufficient condition for schedulability given by (5.3) and the necessary con-
dition (5.1) there is a gap. Note that the necessary conditions in (5.1) would be sufficient
if the scheduler was clairvoyant and would know in which level the system was going to
be. To analyze this gap due to non-clairvoyance, we consider a task system satisfying the
necessary condition given in (5.1) and determine how much faster the processor should
be to correctly schedule the task set by EDF-VD.

Recall from Section 1.3.2, that the speedup factor of a scheduling algorithm A is
the smallest real number ¢ such that any task system 7 that is feasible on a unit-speed
processor (in the sense of Definition 4) is correctly scheduled by A on a speed-o processor.
Also recall that the smaller the speedup factor is, the closer the behavior of the algorithm
is to that of a clairvoyant exact algorithm.

We provide speedup bounds for EDF-VD when K equals 2 or 3. The computation of
speedup bounds when K > 3 is an analytically challenging problem that we leave open.

Two levels
Theorem 13. If a 2-level task system T satisfies
max{U; (1) + Ux(1),U5(2)} <1,

then EDF-VD correctly schedules T on a processor of speed 4/3. In particular, if T is
schedulable on a unit-speed processor, then it is schedulable by EDF-VD on a processor of
speed 4/3.

Proof. For a 2-level system, the schedulability condition (5.3) is

Us(1) < 1 —Usy(2)

1-0U,(1) >0 and 1-U,(1) = Ui(1)

(5.8)
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To prove the claim, we find the largest ¢ such that, if

Ur(1) + Usy(1) < g, (5.9)
U2(2) <q,

then sufficient condition (5.8) still holds. The required speedup then equals 1/q. Note that
since Us(2) only appears with a negative sign on the right-hand side of (5.8) and Us(1)
only appears on the left-hand side, the worst case in terms of tightness of the condition
is that Us(2) = ¢ and Uy(1) = ¢ — U;(1). Henceforth, this assumption is made. Further,
we define y := 1 — ¢. Then, sufficient condition (5.8) becomes

1—y—U(1) y
—th) )

(5.10)

This condition is satisfied if and only if U;(1)*> — Uy(1) + y > 0 (where we use that
1 — Uy(1) > 0). This inequality has at most one solution if y > 1/4. Hence, the largest ¢
such that (5.9) implies (5.8) is ¢ = 3/4, and the required speedup is 1/q = 4/3.

The second part of the statement follows from the first and Proposition 10. O]

Three levels

Theorem 14. If a 3-level task system T satisfies

max » Uy(k) <1, (5.11)

then EDF-VD correctly schedules T on a processor of speed 2. In particular, if T is feasible
on a unit-speed processor, then it is schedulable by EDF-VD on a processor of speed 2.

Proof. We recall the schedulability conditions for a 3-level system from (5.3) for k = 1,2:
Uz(1) + Us(l) 1-Uy(2) — Us(3)
1— Ul( ) T Ui(1)

U2 1-UQ)
1—=U (1) = Ux(2) = Uy(1) + Us(2)’

1—Uy(1) >0 and (5.12)

1—U1(1)—U2(2) >0 and

(5.13)

We find the speedup in a similar way as for a 2-level system. That is, we search for the
largest ¢, such that if

Ur(1) + U(1) + Us(1) < g,
Us(2) + Us(2) < ¢,
U3(3) S q,
then at least one of the conditions in (5.12) and (5.13) holds. Note that the worst-case

speedup appears when the above inequalities hold with equality. To see this, we reason
as follows.
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The term Us(3) only appears in the right-hand side of (5.12) and (5.13) and the
expressions are monotonically decreasing in Us(3). Hence, the worst case (lowest right-
hand side value) is when Us(3) is largest, i.e., U3(3) = q.

Since Us(2) appears only in the left-hand side of (5.13) and this side is monotonically
increasing in Us(2), the worst case is if U3(2) = g — Us(2).

Since Us(1) and U;(1) appear only in the left-hand side of (5.12) and this side is
monotonically increasing in Us(1) + Us(1), the worst case is if Us(1) + Us(1) = ¢ — Uy (1).

Now we substitute the above expressions in the conditions in (5.12) and (5.13) to
obtain the following two conditions

1-Ui(1) Uy (1)
¢—U(2) _  1-gq
1—=U(1) = Ux(2) = Ui(1) + Us(2)

<

In the two equations above we substitute y = 1 — ¢ and after rewriting we find
(1= 0i(1)(Ui(1) + Ua(2)) <y
(1= 0U2(2))(Ui(1) + Ua(2)) < .

It is easily verified that the minimum of these two bounds attains its maximum value
when U;(1) = Uy(2). Hence, if we substitute one for the other, we obtain

2U,(1)? — 2U (1) +y > 0.

This has at most one solution if y > 1/2, which gives ¢ < 1/2; and that gives a speedup
of 2.
Again, the second part of the claim follows from the first and Proposition 10. O

5.3.4 Optimality of EDF-VD for two levels

We now show that—at least in the case of 2-level implicit-deadline systems—EDF-VD is
optimal with regard to the speedup factor metric.

Theorem 15. No non-clairvoyant algorithm for scheduling 2-level implicit-deadline mized-
criticality sporadic task systems can have a speedup bound better than 4/3.

Proof. Consider the example task system T = (71,72), with the following parameters,
where € is an arbitrary small positive number.

Ti Xi pi a(l) a2
5] 1 2 1+4+€¢ 1+e€
Ty 2 4 1+4c¢€ 3

This system is feasible according to Definition 4: EDF would meet all deadlines in scenar-
ios of level 1 (since Uy (1) + Us(1) < 1), while only jobs of 7, are required to be scheduled
in scenarios of level 2 (and Uy(2) < 1).

To see that T cannot be scheduled correctly by an online scheduler, suppose both
tasks were to generate jobs simultaneously. It need not be revealed prior to one of the
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jobs receiving 1 + € units of execution, whether the level of the scenario is 1 or 2. We
consider two cases.

Case 1: The job from 7 receives 1 + € units of execution before the job from 75 does.
In this case, the scenario is revealed to be of level 2. But now there is not enough time
remaining for 75’s job to complete by its deadline at time instant 4.

Case 2: The first job from 75 receives 1 + € units of execution before 71’s job does. In
this case, the scenario is revealed to be of level 1, as the job from 7, signals that it has
completed execution. There is not enough time now remaining for 7;’s job to complete
by its deadline at time 2.

We have thus shown that no non-clairvoyant algorithm can correctly schedule 7. The
theorem follows, based on the observation that max{U; (1) + Uy(1), Ux(2)} exceeds 3/4 by
an arbitrarily small amount. O

5.4 Fixed priorities for implicit-deadline task systems

In this section we consider a sporadic implicit-deadline MC task system, consisting of
two criticality levels to be executed on a single machine. The objective is to schedule the
tasks according to fized priorities rather than dynamic priorities like in an EDF-based
policy. The rate-monotonic priority assignment orders the tasks in non-decreasing order
of periods and schedules at any point in time the available job with highest priority in
this ordering (i.e., the lowest rank in the ordering). We use the following long-standing
result for the non-MC setting.

Proposition 11 ([56]). If a feasible priority assignment exists for implicit-deadline task
set T, the rate-monotonic priority assignment is feasible for that task set. Furthermore,
there exists a feasible priority assignment if the summed utilization over all tasks from T
15 not larger than In2 ~ 0.693.

The algorithm we propose in this section is called RM-VP (Rate-Monotonic with
Virtual Periods). If a MC task system is deemed schedulable, wvirtual periods p; are
computed for all 7; € T. We give a necessary condition for MC-schedulability on a unit-
speed machine and derive a speedup bound of ¢/In2, where ¢ equals the golden ratio.
Finally, we give an example that shows a lower bound of 2 on the speedup that can be
attained by any fixed-priority algorithm for a two-level implicit-deadline task system.

5.4.1 Overview of RM-VP

Let T be the task system to be scheduled, consisting of two criticality levels. Let U;(1),
Usy(1) and Us(2) be defined as before. Our algorithm RM-VP has a similar approach as
EDF-VD. A schedulability condition is given and two cases are distinguished. In one of
the cases, the virtual periods are equal to the original periods, whereas in the other case
the periods are scaled by a factor .

Algorithm RM-VP All tasks are assigned a virtual period p;. The tasks are then
ordered in non-decreasing order of p;. While the system is in level 1, priorities are assigned
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according to this ordering. Then, at any point in time the available job with highest
priority (of its task) is scheduled for execution. As soon as the system reaches level 2, the
level-1 tasks are discarded and priorities are assigned according to the original periods
(yielding the same ordering over the level-2 tasks anyway).

The algorithm distinguishes two cases for the scaling of the periods.

1. If Uy(2) < %, p; = p; for all 7;. Thus, the priorities are assigned with
respect to the original periods.
2. If Uy(2) > #S;ln?’ p; =p; forall ; € T with x; =1 and p; = Ap; forall ; € T
Us(1)
with y; = 2, where A\ = - 2EU1(1)

5.4.2 Schedulability conditions

Theorem 16. If task system T satisfies the following condition

Uy(1) 4+ min {UQ(Z), %} <In2, (5.14)

1 In2

our algorithm RM-VP schedules the task system correctly on a unit-speed processor

Proof. If condition Uy (1) 4+ Us(2) < In2 is satisfied, by Proposition 11, it is clear that we
can schedule 7 using the rate-monotonic scheduling policy, since in both levels we can
schedule each job for its own-level execution time.

If condition Uy (1) + % < In 2 is satisfied, we first show that in level 1, all jobs
will meet their deadlines when using the rate-monotonic schedule based on the virtual

periods. The total utilization of the system in level 1 equals

LR SCUNI Y

T; Pi Tt Xi=1 Tit Xi=2
(1) In2—U(1 (1
S c({)+ HU@;() 5 all
Tit Xi=1 pi 2 Tit Xi=2 pi
In2 — Uy (1)
=U(1 ———=Uy(1
1( >+ Ug(l) 2( )
= 1n2,

which is a sufficient condition for a system to be feasible for scheduling by a rate-monotonic
policy (Proposition 11).

Denote by t* the moment in time where the system reaches level 2. All level-1 tasks
are discarded at this point, and we only need to schedule the level-2 tasks to meet their
deadlines. For a job of task 7; that was released before t* and is still active at time t*,
its virtual period of length Ap; did not pass yet, since in level 1, the task was guaranteed
to meet its deadline. Hence, after t*, there is at least (1 — A)p; of its period left. This
reasoning holds for all level-2 tasks that have an active job at time t*. So we define a
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new task system 7, consisting only of level-2 tasks, with periods (1 — A)p; and the same
execution time as before. By (5.14), we know that

Us(1)
g <20
In2
Ux(1) Uz(2)
— 2 22D
T AT om ST e
Us(2)
1 oa> 22
< ~ In2

The utilization of the new system 77 in level 2 will be

¢i(2) In2 ¢i(2)
Zz (1= A)pi = Uz(2) Z i

Tii Xi= Tii Xi=2

B In2
Us(2)

and the task system 7’ can be scheduled by a rate-monotonic scheduling policy (Propo-
sition 11). Since the level-2 jobs that were active at the time of the criticality change can

be scheduled, the level-2 jobs that arrive after the criticality change form no problem at
all. O

U2(2) =In 2,

ALGORITHM 6: Rate Monotonic with Virtual Periods (RM-VP)

Input: task system 7 = (74,...,7,) to be scheduled on a unit-speed preemptive
processor with fixed priorities

if Uy(1) + Us(2) < In2 then
fort=1,2,...,ndo
Di < Pi
end for
else
if U1(1) + 50 <In2 then
~Tng
Ua(1)
A= mnm
fori=1,2,...,ndo

if x; =1 then
Pi < P
else
Di < Api
end if
end for
else
return unschedulable
end if
end if
return (schedulable, (p;)™ ;)
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5.4.3 Speedup factor

Theorem 17. A dual-criticality task system T satisfying

is schedulable by algorithm RM-VP on a processor of speed ¢/In2 =~ 2.334, where ¢ =

—1+2‘/5 ~ 1.618 equals the golden ratio.

Proof. We prove an equivalent statement: if task system 7 satisfies
max{U;(1) + Ux(1),Us(2)} <In2/¢, (5.16)

the system is schedulable on a unit-speed machine. We distinguish two cases:
Case 1: Uy(1) > éUl(l). Then, by condition (5.16), we have

1%2 > Uy (1) + Us(1) > (1 + é)Ul(l%

which gives

In2/¢  In2
L+1/¢p ¢

Uy (1) <
Hence,

Ui(1) + Up(2) < 1(2—22 + h%

=1n2 (% —i—%) =1n2,

since # + é = % + é = 1. Hence, by Theorem 16, RM-VP correctly schedules this
system on a unit-speed processor.

Case 2: Uy(1) < éUl(l). Then we have by (5.16), that
— > Ui(1)+ Ux(1) > (¢ + 1)Ua(1).

Usingthatgbz—gb:gb(gb—l):gb-é:l, we find that ¢ +1 = ¢ + (¢* — ¢) = ¢?, the

above formula gives

< In2/¢ In2

U(1) < =" =
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Hence, using Theorem 16, it is sufficient to show that

Ux(1) _
1-Uy(2)/In2
<+t (1+ 1 27)

Us(1)

p—1

Us(2)/ In2 )

Gi(h) + 1—Us(2)/In2

Ui(1) + Us(1) (1 +

= (Ui(1) + Ux(1)) +
2 I
T ¢
=1In2 (% + %) =1In2,

and RM-VP correctly schedules this system on a unit-speed processor. O]

5.4.4 Lower bound on speedup

We show that there exist instances with utilization greater than % + € which are not MC-
schedulable by any fixed-priority algorithm on a unit-speed processor, for any € € [0, 1],
but that are MC-schedulable under dynamic priorities.

Let us consider the following task system for k € N, ¢; < p1, p1 > 1, and f € [0, 1].

Ti Xi Di Ci<1) Ci(2)
1 1 P1 C1 C1
To 2 kpm+1 (f- ]%)Zh fp2

The utilizations in level 1 and 2 are

mm+@m=§+%§=ﬁ
Us(2) = 02]9(22) -

If 71 has a higher priority than 7, and the system reveals to be in level 2, then, in
order to schedule the first job of 7, we need that

D1
& (k+1De+ fpa<p

Pﬁ—‘ c1+ ¢2(2) < po

(5.17)

= f<1—Cl

If 75 has a higher priority than 7 and the system reveals to be in level 1, then, in
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order to schedule the first job of 7, we need that
ca(1) 4+ c1 < py

& (f—]%) (kpr+1)+c <m
1

p1—C1 2
kpr+1  m

& f< (5.18)

The right-hand side of (5.17) tends to 1 — ;—1 as k tends to infinity, while the right-hand
side of (5.18) tends to ;—1 as k tends to infinity. It follows that, for k£ big enough, if
f > max{l — & <} then the system is not schedulable by any fixed-priority algorithm.

p1’ p1

As1— % is decreasing with ¢; and ;—1 is increasing with ¢;, we get a the maximum value

for f when 1 — % = %, that is, ¢ = %pl and hence f = % It follows that for f > %, the
system is not MC-schedulable by any fixed-priority algorithm with speed 1.

However, the system is MC-schedulable when using EDF-VD. In fact, the schedula-
bility condition for a two-level system (see (5.8)) will become

[=w 1=
1—-4a — a
p1 p1
giving
C C 2
fgl——1+(—1) . (5.19)
yai b1

2
c c 3 c
Note that 1 — 7 + (p—i) > 4, for any o € [0, 1].

Now, as shown above, if f = 1 + € and ¢; = 1p;, then inequalities (5.17) and (5.18)
are not satisfied while (5.19) is satisfied. Hence, this task system 7T is schedulable by
EDF-VD, but not by RM-VP.

5.5 Finitely many jobs on multiple processors

In the final section of this chapter, we do not schedule a sporadic task system, but a
finite collection of independent jobs. Whereas in the sporadic task model each task could
generate infinitely many jobs, here all jobs are known and so are their release times. For
a single machine and a 2-level system of independent jobs, Baruah et al. [13] analyzed the
Own Criticality Based Priority (OCBP) rule and showed that it guarantees a speedup
bound of ¢ on a collection of independent jobs (where ¢ = %5 ~ 1.618 denotes the golden
ratio). We show that this approach can be extended to multiple identical machines at the
cost of a slightly increased bound.

The OCBP algorithm uses an approach that is commonly referred to in the real-time
scheduling literature as the “Audsley approach” [6]. A priority ordering of the jobs is
recursively determined off-line, before knowing the actual execution times. The OCBP
schedulability test starts by determining the lowest-priority job: job J, is assigned lowest
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priority (priority parameter 7, will be assigned highest rank) if there is at least cp(xs)
time in [ay, d}] assuming that every other job J; is executed before Jj, for ¢;(xs) units of
time. This procedure is recursively applied to the collection of jobs obtained by excluding
the jobs that have a priority assigned already, until all the jobs are ordered or no lowest-
priority job can be found. A collection of jobs is called OCBP-schedulable if the algorithm
finds a complete ordering of the jobs. During run time, for each scenario, at each moment
in time, the available job with the highest priority is executed.

Theorem 18. Let J be a collection of jobs that is schedulable on m unit-speed processors.
Then J is schedulable using OCBP on m processors of speed ¢ +1 —1/m.

Proof. We will prove this theorem by contradiction. Let J be a minimal collection of
jobs that is MC-schedulable on m unit-speed processors, but not OCBP-schedulable on
m processors of speed o > 1. By a minimal instance we mean that a proper subset of J
is OCBP-schedulable on m speed-o processors.

Let wi = 3~ 7.\, =1 ¢j(1) denote the cumulative WCET for jobs with criticality level
1, and let wy(1) = X ;e 20 ¢(1) and wa(2) = >25c 7, 5 ¢;(2) denote the cumulative
WCETSs for jobs with criticality level 2, at levels 1 and 2, respectively. Let dy and ds
denote the latest deadlines at levels 1 and 2, respectively and let Ji and J, denote the
corresponding jobs.

Fact 4. The job in J with latest deadline must be of criticality 2, that is, dy < dy.

Proof. Suppose that d; > ds. Consider the collection of jobs J’ obtained from J by setting
the level-2 WCETsS of criticality-2 jobs to their level-1 WCET. The MC-schedulability of
J implies that also J' is MC-schedulable.

Note that J \j1 should be OCBP-schedulable by the assumed minimality of the in-
stance. If J; can be assigned the lowest priority, and .J \jl is OCBP-schedulable, then the
entire instance is OCBP-schedulable. Since we have assumed this is not the case, J; can
not be assigned the lowest priority. But this implies that there is not enough available
execution time between the release time of jl and Jl for executing j1 if all the other jobs

ALGORITHM 7: Own Criticality Based Priority (OCBP)
Input: job set J = (Ji,...,J,) to be scheduled on m preemptive processors

for k=1ton do
if 3.J, € J such that there is at least ¢, () time in [ap, dy] assuming every other
job J; is executed before Jj, for ¢;(x;) units of time then
priority m, <— n — k 4+ 1 (where lower index denotes higher priority)

J — J\{n}
else
return not OCBP-schedulable
end if
end for

return (OCBP-schedulable, (73)7_;)
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Jj are executed for ¢;(1) units of time. Then, level-1 behaviors of~J~ " cannot be scheduled,
which is a contradiction to the MC-schedulability of J’. Hence, d; < ds. O

A work-conserving schedule is a schedule that never leaves a processor idle if there is
a job available. We define A as the set of time intervals in [0, d;) on which all processors
are idle, for any work-conserving schedule. For the interval [czl, czg), A is defined similarly.
For ¢ € {1,2}, A is defined as the total length of the intervals in A,.

Fact 5. For( € {1,2}, and for each job J; in J such that x; < £, we have [a;, d;] Ay = ().
This implies that Ay = 0.

Proof. Any job J; in J such that x; < € and [aj,dj] N Ay # () would meet its deadline
if it were assigned lowest priority. As J is not OCBP-schedulable on speed-o processors,
the collection of jobs obtained by removing such J; from J is also not OCBP-schedulable.

This contradicts the assumed minimality of .J. O]

Since J is MC-schedulable on m speed-1 processors, w; cannot exceed m(cil — ) in
any criticality-1 scenario. Moreover, in scenarios where all jobs execute for their WCET
at criticality 1, w; +ws(1) cannot exceed m(dy— ;) and in scenarios where all jobs execute
for their WCET at criticality 2, w,(2) cannot exceed m(dy — \;). Hence, the following
inequalities hold:

wi <m(dy — A\), (5.20)
wi + wa(1) < m(dy — N\y) < mdy, (5.21)
CUQ(2) S m(aé — )\2) = chQ. (522)

~ Since J is not OCBP-schedulable on m speed-o processor and it is a minimal instance,
J1 and J5 cannot be the lowest-priority jobs. This implies that

o (1) = 5, (1) + 5, (1) > o~ A),
ot wa(2) — 5,2)) + 05,(2) > 0(ds — ho) = 0,
Hence,
wi +wa(1) > om(di — M) — (m — 1)cj, (1), (5.23)
w1 + wa(2) > omdy — (m — 1), (2). (5.24)

By inequalities (5.21) and (5.23), it follows that
mCZQ > Um(dl — )\1) — (m — 1)Cj1(1)

o (1 - %) ¢; (1) +dy > o(dy — M)
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Let us define ¢ = (CL — Al)/cig. By MC-schedulability, we have: cj (1) < dy — )\
Therefore,

(1 - %) (di=M\) +dy > o(di — M)

1 ds
g oc<l——+4 =
m o dy — M\
EPEE .
vooom

By inequalities (5.20), (5.22) and (5.24), we obtain

m(dy — M) +mdy > omdy — (m — 1)cj,(2)
& di— M +do+ (1—1/m)cs,(2) > ods.

By MC-schedulability, we have cj (2) < dy. Therefore,

5 1\ - 5
dl—)\1—|—<2——)d2>0'd2
m

dy — )\ 1
& o< "L~
ds m

1

S

m

Hence,

1 1 1
oc<minql+———9Yv+2-—>.
vooom m

As )+ 2 — % increases and 1 + i — # decreases with increasing 1, the minimum value
of o occurs When1/)—|—2—% = 1+i—%, that is, when ¢ = % = ¢ — 1. Hence,
o< p+1-— %

Since the assumption that J is not OCBP-schedulable led to the conclusion that

oc<op+1— %, a set of jobs that is MC-schedulable on m unit-speed processors, can be
scheduled by OCBP on m processors running at speed ¢ + 1 — % m

5.6 Epilogue

In this chapter various scheduling problems are considered in the mixed-criticality setting.
Many problems that are considered, have natural extensions that remain open. Take for
example the result from Section 5.5 concerning a job set on multiple machines. The OCBP
scheduling policy works only for 2 criticality levels. A natural extension would be to have
a policy for K levels.

For the scheduling policy EDF-VD given in this chapter, we have used a single scaling
factor x for tasks from all levels. It could be interesting to see if better speedup bounds
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can be attained by choosing different scaling factors for tasks from different criticality
levels. Next to that, for K > 3, no explicit speedup bound was found at all, which also
leaves a direction for further research.

For the scheduling of MC task systems, essentially the only known results are for a
single machine. In [15] a small result is given for scheduling an implicit-deadline MC task
system on multiple identical machines. There, the utilization vectors of tasks are scheduled
to the machines using the vector scheduling approach of Chekuri and Khanna [27] in a
black-box manner (see Chapter 4, where we also refer to the Vector Scheduling problem).

A nice extension of different parts of this dissertation would be to consider mixed-
criticality scheduling (of implicit-deadline task systems, to start with) on unrelated ma-
chines.
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Samenvatting

Het benaderen van uitvoerbaarheid in real-time scheduling
De snelheid opvoeren om deadlines te halen

Het vakgebied van scheduling houdt zich bezig met het toewijzen van middelen aan een
verzameling van opdrachten die moeten worden uitgevoerd. Problemen die in dit vakge-
bied naar voren komen hebben met elkaar gemeen dat er wordt gezocht naar de beste
manier om die middelen toe te wijzen aan de opdrachten. Wat “de beste” manier is kan
variéren tussen de verschillende problemen en ook andere probleemparameters kunnen
verschillende vormen aannemen.

De middelen waarmee deze taken worden uitgevoerd worden machines genoemd.
Daarbij kan gedacht worden aan een machine in een fabriek die bijvoorbeeld losse onderde-
len tot een eindproduct verwerkt, maar de machines in het model zouden in werkelijkheid
ook teams van mensen kunnen voorstellen die bepaalde opdrachten moeten volbrengen.
De oplossing die we vinden voor een gegeven probleem noemen we een schedule (schema).
Het vinden van het optimale schedule is in veel gevallen N P-moeilijk, waardoor we onze
toevlucht moeten nemen tot benaderingsalgoritmen.

In Hoofdstuk 1 leggen we eerst nauwkeuriger uit wat schedulingproblemen precies zijn
en wat het verschil is tussen klassieke schedulingproblemen en problemen in de real-time
scheduling. Vervolgens behandelen we kort wat complexiteitstheorie en introduceren we
benaderingsalgoritmen.

Het probleem dat in Hoofdstuk 2 wordt bekeken is een zogeheten klassiek scheduling-
probleem. Daarin hebben we te maken met een verzameling opdrachten die moet worden
ingedeeld op meerdere machines. Voor iedere opdracht kijken we naar de completeringstijd
van de opdracht, dat wil zeggen, het moment dat de opdracht voltooid wordt. We pogen
de som van deze completeringstijden te minimaliseren. Hierbij mogen de opdrachten wor-
den opgesplitst in meerdere delen (die ook tegelijkertijd op meerdere machines mogen
worden uitgevoerd), maar voordat een (deel van een) opdracht kan worden uitgevoerd is
er een instellingstijd s nodig. Tijdens het instellen kan een machine niet gebruikt worden
voor het uitvoeren van een opdracht, of voor het instellen van een andere opdracht. De
instellingstijd s wordt verondersteld onafhankelijk te zijn van de opdracht, de machine
waarop de opdracht wordt uitgevoerd, en de volgorde van de opdrachten. Voor het spe-
ciale geval van twee machines geven we een algoritme dat in polynomiale tijd een optimaal
schedule vindt. Voor het geval van meerdere machines geven we aan waarom de oplos-
sing voor twee machines niet eenvoudig te generaliseren valt. Wel geven we een simpel
benaderingsalgoritme met een benaderingsgarantie van 2 + i(\/ﬁ — 1) =~ 2.781 voor het
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algemene geval.

De overige drie hoofdstukken in dit proefschrift behandelen problemen uit de real-time
scheduling. In real-time scheduling gaat het erom te bepalen wat de uitvoerbaarheid is
van een systeem van taken op een verzameling machines. Een taak geeft herhaaldelijk
een opdracht af die moet worden voltooid voor een gegeven deadline. De frequentie
waarmee deze opdrachten worden afgegeven is bekend en iedere opdracht van dezelfde taak
heeft dezelfde uitvoeringstijd en dezelfde relatieve deadline. Een takensysteem bestaat uit
meerdere taken, ieder met zijn eigen parameters. Een witvoerbaarheidstest moet uitwijzen
of een gegeven systeem van taken kan worden uitgevoerd op een gegeven verzameling
machines, zodanig dat iedere opdracht zijn deadline haalt.

In het probleem beschreven in Hoofstuk 3 zijn de machines ongerelateerd. Dit betekent
dat de uitvoeringstijd van een opdracht athangt van de machine waarop de opdracht
wordt uitgevoerd. We zoeken naar een splitsing van de taken over de machines zodat alle
opdrachten van een taak worden uitgevoerd op de machine waaraan de taak is toegewezen,
zodanig dat alle opdrachten hun deadlines halen. Voor het algemene geval geven we een
benaderingsalgoritme dat de taken zo verdeelt over de machines dat alle deadlines worden
gehaald als de machines een factor 8 + 2v/6 ~ 12.9 sneller werken, gegeven dat het
systeem uitvoerbaar is op machines zonder extra snelheid. Om dit resultaat te behalen
introduceren we lineaire benaderingen van de wvraagbegrenzingsfunctie (demand bound
function) en daarbovenop ontwikkelen we een nieuw afrondingsalgoritme voor lineaire
programma’s (LP’s). Voor het geval dat het aantal machines een constante is, geven we
een Polynomiale Tijd Approximatie Schema (PTAS). Voor een kleine constante € > 0,
bepaalt deze test of een systeem van taken kan worden ingedeeld op de machines als deze
een snelheid 14+O(e€) krijgen, of dat het systeem niet uitvoerbaar is als de machines snelheid
1 hebben. De looptijd van deze test is polynomiaal in de grootte van de probleeminstantie,
maar kan exponentieel zijn in 1/e.

In Hoofdstuk 4 beschouwen we identieke machines en bouwen voort op het PTAS
uit het voorgaande hoofdstuk. We vinden een (1 4 €)-benaderingsalgoritme voor het
probleem waarin we een verzameling taken willen opsplitsen over een willekeurig aantal
identieke machines. Hiermee verbeteren we ten opzichte van resultaat van anderen in de
looptijd van het algoritme. Er was een PTAS bekend voor het geval dat de verhouding
tussen de maximum en minimum relatieve deadline een constante is. Ons algoritme
geeft een exponentiéle verbetering in de looptijd en kan daardoor een breder scala aan
probleeminstanties verwerken. Als bijvoorbeeld de verhouding tussen de maximum en
minimum relatieve deadline polynomiaal in het aantal taken is, heeft ons algoritme een
quasi-polynomiale looptijd, terwijl het vorige resultaat al op een exponentiéle looptijd
uitkwam.

Het laatste hoofdstuk behandelt scheduling in de mized-criticality omgeving. Dit
houdt in dat iedere taak een gegeven criticality niveau heeft, dat aangeeft in hoeverre
een taak kritiek is. Het systeem bevindt zich ook in één van deze K niveaus en elke taak
heeft verschillende uitvoeringstijden voor de verschillende niveaus waarin het systeem zich
kan bevinden. We bestuderen de uitvoerbaarheid van een mixed-criticality takensysteem
met impliciete deadlines op één processor. Hiervoor geven we een schedulingalgoritme
EDF-VD dat in polynomiale tijd beslist of een takensysteem van K niveaus kan worden
uitgevoerd op een snellere processor, of dat het niet uitvoerbaar is als de processor snelheid

104



BIBLIOGRAPHY

1 heeft. De extra benodigde snelheid hangt af van het aantal niveaus. Voor een systeem
met 2 niveaus laten we zien dat een snelheid van ten hoogste 4/3 benodigd is, terwijl voor
een systeem van 3 niveaus deze snelheid ten hoogste 2 is. Verder tonen we aan dat geen
enkel niet-helderziend algoritme (dat niet van te voren weet in welk niveau het systeem
zich zal bevinden) de uitvoerbaarheid van een takensysteem correct kan bepalen met een
snelheid minder dan 4/3.

Voor systemen bestaande uit twee niveaus geven we ook een algoritme dat werkt met
vaste prioriteiten. Dit houdt in dat vooraf een vaste ordening van de taken wordt gemaakt
en de opdrachten die door deze taken worden afgegeven worden afgehandeld volgens de
prioriteiten bepaald door deze ordening. Ons vaste-prioriteitenalgoritme RM-VP bepaalt
of een takensysteem kan worden uitgevoerd op één processor die snelheid ¢/ 1In2 ~ 2.334
heeft, of dat het niet kan worden uitgevoerd op een processor met snelheid 1, waarbij
o= %5 ~ 1.618 de gulden snede is. Ten slotte geven we een vaste-prioriteitenalgoritme
dat we OCBP noemen voor het uitvoeren van een verzameling van mixed-criticality op-
drachten op m identieke machines. Dit algoritme bepaalt of de opdrachten kunnen worden
uitgevoerd zodat alle deadlines worden gehaald als de machines snelheid ¢+1— % hebben,
of dat ze niet kunnen worden uitgevoerd als de machines snelheid 1 hebben.
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