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Fullerene Cg sub-colloidal particle with diameter ~1 nm represents a boundary case between small
and large hydrophobic solutes on the length scale of hydrophobic hydration. In the present paper,
a molecular dynamics simulation is performed to investigate this complex phenomenon for bare
Ceso fullerene and its amphiphilic/charged derivatives, so called shape amphiphiles. Since most
of the unique properties of water originate from the pattern of hydrogen bond network and its
dynamics, spatial, and orientational aspects of water in solvation shells around the solute surface
having hydrophilic and hydrophobic regions are analyzed. Dynamical properties such as translational-
rotational mobility, reorientational correlation and occupation time correlation functions of water
molecules, and diffusion coefficients are also calculated. Slower dynamics of solvent molecules—
water retardation—in the vicinity of the solutes is observed. Both the topological properties of
hydrogen bond pattern and the “dangling”—OH groups that represent surface defects in water network
are monitored. The fraction of such defect structures is increased near the hydrophobic cap of
fullerenes. Some “dry” regions of Cg are observed which can be considered as signatures of surface
dewetting. In an effort to provide molecular level insight into the thermodynamics of hydration,
the free energy of solvation is determined for a family of fullerene particles using thermodynamic

integration technique. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4922322]

. INTRODUCTION

The study of molecular and aggregate properties of
fullerenes in a liquid environment is a problem deserving
increasing theoretical interest. The Cgp-solvent interactions
and fullerene solubility are a primary factor contributing to the
rapid advancement of fullerene chemistry for material science
applications.'? First of all, the extraction and purification
of fullerenes from impurities require the sensible choice
of solvents for the chromatographic separation. Second,
fullerenes that combine unique geometrical and electronic
properties are extremely promising components for use in
solution-processable organic thin-film transistors and bulk
heterojunction solar cells. Depending on the nature of solvents
and solvent composition, concentration of solution, solvent
annealing conditions, etc., a thin film morphology, i.e., supra-
molecular structure of phase-separated systems with specific
grain size and shape, molecular ordering in pure phases,
film roughness, and porosity, can be drastically changed, and
hence, the device performance can be improved.>~ Moreover,
fullerenes in dissolved state and as colloidal suspensions can
be exploited in various medical fields.>” Specifically, the
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solubility, aggregation, and solvation of fullerenes are directly
related to their functions in biosystems.%2

In a liquid environment—ypolar or non-polar—the control
over the generation of fullerene clusters is a challenging
multiscale problem that simultaneously involves a hierarchy
of processes on very broad time and length scales.?'~2® Thus,
in-depth knowledge of the origin, magnitude, and sign of
solvent-mediated interaction from the molecular standpoint
is of vital importance for the investigation of aggregation
processes which begin on a single molecular level with the
formation of a contact fullerene pair. On the other hand, solute-
solvent interactions may also play an important role both in
direct dispersion of fullerenes from the solid sample in water
and in stabilization of resulting colloidal systems.>

The solvation of a single non-polar substance in aqueous
media remains a controversial issue if judged by the number of
different theoretical approaches proposed so far. The classical
mechanism for hydrophobicity predicts the water structuring
near nonpolar solute (“iceberg” model).?>** According to an
alternative theoretical description (“void volume” model),?'
small hydrophobic solutes (less than 1 nm in diameter,
molecules of inert gases, methane, etc., similar in size to the
substances studied by Frank and Evans) are accommodated
in water hydrogen network with minor perturbations to
water structure, and their hydration is captured accurately by
density fluctuations of pure water (caging hydration, static
ice-like “clathrate” structure). In contrast, water around a large

©2015 AIP Publishing LLC
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hydrophobe (>1 nm in diameter) fails to form the persistent
hydrogen bonds network and solute hydration is accompanied
by dewetting their surfaces (drying, the formation of vapor-
like layer in contact with the solid surface of a hydrophobe).
The conclusion about length-scale dependence of hydrophobic
hydration has affected modern models of hydrophobic effect,
such as inhomogeneous solvation theory describing thermo-
dynamics of water around chemically heterogeneous solute
surface/cavitity.3*

The hydration of fullerene Cg sub-colloidal particle with
diameter ~1 nm is even more intriguing because this carbon
structure represents a boundary case between small and large
hydrophobic solutes on the length scale of “water-fearing”
hydration,»3% and for this particular system, the question
“caging vs. drying” remains unsettled. Moreover, fullerene
demonstrates the “non-conventional” hydrophobic character:
on the one side, fullerenes are insoluble in water suggesting
their hydrophobicity on macroscale; on the other side, their
pair-wise effective interaction in aqueous solution includes
a repulsive solvent-induced contribution, as it follows from
the calculation of the potential of mean force by several
independent research groups.’6-38-4!

A comprehensive research on the factors of fullerene
solvation or self-organization in solution requires a complete
set of physico-chemical properties, including solubility, solva-
tion free energy, and entropy changes for a more realistic
description of the solvated system. Although most of these
data can be obtained experimentally,’®*>*> this approach is
still hampered by extremely low solubility of fullerenes in
water (7.96 ng/l) and a high level of aggregation. Therefore,
most previous experiments concerning factors of solvation
focused on colloid rather than molecular Cgp-form (a true
solution). Thus, a viable alternative to the real experiment is
the computational one.

In the present article, we discuss the results of full-
atomistic molecular dynamics simulation of fullerene and
its amphiphilic-Cgo derivatives in water. The investigated
systems are pristine Ceo, phenyl-Cg;-butyric acid methyl ester
(PCBM; properties of an isolated molecule,***” solid state
organization as pure crystals and co-crystals,**> and in
liquid media>®*>”) and a homologues series of N-substituted
fulleropyrrolidines (FPs), which differ in a number of straight
methylene groups—CH,—in a side chain. These molecules vary
from each other in shape and polarity; therefore, they appear to
be good candidates for the study of effects of functionalization
on the hydration of fullerenes. Such hybrids based on various
nanobuilding blocks with distinct geometries, chemical nature,
and functions usually refer to “shape amphiphiles,” because
they behave in a similar vein to what is known for typical
amphiphiles. The range of similarities and differences between
the mentioned amphiphiles is well supported by numerous
reports.sg’59

This paper is organized as following. Section II de-
scribes the simulation setup used to imitate the carbon
particles immersed in aqueous medium. In Sec. III, the DFT-
calculations are described at first, followed by results from
classical simulations. These include static and dynamical
properties of water in the solvation shells of the solute,
comparative study of free energy of solvation of fullerene
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derivatives, the description of translational diffusivity of
particles, as well as peculiar properties of interfacial hydrogen
bond network near carbon spheroid, and changes in the degree
of hydration. The final part summarizes the results as well
as discusses the general issues, which pertain to hydration
properties of the fullerene-based molecules.

Il. SIMULATION SETUP AND COMPUTED
PROPERTIES

One of the principal ideas in chemistry is that “the shape”
of the molecule (both the geometry and electron distribution)
is central to function.®” The fullerene derivatives have a rigid
spheroid core and well defined geometrical characteristics,
whose impact on the final architecture of the nanostructures
has been described recently.®! Here, we extend our previous
work®” and provide a description of the second component
in molecular “shape” of fullerenes—molecular electrostatic
potential (MEP). The MEP as an indicator of the charge
distribution in a molecule is a useful tool that has been
employed to understand a variety of chemical and physical
phenomena in fullerene material science, in particular, solvent
effects®? and supramolecular structures.>

The geometry of fullerenes—phenyl-Cg;-butyric acid
methyl ester and fulleropyrrolidine cations—in vacuum at 0 K
is obtained from density functional theory with B3LYP/6-
31G(d,p) basis set in Gaussian 09 software.® Cartesian
coordinate gradients are optimized to less than 1076 a.u. as
convergence criterion. Vibrational frequencies are evaluated
by numerical differences of analytical gradients. None of
predicted vibrational spectra have any imaginary frequency,
which proves that optimized geometry is located at the local
minimum on the potential energy surface. The corresponding
geometries of individual components are shown in Fig. 1.

Molecular electrostatic potential surfaces (MEPSs, a plot
of electrostatic potential mapped onto the constant electron
density surface) are generated with B3LYP hybrid functional
scheme using 6-31G(d,p) basis set in vacuum. Since it has been
stated that MEP calculations are relatively insensible to the
basis set,®® we have not employed different basis sets. MEP-
scalar V(r) at a given point r(x, y,z) classically is defined
as interaction energy between the electrical charge generated
from the molecule electrons and a positive point charge as a

FIG. 1. Structures of pristine fullerene (a) and fullerene derivatives:
(b) PCBM, (c) FP2 cation. Grey, red, white, and blue sticks represent carbon,
oxygen, hydrogen, and nitrogen atoms, respectively. For fulleropyrrolidine,
the “attached” organic moiety is 2-pyrrolidin-1-ylethylammonium. Chloride
anion of FP2 is omitted.
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probe located at r, supposing that the molecule is not polarized
by the test charge,%’
Nz A p(r)dr’

GEDN e By e MU
where Z, is the charge of the nucleus A, which is considered
to be a point charge located at R 4, the second term p (r”) is the
electron density function, and r’ is a dummy integration vari-
able. The numbers indicate the interaction energy in a.u. be-
tween positive probes on the molecule at that particular point.
These values could be correlated to the electrostatic charges
on the atoms with the negative number corresponding to
negative charge and positive number corresponding to positive
charge. MESP minimum (V,,;,) corresponds to a point at which
electrostatic potential due to electron density term dominates
maximally over the bare nuclear term and the value at the min-
imum quantifies the electron-rich character of that region, and
vice versa for the MESP maximum (V,,,,). The MEPSs of the
computed MEPs are generated using GaussView 5 program.®®

In our MD simulations, we employed the PCFF (Polymer
Consistent Force Field)®® supplemented by some additional
parameters related to fullerene nanoparticle. The total potential
energy of the system is represented as a sum of the bonded
terms (the energy contributions for bond, angle, torsion, out-
of-plane angle coordinates, as well as the energy contributions
for cross-coupling terms between internal coordinates) and
non-bonded terms, which include a Lennard-Jones (LJ)
potential for the van der Waals interactions and electrostatic
(Coulombic) term.

For Cg cage, the constants for LJ potential are taken from
the original parameterization of Girifalco (¢ = 0.2763 kJ/mol,
0=3.469 A) reproducing the experimental crystal data of
fullerenes.”® This force field has proved its reliability for the
investigation of structure and dynamics of Cgp in aqueous,
organic, and inorganic media.3*#%3671=75 Carbon atoms of Cy-
cage are modelled as uncharged spherical particles with LJ
interactions. For terminal ammonium group of the fulleropy-
rrolidine, the LJ parameters are borrowed from the OPLS-
AA (Optimized Potentials for Liquid Simulations - All-Atom)
force field.”® A cutoff distance of 1.8 nm is employed for LJ
interactions. The cross interactions between oxygen of water
and fullerene atoms are also represented by LJ interactions with
the energy and size parameters obtained from the individual
parameters using the Lorentz-Berthelot mixing rules.”” The
electrostatic interactions are treated using particle mesh Ewald
summation technique with a Fourier grid spacing of 0.3 nm,
sixth-order interpolation, and a real-space cutoff of 1.8 nm. All
electrostatic charges are kept fixed during the MD simulations.

The water molecules are modelled with modified three-
site non-polarizable TIP3P model,’”® and O-H bonds (ki
= 1882.8 kJ/mol, by = 0.9572 A) and H-O-H angles (kg
=230.12 kJ/mol, 6y = 104.52°) are treated with harmonic
potentials. This model has been successfully used in recent
MD simulations of hydrating properties of pristine fuller-
enes/fullerene derivatives in aqueous medium or in binary
water-containing solvents®®>’®37 and in simulations of Cgy-
complexes with biomacromolecules.'?:6488.89

To obtain a start configuration, bare fullerene or amphi-
philic molecule (and counterion if needed) in optimized
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geometry is placed in a cubic box and then solvated with
n = 1000 or 3000 water molecules, which are uniformly and
randomly distributed over the simulation box. This number of
water molecules is sufficient to solvate one fullerene molecule
for further analysis.’®**% To avoid any hydrogen bond
contacts between solute and water molecules, the initial cubic
simulation box is at least eight times larger than the volume
corresponding to liquid water density 1 g/cm? (for n water
molecules) at7 = 300 K. As areference system, we also calcu-
late the TIP3P pure water confined in the same periodic box.

All start configurations are generated using PACKMOL
software.”* Unlike previous full-atomistic studies of hydration
behaviour of fullerene or its derivatives, in which a single
solute molecule has been placed at the center of a box and
was rigid®>® and kept fixed/frozen during the simulation
time,”>749798 the current research employs a model without
any external constraints for carbon nanoparticles, because
our primary goal as outlined above is to investigate not
only the spatial distribution and dynamics of water around
a hydrophobe but also to characterize both the diffusion of
nanoparticle and the micellization processes. The latter aspect
is described in details in our recent publication.”’

All MD simulations are performed using LAMMPS
software.” At the beginning, all MD runs are carried out in
NPT ensemble: equilibration time for 500 ps (integration step
0.01 fs, T =300 K, stochastic velocity rescaling thermostat
for temperature control) and production run for at least 2.5 ns
(integration step 1 fs, 7 = 300 K, Nosé-Hoover thermostat
for temperature control) or until the volume of the system
reaches an equilibrium value to obtain the correct density
(pressure P = 1 atm). The equilibration is tested by monitoring
thermodynamic properties like temperature, pressure, and
energy oscillations. The equilibration time is in each case
much larger than the structural relaxation time 7 for pure
TIP3P water at temperature 7. Starting from this configuration,
the simulations are performed in NVE ensemble for 1 ns after
an equilibration run of 1 ns (integration step 1 fs). Further,
statistical data are collected every 0.01 ps for duration of 3 ns,
which leads to fairly convergent results for all subsequent
analyses described in Sec. III.

In order to explore the spatial arrangement of water
molecules around the solute surface, the radial distribution
functions (RDFs) in one dimension for the center-of-masses of
region of interest (Cg spheroid, side chains, counterion, etc.)
to water O atom and water H atom are calculated.”” Among
all possibilities, the RDFs between center-of-masses are used
to define both the solvation shells around different regions
of solute and coordination numbers. In the case of a liquid
system, this coordination is the average number of molecules
in any given solvation shell. Hence, by a spherical integration
of each peak, the average number of water molecules n in each
layer can be evaluated,

r

n(r)= 47rp/r’2g (r"dr'. 2)

0

Here p is the bulk number density, r’ is the distance between
the two species under consideration, and r is the distance
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corresponding to the first minimum in the RDF between the
given species (the first solvation shell).

The orientation of water molecules near a hydrophobic
fullerene surface/region of interest in the first solvation shell
is described by distributions of two angles 8 and w, and the
definitions of which are given in Fig. 2.9

The change in Gibbs free energy of solvation AG,,;,, the
energy to transfer a solute from its vapor phase (vacuum)
to a solvent, is calculated from MD simulations using
thermodynamic integration (TI) technique'®' implemented in
Material Studio 7.0 (COMPASS force field, !> NPT ensemble,
P =1 atm, T =298 K). In this method, the interaction of
the molecule with solvent is gradually increased from zero
to full interaction in a number of steps, i.e., the fullerene is
gradually “grown” into the solvent. For each coupling strength
A, a simulation is performed and the derivative of the solvation
free energy is calculated, and then the free energy is obtained
as the integral,

a=1

T aE W)
AQM—/(GT»M, 3)

=0
where H is the parameterized Hamiltonian.

The calculation of Gibbs free energy of solvation AG,,
is carried out over three runs'®® using Eq. (3). The first one
AG, is the calculation of the “ideal” contribution—starting
from a solute molecule in vacuum, the charges are gradually
reduced to zero, whilst keeping all other interactions the
same. The second one AG,, called van der Waals term, is
calculated when the “chargeless” solute molecule is coupled
to the solvent by switching on the van der Waals interactions
in a number of steps, i.e., the free energy required to place
an uncharged van der Waals cavity into solution. Finally, the
charges are re-introduced on the solute molecule immersed in
solvent. The free energy AGs of this step is the electrostatic
contribution, i.e., the free energy of charging the cavity once
it has been placed into solution. The total AG,,;, energy is
the sum of ideal, van der Waals, and electrostatic terms.
For each thermodynamic state, 20 simulations are performed,
varying the value of the coupling parameter A. For each A
value, the simulation runs of 1 ns are performed. All the
start configurations are taken from MD simulations described

...‘ﬂ:‘.-
, w-angle

FIG. 2. Schematic representations of angles defined to study the orientation
of water molecules near a hydrophobe (fulleropyrrolidine as an example):
(a) 6, the angle between vector joining center-of-masses (of region of inter-
est, here—fullerene cage)—oxygen of water molecule and dipole moment
vector of water molecule g and (b) w, the angle between vector joining
center-of-masses (of region of interest, here—fullerene cage)—oxygen of
water molecule and O-H-vector of water molecule. For the color scheme,
see Fig. 1.

J. Chem. Phys. 142, 224308 (2015)

above. The free energy to transfer fullerene from its vapor
phase (vacuum) to octane is calculated for comparison. The
number of octane molecules in a cubic simulation cell is 800
(density 0.703 g/cm?). The AAG' energy to transfer fullerene
molecule from organic to aqueous phase is defined as well.

To define the translational and reorientational dynamics
of the solvent molecules in the vicinity of nanoparticle surface,
several time correlation functions are computed,

SN L@t + o) - @ (to)]

S 2
Nl (1)l

C*(t) = “
where @; is a vector of interest (velocity C'’(¢), dipole
moment CH(¢), OH vector COH(z), etc.). Function (4) is
calculated only if the solute molecule stays in the region
of interest for at least 2 ps otherwise it is not considered
for the calculation, in contrast to the methodology used in
the previous studies.”” This procedure is applied to avoid re-
crossing events from one region to another, for example, from
solvation shells to bulk water and vice versa. The velocity
autocorrelation functions (VACFs) are calculated up to a time
interval of 2 ps and the reorientational correlation functions—
up to 25 ps only for those water molecules which satisfy the
above mentioned criterion. These reorientational correlation
functions exhibit stretched exponential decay, as discussed in
Sec. III. The latter also known as Kohlrausch-Williams-Watts
(KWW) law is widely employed in the characterization of the
non-exponential nature of relaxations in several phenomena
in complex condensed matter systems,'*!%> and recently, it
has been used to explain the residence times of the hydration
water of proteins, confined water near inorganic surfaces and
pores, and fullerene-containing systems.”*?7:196:107 The KWW
function is given by!0%10

Cp (1) = Ae™ 1P, (5)

where A, 3, and 7 are prefactor, stretched exponential constant,
and central relaxation time, respectively. The KWW time
constant 7 provides the time scale over which the process
involves: in our case, it gives an estimate of the residence
time of waters in the considered solvent layer. The stretched
exponential constant 8 varies between 0 and 1. The average
relaxation time (7) is evaluated by using the following

equation:
At _ (1
=—TI|=|. 6
= @) ©

where I" denotes Gamma function.

The diffusion coefficients D of solvent molecules both in
pure water and in hydration layer around the solute are calcu-
lated from velocity autocorrelation functions using Green-
Kubo relations.!!” The diffusion constants for fullerenes Dy in
solutions are obtained from the mean square displacement in
the linear time regime by the Einstein relation,

1
m=ami (7

where (r)? is the mean square displacement of the center-of-
mass of fullerene spheroid in water. The linear fit ranges from
35 to 500 ps.
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To describe hydrogen bonding, the definition suggested
by Luzar and Chandler is applied, which identifies H-bonds as
having an O - - - O distance less than 3.5 A and an OH - - - O

angle less than 30°.!'! Image rendering and visual inspection
are performed with VMD, "> PyMOL.,'!3 and DS Visualizer.''*

lll. RESULTS AND DISCUSSION
A. Results of DFT calculations

The atomic configurations of Cg, PCBM, and FP2
after geometry optimization are presented in Fig. 1. The
bond lengths, angles, and dihedrals of fullerene and PCBM
molecules coincide with QM results described in Refs. 46 and
47. The geometry and HOMO/LUMO pattern of a common
structural fragment of FP2 are in agreement with predictions
by Zhang and co-workers.'"

Substitution of a fullerene spheroid with a side chain is
expected to change not only the symmetry of this molecule but
also the charge distribution. This can be better understood by
creating MEPS plots because they allow 3D visualization of
different charge distributions of molecules and are particularly
useful for understanding the hydration process (Fig. 3).
Specific values of electrostatic potentials at the surface are rep-
resented by different colors in accordance to the scale. The blue
color represents an area of low electron density and has a posi-
tive charge. On the other hand, area of red color is character-
ized by an abundance of electrons and has negative charge. An
important feature evident from Fig. 3 is that the functionaliza-
tion of carbon spheroid with positively charged group not only
changes electron density at the attachment site but also spreads
over several adjacent carbon atoms, affecting their charges.
This inductive effect vanishes with lengthening side chains
(Fig. S1'9): starting from FP2 (c) (Fig. S1'%%), the terminal
—NHj group affects mainly atoms of the addend, and its influ-
ence on the fullerene spheroid becomes lower and disappears.

The Mulliken charges on adjacent to the addend carbon
atoms are illustrated in Fig. 4. The atomic charges i vary from
—0.097 to +0.046 e for PCBM molecule. Only six neighboring
atoms of Cgp experience the strongest influence of the polar
side group. For FP, the difference in charges before and after
side-chain attachment (from —0.083 to +0.028 ¢) includes all
selected fourteen atoms, which means that the presence of a
short charged addend group has bigger impact on the charge
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FIG. 3. Molecular electrostatic potential surfaces of fullerene (a), PCBM
(b), and naked FP2 cation (c). The electrostatic potentials are plotted on
an isoelectronic density surface of 0.004 e a.u.”!. The plots show regions
ranging from negative (red) via neutral (green) to positive (blue) electrostatic
potentials, which are indicated in the scale at the bottom to the plot. The
color code of these maps is in the range between —0.019 15 (green) and
+0.019 15 a.u. (bluish green) for fullerene, between —0.048 34 (red) and
+0.048 34 a.u. (light blue) for PCBM, and between +0.004 (green) and
+0.225 a.u. (blue) for FP. It should be pointed out that electrostatics of these
systems is computed under ideal conditions (low concentration, 7' = 0 K) and
the dynamics and entropic effects are not included into consideration.

redistribution. The side chain length dependence of charge
rearrangement for fulleropyrrolidines is shown in Fig. $2.1%°

It worth noting that QM calculation of MESPs is
performed in “ideal” for electrostatics conditions (an infinitely
dilute solution, at low temperature/large Bjerrum length
and no solvent effects/no screening) for the molecules
having optimized geometries. Nevertheless, the shape of their
aggregates in aqueous solution can be a priori suggested.
For example, equally charged side chains will introduce
electrostatic repulsion. Therefore, for the fulleropyrrolidines,
the more pronounced linear stacking of the molecules in an
aggregate is predicted—cylindrical micelles, planar bilayers,
etc. For more accurate rationalization of structures, it is
necessary to consider thermodynamics, static, and dynamic
aspects of solvation.

B. Free energy of solvation

The thermodynamic integration (see Scheme 1'%%) is used
to study the free energy of transferring fullerenes from the
gas phase into the water phase. The transfer of nanosized

FIG. 4. Variation in Mulliken charges

on carbon atoms i of fullerene cage,
which are situated in the vicinity of
the side chain. (a) Carbons, which
1 side chain is attached to, are shown
in yellow. Atoms 3—14 are the nearest
neighbors. (b) Computed partial atomic
charges for PCBM (red rows) and FP2
(blue rows). The charges on pristine
fullerene equal to zero.

771 PCBM ]
V2 FP2

Carbon atom, i

(b)
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carbon-based nanoparticles from gas to aqueous phase
is of utmost importance, because similar molecules—air
pollutants—can reach the gas-exchange surface in the alveoli,
causing various respiratory diseases.'!”

The hydration free energy of pristine Cgyp at ambient
conditions was calculated recently>!'%-!18 by Muthukrishnan
et al. (-36.10 kJ/mol, 289 K), by Garde et al. (—54.1 kJ/mol,
300 K), by Graziano (—18.4 kJ/mol, 298 K), and by Stukalin
et al. (-2.9 kJ/mol, 298 K). The solvation free energy
—17.4 kJ/mol at 298 K is calculated in Refs. 118 and 119
on the basis of experimental Cgo-solubility in water and
sublimation free energy using data by Heymann.'?° We obtain
that the solvation energy of Cgg is —55.27 kJ/mol~" at 298 K.
The differences found here can be attributed to the different
potentials for water and fullerene used in the simulations.
These negative estimates are in line with experimental findings
that for the hydration of the aromatic hydrocarbons—toluene
and benzene (the latter is considered as one-dimensional
analogue of fullerene'*!>!)—the free energy of solvation is
~3.7 and -3.6 kJ/mol™" at 298 K, respectively.'?> The high
negative free energy of hydration (=90.5 mJ/m? in terms of
surface energy), which is an indicator of the high affinity of
fullerenes for water, is found experimentally by Ma et al.'??
Recently published results of quantum mechanical density
functional theory revealed a negative energy of “Cg—H,O”-
cluster formation, i.e., fullerene has attractive interaction with
water molecules even though this molecule is hydrophobic.'?*

In the Table S2,'% we give the results for a transfer of
FPs from gas phase into water. Our data have some important
lessons (Fig. 5). The most obvious one is that the free energy
of solvation for all derivatives is negative, which in the case of
purely hydrophobic bare fullerene results in a behaviour quite
different than that given by the generally accepted concept
of hydrophobicity (in the same manner to potential of mean
force for two fullerene spheroids, which reveals a water-
mediated repulsion of two hydrophobes from each other). An
essential conclusion which can be drawn from this calculation
is that the change in free energy of hydration of pristine

O T T T T T T T T
-100 |- E
'g .
= ) 7.25nm" _8.46nm’ 2
=2 200l 6.65nm ), 787mT g‘)nm |
N B
QO
<
-300-= =
-500 | G) 1
1 1 1 1 1 1 1 1

FullerenePCBM ~ FP2 FP2(2+) FP4  FP6  FP8  FPIO
Fullerene derivative

FIG. 5. Free energy of transferring fullerene molecules from gas to water.
The dashed line illustrates the difference in solvation energies for homologues
series of fulleropyrrolidines. The calculated solvent accessible surface areas
in nm? are shown as well (the probe radius is 0.14 nm, which corresponds
to radius of water). The latter quantity is calculated for the molecules having
optimized geometry.
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fullerene is large negative due to the strength of van der Waals
interaction between the carbons of spheroid and surrounding
water molecules (the key factor is the enormous density of
carbon atoms per 10%2, which for fullerene is 0.2).3940

A further observation is that the free energy of hydration is
more negative, if the molecule becomes more charged (FP2 cf.
FP2, dication) and can itself form more hydrogen bonds with
water. Finally, for FP homologues series (Fig. 5, dashed line),
we did not observe a clear dependence of AG,,;, on the molec-
ular surface area. One of the possible keys to understanding
this fact is “enthalpy-entropy compensation,” i.e., the values
of AGy,;, are nearly constant through a homologous series,
although the changes in the separate enthalpic and entropic
terms of the free energy vary substantially and compensate
each other.!!'”12> Besides, the atomic contributions to the
solvation energy might be non-additive and depend on both
the neighbor atoms and the molecular geometry, as follows
from the analysis by Harris and Pettitt.!?® These assumptions
require additional calculations and will be a subject of our
next study.

The problem of transfer of Cgy between two liquid
phases—polar and non-polar—is in close relation to (i) the
particle translocation across lipid membrane,?!3-16:18-20.127-131
which often is used as a predictor for the biological activity
and (ii) partitioning of fullerenes in different solvents.*>:>132
To this end, the change in free energy for transferring
an isolated Cgo solute from water to octane is defined as
AAG' = —64.89 kJ/mol. Octane is used to imitate the interior
of biomembrane;!?° therefore, results for water-alkane free
energy of transfer are expected to be in the same range for the
transfer from water to the hydrophobic core of lipid membrane,
though the latter differs from the isotropic octane phase in
chain ordering and packing, density and two-dimensional
solute confinement.'3* Our simulation confirms that fullerene
partitioning into oily phase (octane) is thermodynamically
highly favorable, suggesting its spontaneous diffusion into
the membrane. Published measures for the free energy of
fullerene transfer from water to octane range between —119.3
and —55.6 kJ/mol,'337!3 showing that our predictions are
in agreement with experimental data. This value is very
reasonable, as discussed in the context of Cg water-to-heptane
partitioning by Nielsen et al. (—65.27 kJ/mol).'*

C. Structural analysis: Solvent distribution
around nanoparticles

According to aforementioned theories, the hydrophobic
effect reflects changes in the structure and thermodynamics
of water adjacent to a solute, which depends in turn on
the molecular-scale topography of the solute surface. From
this perspective, the differences in structure between water in
aqueous shells around special site of the solute and water in
bulk water may demystify the behaviour of fullerenes in water.

From the radial distribution functions depicted in Fig. 6,
it follows that the water molecules are arranged clearly
in at least two hydration shells around uncharged Cgp
region of the PCBM and FP2 as well. Similar behav-
iour is described in previous publications for the pristine
fullerene.36-38.74.82.83,100.136-139 RDF peaks (Fig. 6, black solid
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gen (Ow) and hydrogen (Hw) of water.
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and dashed lines) located at r = 7.83 A indicate densely
populated solvent molecules®® in the first solvation shell of
the carbon cage of both PCBM and FP2. The peak height
corresponding to interfacial layer (water at the fullerene
surface) is found to be substantially sharp owing to a
high atomistic surface density of fullerene which results in
strong van der Waals interactions between solute and solvent
molecules. Because of short-range nature of dispersion forces,
the rather broad second solvation layer at r =9.8 A is
observed, which means a much less surface-induced structure
or bulk-like behaviour of the solvent. The local minimum at
8.5 A between the first and the second peaks is used to define
the number of waters in the first solvation shell of fullerenes.
These data for both molecules are collected in Table I.

The fullerene cage of PCBM and FP is surrounded by
60-61 water molecules. This number is comparable to the first
solvation shell of pristine fullerene found in other simulations
(63 water molecules, 3140141 65138 68 136 and 70'90). The
small differences can be referred (i) to particular model used,
e.g., the combination of LJ parameters of fullerene carbon
atoms and water model, which is also echoed in the positions
of RDF maxima and minima, and (ii) to the presence of side
group attached to PCBM and FP2, which makes inaccessible
for water at least two carbon atoms of the spheroid. The same
conclusion has been drawn concerning the hydration shells of
methylpyrrolidines.'#?

TABLE 1. Distance 7pin, A corresponding to the first minimum in RDF
between selected regions of the solute (see Fig. 6 for more details) and
water molecules in the first solvation shell and an average number of solvent
molecules in the first solvation shell (n, coordination number, Eq. (2)).

Region of interest Fmin A n
PCBM

Ceo 8.5 60.23
Phenyl ring 6.4 23.95
Ester moiety 54 16.68
FP2

Ceo 8.5 60.66
Terminal charged group 3.5 2.81
Chloride ion C1™ 3.7 6.79

The water structuring around addends is investigated as
well. For example, for the case of PCBM phenyl ring, the
first RDF shoulder of the hydrogen at 2.5 A clearly indicates
that water “donates” hydrogen bonds to the phenyl group (the
corresponding oxygen peak is located at 3.4 A, as follows
from the Fig. 6(a), red dashed and solid lines). This result
is in accordance with previous studies on the hydration of
benzene.!*14* Both charged species of FP2 (charged terminal
group and chloride counterion, Fig. 6(b), blue and red lines)
demonstrate a strong affinity to build hydrogen bonds with
water in agreement with QM/MM calculations.'*> The striking
first peak of the corresponding Ow-distribution function is
centered at 2.8 A analogously to QM prediction for NH} and
CH;NHJ ions.”® An average value for the water coordination
number of CI™ is 6.79, which is close to experimental value
of 6.!46 More diffuse second and third shells of water around
chloride ion are also indicated by the progressively broader
bands located near 4.8 and 7 A.

The orientational profiles of waters are here referred
to as the angular distributions as defined in Fig. 2 for
the water molecules in the first solvation shell. Near the
hydrophobic surface, there is a very broad peak in the
distribution (Figs. 7(a) and 8(a) black lines) around 8 = 90°
suggesting that water dipoles prefer to be tangential to the
PCBM and FP2 spheroid surface. The present distribution
resembles those for water near planar graphite/graphene layers
and for the pristine fullerene.*!"'47-18 The orientation of OH
vectors around fullerene cage for both solute surfaces, which
is illustrated in the Figs. 7(b) and 8(b), demonstrates two large
peaks at w = 0° and 105°-108° indicating that one OH bond
points away from the solute surface while another OH bond is
slightly inclined towards the surface because of water valence
HOH angle (~104°). The driving force for the selection of
an interfacial structure, called also a dominant one,'* is (i)
the packing forces, which tend to produce a dense molecular
layer, and (ii) the tendency of water molecules to maintain a
maximal number of hydrogen bonds. The analysis confirms
the existence of those dangling—OH bonds for molecules
in the first solvation shell, which are observed in previous
simulations of graphene hydration (at w = 0°)."47-15° This
phenomenon is considered in details below.

The orientation profile varies dramatically among
different parts of the FP2 molecule, clearly classifying some
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FIG. 7. Ordering of water dipoles near
PCBM solute; distributions of cos@
(a) and cosw (b) for the solvent in the
first solvation shells of carbon spheroid
(black solid line), of phenyl group
(red dashed line), and of ester moiety
(blue dashed-dotted line). The distribu-
tion functions are the percentage of the
molecules with respect to the total num-
ber of molecules in the first solvation
shell. The definitions of angles 6 and w
are given in the Fig. 2.

cos 0

anisotropic orientation, which differs markedly from what is
observed for carbon cage. The distribution for water dipoles
around charged group of FP2 shows a narrow peak at cos 6 = 1
and suggests that the oxygen of water points toward the
terminal group forming a very strong hydrogen bond with
—-NHJ (Fig. 8(a)). The same conclusion follows from the
Fig. 8(b) for orientation of OH vectors around counterion.

D. Dynamic properties of solvation shells and solute

Apart from the structural aspects, the local dynamics of
solvent molecules encompassing a single fullerene derivative
can be described by time correlation functions (Eq. (4)).
The relaxation of solvent VACF to measure the solvent
translational motion in different regions around the solute is
shown in Fig. 9. An initial small shoulder observed for all
regions of the solute is due to rebound of the water molecule
from the shell of their neighbor.'>! It can be seen that VACFs
decay approximately to zero within about 0.6 ps. For both
solutes, the greater negative dip of VACF in the first solvation
shell as compared to bulk water (blue dashed-dotted lines)
is observed. Thus, the water molecules in the first solvation
shell undergo slower diffusion. The reduced mobility of the
solvent molecules, or water retardation, can be attributed to
the strong van der Waals interaction between carbonaceous
spheroid and solvent.'”>!>3 The more pronounced effect as
result of stronger correlation between charged addend chain
of FP2 and water molecules is illustrated in the Fig. 9(b)

(red dashed line), which is in agreement with simulations of
charged fullerenes in water.”?

From VACFs, the diffusion constants of water are
calculated using Green-Kubo formula (Table IT). Experimental
diffusion constant for water is 2.299 x 10~ m?/s.!>* The
values indicate a slowdown in the translational dynamics
of water when waters are in vicinity of the solute, because
D 1is considerably less than that of the bulk. The same
effect of a hydrophobic surface and ions on water dynamics
was obtained in the experiment.">>"'>° This change in the
water mobility may explain a corresponding change in the
physical properties of water in fullerene-containing colloidal
solutions.'*® Reorientational rates of water molecules in
different regions of solute surfaces are calculated from the
molecular dipole moment and OH vector autocorrelation
functions (Fig. 10). In the inset, the same plots are shown at
initial times. The relaxation times, obtained by fitting KWW
function (Egs. (5) and (6)), are collected in Tables II and III.

All the reorientational correlation functions follow the
same general trend that a longer time is required for the
relaxation of the orientational correlation of water, which
is in close proximity of the solute as compared to the bulk
water. This is also clear from the integrated relaxation times
included in Tables II and IIl. The decay is found to be
slower for the charged moieties due to stronger interactions
of the solvation shell water molecules with the positive
terminal group of FP2 or its counterion (>2, a large slowdown
factor). Hydrophobic carbon cage is therefore weak water
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A 12
- (a) f (b)
25+ I I l . ]
= \ ) L FIG. 8. Ordering of water dipoles near
.g i | / g 9 s FP2 solute; distributions of cos@ (a) and
g b - \ ) 5 E g’ _! - cosw (b) for the solvent in the first sol-
= | | = | 2 | AR vation shells of carbon spheroid (black
= | i = 2 1t R \ .
= | . | - | = : - \ solid line), of terminal charged group
.g LS. \ ) _g 6 % I A (red dashed line), and of counterion
= L | \ |l 205 /e \ (blue dashed-dotted line). The distribu-
= ' ! 2 | z | U tion functi th tage of th
T L / 20 Z / ion functions are the percentage of the
< . \ J 2 . o= | If . molecules with respect to the total num-
E i I a 3f -1 05 co(s‘)(o 0.5 ! ber of molecules in the first solvation
0.5 ‘ ) shell. The definitions of angles 6 and w
: - are given in the Fig. 2.
2 T T
0 e 0 \ o= A
. 05 5
I 0.5 0 0.5 1 - -0.5 0 0.5 1
cos 0 cos ®



J. Chem. Phys. 142, 224308 (2015)

FIG. 9. Normalized velocity autocor-
relation functions C"(t) (Eq. (3)) of
water molecules in the first solvation
shell of (a) PCBM—water around car-
bon spheroid (black solid line), phenyl
group (red dotted line), ester moi-
ety (green dashed-dotted line), and for
bulk water (blue dashed-dotted line)
and (b) FP2—around carbon spheroid
(black solid line), terminal charged
group (red dotted line), counterion
(green dashed-dotted line), and for bulk
water (blue dashed-dotted line). Magni-
fied views of VACFs at short time have
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reorientation retardant with respect to hydrophilic or charged
groups: the factor always remains below 2, in accordance with
structural relaxation of water near hydrophobic surfaces found
in experiments'3%160:161 and simulations.?”-106-162

The reorientational correlation functions show KWW
type relaxation. The origin of slowness of water rotation is
likely due to the solute surface that dictates the orientation of
solvent, restricting relaxation of water. Thus, multiple waters
visiting this area near the solute need to accommodate their
directions (dipoles, OH—bonds) to the surrounding hydrogen
bonds (HB) network; it leads to the correlated motion of
solvent molecules. Hotta et al.® defined this phenomenon as
“fluctuating cage” of water near a hydrophobe.

The translational diffusivity of the solutes (Fig. 11) is
characterized by the self-diffusion coefficient calculated from
the mean square displacement (Eq. (7)). Although we have
no experimental results to compare, the predicted value for
Dy is in qualitative agreement with other previously simulated
results on diffusivity of pristine fullerene in bilayer and bulk
water (see Ref. 103). This property exhibits a large sensitivity
with respect to the LJ parameters of the carbonaceous spheroid

TABLE II. Diffusion constants D,,.., and reorientational relaxation times
of dipole moment vector 7# of water in the first solvation shell of fullerene
derivatives. The average dipolar relaxation times (7#) are calculated by fitting
corresponding time correlation function with stretched exponential function
(Egs. (5) and (6)).

Dipole vector

Dwawr
Hydration water around (1072 m?/s) A  TH(ps) B (TH) (ps)
PCBM
Ceo 1.79 0.9273 797 0.855 8.010
Phenyl ring 1.72 0.9560 8.17 0.767 9.136
Ester moiety 1.95 0.9310 7.24 0.861 7.275
Bulk water 2.46 0.9390 538 0.853
FP
Ceo 1.87 0.9392  8.280 0.826 8.613
Charged terminal group 1.08 0.9394 16.68 0.740 18.87
Chloride ion C1~ 1.94 0.9340 8.370 0.883 8.310
Bulk water 2.63 0.9440 5280 0.841 5.470
Pure water (reference 2.55 0.9391 5.344 0.856 5.434

system)

. been shown in the insets.
t(ps)

and to the water model used (different parameterizations).
Here, we observe that our value is in the range of 107° m?/s,
which corroborates well the simulation results for the same
model used.'?%193 However, it is worth mentioning that even
experimental results of diffusion constants of fullerene in
organic solvents are rather dissonant.?®

Despite very similar diffusivities of Cgqp, PCBM, and
FPs observed, some preliminary conclusions can be deduced.
First of all, even the smallest addend (for example, in
PCBM) modelled in this study makes the molecule less
mobile, as compared to bare fullerene counterpart, which is
related to the enlarged radius of the particle (Stokes’ law).
Second, the multicharged fulleropyrrolidine (FP2, dication)
demonstrates lower translational diffusivity in comparison
with FP2. It can be attributed to the larger number of water
molecules participating in the formation of strong HBs with
two —NHJ groups, which effectively enlarge the molecule.
A similar result has been obtained by Maciel et al.® in
the process of fullerenol solvation, for which the diffusion
constant of hydrophilically modified derivate was found to be
significantly decreased owing to the creation of HBs between
attached—OH groups and solvent. The impact of molecular
size and shape'®* is also clearly seen for the fulleropyrrolidine
family: a slowdown in translational diffusion is observed with
the lengthening the addend chain.

E. Dangling—OH bonds and hydrogen bonds pattern
near a solute surface

It was indicated in the previous discussion that dangling
—OH bonds, i.e., non-hydrogen bonded groups, may originate
from the energetically most favorable way of packing and the
tendency of water molecules to build a maximal number of
HBs with surroundings near extended hydrophobic surface.
The study of water orientation confirms the existence of
dangling—OH bonds for all fullerenes in the first solvation
shell. The results of a graphical HB analysis of water around
FP are illustrated in Fig. 12, which shows a representative
simulation snapshot containing several such dangling bonds. It
is evident from this snapshot that the number of such structural
defects is increased at the bottom hemisphere of fulleropyrroli-
dine. Around the charged addend chain, all the water hydrogen
bonded groups are engaged in the network and in hydrogen
bonding with the addend donors and acceptors. Recently,
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FIG. 10. Reorientational correlation

functions of dipole moment vector
CH(t) (a) and (c) and OH vector
COH(1) (b) and (d) of water molecules

in the first solvation shells of PCBM
(a) and (b) and FP2 (¢) and (d). For the
color scheme, see Fig. 9.

the presence of such defects in aqueous solutions containing
nonpolar solute has been detected in experiments.'>~1% The
authors suggested that translational and rotational retardation
of water around a hydrophobe is a consequence of dangling
bonds formation, which have slower dynamics.

In the earlier simulations, it was found that the polygon
distribution in HB network near hydrophobic surfaces deviates
from that in bulk water. For instance, in addition to conven-
tional tetrahedral order, water around an extended hydrophobe
forms quasi-planar hexagonal clusters in boat or chair confor-
mations, which are the key elements of ice framework,*!-16°-171

TABLE III. Reorientational relaxation times of OH vector 7O of water in
the first solvation shell of fullerene derivatives. The average dipolar relaxation
times <TOH> are calculated by fitting corresponding time correlation function
with stretched exponential function (Egs. (5) and (6)).

0
0 5 10 15 20 25 0 5 10
t(ps)

OH vector
Hydration water around A 7OH (ps) B (1) (ps)
PCBM
Ceo 0.9235 5.864 0.859 5.85
Phenyl ring 0.9406 5.733 0.813 6.04
Ester moiety 0.9394 5.270 0.833 5.45
Bulk water 0.9283 4.445 0.890 4.37
FP2
Ceo 0.9085 6.234 0.900 5.96
Charged terminal group 0.9635 8.156 0.754 9.31
Chloride ion C1~ 0.9570 6.916 0.943 6.80
Bulk water 0.9370 4.357 0.867 4.39
Pure water 0.9364 4.381 0.871 4.40

so called clathrate structures near hydrophobic solute in solid
state. Some phenomenological theories predict the evolution
of HB pattern around hydrophobe in liquid water, which is
followed by appearance of planar pentagonal cycles.

To analyze these patterns (Fig. 13), the oxygen atoms of
waters participating in HB network are connected by lines
(Figs. $3-S5'%%), and the several cycles formed are colored
in specific tone. This method of visual inspection has been
used by Bushuev e al.®' for structural characterization of
hydrophobic hydration of rigid spheres of various sizes.

According to our simulations, the topology of the HB
network can be described as inhomogeneous and dynamic,
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FIG. 11. Coefficients of translational diffusion Dy of pristine fullerene and
fullerene derivatives.
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composing of a number of sites with particular spatial distri-
bution and statistics of closed HB cycles. First of all, the most
interesting site is the bottom hemisphere of derivatives where
the dangling—OH groups are detected. Here, there are large
closed cycles (two to three polyhedra) of HB connected water
molecules. Most of the structures are opened (i.e., “chains” of

J. Chem. Phys. 142, 224308 (2015)

FIG. 12. Dangling—OH groups (free hydrogens of these
bonds are shown as cyan beads) in the first solvation shell
of fullerene (a) and FP8 molecule: bottom hemisphere
(b) and side view (c). Hydrogen bonds are illustrated as
dashed lines.

HB waters, which are not shown) because of the presence of
dangling—OH groups. Here, an aqueous layer close to surface
includes regions with reduced density of HB water. These
density fluctuations are clearly seen from the Fig. S4,'%° where
the HB network is depicted as polyhedra. In fact, one can use
aterm “dewetting” or “drying” to describe the water structure

FIG. 13. HB network topology in the first solvation shell
of pristine fullerene (column (a)), PCBM (b), and FP
(c); here, the hydrogen bonds depict the nearest molecu-
lar environment of hydrated particle (yellow lines). The
third row shows the bottom hydrophobic caps of PCBM
and FP.
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at this smooth interfacial region. The same picture is observed
for the nearest hydration layer around pristine fullerene. Our
results are in qualitative agreement with results by Bushuev
et al.’! on the hydration of large van der Waals rigid sphere.

Second, from the equatorial region till the attachment site
of the fullerene derivatives, HB network contains a mixture of
five- and six-membered cycles (and larger cycles, as indicated
in Fig. 13), which is considered in nucleation theory as a
prototype of the solid phase with the clathrate-like structure.
The same motifs in HB network are obtained from first-
principles modeling of water interacting with fullerene.'?*
Despite the facts that this structure is non-perfect one (there
is no regularity in position of cycles in contrast to predictions
by Chaplin'’?) and fluctuates in time, our findings suggest
moderately enhanced water structuring in this interfacial
region. Here, the surface of a hydrophobe is rather rough than
smooth because of the proximity of charged groups. The latter
influences the pattern of HB network and acts as suppressor
of dangling defects.'”

Finally, the waters near addends (ester- and phenyl group
of PCBM and charged groups of FP family) build the HB
network, which is characterized by a combination of four- and
five membered cycles, i.e., network reveals greater tetrahedral
ordering.

Not only the structural inhomogeneity but also energetic
alternation of HBs around fullerene plays a defining role in
dictating water-mediated interaction between fullerenes, as
follows from the recently published results by Djikaev and
Ruckenstein:'”* the phenomenon of oscillatory repulsion is
inextricably related to the strength of HBs acting between
surface water molecules. It is therefore interesting to examine
the averaged values of length between Ow and Hw of vicinal'#
water molecules. As follows from simulations, the longer
length of such bonds (Figure S6)'% as compared to the bulk
indicates the weakening of solvent-solvent interaction near the
hydrophobe surface (the correlation between hydrogen bond
strength and distance is described, e.g., in Ref. 175). In other
words, the pattern and energy of HB network of vicinal water
differ from its bulk values.

IV. CONCLUDING REMARKS

Fullerene Cg spherically symmetric ultrafine particle
with diameter ~1 nm has been the subject of intense research,
both for its unique chemistry and for the technological
significance. Description of hydrated fullerene structures is
central to many areas of modern biology and medicine. These
nanoparticles have captured the imagination of scientists for
their potential application as drug candidates. While some
researchers have predicted a bright future for fullerene-
based bio-nanotechnology, several studies are raising safety
concerns by showing toxic effects of fullerenes, which are
correlated with their ability to undergo aggregation in aqueous
media of living cell.

The hydrophobic behaviour of fullerenes in water, which
at first thought can be described as insolubility and finally
precipitation, represents in fact a complex multiscale process.
At the molecular level, this insight is even more intriguing,
because a bare Cg fullerene serves as boundary case between
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small and large hydrophobic solutes. Because of low solubility
in water, the experimental measurements of Cgy hydrophobic
association with nano-resolution are challenging. Therefore,
theoretical studies remain the main source of our knowledge
about this process on solute size scale.

Simulations reported here describe the properties of
water surrounding hydrophobes and the behaviour of both
pristine fullerene and several shape amphiphiles in water.
Among the objects of the study, fullerene represents a
reference system, whereas the investigation of its derivatives
allows predicting the effect of various factors influencing the
hydration and eventually their self-assembling into clusters.
The obtained results can offer relevant and valuable insights
into the fundamental properties of water-dispersible fullerene
systems.

In this paper, the hydrophobic hydration is considered
from two perspectives: water-centric and solute-centric views.
Since most of the unique properties of water originate from the
pattern of hydrogen bond network and its dynamics, spatial,
and orientational aspects of water in solvation shells around
the solute surface are analyzed. The static local structure
shows that water rearranges around solute surface in a more
ordered way than in neat water. Dynamical properties such
as translational-rotational mobility, reorientational correlation
and occupation time correlation functions of water molecules,
and diffusion coefficients are also calculated. Slower dynamics
of solvent molecules—water retardation—in the vicinity of
the solutes is observed. These waters have restricted motion
and cannot organize themselves in tetrahedral manners,
as compared to the water in a bulk. Consequently, the
“dangling”-OH groups that represent surface defects in water
network near a hydrophobic cap of fullerenes are monitored.
Large “dry” (free from HB water molecules) regions of Cg( are
observed, which can be considered as a signature of surface
dewetting. On the other side, the topological properties of
hydrogen bonds pattern reveal the water arrangements with
formation of five- and six-membered rings in the nearest
environment of the surface, which indicates the improved
structuring of water around equatorial region of hydrophobe
and near the addend chain. In our opinion, the HB water around
fullerene derivatives indeed can be characterized as having
inhomogeneous, non-local, and fluctuating structure.

In an effort to provide molecular level insight into
the thermodynamics of solute hydration, the free energy of
solvation is determined for a family of fullerene particles
using thermodynamic integration technique. The change in
free energy of hydration is negative for all molecules. Taking
into account that the interaction between water atoms and
fullerene cage is described purely as dispersion one, the reason
for negative solvation free energy lies in strong van der Waals
attraction between carbon atoms and solvent. The partitioning
of carbon nanoparticles into octane is thermodynamically
highly favorable, as compared to water, suggesting the spon-
taneous diffusion of fullerenes from aqueous phase into oil.
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