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1. Introduction

Methane (CH4) is one of the most important short-
lived climate forcers (SLCFs) along with tropo-
spheric ozone and black carbon according to the 
United Nations Environment Programme. Reducing 
their emissions could improve public health, reduce 
losses in crop-yield, and slow the rate of near-term 
climate change (UNEP 2011). An assessment of the 
options for CH4 emission reduction remained uncer-
tain due to the complex nature of CH4 emission and 
loss mechanisms. Methane is emitted in comparable 
amounts from natural and anthropogenic processes 

on the Earth’s surface, and about 90 % is lost in the 
troposphere by chemical reaction with hydroxyl (OH) 
radicals (e.g., Fung et al. 1991; Hein et al. 1997; 
Patra et al. 2011; Kirschke et al. 2013; Ghosh et al. 
2015). Anthropogenic emission inventories based 
on statistics of socio-economic activities from indi-
vidual countries have several sources of uncertainties, 
such as, country-specific sectorial emission factors 
and timing of new technology implementation (Jans-
sens-Maenhout et al. 2012). It is also believed that 
the statistics themselves is a considerable source of 
uncertainty, especially in developing countries where 
the statistics may be incomplete and/or unreliable 
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Abstract

Methane (CH4) plays important roles in atmospheric chemistry and short-term forcing of climate. A clear 
understanding of atmospheric CH4’s budget of emissions and losses is required to aid sustainable management of 
Earth’s future environment. We used an atmospheric chemistry-transport model (JAMSTEC’s ACTM) for simu-
lating atmospheric CH4. A global inverse modeling system has been developed for estimating CH4 emissions 
from 53 land regions for 2002–2012 using measurements at 39 sites. An ensemble of 7 inversions is performed 
by varying a priori emissions. Global net CH4 emissions varied between 505–509 and 524–545 Tg yr–1 during 
2002–2006 and 2008–2012, respectively (ranges based on 7 inversion cases), with a step like increase in 2007 
in agreement with atmospheric measurements. The inversion system did not account for interannual variations 
in OH radicals reacting with CH4 in the atmosphere. Our results suggest that the recent update of the EDGAR 
inventory (version 4.2FT2010) overestimated the global total emissions by at least 25 Tg yr–1 in 2010. The 
increase in CH4 emission since 2004 originated in the tropical and southern hemisphere regions, coinciding with 
an increase in non-dairy cattle stocks by ~10 % from 2002 (with 1056 million heads) to 2012, leading to ~10 
Tg yr–1 increase in emissions from enteric fermentation. All 7 ensemble cases robustly estimated the interannual 
variations in emissions, but poorly constrained the seasonal cycle amplitude or phase consistently for all regions 
due to the sparse observational network. Forward simulation results using both a priori and a posteriori emissions 
are compared with independent aircraft measurements for validation. Based on the results of the comparison, we 
reject the upper limit (545 Tg yr–1) of global total emissions as 14 Tg yr–1 too high during 2008–2012, which 
allows us to further conclude that the increase in CH4 emissions over the East Asia (mainly China) region was 
7–8 Tg yr–1 between the 2002–2006 and 2008–2012 periods, contrary to 1–17 Tg yr–1 in the a priori emissions. 

Keywords global and regional methane budget; chemistry-transport model; inverse model
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(Liu et al. 2015). Methane emissions from natural and 
agricultural processes can be simulated by terrestrial 
ecosystem models, but estimates of these emissions 
suffer from uncertainties in parameterization of emis-
sion processes, distribution maps of source regions/
points and defining drivers of CH4 production (e.g., 
Etiope and Milkov 2004; Matthews and Fung 1987; 
Ringeval et al. 2010; Ito and Inatomi 2012; Bange 
et al. 2009). Inter-hemispheric distribution and inter-
annual variation of OH are also ill-constrained by 
direct measurements or in chemistry-climate models 
(Montzka et al. 2011; Patra et al. 2014), and thus, 
they remain one of the main sources of uncertainty in 
global and regional budgets of atmospheric CH4. 

Given these uncertainties in “bottom-up” emission 
inventories and atmospheric loss of CH4, our under-
standing of the budgets of this species in the Earth’s 
environment remained limited. Here, we estimate 
CH4 emissions by inverse modeling (“top-down” 
approach) from atmospheric CH4 measurements and 
source-receptor relationships using forward chem-
istry-transport model (CTM) simulations. Noting 
the importance of CH4 in understanding Earth’s 
chemistry-climate interactions, CH4 dry-air mole 
fractions are measured at an increasingly large 
number of sites since the early 1970s using gas 
chromatography (high accuracy; approximately 
3 ppb in 1750 ppb) (Khalil and Rasmussen 1983; 
Aoki et al. 1992; Dlugokencky et al. 2003; Cunnold 
et al. 2002). According to the World Data Centre for  
Greenhouse Gases (WDCGG; http://ds.data.jma.go.jp/ 
gmd/wdcgg), measurements at more than 100 surface 
sites and several aircraft flights were performed in 
2010. Remote sensing retrievals of CH4 column-av-
eraged mole fractions are available since 2009 from 
the dedicated Greenhouse gases Observing SATel-
lite (GOSAT) and since 2002 using SCIAMACHY 
onboard the multipurpose satellite ENVISAT (Yoshida 
et al. 2011; Schneising et al. 2011). Although satellite 
retrievals are less accurate and less precise (approxi-
mately 1 % random uncertainty; and encountering 
more problematic systematic biases), they have the 
potential to fill the large gaps in direct measurements, 
notably, over tropical regions and developing parts 
of Asia (e.g., Patra et al. 2003; Bergamaschi et al. 
2013; Houweling et al. 2014). Forward and inverse 
modeling results of atmospheric CH4 have been key 
to understanding the dynamics of observed CH4 vari-
ations, e.g., the slowing down of the CH4 growth rate 
in the 1990s, the quasi-steady state during 1999–2006, 
and the renewed growth since 2007 (Dlugokencky 
et al. 2003, 2009; Steele et al. 1992; Rigby et al. 2008; 

Bousquet et al. 2006, 2011; Patra et al. 2011).
Global or regional budgets of CH4 estimated by 

inverse modeling are also complex due to the incapa-
bility of separating collocated natural and anthropo-
genic emissions as well as uncertainties in modeling 
the loss processes in the Earth’s atmosphere. Thus, 
we have simplified the CH4 budgeting system by opti-
mizing net emissions (total emissions – soil sink) on 
land only and ignoring the interannual variations in 
loss processes due to OH, Cl and O(1D). This CH4 
inversion system is much simpler than inversions of 
atmospheric CO2, because CO2 has much more vari-
ability in surface fluxes due to fairly-balanced emis-
sions and sinks with strong diurnal variation on top of 
the spatial heterogeneity. Recent studies have reported 
weak and contrasting diurnal variations in CH4 fluxes, 
e.g., always sink (Wang et al., 2013) or always source 
(Alberto et al. 2014), which are thus far ignored in 
modeling atmospheric CH4, to the best of our knowl-
edge and in this study as well. A diurnal cycle of CH4 
emissions is, however, much weaker than that of CO2 
for which photosynthetic uptake during the daylight 
period is generally balanced by CO2 released during 
respiration within 24 hours. For CH4, the surface 
sink is less than 10 % of the anthropogenic emission, 
while for CO2, photosynthetic uptake (gross primary 
productivity) is about 10 times greater than the 
anthropogenic emissions (e.g., Ito and Inatomi 2012; 
EDGAR42FT 2013). Thus, in addition to discussions 
on CH4 budgets, we will compare the CH4 inversions 
to CO2 inverse modeling. Such discussion is useful 
in terms of rapid increases in the both CO2 and CH4 
emissions in association with a dramatic increase in 
the fossil fuel consumption from China since 2004 
(EDGAR42FT 2013). 

We estimated CH4 emissions for 2002–2012 using 
JAMSTEC’s ACTM simulations and measurements of 
CH4 at selected 39 surface sites. A more sophisticated 
inversion system will be developed in the future for 
assimilating all available measurements. In Section 
2, we describe the forward CTM setup and the devel-
opment of a 53-region inverse model, followed by 
results and discussions in Section 3. We use inde-
pendent datasets from aircraft campaigns and regular 
chartered flights for validating the CH4 emission 
inversion results. Conclusions are given in Section 4.

2. Materials and method

2.1 Forward model setup
Methane mole fractions are simulated using the 

Center for Climate System Research/National Insti-
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Center for Global Change (CCSR/NIES/FRCGC) 
atmospheric general circulation model (AGCM)-
based CTM (i.e., JAMSTEC’s ACTM; Patra et al. 
2009). ACTM is run at a horizontal resolution of T42 
spectral truncations (~2.8 × 2.8°), and 67 sigma-pres-
sure vertical levels. The following continuity equation 
is solved for time (t) evolution of CH4 at different lati-
tude (y), longitude (x) and altitude (z) in the Earth’s 
atmosphere. 

d x y z t
dt S x y t L x y z t

x y z t

CH4
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where, 
CH4 = methane mole fraction in the atmosphere
S = Emissions/sinks of CH4 at the surface, taken 

from bottom-up emission inventories and terrestrial 
ecosystem model simulations

L = Temperature (T) dependent loss rates of CH4 
are given as 

CH + O( D) Products (k  = 1.75 10 )

CH + OH CH  + H O (k

4
1

O D
10

4 3 2 OH

→ ×

→

−
1

== 2.45

10 exp( 1775 / T)
CH + Cl CH  + HCl (k = 7.3

10  e

12

4 3 Cl

12

× −

→

×

−

− xxp( 1280 / )− T

Last term: defines transport of CH4 by advection, 
convection and diffusion

Two of the 3 terms (loss and transport) on the 
right-hand side (RHS) of Eq. (1) should be critically 
evaluated before optimizing the other term (emis-
sions, S). The AGCM meteorology is nudged with 
horizontal winds (U and V ) and temperature from 
the Japan Meteorological Agency reanalysis fields, 
version JRA-25 (Onogi et al. 2007). Representation of 
inter-hemispheric transport in ACTM has been vali-
dated using a simulation of sulfur hexafluoride (SF6), 
with an estimated exchange time of 1.39 years from 
remote surface measurements (Patra et al. 2011), and 
by comparison with aircraft measurements of lati-
tude-altitude cross-sections over the Central Pacific 
(Patra et al. 2014). 

The aforementioned chemical reaction rate 
constants are taken from the compilation of Chemical 
Kinetics and Photochemical Data for Use in Atmo-
spheric Studies (Sander et al. 2006). Global mean OH 
is optimized using methyl chloroform (CH3CCl3) by 
applying a single scaling factor of 0.92 to the season-
ally varying OH field of Spivakovski et al. (2000). 

This scaling factor is applied to simulate the observed 
CH3CCl3 decay rate in the troposphere in the period 
2004–2011 (Patra et al. 2014). We have shown that 
this OH field represents a northern-to-southern hemi-
spheric (NH/SH) OH ratio close to 1, as suggested 
by the observed and modeled CH3CCl3 inter-hemi-
spheric gradients, which is critical for unbiased esti-
mation of surface emissions in the two hemispheres 
(Patra et al. 2014). Seasonally varying OH is repeated 
each year of the simulation (cyclostationary), hence 
ignoring inter-annual variability (IAV). Stratospheric 
CH4 losses due to reaction with OH, O(1D), and chlo-
rine (Cl) radicals are calculated using their concen-
tration fields simulated by the ACTM’s stratospheric 
model run (Takigawa et al. 1999). We do not account 
for the reaction of CH4 with Cl radicals in the marine 
boundary layer as part of the tropospheric CH4 sink 
(Lassey et al. 2011 and references therein). 

Since the large-scale transport and OH field are 
optimally balanced in ACTM, the model-observation 
mismatches in CH4 abundance at background sites 
can be assigned to error in bottom-up (or a priori) 
emissions by the inverse modeling at greater confi-
dence than the version of ACTM without validated 
transport and OH fields. However, the coarse spatial 
resolutions of ACTM (T42 and only a few vertical 
layers within the planetary boundary layer) limit our 
ability to assimilate measurements near strong local 
sources, e.g., at continental sites. 

2.2 A priori emissions (sources) and loss 
We combined emissions from natural and anthro-

pogenic activities, and subtracted the surface sinks 
due to bacterial consumption in the soil to prepare 
an ensemble of 7 cases of a priori emissions (ref. 
Fig. 1, and details later in this section). Six of them 
used different combinations of sectorial anthropo-
genic emissions from EDGAR42FT (2013), namely,  
agricultural soils (4C + 4D), agricultural waste burning 
(4F), energy manufacturing transformation (1A1 
+ 1A2), enteric fermentation (4A), fossil fuel fires 
(7A), fugitive from solid (1B1), oil production 
and refineries (1B2a), gas production and distribu-
tion (1B2B), industrial process and product use (2), 
manure management (4B), non-road transportation 
(1A3a + c + d + e), residential (1A4), road transpor-
tation (1A3b), soil waste disposal (6A + 6C), and 
waste water (6B). The EDGAR42FT (2013) emission 
inventory (European Commission, Joint Research 
Centre (JRC)/Netherlands Environmental Assessment 
Agency (PBL)) is available as annual emissions at 
0.1° × 0.1° resolution for 2000–2010. Anthropogenic 
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emissions for 2011–2013 are kept constant at the level 
of 2010. The anthropogenic emissions are then added 
to biogenic emissions from (1) wetlands and rice 
paddies simulated by the VISIT terrestrial ecosystem 
model for 2000–2013 (Ito and Inatomi 2012), (2) 
biomass burning emissions from the Goddard Insti-
tute for Space Studies (GISS) (× 0.315) and Global 
Fire Emission Database version 3.2 (Fung et al. 1991; 
van der Werf 2010; following EXTRA scenario of 
TransCom-CH4, Patra et al. 2011) are added to those 
for termites (as in Fung et al. 1991), coastal ocean 
(Bange et al. 2009), and mud volcano (Etiope and 
Milkov 2004). This case is referred to as ‘CH4e42’ 
and the global total land emissions are shown in Fig. 
2 (522 Tg yr–1 in 2002; green line), which consists 
of 275, 157, 32, 60, 20, 5 and –25 Tg yr–1 from total 
anthropogenic, wetlands, rice paddies, biomass 
burning, termites, mud volcano and soil oxidation, 
respectively. 

Based on the forward ACTM simulation 
using CH4e42 emissions, as also pointed out in 
TransCom-CH4 simulations (Patra et al. 2011), we 
find that the model largely overestimates the observed 
CH4 growth rate after about 2005. It is difficult to 
envisage which emission sector needs to be modified 
to simulate the observed CH4 growth rate. Thus for 
the inversion, an ensemble of different a priori emis-
sion scenarios is proposed and we have formulated 
6 other a priori cases (in addition to Case 1. CH4e42 
described earlier).

Case 2. CH4ags: all emission sectors in 
EDGAR42FT kept constant at the values for 2000, 
except for the emissions from agricultural soils (4C + 
4D).

Case 3. CH4efm: Same as CH4ags, but change 

emissions only from Enteric fermentation (4A).
Case 4. CH4fug: Same as CH4ags, but change emis-

sions only from Fugitive from solid fuel (1B1). Note 
that this emission sector within China is one of the 
main causes of global total emission increase in Case 
CH4e42 (ref. Fig. 2). 

Case 5. CH4ong: Same as CH4ags, but change 
emissions only from Oil production and refineries 
(1B2a), Gas production and distribution (1B2B).

Case 6. CH4fix: all the EDGAR42FT emission 
sectors kept constant at the values for 2000 (Fig. 1).

Case 7. CH4ctl: Same as the Control emis-
sion scenario of TransCom-CH4 experiment, with 
following differences from 6 earlier cases; the 
EDGAR32FT anthropogenic emissions (as in Patra 
et al. 2011), and the GISS wetland and biomass 
burning emissions from Fung et al (1991), and emis-
sions from rice paddies (Yan et al. 2009). The global 
land emission for the case CH4ctl is kept constant at 
509.8 Tg yr–1.

Interannual variations in CH4 a priori emissions are 
mainly caused by wetland and rice paddy (VISIT) and 
biomass burning (GFED) sectors, which are common 
for the first 6 ensemble members (except for CH4ctl) 
as evident from Fig. 2a.

2.3 Inverse model setup
The imbalance between a priori emissions and 

loss rates (ref. Fig. 2) results in the observed growth 
in CH4 burden in the Earth’s atmosphere. Since the 
ACTM forward simulations using a priori emissions 
do not adequately match the measurements within 
the instrumental and transport model uncertainties, 
inverse model calculations are performed to rectify 
deficiencies in bottom-up emission estimates. Our 
inversion system is based on Rayner et al. (1999) and 
Patra et al. (2003) for CO2, with a couple of modifica-
tions on divisions of land-only regions and treatment 
of the a priori (presubtraction) model as discussed 
later. We have chosen not to optimize CH4 emis-
sions from the ocean regions due to its small contri-
bution (~10 Tg yr–1) to the global total emission. In 
the Bayesian method, we estimated emissions (S) and 
their uncertainties (CS) for 53 basis land regions (Fig. 
3) using the following equations:

C G C G CS
T

D S= +− − −( ) ,1 1 1
0

(2)

S S G C G C G C D DT
D S

T
D ACTM= + + −− − − −

0
1 1 1 1

0
( ) ( ). (3)

S0 = regional prior sources
CS0 = Prior source covariance (square of uncer-

Fig. 1. An example map of annual mean CH4 
emission distributions consisting of all the 
natural and anthropogenic emissions (Case 
CH4fix).
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tainty), set at 70 % of region-total emission for each 
month (S0)

D = atmospheric observations
CD = data covariance and set to variable (ref. 

Section 2.4) 
DACTM = ACTM simulation using a priori emissions 

(S0). Also referred to as presubtraction concentrations 
G = Green’s functions, defining the regional 

source-receptor (concentration at sites) relationships
Unlike CO2 inversions, we simulated CH4 mole 

fractions (DACTM) continuously from the beginning 
to the end of the inversion period (01 January 2001 
– 31 December 2013) and calculated model-measure-
ment differences (D-DACTM). For CO2 inversion, a 
monthly pulse is simulated for 3-4 years starting from 
1st of the 12 months each for every year of inversion 
(Rayner et al. 1999). Our method is valid only when 
the simulated growth rates using a priori emissions 
are in close agreement with the observed growth rate, 
and also helps to linearize the emission-concentration 
relationships somewhat because CH4 in the atmo-

sphere undergoes the chemical loss. This method is 
efficient for testing diverse cases of a priori emission 
scenarios at an affordable computing resource. ACTM 
is spun up for 13 years (until 31 December 2000, 24 
UT) before starting the 7 ensemble simulations with 
different a priori emissions.

To linearize the system further, regional basis func-
tions are calculated as the difference between a back-
ground CH4 tracer with seasonally varying emission 
(no interannual variations) and the background plus a 
unitary regional emission basis function. We used 53 
regional basis functions of 1 Tg yr–1, prepared from 
the annual mean map of the background CH4 tracer 
(CH4ctl). The basis emission functions are assumed 
the same for all 7 ensemble inversion cases and all 
years. Only one G-matrix is constructed using the 
meteorology of 2009 for a decay period of 59 months 
following 1 month of pulse emission. Thus our inver-
sion system uses quasi-interannually varying winds 
(IAV for presubtracted runs, but cyclostationary for 
basis functions). With the continuous simulation of 

Fig. 2. Global total ‘land’ emissions for 7 different a priori emission cases (a; top panel) and losses in ACTM simu-
lation for the emission case CH4fix (b; bottom panel). Note that emissions over the ocean regions are not included 
in the emission time series and inversion results. 
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the presubtraction concentration (DACTM), the routine 
extension of the inversion calculation to more recent 
years is relatively easy. A 13-year (2001–2013) block 
is computed at once to estimate monthly-mean CH4 
emission corrections to the 53 basis regions of the 
inverse model. We analyze the results for 2002–2012 
to avoid the “edge effect” (spin-up and spin-down 
years) in matrix inversion system employing singular 
value decomposition (SVD).

2.4 Atmospheric measurements (D and CD)
We use atmospheric CH4 measurements in units of 

dry-air mole fraction (in ppb, parts per billion) from 
37 NOAA cooperative global air sampling network 
sites and 2 JMA sites for estimating monthly-mean 
emissions by inversion. The details of the sites are 
shown in Appendix and Fig. 3. Both measurement 
networks reported data on the WMO mole fraction 
scale (Dlugokencky et al. 2005) and are available on 
the WDCGG website. These measurement sites are 
chosen on the basis of minimal data gap, typically 
less than 2 months, for the period of inverse calcula-
tion, 2001–2013. We also limited the sites to remote/
marine locations only because the coarse ACTM 
resolution does represent well the continental sites 
near strong emission (Patra et al. 2009). Gaps of one 
month are filled by linear interpolation between two 

neighbouring months on either side of the missing 
data. The monthly-mean measurements are assigned 
data uncertainty ( CD ) of 5 ppb for measurement and 
model transport errors + residual standard deviations 
(RSDs) for site representation error due to coarse 
ACTM resolution. Monthly-mean RSD is calculated 
from the differences between the model simulated 
daily concentrations and a fitted curve (Nakazawa 
et al. 1997). The fitted curves and long-term trends 
for each daily average time series are derived using 
a Butterworth filter of order 16 with a cut-off length 
of 24 months and with 3 harmonics. ACTM simulated 
results are sampled at the nearest model grid from 
output at 3-hourly average values. The difference 
between the locations of model grid and measurement 
site leads to a model representation error, which is 
assumed to be proportional to the short-term (daily) 
temporal variability in simulated concentrations (see 
also Patra et al. 2003). These short-term variations 
in simulations result from heterogeneity in emission 
distributions, e.g., the RSDs are calculated to be ~4.6 
and ~18.5 ppb at Mauna Loa (156°W, 19°N) and 
Hungary (17°E, 47°N), respectively. 

For validation of the meridional CH4 gradients in 
the lower-middle troposphere, we use 2 datasets from 
aircraft profile measurements, since measurements 
in the lower-middle troposphere contain integrated 

Fig. 3. 53 land regions of CH4 emission inversion (colour shaded), and locations of 39 measurement stations iden-
tified by numbers (see Appendix for details of the site locations).  
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source/sink signals from subcontinent or semi-hemi-
sphere regions. The first of these datasets are CH4 
mole fractions obtained by five HIPPO (HIAPER 
Pole to Pole Observations) aircraft campaigns 
during January 2009 – September 2011, covering 
all 4 seasons over the Central Pacific Ocean (Wofsy 
et al. 2011). In HIPPO, continuous CH4 measure-
ments made using a quantum cascade laser spectrom-
eter (QCLS) operated by Harvard University. We 
sampled ACTM simulations by linear interpolation 
in space and time from 3-dimentional model output 
at hourly time intervals. The second of these datasets 
are long-term vertical profiles measured over Sendai 
(38.3°N, 140.9°E) by Tohoku University (Umezawa 
et al. 2014). These measurements are located strate-
gically in the region of maximum emission increase 
due to anthropogenic activities as suggested by the 
inventory emissions. We take this opportunity to 
validate the emission trends estimated by inverse 
modeling through a comparison of trends in simulated 
and measured CH4 growth rates. This CH4 dataset 
is converted from the Tohoku University CH4 scale 
(Aoki et al. 1992) to the WMO mole fraction scale 
using WMO = 0.98571 TU + 23.0402 (correlation 
coefficient, r2 = 0.999969) according to the results 
of WMO international standards comparisons (www.
esrl.noaa.gov/gmd/ccgg/wmorr/wmorr_results.php?r-
r=rr5&param=CH4). This scale conversion produces 
offset range of 2–5 ppb for tropospheric CH4.

3. Results and discussion

We have performed several cases of inversions by 
varying a priori data uncertainty (CD) and emission 
uncertainties (CS0). Here we present the results for 
CD = 5 ppb + RSD, and CS0 = S0 × 0.7. This case is 
selected based on x2 value of close to 1 for a typical 
inverse model cases, e.g., x2 is calculated to be 0.78, 
0.98 and 1.44 for CH4ags, CH4ctl and CH4e42, 
respectively. x2 is the quadratic sum of the prior-pos-
terior emissions differences weighted by the prior 
emission variances and the quadratic sum of the 
modeled-observed concentration differences weighted 
by the observation variances. Lower (higher) values 
of a priori data and emission uncertainties increase 
(decrease) the value of x2. 

3.1 Simulated CH4 by forward and inverse models
Figure 4 compares CH4 at 4 representative sites, 

namely, at northern high latitude (a. Alert), remote 
mountain (b. Walliguan), southern Japan island (c. 
Yonagunijima) and monsoon dominated Indian 
Ocean (d. Seychelles). At Alert, a remote site, the 

CH4 variations are mostly controlled by the net 
balance between emissions and loss at the seasonal 
time scale and transport of CH4 from mid-latitudes 
to the arctic region. In each hemisphere, seasonality 
in loss of CH4 exceeds that of emissions, thus there 
is less atmospheric CH4 in summer than in winter at 
remote background sites. Observations at Walliguan 
show no clear (dampened) seasonal cycle suggesting 
local to regional influence on observed CH4. This site 
receives relatively lower CH4 concentration from the 
southwestern side and from the upper troposphere in 
the winter, and relatively higher CH4 concentrations 
from the east during the summer (Zhou et al. 2003; 
see also Fig. 1 and Patra et al. 2009). Yonagunijima 
observes pristine marine air during summer and emis-
sion signals from continental East Asia during the 
winter (Wada et al. 2011), thereby a deeper seasonal 
cycle compared to that at Alert. The measurements at 
Seychelles are influenced by the emissions over the 
Indian subcontinent during the northeast monsoon 
season (November to March), which otherwise 
represent the SH marine air (Patra et al. 2009). The 
comparison suggests ACTM simulation using a priori 
(inventory) emission is too high in the early 2000s at 
all sites and somewhat in agreement with observed 
CH4 concentrations in recent years (grey line in 
Fig. 4). These differences tend to become zero, i.e., 
within the given data uncertainties for each site and 
month, after performing the inversion (red line). Note 
that these sites are used in inversions, and are not 
presented as independent validation but are depicted 
here to show the overall capability of the newly devel-
oped inversion system at JAMSTEC in fitting the 
observed time series. 

3.2 Emission uncertainty in the inverse model
We assigned monthly varying a priori uncertain-

ties to each of the 53 basis regions, and the Bayesian 
inversion system returned a posteriori uncertainty 
(CS) along with the corrections to regional emissions 
(2nd term on the RHS of Eq. 3). Figure 5 shows maps 
of annual mean a priori uncertainties and the uncer-
tainty reductions ([prior – poste]/[prior + poste]/2; in 
%). The uncertainty reduction is a measure of how 
strongly measurements record emission signals from 
the basis regions. Regions containing measurement 
sites are most strongly constrained, e.g., Temperate 
North America, Western Europe, East Asia and 
Northeast Africa. Emissions in Eastern Europe and 
Northeast Africa are moderately constrained by 
the measurements at sites located downwind. Most 
regions are weakly constrained by the 39 sites used 

http://www.esrl.noaa.gov/gmd/ccgg/wmorr/wmorr_results.php?rr=rr5&param=CH4
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in the inverse model. This geographical extent of the 
constraint is critical for interpretation of the a poste-
riori emissions. We expect the inversion system 
to constrain the meridional gradient in emissions, 
because the regional emissions are well-mixed zonally 
and vertically within about a week. As a result, emis-
sion signals combined from all regions within the 
same latitude band will be captured at the remote 
marine sites. However, emissions from 53 basis 
regions may not be discussed individually at high 
level of confidence. For example, most parts of Boreal 
Asia and Boreal North America are not strongly 
constrained by the inversion, and thus emissions in 
the two boreal regions, on two different continents, 
are not likely separable. This is because all emission 
signals are propagated vertically upward and along 
the isentropes first, and then make several rounds 
zonally in the troposphere (thereby loosing distinc-
tion between origins) before reaching the background 
measurement sites at similar latitudes. For example, 
basis function signals from the nearest northeastern 
Siberia region first appeared at Shemya Island (174°E, 
53°N) after 10 and 15 days of model run for January 
and July, respectively. 

3.3 Sub-hemispheric CH4 emissions
Figure 6a shows the time evolution of global 

total CH4 emissions for the 7 inversion cases. It is 
observed that 6 of the 7 inversion ensembles agreed 
very well for the global totals and interannual vari-
ations (r2 = 0.81 for CH4ags and CH4e42, r2 > 0.97 
between CH4ags and 6 others). In line with the 
observed change in growth rate after the quasi-steady 
state during 1999–2006 (Rigby et al. 2008; Dlugo-
kencky et al. 2009), the inversions show significant 
increases in the global CH4 flux starting in 2007 by 
greater than 20 Tg yr–1 compared to ~12 Tg yr–1 
of 1-σ standard deviation for IAV. The CH4ctl case 
generated interannual variation that does not exist 
in the prior (grey straight line). Five other inversion 
results except for CH4e42 followed very similar emis-
sion trajectories despite their spread in a priori global 
totals for different years. In contrast, it is puzzling 
that the inversion case CH4e42, with the very high 
rate of a priori emission increase, remained separated 
compared to the other 6 inversion cases. 

Figure 6b–c shows aggregated emissions for the 
northern extratropics (Boreal and Temperate North 
America, Europe, Boreal Asia and East Asia), tropics 
(Tropical South America, Northern Africa, South Asia 

Fig. 4. Comparisons of ACTM simulated CH4 for prior emissions (grey; DACTM) and a posteriori DACTM (red; case 
CH4ags) with measurements by NOAA and JMA. Variable y-axis ranges are used to show variations at the sites 
as clearly as possible. 
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and Southeast Asia) and southern extratropics (South 
America, Southern Africa and Oceania/Australasia) 
semi-hemispheric regions, respectively. All regions 
showed the lowest emission in 2004 and a compli-
cated time evolution after that. The NH emissions 

increased only until 2008, followed by a decrease 
during 2009 and 2010, and then an increase until 
2012. This time evolution is contrary to the a priori 
emission scenarios (either small or no variations to 
strong increase in emissions from about 200 to 230 

Fig. 5. Regional a priori uncertainties (a; left; S0 × 0.7) and uncertainty reductions (b; right; case CH4ags) are 
depicted in the left and right columns, respectively. Measurement site locations are marked by numbers in panel b. 

Fig. 6. Annual mean terrestrial CH4 emissions as estimated by 7 different inversion cases (CH4ags - red, CH4e42 
- green, CH4enf - blue, CH4fix - yellow, CH4fug - orange, CH4ong - purple and CH4ctl - cyan), in comparison 
with the a priori emissions (grey lines). The a priori values in panel (a) are the same as those in Fig. 2. The prior 
values for sub-regions should be intuitively interpreted with CH4fix being at the bottom and CH4e42 at the top of 
6 ensembles, whereas the case of CH4ctl remained constant in time. Figures 8 and 9 also follow this convention. 
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Tg yr–1). Emissions from the tropics increased during 
2002–2007 and remained relatively stable afterwards, 
with very strong IAVs, suggesting that emissions in 
the tropical region are under the control of natural 
climate variations, such as the El Niño Southern 
Oscillation (ENSO). The positive ENSO phases in 
2002–03, 2006–2007 and 2009–2010 led to increased 
CH4 emissions from biomass burning in the Equato-
rial Asia and SH South America (van der Werf 2010; 
Patra et al. 2011; updated results, www.globalfiredata.
org/tables.html). Emissions from the SH showed a 
decrease between 2002–2003 and 2004–2006, and 
then a step like increase in 2007 by about 8 Tg yr–1, 
followed by almost constant emissions until 2012. 
The sustained emission increase in the SH is due to 
anthropogenic activities (addressed in Section 3.8). It 
is encouraging that the inversion system with only 39 
sites can generate these changes in emissions fairly 
consistently, confirming that the remote marine sites 
do constrain integrated emissions from inverse model 
regions in Africa, America and Asia continents. 

3.4 Sub-continental scale CH4 emissions
To further probe the inverse modeling results, CH4 

emissions for 12 aggregated regions are discussed. 
Figure 7 shows a map of regional total emissions, in 
which it is obvious that there are stronger emissions 
from all tropical regions and populous temperate 
regions of North America and Europe. The regional 
total emissions averaged over the starting (2002–
2006) and ending (2008–2012) 5-year periods of the 
inversion are given in Table 1 for checking systematic 
change in regional emissions. Mean emissions from 
Boreal North America, Temperate North America, 
Boreal Asia, Europe, Southern Africa and Austral-
asia do not show a large increase or decrease in CH4 
emission (changed by +0.2, –0.7, –0.1, –1.4, +0.8, 
and –0.4 Tg yr–1, respectively). However, East Asia, 
West (South) Asia, Southeast Asia, Tropical South 
America, Temperate South America and Northern 
Africa showed greater increases of 9.0, 2.9, 4.7, 
2.8, 4.3 and 2.4, respectively, from 2002–2006 to 
2008–2012 (6 year interval between the two aver-
aging periods). The emission increase over East Asia 
requires a special mention; since the greatest emission 
increase rate of ~17 Tg yr–1 in the a priori CH4e42 
case was found. All inversion cases estimated that 
the emission increase in East Asia should be in the 
range 7–8 Tg yr–1 in this 6-year time interval. This 
result is in agreement with the results obtained by 
independent studies focusing on the East Asia region. 
Tohjima et al. (2014) estimated annual CH4 emissions 

of 39 ±7 Tg yr–1 during 1998–2002 and 46±8 Tg yr–1 
in 2009/2010 for China alone, taking into account for 
nonseasonal or anthropogenic sources without rice 
fields. Thompson et al. (2015) estimated East Asian 
CH4 emissions to be 44.4 and 51.9 Tg yr–1 averaged 
over 2000–2005 and 2006–2011, respectively. Our 
results suggest that the economic activity or energy 
use proxies, as currently employed for developing 
emission inventories (Janssens-Maenhout et al. 2012), 
does not apply linearly to CH4 emission inventory 
creation for decadal time periods. Factors such as the 
implementation of green technology, improved fuel 
combustion efficiency or change in chemical compo-
sition of fuel are important in explaining why the 
emissions do not scale with economic growth. 

3.5 Interannual variations in estimated fluxes
Figure 8 shows the time evolution of annual mean 

CH4 emissions from the 12 aggregated regions as 
estimated by the ensemble of 7 inversions. Similar 
to the behavior in the seasonal cycle, the IAV in the 
posterior emissions follows that a priori, with some 
added information from the inversion. Our results 
agree broadly with previous inverse modeling in that 
CH4 emissions in Tropical South America increased 
in 2007 and 2010 (Houweling et al. 2014) and that 
Tropical regions are the dominant driver for IAVs 
in CH4 emissions (Patra et al. 2011; Bousquet et al. 
2011). Since regions are defined differently among 
studies, this makes detailed comparisons between 
studies difficult. The ACTM based inversions esti-
mated a CH4 emission increase of ~5 Tg yr–1 in 2006 
for the Southeast Asia region (Fig. 8i). Only a fraction 

Fig. 7. A map of 12 aggregated regions for discus-
sion of regional emissions. Mean fluxes for 
the whole period of inversion are shown as the 
shaded background.
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(68 %) of this IAV comes from the use of IAV in a 
priori emissions from the wetlands (VISIT terrestrial 
ecosystem models) and biomass burning (GFED). 
However, the inversion case CH4ctl, which did not 
include any IAV in the a priori emissions, has brought 
out a similar 2006 increase, which is quite consistent 
with other inversions that had IAV in the prior emis-
sions. 

The emission IAVs in East Asia and South Asia 
(Figs. 8f, h, respectively) are presumably caused by 
an increase in anthropogenic activities as suggested 
by EDGAR42FT, in which the main causes of a priori 
CH4 emission increase are fugitive (coal burning) and 
enteric fermentation. As per Food and Agricultural 
Organization (FAO) statistics, the non dairy cattle and 
cow population in Asia increased monotonically by 15 
% between 2002 and 2012, from a total of 356 million 
heads in 2002 (FAOSTAT 2015; see also Fig. S2). 
The inversions also suggested a systematic increase 
in CH4 emission from the South American continent, 
which was not present in most of the a priori emis-
sion cases, except for CH4e42. According to the FAO 
statistics, the cattle and cow population increased 
by 14 % in South America during 2001–2004, and 
remained steady at 313 million heads during 2004–

2012. Similarly a sustained increase in cattle and 
cow population is also seen in Africa, by 22 % during 
2002–2012 (from 190 to 231 million heads), which 
could explain the emission increase estimated in the 
Northern Africa region by the inversion. Although 
we cannot attribute specific causes to the estimated 
changes in emissions due to the simplistic design 
of the inversion system, our inversion results along 
with the FAO statistics and the EDGAR inventories 
strongly suggest an increase of biogenic emissions in 
the tropical and SH land in the 2nd half of the 2000s. 
An outlook on the separation of CH4 emission types 
using C and H isotopologues is given in Section 3.8. 

Another interesting outcome of the ensemble 
inversion cases is that the regional bias in a priori 
emissions of one region apparently affects the a 
posteriori emissions of several other regions in the 
same semi-hemisphere (NH/SH extratropics and 
tropics). We find the strongest decrease in a poste-
riori emissions compared to the a priori from Europe, 
Temperate and Boreal North America in inversion 
case CH4e42, which has strongest increase in emis-
sion during 2005–2012 for East and South Asia. 
These couplings in the estimated emissions also have 
a cascading effect in emission estimation of Northern 

Table 1. Ranges of regional total CH4 emissions from the 6 inversions based on the EDGAR-
42FT (anthropogenic) and VISIT (wetland and rice) emissions. The CH4ctl inversion is not 
included here for simplicity, since it shows excursions in emission magnitudes for some re-
gions (ref. Fig. 8; cyan and horizontal grey lines), although the a posteriori global totals fall 
within the range given here. 

Region name CH4 emissions (units: Tg yr–1)

2002–2006 2008–2012

Prior Posterior Prior Posterior

Boreal N. America
Temperate N. America
Tropical S. America
Temperate S. America
Northern Africa
Southern Africa
Boreal Asia
South Asia
East Asia
Southeast Asia
Australasia
Europe
Global Land*

17.4–17.5
53.0–53.7
51.8–52.5
41.4–43.9
46.0–47.6
28.9–29.5
15.7–16.8
72.1–75.8
66.9–75.4
64.1–66.1
9.3– 9.7

45.5–47.0
514–534

19.5–20.0
49.5–50.3
48.4–48.7
46.8–47.9
46.3–47.8
31.4–32.2
16.7–17.3
66.5–69.3
59.2–62.2
58.1–59.3
8.3–8.7

48.2–50.8
505–509

17.3–17.4
53.2–54.3
50.5–52.3
41.1–45.6
45.1–48.4
28.1–29.6
15.1–18.0
73.3–83.2
67.4–91.9
61.3–66.9
8.4–9.2

45.0–47.5
508–561

19.6–20.2
47.9–50.2
50.0–53.9
50.6–53.6
47.8–52.1
31.9–33.8
16.3–17.7
68.1–74.2
66.1–74.4
61.1–66.4
7.7–8.7

45.9–49.8
524–545

*the minimum and maximum in the last row are not the totals of regional minimum and 
maximum values of regional emissions, but are the lowest and highest values global total emis-
sions. Thus the 12 regional minima-maxima do not add up to that for the global totals. 
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Africa (propagated by a dipole with the European 
emissions) and as far as the regions in the SH (Fig. 8; 
green lines in bottom row). In a parallel effort, we use 
the ACTM forward model and CO2 measurements at 
74 sites to estimate fluxes from 54 land regions. Our 
CO2 inversion results suggest an increased ‘residual 
land sink’ over East Asia, Boreal Asia and Boreal 
North America. By analogy of our CH4 inversion 
ensemble, we consider that the estimated increased 
land sink is very likely to be an artifact of exces-
sive fossil fuel CO2 emission given by the inventory 
emission databases (e.g., EDGAR42FT 2013). The 
inversion for CO2 optimizes total CO2 fluxes, thus 
the land sink is the residual of the total minus the 
‘known’ fossil fuel emission. Conventional CO2 and 
CH4 inverse models do not include a priori emission 

ensemble, instead focusing on other input parameters 
such as observational data networks, forward model 
parameters and inversion methodology (Rayner et al. 
1999; Peylin et al. 2013; Bergamaschi et al. 2013; 
Bousquet et al. 2011; Houweling et al. 2014). Thus 
our results suggest that a priori emission trends should 
be treated with extra caution for separating regional 
emissions and sinks of long-lived species (lifetime of 
months and longer, e.g., including carbon monoxide). 
The shorter lived species (lifetime of days, e.g., 
nitrogen oxides) emitted from one region do not affect 
directly mole fractions of another sub-continental 
scale region.   

3.6 Seasonal cycle of CH4 emissions
The seasonal cycle in CH4 emission is mainly 

Fig. 8. CH4 emissions for the 12 aggregated regions as estimated by 7 different inversion cases (CH4ags - red, 
CH4e42 - green, CH4enf - blue, CH4fix - yellow, CH4fug - orange, CH4ong - purple and CH4ctl - cyan). The 
seasonal (3-monthly time intervals) anomalies in CH4 emissions are depicted in Fig. S1 (Supplementary figure).
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controlled by changes in biogenic activity, typically 
with maximum intensity in hot and humid conditions, 
and thus is one of the most important components 
in understanding and controlling CH4 cycling in the 
Earth’s environment. Figure 9 shows seasonal varia-
tions in CH4 emissions as estimated by the bottom-up 
(a priori) and top-down (a posteriori) methods. Emis-
sion seasonality differs substantially between the 
CH4ctl case and the other 6 a priori ensemble cases 
for most of the 12 analysis regions. The seasonality 
differences between CH4ctl and other a priori cases 
arise from emissions due to wetlands, rice paddies 
and biomass burning because the anthropogenic emis-
sions do not contain seasonal variation. In general, the 
VISIT model simulated emission seasonality follows 

surface temperature and soil wetness, whereas, Yan 
et al. (2009) inventory-based emission map (CH4ctl) 
has a delayed seasonal maximum in emissions of 
rice paddies in the South Asia region by taking into 
account the timing of rice planting, growing phase 
and harvesting, and field based flux measurements 
(Fig. 9h). The shape of both sets of seasonal cycle 
phase and amplitude come closer after inversion; 
CH4ctl is shifted to an earlier peak by 2 month from 
August to June and the seasonal cycle amplitude 
increased for all. 

For the Boreal Asia region, GISS wetland emis-
sions (CH4ctl) produced a much greater amplitude of 
seasonal cycle in a narrower time window than that 
simulated by the VISIT model (Fig. 9b). Unfortu-

Fig. 9. Seasonal cycle of CH4 emissions as estimated by the inversions (coloured lines; CH4ags - red, CH4e42 - 
green, CH4enf - blue, CH4fix - yellow, CH4fug - orange, CH4ong - purple and CH4ctl - cyan) for different a priori 
emission scenarios (grey lines). We show all the 7 inversion results, although the results of only CH4e42 and 
CH4ctl are clearly different from the other 5 cases (lines generally hidden under CH4ong). 
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nately, the inversion model did not add much to our 
knowledge in deciding the correctness of either of 
these emission fields. Similarly, agreement between 
CH4ctl and other inversion cases did not improve for 
Northern Africa and Australasia. This is primarily 
because the surface measurement network does not 
cover these land regions sufficiently (Fig. 5b). We 
find that the peak emission over Southern Africa for 
the CH4ctl case is developed so as to be in line with 
those suggested by the VISIT wetlands and GFED 
biomass burning emissions (other cases). The August 
peak for the CH4ctl case increases to 32 Tg yr–1 if the 
a priori emission uncertainty is increased to 100 % of 
the regional emission. Further tuning of the inverse 
modeling parameters (CD and CS0) can produce better 
agreement between the inversion cases. However, we 
treated all regions uniformly to avoid the modeler’s 
intuitions biasing the results. The VISIT wetland 
emissions did not show much seasonality for Europe, 
but the inverse model produced a seasonal cycle 
amplitude and phase that is more comparable to that 
present in the GISS database. Similarly the seasonal 
cycles after inversion are in close agreement for 
CH4ctl and 6 other inversions for North America and 
East Asia where the observational constraints are 
relatively strong (Fig. 5). These results highlight the 
need for measurements over continents to constrain 
regional emissions. In addition, CTMs has to be run 
at higher spatial resolution for better representation 
of continental sites, which is not the case with ACTM 
T42 resolution. 

3.7 Validation using independent atmospheric data
One of the most difficult tasks for the inverse 

modeling community is deriving a robust metric 
for validating estimates of emissions and sinks. A 
common approach is to compare an independent 

set of measurements to the simulations (or assimi-
lated fields) using a posteriori emissions. We show 
summary statistics of model and observed interhemi-
spheric (IH) CH4 gradients during the five HIPPO 
campaigns in Table 2 and Fig. S3. The IH gradients 
are calculated as the difference between the average 
NH – SH CH4 in the altitude range of 0–3 km. 
Measurements over the Central Pacific are only used 
in this analysis for testing the validity of the zonal-
mean inverted emissions in simulating meridional 
mole fraction gradients. In general, IH gradients are 
greatest in the winter–spring (HIPPO-1 and HIPPO-3) 
when OH concentrations are smallest in the NH, and 
the IH gradient reduces through the summer as CH4 
loss by tropospheric OH rises in the NH (HIPPO-
4). This decrease in CH4 mole fraction is observed 
despite the seasonal increase in CH4 emissions from 
natural wetlands and rice cultivation in the NH (Fig. 
9). CH4 starts to build up in the NH starting from 
autumn (HIPPO-5 and HIPPO-2). 

The comparison results show that ACTM-HIPPO 
differences are typically below 3 ppb for 4 of the 5 
HIPPO campaigns, with the exception of HIPPO-5 
when the model-observation differences are gener-
ally above 7 ppb (except for CH4ctl). The a priori case 
CH4e42 generally produced the highest model-obser-
vation mismatches, up to 31 ppb for HIPPO-3. This 
suggests that the CH4 emissions in the NH are over-
estimated in the a priori case CH4e42. Since most of 
the emission increase during 2004–2012 came from 
fugitive emissions over China, the relatively large 
ACTM-HIPPO concentration differences indicate 
an overestimation in EDGAR42FT (2013). The poor 
simulation of the IH gradient by ACTM for HIPPO-5 
suggests that either the emissions need to be higher 
during the summer–autumn months in the NH or the 
loss due to OH is overestimated. Note that the a priori 

Table 2. ACTM simulated (using a posteriori emissions) CH4 interhemispheric gradients (units: ppb) in the altitude range 
0-4 km compared with HIPPO QCLS measurements for all 5 campaigns. Approximate simulation results using a priori 
emissions are given in parenthesis. 

Obs./Model HIPPO-1
(January 2009)

HIPPO-2
(November 2009)

HIPPO-3
(Mar-Apr 2010)

HIPPO-4
(Jun-Jul 2011)

HIPPO-5
(Aug-Sep 2011)

CH4QCLS
CH4ags
CH4e42
CH4efm
CH4fix
CH4fug
CH4ong
CH4ctl

108.6
110.3 (111)
111.3 (121)
110.1 (110)
110.3 (110)
111.1 (116)
110.6 (113)
116.8 (109)

89.7
87.5 (82)
86.1 (93)
87.0 (82)
87.6 (82)
87.3 (87)
87.6 (85)
92.6 (88)

115.8
116.2 (132)
117.2 (147)
115.8 (132)
116.2 (131)
117.4 (140)
116.6 (136)
123.9 (118)

63.8
61.0 (75)
63.1 (87)
60.9 (75)
60.9 (75)
62.1 (81)
61.6 (78)
62.7 (66)

69.5
61.9 (56)
62.4 (65)
61.6 (55)
61.9 (55)
62.4 (61)
62.1 (58)
64.9 (68)
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simulation of CH4ctl was in better agreement (within 
3 ppb) with HIPPO measurements compared to that 
using a posteriori emission (difference as great as 8 
ppb for HIPPO-1 and HIPPO-3). This is because the 
CH4ctl inversion produced greater CH4 emissions in 
the latitude band of 25–50°N. In contrast, CH4ags a 
posteriori emissions are greater in the latitude band 
of 30°S–Eq compared to a priori emissions and thus 
the large model IH gradients during HIPPO-3 and 
HIPPO-4. This suggests that inversions using 39 
surface sites provide somewhat limited constrain on 
accurately describing the fine details in latitudinal 
distribution of CH4 emissions. 

In addition to the spatial/meridional emission distri-
bution, estimation of the time evolution of emissions 
is an integral part of understanding the mechanisms 
of CH4 emissions due to natural climate variability 
and human activity. Figure 10 shows the time series 
of CH4 over Sendai, Japan. The simulated mole frac-
tions calculated with a posteriori emissions agree with 
the measured values within 0.3 % (5 ppb) for indi-

vidual years, except for the CH4e42 case. The vertical 
gradients are also well simulated for 2002–2012 (not 
shown) with typical model-observation differences 
lower than 20 ppb. More interestingly we find that the 
simulated CH4 seasonal cycle amplitude has increased 
from ~40 ppb (peak to trough) in 2002–2003 to ~60 
ppb during 2011–2012. The seasonal cycle ampli-
tude is overestimated by ACTM simulation using a 
priori emissions, and largest overestimation is seen 
for the CH4e42 case, suggesting that the impact of 
the emission increase in China on CH4 concentration 
seasonality might be observable over Japan. ACTM 
simulations using a posteriori emissions better match 
the observed seasonal cycles (Figs. 10c, d) and are 
indistinguishable from each other. These comparisons 
clearly indicate that the CH4e42 inversion case still 
overestimates emissions of CH4 from the East Asia 
region. Thus our best estimated emission increase 
is 7–8 Tg yr–1 over the periods of 2002–2006 and 
2008–2012. Note here that the a posteriori uncertainty 
was about 22 Tg yr–1 for the East Asia region, which 

Fig. 10. CH4 over Sendai, Japan in altitude range of 2–4 km (top) and 0–2 km (down). Measurements are taken 
from Tohoku University (circle) and ACTM simulations for 6 inversion cases (lines; colours correspond to the 
emissions in Fig. 6) are shown.
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does not truly reflect the quality of mean a posteriori 
fluxes, and the quality of the mean fluxes is better 
verified (within 10 Tg yr–1) using independent aircraft 
measurements.

Given the similarities in increase of anthropo-
genic CO2 and CH4 emissions, we briefly discuss 
implications our CH4 inversion results for CO2 
inverse modeling. Despite the differences in emis-
sion sectors, global total anthropogenic CO2 and CH4 
emissions increased by 16 % and 10 %, respectively, 
between the periods of 2002–2006 and 2008–2012 
(EDGAR42FT 2013). In the case of CO2 inver-
sions, residual (terrestrial biosphere) fluxes for land 
regions are estimated assuming that our knowledge 
of anthropogenic emission due to fossil fuel burning 
and cement production is accurate. This implies that if 
the regional CO2 anthropogenic emission is overesti-
mated, the terrestrial biosphere will appear as a lower 
source or increased sink of CO2 by inverse modeling. 
However, the CH4 inversion emission validation 
results clearly suggest an overestimation of anthropo-
genic emissions in EDGAR42FT (2013). We propose 
that the enhanced residual CO2 sinks in the East Asian 
terrestrial biosphere are likely to be estimated by 
inverse modeling of atmospheric CO2, if correction 
to anthropogenic CO2 emission increase rate is not 
applied before inversion. As an example, the increase 
in CH4 emission by 19 Tg yr–1 by EDGAR42FT was 
reduced to 7–8 Tg yr–1 by our inversion for the East 
Asia region. 

Large fractions of total CO2 and CH4 emission 
increases from China are attributed to fossil-fuel 
burning alone, i.e., public electricity and heat produc-
tion (48 %) and fugitive from solid (32 %), respec-
tively, according to the EDGAR42 during the periods 
between 2001–2004 and 2005–2008. By analogy, 
we may expect less than 50 % of the anthropogenic 
CO2 emission increase of 1.0 PgC yr–1 estimated by 
EDGAR42FT between the periods of 2002–2006 and 
2008–2012. Thus CO2 inversions using EDGAR42FT 
anthropogenic emission as a priori would estimate 
an increased terrestrial biosphere sink over East Asia 
between the periods of 2002–2006 and 2008–2012. 
We propose that the large terrestrial CO2 sink of 
1.56 PgC yr–1 over Asia estimated in recent inverse 
modeling studies (e.g., Zhang et al. 2014) is partly an 
artifact of greater anthropogenic emission estimated 
by the inventory emissions for China. Interestingly, if 
the anthropogenic CO2 emissions from China grew at 
half the rate of what is projected by emission invento-
ries, total emissions from China would have overtaken 
CO2 emission from the United States in 2009 (1.45 

PgC yr–1), not in 2006 (1.59 PgC yr–1) as suggested in 
EDGAR42FT (see also Gregg et al. 2008). 

3.8 Time-latitude distribution of the atmospheric 
growth rate

Figure 11 shows the growth rate of CH4 as 
measured and simulated at 21 background sites out of 
the 39 sites used in the inversion (case CH4ags). This 
reconfirms that use of the same sites in the inversion 
and subsequent forward simulations do not neces-
sarily constitute a perfect model condition, i.e., when 
the same transport model is used before and after 
inversion. Due to insufficient degrees of freedom 
in the inversion system in the case of CH4e42, the 
inverted fluxes failed to represent the time evolution 
of global total CH4 emissions for simulating CH4 
growth rates that are consistent with observations 
(RMSE, root-mean square error = 5.6 ppb yr–1, and 
mean bias 3.5 ppb yr–1; not shown). Growth rates 
are calculated by taking the time-derivative of long-
term trends of CH4 time series calculated with a curve 
fitting method (Nakazawa et al. 1997). However, the a 
posteriori RMSE and bias were reduced significantly 
compared to the a priori emission case of CH4e42 (8.3 
and 6.7 ppb yr–1, respectively). The RMSE defines 
how well the model captures the observed interan-
nual variations in the growth rate and bias indicates 
model-observation agreement between overall trends 
during the period of analysis (2002–2012). Notably, 
the RMSE and mean bias in CH4 growth rates simu-
lated using CH4ags emissions are 3.6 and 0.44 ppb 
yr–1, respectively, better than those in the a priori 
emission case, 5.7 and –1.6 ppb yr–1 (Fig. 11). Low 
reduction of CH4 growth rate RMSE (~37 %) after 
inversion is likely to be caused by the use of cyclosta-
tionary regional pulse function. 

Figure 11 suggests that the anomalous positive 
growth rate in 2002–2003 and negative growth rates 
in 2004–2005 originated in the tropics and the NH. 
However, the recent positive anomalies in growth 
rates in 2007 and 2010 are more likely to have orig-
inated in the SH and the tropics. An increase in 
anthropogenic emission is also suggested by the 
EDGAR42FT inventory (Figs. 6c, d; case CH4e42), 
which is consistent with our inversion results for 
emission trends over South America and South Asia. 
The rate of global total fire emissions decreased 
slightly from 16 Tg yr–1 in 2002–2006 to about 13 Tg 
yr–1 in 2007–2012 (van der Werf et al. 2010; updated 
results). The inversion flux analysis does not allow 
us to ascertain what type of activities have caused 
the increase in emissions. However, the University of 
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Fig. 11. Observed and simulated CH4 growth rates for 2002–2012, based on selected 21 marine sites of the 39 sites 
used in inversions. Simulated cases using CH4ags a priori and a posteriori emissions are depicted in the bottom 
and middle panels, respectively, using a common colour scale (light blue to pink). Sites used in making these 
plots are indicated on the right side of the bottom panel, placed according to their location latitudes. 
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Colorado, INSTAAR (White and Vaughn 2015) has 
observed a decrease (more negative value of the rela-
tive ratio of 13C to 12C, i.e., towards lighter CH4) in 
stable carbon isotopic ratios of atmospheric CH4 (13C-
CH4) since about 2008, suggesting an increase in CH4 
production through microbial activity, such as enteric 
fermentation (as discussed earlier using FAO statistics 
of cattle and cow population) and wetlands. However, 
our a priori emission cases including wetland emis-
sion variations using VISIT terrestrial ecosystem 
model did not suggest any increase (Ito and Inatomi 
2012). The estimated CH4 emissions from enteric 
fermentation globally increased from 89 Tg yr–1 in 
2002 to 99 Tg yr–1 in 2009 (FAOSTAT, 2015; ~10 
Tg yr–1 increase is also seen in EDGAR42FT for the 
period 2000-2010). This increase in emission corre-
sponds to global non-dairy cattle population increase 
from 1056 million in 2002 to 1160 million in 2012 
(approximately, 10 %), with majority of contributions 
coming from Asia (15 %), South America (14 %) and 
Africa (22 %). 

4. Conclusions

A CH4 inverse model was developed using ACTM 
by introducing a few modifications to our CO2 inver-
sion system for estimation of emissions from 53 land 
regions globally at monthly time intervals for the 
period 2002–2012. The new system is also appli-
cable to other species, such as N2O, Halocarbons, 
with low reactivity in the atmosphere and reasonably 
well balanced global total a priori sources and sinks 
estimates. We have used interannually varying mete-
orology (JRA-25 nudged to AGCM) for simulating 
atmospheric CH4 and regional basis function simula-
tions were simulated using one year of meteorology 
(2009). Model simulations did not consider interan-
nual variation in OH radical concentration, although 
the temperature dependent reaction rates were 
calculated. We prepared 7 cases of a priori emission 
scenarios and utilized them for checking the perfor-
mance of the inverse model to constrain regional, 
semi-hemispheric and global total CH4 emissions. We 
used CH4 mole fraction measurements from 39 sites 
(37 NOAA and 2 JMA) in the period of 2001–2013.

The a posteriori CH4 emissions are in general 
agreement with previous studies. Global total emis-
sions are estimated to be 505–506 Tg yr–1 in 2002–
2006 and 524–532 in 2008–2012 (range based on 6 
inversion cases). The renewed growth in atmospheric 
CH4 burden since 2007 was triggered by emissions 
from tropical Asia and southern South America. Using 
the statistics from Food and Agriculture Organiza-

tion of the United Nations (FAOSTAT) and a prelim-
inary analysis of carbon isotopic ratio of atmospheric 
CH4 (13CH4), we conclude that the renewed growth 
rate in 2007 and its sustenance is caused by CH4 
sources from enteric fermentation. On contrary to 
the large anthropogenic emissions from China in the 
EDGAR42FT emission inventory (~17 Tg yr–1 during 
the 2002–2006 and 2008–2012), our results suggest a 
much lower increase rate of 7–8 Tg yr–1. The inven-
tory emissions are calculated based on the economic 
activity and country level energy consumption statis-
tics, which are then applied with emission factors for 
various species. Given that the EDGAR42FT database 
also show rapid increase in fossil fuel CO2 emissions 
from China, and residual terrestrial fluxes in inverse 
modeling are estimated with an assumption that 
fossil fuel CO2 emissions are accurately known (e.g., 
Rayner et al. 1999; Peylin et al. 2013), we propose 
that the CO2 residual sink over East Asia estimated 
by inverse modeling is likely to be overestimated for 
the recent years because of overestimation of CO2 
emissions from fossil fuel burning. Further efforts 
are needed to resolve such ambiguity in estimation of 
CO2 fluxes by inverse modeling. Artifacts of an over-
estimation in anthropogenic CO2 emission on CO2 
inversion of terrestrial biosphere sources and sinks are 
discussed in Section 3.7. 

One of the major deficiencies of this inverse model 
setup is poor constrain on the seasonal cycle of CH4 
emissions at the regional scale. There were, however, 
signs of closer agreement between the a posteriori 
emissions for CH4ctl and other 6 ensemble cases. This 
is mainly because of the sparse measurement network 
practically used for the inversion (39 sites). In the 
future, we would also like to realistically introduce 
interannual variations in loss of CH4 by OH chemistry 
and Cl in marine boundary layer – both of which are 
poorly known presently. 

Acknowledgments

This work is supported by JSPS/KAKENHI 
Kiban-A (grant#22241008), MEXT Arctic GRENE 
(ID 5) and MoE Environment Research and Tech-
nology Development Fund (2-1401). We acknowledge 
the support of personnel working at the experimental 
sites and those supporting the model development. All 
the model results (input and output) as well as the data 
used in plotting are available unconditionally from 
the lead author, and measurements are available from 
http://ds.data.jma.go.jp/gmd/wdcgg and http://www.esrl.
noaa.gov/gmd/dv/ftpdata.html for scientific use with 
reciprocity agreement. We thank both the reviewers 

http://ds.data.jma.go.jp/gmd/wdcgg and http://www.esrl.noaa.gov/gmd/dv/ftpdata.html


Journal of the Meteorological Society of Japan Vol. 94, No. 1110

for insightful comments and helpful suggestions for 
improving the quality of this paper.

Appendix

Details of 39 measurement sites used in the inver-
sion. Most (37) sites are operated by the GMD/NOAA 
and two (YON and MNM) are operated by JMA. 
Root mean-square errors of model-observation differ-
ences are also given for ACTM simulations using a 
priori and a posteriori emissions (CH4ags case). 

Sl.
No.

WDCGG
name

Latitude
(°)

Longitude
(°E)

Altitude
(m)

Model-
Observed CH4

A
priori

A
posteriori

 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

alt482n00
asc107s00
ask123n00
bhd541s00
bmw432n00
brw471n00
cba455n00
cgo540s00
chr501n00
crz146s00
eic327s00
esp449n00
gmi513n00
hba775s00
hun646n00
ice663n00
izo128n00
key425ocn
kum519n00
mhd653lnd
mid528n00
mlo519n00
nwr440n01
pal667n00
psa764s00
rpb413n00
sey104s00
shm452n00
smo514s00
spo789s00
sum672n00
syo769s00
uta439n00
uum244n00
wis631n00
wlg236n00
zep678n00
mnm224nhr
yon224nhr

82.5
–7.9
23.3

–41.4
32.3
71.3
55.2

–40.7
1.7

–46.5
–27.1
49.4
13.4

–75.6
47.0
63.4
28.3
25.7
19.5
53.3
28.2
19.5
40.1
68.0

–64.9
13.2
–4.7
52.7

–14.2
–87.0
72.6

–69.0
39.9
44.5
31.1
36.3
78.9
24.3
24.5

297.5
345.6

5.6
174.9
295.1
203.4
197.3
144.7
202.8
51.9

250.6
233.5
144.8
333.5
16.7

339.7
343.5
279.8
205.2
350.1
182.6
204.4
254.4
24.1

296.0
300.6
55.2

174.1
189.4
335.2
321.5
39.6

246.3
111.1
34.9

100.9
11.9

154.0
123.0

210
54

2710
85
30
11
25
94
3

120
50
39
2

33
248
100

2367
3
3
8
8

3397
3523
560
10
45
7

40
42

2810
3238

16
1320
914
400

3810
475

8
30

22.9
11.5
20.8
44.6
23.0
20.5
21.8
14.8
22.4
15.0
13.7
25.2
21.7
15.6
24.2
24.2
18.5
27.2
25.4
23.4
23.5
28.0
20.7
27.8
14.7
21.0
24.5
21.5
16.5
14.9
21.5
14.5
33.5
28.7
24.8
22.7
24.2
27.1
26.1

8.9
5.1
7.4

28.4
12.4
12.0
9.8
5.6

10.5
5.8
4.9

10.5
11.8
5.9

18.0
10.8
8.1

12.6
10.0
11.5
9.7

11.9
8.8

15.9
5.5
8.4

13.4
10.9
7.2
5.3
7.8
5.3

13.9
16.3
11.2
11.6
9.9

10.1
12.1
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