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Novel artificial intelligence techniques are emerging in all fields

of healthcare, including gastroenterology. The aim of this

review is to give an overview of artificial intelligence applica-

tions in the management of pancreatic diseases. We performed

a systematic literature search in PubMed and Medline up to

May 2020 to identify relevant articles. Our results showed that

the development of machine-learning based applications is

rapidly evolving in the management of pancreatic diseases,

guiding precision medicine in clinical, endoscopic and radio-

logic settings. Before implementation into clinical practice,

further research should focus on the external validation of

novel techniques, clarifying the accuracy and robustness of

these models.
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INTRODUCTION

THE ARTIFICIAL INTELLIGENCE (AI) health market
is growing explosively to a market size of $6.6 billion,

with a compound annual growth rate of 40%.1 AI techniques
are emerging, especially in imaging-based specialties like
radiology and gastroenterology. Modern imaging modalities,
including endoscopy and cross-sectional imaging, contain
far more visual information than the human eye can
distinguish. In addition, the digitalization of health records
constituted an almost infinite storage of patient data. Several
AI-based methods have been employed to mine predictive
patterns in this nearly endless source of data. In this review,
we aim to give an overview of the current evidence on AI
applications in pancreatic diseases, comprising clinical,
endoscopic and radiologic applications. We performed a
literature search for relevant articles on PubMed and
Medline from January 2000 through May 2020 using
keywords as pancreas and machine learning (Table S1).

ARTIFICIAL INTELLIGENCE

ARTIFICIAL INTELLIGENCE IS an umbrella term for
forms of human intelligence demonstrated by a

computer, for example learning and problem-solving.2

Machine learning (ML) is defined as the ability of a
computer to learn and recognize patterns by analyzing data
and improve their performance through experience.3 In
traditional ML methods, like support vector machines
(SVM) and random forests (RF), predefined features are
necessary for accurate prediction. These conventional
models are trained to predict the correct outcome based
on predefined extracted features. In contrast, a subset of ML
called deep learning (DL), does not require (manual) feature
extraction. The architecture of DL algorithms is loosely
inspired by interconnected neurons in the human brain and
form a multilayered artificial neural network (ANN). The
most commonly applied DL methods are convolutional
neural networks (CNN), containing deep layers of filtering
operations (convolutions) capable of modeling very com-
plex relationships within data (Fig. 1).4 DL models utilize
and analyze data to learn higher-level features and derive an
outcome based on these features.5 Although some DL
models are outperforming humans in specific tasks, there
are certain limitations that withhold broad application in
clinical practice.6,7 To start, a DL model can be excellent in
predicting an outcome, but they do not explain upon which
features the prediction is based (black-box). Secondly,
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training a DL algorithm requires extensive well-annotated
datasets, which are of limited availability.8 The problem of
data scarcity can be partly solved by two methods, namely
data augmentation and transfer learning.9 Data augmenta-
tion is a technique in which the training dataset is artificially
expanded by slightly altering the available images, such as
flipping and rotating the images. Transfer learning is the
process of pre-training a model with a general image
database like ImageNet, before training and fine-tuning the
model on a specific task.10 For example, an algorithm can
be pre-trained to recognize simple edges and shapes based
on common objects which may later be transfer learned to
the actual task. However, the true benefit of transfer
learning for the analysis of medical images is under debate
and needs to be further elucidated.11

Artificial intelligence in the management of
pancreatic diseases

In this review, we will focus on novel AI applications in the
clinical, endoscopic and radiologic management of pancre-
atitis, pancreatic cystic lesions, pancreatic ductal adenocar-
cinoma (PDAC) and pancreatic neuro-endocrine tumors

(pNET). An overview of the included studies is displayed in
Table 1.

PANCREATITIS

THE ACCURACY OF models that are used in clinical
practice to predict the clinical course of acute pancre-

atitis (AP), such as the acute physiology and chronic health
evaluation II score (APACHE-II score), remain modest.
Many studies have investigated the added value of ML
models in predicting the clinical course of AP.

Detection

Two studies compared the accuracy of ML models to the
APACHE-II score in predicting the severity of AP with the
use of clinical and laboratory findings.12,13 The models
reached a significantly higher area under the receiver
operating curve (AUC) (0.92 and 0.82) than the
APACHE-II score (0.63 and 0.74). Zhu et al.14 established
two algorithms to improve the ability to discriminate chronic
pancreatitis (CP) from autoimmune pancreatitis during
endoscopic ultrasound (EUS). One of those algorithms

Figure 1 Neural networks. Neural networks send signals from the input layer through a network of nodes. The network is

trained by the process of adjusting the weights that amplify or damp the transmitted signals, carried by the links between the

nodes. Deep learning networks have dozens of hidden layers and can model complex relationships within data. Reprinted with

permission from M. Mitchell Waldrop. News Feature: What are the limits of deep learning? Proceedings of the National Academy

of Sciences. Jan 2019, 116 (4) 1074–1077. Created by Lucy Reading-Ikkanda.
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Table 1 Overview of the model characteristics in the included studies

First author

(year)

Purpose of the model Type of model Input shape Type of validation

Andersson

et al. (2011)12
Severity prediction of AP Conventional ML Clinical and biochemical

features

Internal

Pearce et al.

(2006)13
Severity prediction of AP Conventional ML Clinical and biochemical

features

Internal

Zhu et al.

(2015)14
Differentiation of autoimmune

pancreatitis and CP

Conventional ML Radiomic features (EUS) Internal

Mashayekhi

et al. (2020)15
Differentiation of functional

abdominal pain, CP and recurrent

AP

Conventional ML Radiomic features (CT) Internal

Fei et al.

(2018)17
Complication prediction in AP Conventional ML Clinical and biochemical

features

Internal

Fei et al.

(2017)18
Complication prediction in AP Conventional ML Clinical and biochemical

features

Internal

Qiu et al.

(2019)19
Complication prediction in AP Conventional ML Clinical and biochemical

features

Internal

Hong et al.

(2013)20
Complication prediction in AP Conventional ML Clinical and biochemical

features

Internal

Qiu et al.

(2019)21
Complication prediction in AP Conventional ML Clinical and biochemical

features

Internal

Mofidi et al.

(2007)22
Identification of severe AP Conventional ML Clinical and biochemical

features

Internal

Halonen et al.

(2003)23
Mortality prediction in AP Conventional ML Clinical and biochemical

features

Internal

Keogan et al.

(2002)24
Outcome prediction in AP Conventional ML Clinical and biochemical

features

Internal

Dmitriev et al.

(2017)27
Classification of pancreatic cysts Two components:

1. ML

2. DL

1. Radiomic features (CT)

2. CT images

Internal

Li et al.

(2018)28
Classification of pancreatic cysts DL CT images Internal

Wei et al.

(2019)30
Diagnosis of serous cystic neoplasm Conventional ML Clinical and radiomic

features (CT)

Internal

Yang et al.

(2019)31
Classification of pancreatic cysts Conventional ML Radiomic features (CT) Internal

Springer et al.

(2019)33
Management of pancreatic cysts Conventional ML Clinical, imaging, genetic

and biochemical features

Internal

Kurita et al.

(2019)34
Differentiation of malignant and

benign pancreatic cysts

DL Clinical, imaging and

biochemical features

Internal

Kuwahara

et al. (2019)35
Identification of malignancy in IPMN DL EUS images Internal

Corral et al.

(2019)36
Classification of IPMN DL MR-images Internal

Chakraborty

et al. (2018)37
Classification of IPMN Conventional ML Clinical and radiomic

features (CT)

Internal

Zhu et al.

(2019)41
Detection of PDAC DL CT images Internal

Liu et al.

(2019)42
Detection of PDAC DL CT images External

Dataset: CT scans from

100 PDAC patients
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Table 1 (Continued)

First author

(year)

Purpose of the model Type of model Input shape Type of validation

Chu et al.

(2019)43
Detection of PDAC Conventional ML Radiomic features (CT) Internal

Li et al.

(2018)44
Detection PDAC Conventional ML Radiomic features (PET–

CT)

Internal

Gao et al.

(2020)45
Differentiation of various pancreatic

lesions/diseases

DL MR-images External

Dataset: MR series from

56 pancreas patients

Zhang et al.

(2010)47
Differentiation of PDAC and normal

tissue

Conventional ML Radiomic features (EUS) Internal

Das et al.

(2008)48
Differentiation of PDAC, CP and

normal tissue

Conventional ML Radiomic features (EUS) Internal

Norton et al.

(2001)49
Differentiation of PDAC and

pancreatitis

Conventional ML EUS images Training phase

Zhu et al.

(2013)50
Differentiation of PDAC and CP Conventional ML Radiomic features (EUS) Internal

S�aftoiu et al.

(2015)51
Differentiation of focal pancreatic

masses

Conventional ML Radiomic features

(contrast-enhanced EUS)

Internal

Ozkan et al.

(2015)52
Detection of PDAC Conventional ML Radiomic features (EUS) Internal

S�aftoiu et al.

(2008)53
Differentiation of PDAC and CP Conventional ML Imaging texture feature Internal

S�aftoiu et al.

(2012)54
Differentiation of focal pancreatic

masses

Conventional ML Imaging texture feature Internal

Zhang et al.

(2020)58
Survival prediction for PDAC DL CT images External

Dataset: CT scans from

30 PDAC patients

Hayward et al.

(2010)59
Prediction of clinical performance in

PDAC patients

Conventional ML Clinical variables Internal validation

Walczak et al.

(2017)60
Survival prediction for PDAC Conventional ML Clinical variables Internal validation

Kaissis et al.

(2019)61
Survival and subtype prediction of

PDAC

Conventional ML Radiomic features (MRI) External

Dataset: MR-scans from

30 PDAC patients

Kaissis et al.

(2019)75
Subtype prediction of PDAC Conventional ML Radiomic features (MRI) Internal

Kaissis et al.

(2020)62
Subtype prediction of PDAC Conventional ML Radiomic features (MRI) Internal

Qiu et al.

(2019)65
Histopathological grade prediction

of PDAC

Conventional ML Radiomic features (CT) Internal

Li et al.

(2019)66
Gene expression profile prediction

of PDAC

Two components:

1. ML

2. DL

1. Radiomic features (CT)

2. CT images

Internal

Luo et al.

(2020)69
Histopathological grade prediction

of pNET

DL CT images External

Dataset: CT scans from

19 pNET patients

Gao et al.

(2019)70
Histopathological grade prediction

of pNET

DL MR-images External

Dataset: MR-scans from

10 pNET patients

AP, acute pancreatitis; CP, chronic pancreatitis; CT, computed tomography; DL, deep learning; EUS, endoscopic ultrasound; IPMN, intraductal

papillary mucinous neoplasm; ML, machine learning; MR, magnetic resonance; MRI, magnetic resonance imaging; PDAC, pancreatic ductal

adenocarcinoma; PET–CT, positron emission tomography – computed tomography; pNET, pancreatic neuroendocrine tumor.
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yielded an accuracy, sensitivity and specificity for diagnos-
ing autoimmune pancreatitis of 89.3%, 84.1% and 92.5%,
respectively.

A recently published paper investigated the radiomic CT
features from patients with recurrent AP, CP and functional
abdominal pain after the painful episode had disappeared.15

Radiomics is the process of extracting “hidden” quantitative
imaging features from radiology images, with the purpose of
providing more detailed information about areas of inter-
est.16 In total, radiomics of 56 CT series were extracted and
used to train a ML model which predicted the correct
diagnosis in 82.1%. The positive predictive value (PPV) for
functional abdominal pain was 100%, indicating that none
of the cases with recurrent AP or CP were misclassified as
functional complaints.

Prediction of disease severity

Several studies report ANNs that predict complications and
mortality in patients with AP with high accuracy, ranging
from 83.0% to 97.5%.17–23 Three studies aimed to predict
complications by using an ANN and compared it to logistic
regression (LR) modeling. The results showed that the ANN
significantly outperformed the LR modeling in predicting
the occurrence of several complications during the course of
the disease in all three studies.17–19 Two studies reported
ANNs that predict multi-organ failure (MOF) in AP patients
based on clinical and laboratory findings. The first ANN was
trained in 263 patients and reached an accuracy comparable
to LR model, SVM, and the APACHE-II score (0.81–
0.84).21 Interestingly, the second ANN was trained on
prospectively collected data of 312 patients and reached a
significantly higher AUC (0.96) than that of LR model
(0.88) and the APACHE-II score (0.83).20

The use of ML models in predicting the severity of AP
was investigated by two studies using both clinical and
laboratory variables. After the first algorithm was trained on
a dataset of 664 patients, it showed a significantly higher
accuracy in severity, MOF and mortality prediction than the
APACHE-II or the Glasgow Severity (GS) scoring system.22

In contrast, the second algorithm was trained on a dataset of
234 patients using 16 variables. Validation of the algorithm
showed no differences in accuracy between the LR model,
the ANN model and the APACHE-II score.23 Lastly,
Keogan et al. explored the ability of a novel ANN to
predict severe illness in patients admitted with AP. Manually
derived CT features, clinical and laboratory findings were
used to train the ANN. The model outperformed the
conventional scoring systems in predicting whether or not
a subject would exceed the mean length of stay and
outperformed the conventional scoring systems.24

The above-mentioned studies show that AI-based appli-
cations might improve the prediction of disease severity,
complications and mortality in patients with AP. However,
some studies show conflicting results and most algorithms
have not yet been validated on an external dataset.

CYSTIC LESIONS OF THE PANCREAS

THE RAPID IMPROVEMENT and broad utilization of
imaging has resulted in an increased detection of

pancreatic cystic neoplasms (PCN). The management of
PCN is challenging, since both the classification as the
assessment of the risk of malignancy are currently subop-
timal.25,26

Differentiation of pancreatic cystic lesions

Two studies developed algorithms to discriminate between
four types of PCN on CT: intraductal papillary mucinous
neoplasm (IPMN), mucinous cystic neoplasm (MCN),
serous cystic neoplasm (SCN) and solid papillary neo-
plasm (SPN).27,28 The first study combined demographic
variables with manually selected and CNN-based imaging
features. The results showed that this model could
differentiate between the types of PCN with an accuracy
of 84%.27 These results are promising, considering the
diagnostic accuracy of experienced abdominal radiologists
is not higher than 70%.29 However, their model required
manual selection of demographic and imaging features,
and precise segmentation of the lesion beforehand.
Important contextual information can be missed using
only the lesion itself for classification. Therefore, Li et al.
aimed to develop a CNN model to classify PCN on whole
pancreas CT images. Additionally, saliency maps were
generated to highlight the important pixels within the
image and to visualize the critical areas that contributed to
the classification output. The DL model achieved an
accuracy of 73%, while the accuracy of the radiologists in
this cohort was 48%.28 Surprisingly, the saliency maps
showed that critical information was derived not only from
the region around the PCN, but also from the boundaries
of the pancreas, indicating that the shape of the pancreas
border contributes to the eventual decision. Wei et al.
developed a ML-based model to differentiate between
SCNs and non-SCNs based on radiomic features from
preoperative CT images.30 In the validation cohort, the
model achieved an AUC of 0.84 and outperformed
clinicians and guideline-based features. Yang et al. pub-
lished a preliminary study on a ML model that distin-
guishes SCN from MCN on CT, reporting a diagnostic
accuracy of 83%.31
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Predicting the risk of malignancy

Even if best clinical practice according to international
guidelines is applied, the differentiation between (pre)ma-
lignant and benign pancreatic cystic lesions remains chal-
lenging.32 Two papers showed that the use of DL models
might be a helpful tool to predict the risk of malignancy in
those lesions.33,34 An international research group devel-
oped the CompCyst, a ML-based guidance for clinical
management of cystic lesions, using clinical features,
imaging characteristics and genetic and biochemical mark-
ers.33 This comprehensive model was trained with data from
436 patients with all types of pancreatic cysts. During
prospective testing on a group of 426 patients, the
CompCyst showed a significantly higher accuracy of 69%
than the current standard of care (56%) in either classifying
patients as requiring surgery, requiring further monitoring or
as not requiring follow-up. The DL algorithm developed by
Kurita et al.34 used clinical and biochemical parameters to
predict the risk of malignancy in PCN. The algorithm was
validated on a single-center retrospective data set of 85
patients and yielded a significantly higher accuracy (92.9%)
for predicting malignancy than CEA or cytology alone.

Three groups developed AI models specifically predicting
the risk of malignancy in IPMN. Kuwahara et al.35

developed a DL model to detect malignant transformed
IPMN on EUS imaging. The algorithm was trained and
validated on 3790 still EUS images, reaching an accuracy of
94.0%. It showed a significantly better accuracy than human
diagnosis (56%) and conventional guidelines (40–68%).
Corral et al. proposed a CNN for the assessment of
dysplasia in IPMN on MR-images. The model had a
sensitivity and specificity of 75% and 78% for recognizing
high grade dysplasia or cancer. These results were compa-
rable to an experienced radiologist following current
guidelines, but the DL model performed the task in only
1.82 seconds.36 Chakraborthy et al.37 developed a ML
model incorporating clinical and imaging features to predict
high- or low-risk branch-duct (BD)-IPMNs and reported a
sensitivity of 80% with a specificity of 59%. Especially for
risk prediction in PCN, it is important to aim for a high
specificity with a low false positive rate to avoid unneces-
sary major surgery. However, the results of the discussed
models are encouraging, in particular considering the
relatively disappointing accuracy with currently applied
international guidelines.38

PANCREATIC DUCTAL ADENOCARCINOMA

PANCREATIC DUCTAL ADENOCARCINOMA
(PDAC) has one of the poorest prognoses among all

cancers.39 The poor survival rate is predominantly caused by
its late diagnosis in advanced stages that disqualifies patients
for curable resection. Subtle lesions can be missed on
imaging, especially in an urgent setting or in the absence of
pancreatic symptoms.40

Early detection

Zhu et al. developed a DL based segmentation-for-classi-
fication model to detect and segment pancreatic cancer
lesions on CT. The results were promising, with a sensitivity
of 94.1% and specificity of 98.5%.41 Similar results were
found by Liu et al., who developed a DL-CNN on 338
annotated CT series of patients with various stages of
PDAC.42 The model was able to point out the tumor lesion
in only 3 seconds with an AUC of 0.96. Another study
reported their results on a ML-based model distinguishing
cancerous from normal pancreatic tissue using segmented
pancreas CT images.43 Interestingly, the model classified all
PDACs as cancer and only one normal case as PDAC in 125
CT series, with an AUC of 99.9%. Comparable results were
found in a ML model that was trained to identify and
classify PDAC on PET–CT images of 80 cases and healthy
controls, reaching a detection accuracy of 96.5%.44 How-
ever, these studies only included images of normal pan-
creases and PDAC, while, in particular, the differentiation
between diverse pancreatic lesions can be challenging. In
light of this, Gao et al.45 recently developed a DL-CNN that
differentiates between various pancreatic lesions on MR-
images. The model was trained with annotated MR series
from 398 patients with benign and malignant confirmed
pancreatic diseases. A generative adversarial network
(GAN) was used to augment and balance the dataset with
synthetic images. In the external validation set, the accuracy
was 76.8% for the DL model as compared to 82.0% by the
radiologist. Cohen’s kappa coefficient between human
reader and DL model was 0.89, indicating “almost perfect
agreement”.
EUS is a sensitive imaging modality to discriminate

between PDAC and benign diseases of the pancreas,
although – especially in the presence of chronic pancreatitis
– the differentiation remains difficult.46 The added value of
AI to discriminate PDAC from benign diseases during EUS
has been investigated in a considerable amount of studies.47–
52 Three study groups developed a ML model that
differentiated normal pancreatic tissue from PDAC on
EUS imaging with an accuracy of >93%.47,48,52 Interest-
ingly, one study reported an increased accuracy of their
algorithm when patient groups were divided by age.52 In
distinguishing PDAC from CP on EUS images, two research
groups developed algorithms that accurately predicted
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PDAC in >80% of cases, similar to the blinded interpreta-
tion of an experienced endosonographist.49,50 A similar
model was validated with recordings from 112 PDAC
patients and 55 CP patients.51 Compared to the sensitivity
and specificity of EUS-FNA (84.8% and 100%) and
contrast-enhancing EUS (87.5% and 92.7%), the algorithm
reached a sensitivity of 94.6% and specificity of 94.4% in
discriminating PDAC from CP.

Endoscopic ultrasound-guided elastography is gaining
interest as a technique that can provide additional
information about pancreatic focal lesions. Interpretation
of real-time EUS elastography results by an ANN was
investigated in a multicenter prospective manner.53 The
ANN – that was trained in discriminating benign from
malignant lesions – yielded an accuracy of 95%. The
same group performed another multicenter prospective
study in 258 patients with CP or PDAC in which the
algorithm yielded a significantly higher sensitivity (87.6%)
and specificity (82.9%) than standard analysis by two
experienced endoscopists (sensitivity 80.0%, specificity
50.0%).54

Survival predictions

Traditional survival analysis tools assume a linear relation-
ship between independent features and outcome, with
respect to time.55 However, especially in diseases with a
poor prognosis like pancreatic cancer, this linear assumption
oversimplifies the association. Recent advances in ANN
made it possible to model non-linear and complex relation-
ships between prognostic features and the risk of a certain
outcome for a specific individual.56,57 Zhang et al.58 created
a CNN architecture to extract disease-specific CT imaging
features associated with survival patterns in PDAC. Inter-
estingly, the model used annotated CT images and survival
data from 422 non-small cell lung cancer patients as pre-
training dataset and images from 68 PDAC patients as fine-
tuning dataset. Results showed that the CNN model
outperformed the traditional model in predicting the survival
of participants.

Two studies investigated the accuracy of ML in survival
prediction using clinical variables.59,60 The first study used
clinical variables from 91 PDAC patients to develop several
models that predict survival rates.59 The model achieved a
significantly better performance (accuracy of 0.60) in
predicting survival than the LR model (accuracy of 0.42).
Another paper reported an algorithm that predicts 7-month
survival in patients with PDAC based on prospectively
acquired clinical data from 219 patients.60 The algorithm
yielded a sensitivity of 91% in predicting 7-month survival,
although specificity only reached 38%.

Phenotyping

A German research group developed multiple ML-algo-
rithms to predict survival rates and molecular subtypes of
PDAC from MR and CT images.61,62 ML analysis of
extracted radiomic features may predict molecular subtypes
of PDAC, which is relevant for targeted treatment strategies
and expected survival. Currently, molecular subtypes are
assessed in a sub-section of the sampled tumor and are
therefore likely under-representing the heterogeneity of
subtypes within a tumor.63,64 The benefit of radiomic
analysis is that the whole-tumor can be assessed before
treatment and that the results can guide treatment strategy.
Another recent study reported the performance of a ML-
based CT texture analysis for preoperative prediction of
differentiation grades in PDAC.65 The model accurately
predicted high grade PDAC in 86%. In addition, Li and
colleagues demonstrated a significant correlation between
textural features on CT, extracted by a CNN, and expression
of oncogenes C-MYC and HMGA2, which play a role in
progression, dedifferentiation and metastasis of cancer
cells.66

Recent innovations in the field of AI and the management
of PDAC may further optimize patient survival by early
identification, risk assessment and patient-specific tumor
classification. Establishing personalized medicine through
ML may be a valuable asset in tailoring future treatment
strategies.

PANCREATIC NEUROENDOCRINE TUMOR
(PNET)

PANCREATIC NEUROENDOCRINE TUMOR (pNET)
is a rare disease with an incidence of <1 per 100,000

individuals.67 The management and prognosis of pNET are
for the greater part guided by the pathological differentiation
grade, which requires biopsy or surgical resection.68 Luo
et al. aimed to develop a non-invasive DL model that
predicts the pathological grading of pNET preoperatively
from CT-imaging. In an external validation set, the DL
model accurately distinguished grade 1/2 from grade 3
pNETs in 82.1% of cases.69 Another study by Gao et al.
trained a DL model that graded pNET using MR-images. In
the test-set, the model reached an accuracy of 81.1% with an
AUC of 0.89.70

SUMMARY

IN THIS REVIEW, we showed that AI applications for
pancreatic diseases are rapidly evolving. Recent studies

demonstrate promising results for both conventional ML
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technologies, such as DL models, that are able to facilitate
clinical prediction and decision making, as well as inter-
pretation of radiological imaging and guidance of endo-
scopic procedures. Although big steps have been taken in
recent years, it is important to address the hurdles that still
need to be overcome before these technologies can be
implemented into our clinical routine.

To start, several studies in this review trained and
validated their algorithm on relatively small, internally
derived datasets. This implicates that the training data is
rather homogeneous and therefore the models may not
generalize well from training data to unseen data and might
be overfitted, especially in DL models. Future efforts
should demonstrate the robustness of these models in large,
externally derived datasets from multiple centers. Secondly,
the majority of the studies investigated algorithms that
discriminate between limited possible outcomes (e.g.
PDAC and CP). However, before clinical implementation,
it is essential that these models are trained on more
outcomes, representing real world outcomes. Furthermore,
DL models can handle high data complexity, yet are
limited in demonstrating the reasoning behind their
prediction. Particularly for health care utilization, it is
crucial to build trust in these models and being able to
understand their prediction, not at least for regulatory
purposes.71 Although considerable efforts have been made
regarding explainable DL, the problem is still not solved at
large.72

Future perspectives

Medical imaging has developed and improved rapidly in
recent years and contains far more visual information than
the human eye can process. The assessment of images by
humans are prone to perceptual and cognitive errors and are
subject to inter- and intra-observer variability.73 A similar
expansion of captured digital information can be seen in
electronic health records and social media, both offering
incredible big data resources. In all likelihood, future AI
technologies will anticipate these resources, e.g. identifying
subjects with an increased risk for PDAC or detecting subtle
lesions on medical images.74

In conclusion, ML methods are emerging and contribut-
ing to precision medicine in the management of pancreatic
diseases. Despite the expanding knowledge and experience,
several limitations need to be addressed before implemen-
tation in clinical practice. Instead of considering AI models
as a substitute for human intelligence, emphasis should be
made on the fact that these methods will aid in avoiding
tedious tasks and inconsistency in diagnosis due to varying
clinical experience and expertise.

ACKNOWLEDGMENTS

THE AUTHORS WOULD like to acknowledge Faridi
Etten-Jamaludin, the librarian who kindly supported the

process of designing our systematic literature search.

CONFLICT OF INTEREST

AUTHOR M.B.W. WAS supported by grants or dona-
tions from Fujifilm, Boston Scientific, Olympus,

Medtronic, Ninepoint Medical and Cosmo/Aries Pharma-
ceuticals, author J.E.v.H. was supported by grants from
Cook medical. Author M.B.W. owns stock of Virgo Inc, and
is consulting for Virgo Inc, Cosmo/Aries Pharmaceuticals,
Anx Robotica (2019), Covidien and GI Supply. On behalf of
Mayo Clinic, M.B.W. is consulting for GI Supply (2018),
Endokey, Endostart, Boston Scientific and Microtek and
received general payments/minor food and beverage from
Synergy Pharmaceuticals, Boston Scientific and Cook
Medical. Author J.E.v.H. received consultancy fees from
Boston Scientific, Medtronics and Cook Medical. Authors
M.G. and S.A.H. declare no Conflict of Interests for this
article.

FUNDING INFORMATION

THE FUNDING SOURCE had no role in the design,
practice or analysis of this study.

REFERENCES

1 Accenture. Artificial Intelligence (AI): Healthcare’s New Ner-
vous System [Internet]. Accenture; 2017 [cited 2020 Jul 7].
Available from URL: https://www.accenture.com/us-en/insight-
artificial-intelligence-future-growth.

2 Russel SJ, Norvig P. Artificial Intelligence: A Modern
Approach, 3rd edn. Upper Saddle River, NJ: Prentice Hall,
2009.

3 Murphy KP. Machine Learning A Probabilistic Perspective.
London: The MIT Press, 2012.

4 Waldrop MM. News feature: What are the limits of deep
learning? Proc Natl Acad Sci USA 2019; 116: 1074–7.

5 Hosny A, Parmar C, Quackenbush J, Schwartz LH, Aerts H.
Artificial intelligence in radiology. Nat Rev Cancer 2018; 18:
500–10.

6 Brinker TJ, Hekler A, Enk AH et al. Deep learning outper-
formed 136 of 157 dermatologists in a head-to-head dermo-
scopic melanoma image classification task. Eur J Cancer 2019;
113: 47–54.

7 Hekler A, Utikal JS, Enk AH et al. Deep learning outperformed
11 pathologists in the classification of histopathological
melanoma images. Eur J Cancer 2019; 118: 91–6.

8 M. Gorris et al. Digestive Endoscopy 2020; ��: ��–��

© 2020 The Authors. Digestive Endoscopy published by John Wiley & Sons Australia, Ltd
on behalf of Japan Gastroenterological Endoscopy Society.

https://www.accenture.com/us-en/insight-artificial-intelligence-future-growth
https://www.accenture.com/us-en/insight-artificial-intelligence-future-growth


8 Lee JG, Jun S, Cho YW et al. Deep Learning in Medical
Imaging: General overview. Korean J Radiol 2017; 18: 570–84.

9 Burt JR, Torosdagli N, Khosravan N et al. Deep learning
beyond cats and dogs: recent advances in diagnosing breast
cancer with deep neural networks. Br J Radiol 2018; 91:
20170545.

10 Hoogenboom S, Bagci U, Wallace M. AI in Gastroenterology.
The current state of play and the potential. How will it affect
our practice and when? Tech Gastrointest Endosc 2019; 22: 42–
7.

11 Raghu M, Zhang C, Kleinberg J, Bengio S. Transfusion:
Understanding Transfer Learning for Medical Imaging. 33rd
Conference on Neural Information Processing Systems (Neur-
IPS 2019); Vancouver, Canada; 2019.

12 Andersson B, Andersson R, Ohlsson M, Nilsson J. Prediction
of severe acute pancreatitis at admission to hospital using
artificial neural networks. Pancreatology 2011; 11: 328–35.

13 Pearce CB, Gunn SR, Ahmed A, Johnson CD. Machine
learning can improve prediction of severity in acute pancreatitis
using admission values of APACHE II score and C-reactive
protein. Pancreatology 2006; 6: 123–31.

14 Zhu J, Wang L, Chu Y et al. A new descriptor for computer-
aided diagnosis of EUS imaging to distinguish autoimmune
pancreatitis from chronic pancreatitis. Gastrointest Endosc
2015; 82: 831–6.

15 Mashayekhi R, Parekh VS, Faghih M, Singh VK, Jacobs MA,
Zaheer A. Radiomic features of the pancreas on CT imaging
accurately differentiate functional abdominal pain, recurrent
acute pancreatitis, and chronic pancreatitis. Eur J Radiol 2020;
123: 108778.

16 Lambin P, Rios-Velazquez E, Leijenaar R et al. Radiomics:
Extracting more information from medical images using
advanced feature analysis. Eur J Cancer 2012; 48: 441–6.

17 Fei Y, Gao K, Li WQ. Prediction and evaluation of the severity
of acute respiratory distress syndrome following severe acute
pancreatitis using an artificial neural network algorithm model.
HPB (Oxford) 2018; 21: 891–7.

18 Fei Y, Hu J, Li WQ, Wang W, Zong GQ. Artificial neural
networks predict the incidence of portosplenomesenteric
venous thrombosis in patients with acute pancreatitis. J Thromb
Haemost 2017; 15: 439–45.

19 Qiu Q, Nian YJ, Tang L et al. Artificial neural networks
accurately predict intra-abdominal infection in moderately
severe and severe acute pancreatitis. J Dig Dis 2019; 20:
486–94.

20 Hong WD, Chen XR, Jin SQ, Huang QK, Zhu QH, Pan JY. Use
of an artificial neural network to predict persistent organ failure
in patients with acute pancreatitis. Clinics 2013; 68: 27–31.

21 Qiu Q, Nian YJ, Guo Y et al. Development and validation of
three machine-learning models for predicting multiple organ
failure in moderately severe and severe acute pancreatitis. BMC
Gastroenterol 2019; 19: 118.

22 Mofidi R, Duff MD, Madhavan KK, Garden OJ, Parks RW.
Identification of severe acute pancreatitis using an artificial
neural network. Surgery 2007; 141: 59–66.

23 Halonen KI, Lepp€aniemi AK, Lundin JE, Puolakkainen PA,
Kemppainen EA, Haapiainen RK. Predicting fatal outcome in
the early phase of severe acute pancreatitis by using novel
prognostic models. Pancreatology 2003; 3: 309–15.

24 Keogan MT, Lo JY, Freed KS et al. Outcome analysis of
patients with acute pancreatitis by using an artificial neural
network. Acad Radiol 2002; 9: 410–9.

25 Jang DK, Song BJ, Ryu JK et al. Preoperative diagnosis of
pancreatic cystic lesions: The accuracy of endoscopic ultra-
sound and cross-sectional imaging. Pancreas 2015; 44: 1329–
33.

26 Lee HJ, Kim MJ, Choi JY, Hong HS, Kim KA. Relative
accuracy of CT and MRI in the differentiation of benign from
malignant pancreatic cystic lesions. Clin Radiol 2011; 66: 315–
21.

27 Dmitriev K, Kaufman AE, Javed AA et al. Classification of
pancreatic cysts in computed tomography images using a
random forest and convolutional neural network ensemble.Med
Image Comput Comput Assist Interv 2017; 10435: 150–8.

28 Li H, Shi K, Reichert M et al. Differential diagnosis for
pancreatic cysts in CT scans using densely-connected convo-
lutional networks. Conf Proc IEEE Eng Med Biol Soc 2018;
2019: 2095–8.

29 Sahani DV, Sainani NI, Blake MA, Crippa S, Mino-Kenudson
M, del-Castillo CF. Prospective evaluation of reader perfor-
mance on MDCT in characterization of cystic pancreatic
lesions and prediction of cyst biologic aggressiveness. AJR Am
J Roentgenol 2011; 197: W53–61.

30 Wei R, Lin K, Yan W et al. Computer-aided diagnosis of
pancreas serous cystic neoplasms: A radiomics method on
preoperative MDCT images. Technol Cancer Res Treat 2019;
18: 1–8.

31 Yang J, Guo X, Ou X, Zhang W, Ma X. Discrimination of
pancreatic serous cystadenomas from mucinous cystadenomas
with CT textural features: Based on Machine Learning. Front
Oncol 2019; 9: 1–8.

32 Xu MM, Yin S, Siddiqui AA et al. Comparison of the
diagnostic accuracy of three current guidelines for the evalu-
ation of asymptomatic pancreatic cystic neoplasms. Medicine
2017; 96: e7900.

33 Springer S, Masica DL, Dal Molin M et al. A multimodality
test to guide the management of patients with a pancreatic cyst.
Sci Transl Med. 2019; 11: 1–14.

34 Kurita Y, Kuwahara T, Hara K et al. Diagnostic ability of
artificial intelligence using deep learning analysis of cyst fluid
in differentiating malignant from benign pancreatic cystic
lesions. Sci Rep 2019; 9: 6893.

35 Kuwahara T, Hara K, Mizuno N et al. Usefulness of deep
learning analysis for the diagnosis of malignancy in intraductal
papillary mucinous neoplasms of the pancreas. Clin Transl
Gastroenterol 2019; 10: 1–8.

36 Corral JE, Hussein S, Kandel P, Bolan CW, Bagci U, Wallace
MB. Deep learning to classify intraductal papillary mucinous
neoplasms using magnetic resonance imaging. Pancreas 2019;
48: 805–10.

Digestive Endoscopy 2020; ��: ��–�� AI in pancreatic diseases 9

© 2020 The Authors. Digestive Endoscopy published by John Wiley & Sons Australia, Ltd
on behalf of Japan Gastroenterological Endoscopy Society.



37 Chakraborty J, Midya A, Gazit L et al. CT radiomics to predict
high-risk intraductal papillary mucinous neoplasms of the
pancreas. Med Phys 2018; 45: 5019–29.

38 Lekkerkerker SJ, Besselink MG, Busch OR et al. Comparing 3
guidelines on the management of surgically removed pancreatic
cysts with regard to pathological outcome. Gastrointest Endosc
2017; 85: 1025–31.

39 Siegel RL, Miller KD, Jemal A. Cancer statistics, 2020. CA
Cancer J Clin 2020; 70: 7–30.

40 Hoogenboom SA, Corral JE, Raimondo MT, Wallace MB,
Bolan CW. Mo1355 Expert review identifies a high prevalence
of missed pancreatic masses on CT: A case control trial of
imaging in the three years prior to diagnosis of pancreatic
cancer. Gastroenterology 2020;158(Suppl. 1): S-862.

41 Zhu Z, Xia Y, Xie L, Fishman EK, Yuille AL. Multi-scale
Coarse-to-Fine Segmentation for Screening Pancreatic Ductal
Adenocarcinoma. Medical Image Computing and Computer
Assisted Intervention – MICCAI 2019; 3–12; Cham: Springer
International Publishing.

42 Liu SL, Li S, Guo YT et al. Establishment and application of an
artificial intelligence diagnosis system for pancreatic cancer
with a faster region-based convolutional neural network. Chin
Med J 2019; 132: 2795–803.

43 Chu LC, Park S, Kawamoto S et al. Utility of CT radiomics
features in differentiation of pancreatic ductal adenocarcinoma
from normal pancreatic tissue. AJR Am J Roentgenol 2019;
213: 349–57.

44 Li S, Jiang H, Wang Z, Zhang G, Yao YD. An effective
computer aided diagnosis model for pancreas cancer on PET/
CT images. Comput Methods Programs Biomed 2018; 165:
205–14.

45 Gao X, Wang X. Performance of deep learning for differen-
tiating pancreatic diseases on contrast-enhanced magnetic
resonance imaging: A preliminary study. Diagn Interv Imaging
2020; 101: 91–100.

46 Brand B, Pfaff T, Binmoeller KF et al. Endoscopic ultrasound
for differential diagnosis of focal pancreatic lesions, confirmed
by surgery. Scand J Gastroenterol 2000; 35: 1221–8.

47 Zhang MM, Yang H, Jin ZD, Yu JG, Cai ZY, Li ZS. Differential
diagnosis of pancreatic cancer from normal tissue with digital
imaging processing and pattern recognition based on a support
vector machine of EUS images. Gastrointest Endosc 2010; 72:
978–85.

48 Das A, Nguyen CC, Li F, Li B. Digital image analysis of EUS
images accurately differentiates pancreatic cancer from chronic
pancreatitis and normal tissue. Gastrointest Endosc 2008; 67:
861–7.

49 Norton ID, Zheng Y, Wiersema MS, Greenleaf J, Clain JE,
Dimagno EP. Neural network analysis of EUS images to
differentiate between pancreatic malignancy and pancreatitis.
Gastrointest Endosc 2001; 54: 625–9.

50 Zhu M, Xu C, Yu J et al. Differentiation of pancreatic cancer
and chronic pancreatitis using computer-aided diagnosis of
endoscopic ultrasound (EUS) images: A diagnostic test. PLoS
One 2013; 8: e63820.

51 S�aftoiu A, Vilmann P, Dietrich CF et al. Quantitative contrast-
enhanced harmonic EUS in differential diagnosis of focal
pancreatic masses (with videos). Gastrointest Endosc 2015; 82:
59–69.

52 Ozkan M, Cakiroglu M, Kocaman O et al. Age-based
computer-aided diagnosis approach for pancreatic cancer on
endoscopic ultrasound images. Endosc Ultrasound 2015; 5:
101–7.

53 S�aftoiu A, Vilmann P, Gorunescu F et al. Neural network
analysis of dynamic sequences of EUS elastography used for
the differential diagnosis of chronic pancreatitis and pancreatic
cancer. Gastrointest Endosc 2008; 68: 1086–94.

54 S�aftoiu A, Vilmann P, Gorunescu F et al. Efficacy of an
artificial neural network-based approach to endoscopic ultra-
sound elastography in diagnosis of focal pancreatic masses.
Clin Gastroenterol Hepatol 2012; 10: 84–90.

55 Cox DR. Regression models and life-tables. J R Stat Soc Series
B Stat Methodol 1972; 34: 187–220.

56 Katzman JL, Shaham U, Cloninger A, Bates J, Jiang T, Kluger
Y. DeepSurv: personalized treatment recommender system
using a Cox proportional hazards deep neural network. BMC
Med Res Methodol 2018; 18: 24.

57 Gensheimer MF, Narasimhan B. A scalable discrete-time
survival model for neural networks. PeerJ 2019; 7: e6257.

58 Zhang Y, Lobo-Mueller EM, Karanicolas P, Gallinger S, Haider
MA, Khalvati F. CNN-based survival model for pancreatic
ductal adenocarcinoma in medical imaging. BMC Med Imaging
2020; 20: 1–8.

59 Hayward J, Alvarez SA, Ruiz C, Sullivan M, Tseng J, Whalen
G. Machine learning of clinical performance in a pancreatic
cancer database. Artif Intell Med 2010; 49: 187–95.

60 Walczak S, Velanovich V. An evaluation of artificial neural
networks in predicting pancreatic cancer survival. J Gastroin-
test Surg 2017; 21: 1606–12.

61 Kaissis G, Ziegelmayer S, Loh€ofer F et al. A machine learning
model for the prediction of survival and tumor subtype in
pancreatic ductal adenocarcinoma from preoperative diffusion-
weighted imaging. Eur Radiol Exp 2019;3: 1–9.

62 Kaissis GA, Ziegelmayer S, Loh€ofer FK et al. Image-based
molecular phenotyping of pancreatic ductal adenocarcinoma. J
Clin Med 2020; 9: 724.

63 Chan-Seng-Yue M, Kim JC, Wilson GW et al. Transcription
phenotypes of pancreatic cancer are driven by genomic events
during tumor evolution. Nat Genet 2020; 52: 231–40.

64 Rahemtullah A, Misdraji J, Pitman MB. Adenosquamous
carcinoma of the pancreas: Cytologic features in 14 cases.
Cancer 2003; 99: 372–8.

65 Qiu W, Duan N, Chen X et al. Pancreatic ductal adenocarci-
noma: Machine Learning-Based quantitative computed tomog-
raphy texture analysis for prediction of histopathological grade.
Cancer Manag Res 2019; 11: 9253–64.

66 Li K, Xiao J, Yang J et al. Association of radiomic imaging
features and gene expression profile as prognostic factors in
pancreatic ductal adenocarcinoma. Am J Transl Res 2019; 11:
4491–9.

10 M. Gorris et al. Digestive Endoscopy 2020; ��: ��–��

© 2020 The Authors. Digestive Endoscopy published by John Wiley & Sons Australia, Ltd
on behalf of Japan Gastroenterological Endoscopy Society.



67 Halfdanarson TR, Rabe KG, Rubin J, Petersen GM. Pancreatic
neuroendocrine tumors (PNETs): Incidence, prognosis and recent
trend toward improved survival. Ann Oncol 2008; 19: 1727–33.

68 Ramage JK, Ahmed A, Ardill J et al. Guidelines for the
management of gastroenteropancreatic neuroendocrine (includ-
ing carcinoid) tumours (NETs). Gut 2012; 61: 6–32.

69 Luo Y, Chen X, Chen J et al. Preoperative prediction of
pancreatic neuroendocrine neoplasms grading based on
enhanced computed tomography imaging: Validation of deep
learning with a convolutional neural network. Neuroen-
docrinology 2020; 110: 338–50.

70 Gao X, Wang X. Deep learning for World Health Organization
grades of pancreatic neuroendocrine tumors on contrast-
enhanced magnetic resonance images: A preliminary study.
Int J Comput Assist Radiol Surg 2019; 14: 1981–91.

71 Minssen T, Gerke S, Aboy M, Price N, Cohen G. Regulatory
responses to medical machine learning. J Law Biosci 2020; 7:
1–18.

72 Choo J, Liu S. Visual analytics for explainable deep learning.
IEEE Comput Graph Appl 2018; 38: 84–92.

73 Bruno MA, Walker EA, Abujudeh HH. Understanding and
confronting our mistakes: The epidemiology of error in
radiology and strategies for error reduction. Radiographics
2015; 35: 1668–76.

74 Pereira SP, Oldfield L, Ney A et al. Early detection of
pancreatic cancer. Lancet Gastroenterol Hepatol 2020; 5: 698–
710.

75 Kaissis G, Ziegelmayer S, Loh€ofer F et al. A machine learning
algorithm predicts molecular subtypes in pancreatic ductal
adenocarcinoma with differential response to gemcitabine-
based versus FOLFIRINOX chemotherapy. PLoS One 2019;
14: e0218642.

SUPPORTING INFORMATION

ADDITIONAL SUPPORTING INFORMATION may
be found in the online version of this article at the

publisher’s web site.
Table S1 Systematic literature search.
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