Efficient Feature Selection Using a Hybrid Algorithm for the Task of Epileptic Seizure Detection
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Abstract. Feature selection is a very important aspect in the field of machine learning. It entails the search of an optimal subset from a very large data set with high dimensional feature space. Apart from eliminating redundant features and reducing computational cost, a good selection of feature also leads to higher prediction and classification accuracy. In this paper, an efficient feature selection technique is introduced in the task of epileptic seizure detection. The raw data are electroencephalography (EEG) signals. Using discrete wavelet transform, the biomedical signals were decomposed into several sets of wavelet coefficients. To reduce the dimension of these wavelet coefficients, a feature selection method that combines the strength of both filter and wrapper methods is proposed. Principal component analysis (PCA) is used as part of the filter method. As for wrapper method, the evolutionary harmony search (HS) algorithm is employed. This metaheuristic method aims at finding the best discriminating set of features from the original data. The obtained features were then used as input for an automated classifier, namely wavelet neural networks (WNNs). The WNNs model was trained to perform a binary classification task, that is, to determine whether a given EEG signal was normal or epileptic. For comparison purposes, different sets of features were also used as input. Simulation results showed that the WNNs that used the features chosen by the hybrid algorithm achieved the highest overall classification accuracy.
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INTRODUCTION

Epilepsy is a chronic disease that affects people of all ages. The disease is caused by abnormal neuronal activities in the brain. It manifests itself in the form of recurrent seizures. Approximately 1% of the world population suffers from this neurological disorder [1]. This figure translates into 70 million people. This astronomical number of patients diagnosed with the disease shows that the research in the field of epilepsy seizure is of utmost importance.

In general, the use of mathematical models in the discipline of epilepsy seizure falls into two broad categories, namely seizure detection [2] and seizure prediction [3]. In seizure detection, an expert system which is able to differentiate between interictal (normal) and ictal (epileptic) EEG signals is highly desirable. Visual inspection of the long-term EEG recordings is a very tedious and time consuming process. Therefore, an automated classifier will not only save time, but also medical expenditure. On the other hand, seizure prediction can also be viewed as a binary classification problem, where a trained mathematical model will be used to differentiate between interictal and pre-ictal EEG signals. A therapeutic intervention, based on seizure warning algorithms, can be developed to predict the onset of impending seizures.

The use of different types of machine learning classifiers in the task of epileptic seizure classification and prediction has been investigated by many researchers and reported in the literature. Among the machine learning classifiers that are used include extreme learning machine (ELM) [2], support vector machine (SVM) [3], and different types of models of artificial neural networks (ANNs), such as probabilistic neural networks (PNNs) [4], radial basis neural networks (RBNNs) [5], and recurrent neural networks (RNNs) [6]. Each of the classifiers differs in network architecture.

In addition, different feature extraction methods were reported. For example, spectral power features, statistical moments, Hjorth parameter, spectral edge power, wavelet coefficients, Lyapunov exponent, and others [3, 7].

Nonetheless, there are very few research done on the feature selection stage. A classifier needs a well selected input in order to perform well [8]. Moreover, the feature selection stage, which finds the optimal subset of all the available features, is considered an essential part in any classification problem [9]. Therefore, this paper will investigate on the issue of feature selection from EEG signals. In this work, a novel hybrid algorithm, which
combines principal component analysis (PCA) and harmony search (HS) algorithm, is proposed to find the most discriminating features derived from EEG signals. The proposed algorithm is tested on the EEG classification problem.

The remaining of this paper is organized as follows. Section 2 discusses the feature selection methods. Section 3 introduces the architecture and learning algorithm of wavelet neural networks (WNNS). Section 4 studies the task of epileptic seizure detection. Section 5 presents the result and discussion. Section 6 concludes the paper.

FEATURE SELECTION

Feature selection plays an important role in reducing the dimension of input data, and subsequently, the computational cost. In general, feature selection algorithms can be divided into two categories, namely the filter methods and the wrapper methods. The filter methods use a pre-determined evaluation metric to rank the features. Since these methods do not acquire feedback from classifiers, they are less computationally intensive and hence, can be performed very quickly.

On the contrary, the wrapper methods, which are classifier-dependent, have high computational cost, because for each of the selected feature subsets, the classifier needs to be trained. Nevertheless, wrapper methods use the classification accuracy reported by the specified classifiers as their final criterion. Hence, these methods are able to find the best set of feature specifically catered for the particular classifiers.

Considering the pros and cons of both the filter and wrapper methods, this paper proposes a hybrid feature selection algorithm, that employs principal component analysis (PCA), as part of its filter method, and the metaheuristic harmony search (HS) algorithm, as part of the wrapper method.

Principal Component Analysis

PCA is a statistical method that is used to convert an original set of feature into another set of new set of feature of lower dimension. The new set of feature is obtained from the linear combination of the original variables. The transformation is accomplished in such a way that the first axis, or principal component, contributes the highest variance of the data. The second component, which is orthogonal to the first component, contributes the second largest variance of the data. The remaining components are defined in similar way.

A brief description how PCA works is provided as follows. Let \( X = [x_{in}] \) be the data matrix with \( m \) rows and \( n \) columns. First, the covariance matrix \( C \) is calculated by using the following equation:

\[
C = \frac{1}{n-1} \sum_{i=1}^{n}(x_i - \bar{x})(x_i - \bar{x})^T,
\]

where \( \bar{x} \) is the mean of \( X \). Second, the eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_n \) and the corresponding eigenvectors are calculated. Third, the eigenvalues are sorted in descending order. A new set of principal component is then created by choosing the first \( k \) principal components, where \( k < n \). The first \( k \) components that contain most of the variation in the original data are retained, and the rest of the components are eliminated. As such, the dimension of the data is reduced without losing much of the significant information embedded in the original data. The number of components to be chosen is given by the following equation:

\[
p = \frac{\lambda_1 + \lambda_2 + \ldots + \lambda_k}{\lambda_1 + \lambda_2 + \ldots + \lambda_n} \times 100.
\]

When the value of \( p \) exceeds a certain percentage, the first few \( k \) components are chosen for the new data set. A common value of \( p \) used is 90.

Harmony Search

The metaheuristic harmony search (HS) was proposed as an alternative to find sub-optimal solutions for optimization problems [10]. This evolutionary algorithm drew inspiration from the improvisation process of musicians when they compose music scores. The analogies of the algorithm [11] are given as follows: a harmony is analogous to a candidate solution or solution vector; each musical instrument that produces a note is analogous to a decision variable; the pitch range of the musical instrument is analogous to the range of the decision variable;
audience’s esthetics is analogous to the quality of the solutions found via local and global search during optimization.

The HS algorithm demonstrates several attractive advantages [12]. First, it imposes only a few mathematical requirements. Second, the algorithm is not sensitive to the initial value settings because the values of entire search space will be considered when generating a new candidate solution. Third, the derivative information of the algorithm is not necessary as the algorithm employs stochastic random searches. Fourth, while genetic algorithm (GA) only consider two parent vectors when generating a new solution, HS produces a new solution based on the values of all the solutions stored in harmony memory. In general, 10 sets of solutions are stored.

The algorithm proceeds as follows [10]:

1. Step 1: Initialize parameters – HMS, HMCR, PAR BW, NI.
2. Step 2: Initialize HM.
3. Step 3: Improvise a new harmony from HM.
4. Step 4: Update HM if a better solution is found.
5. Step 5: Repeat steps 3 and 4 until NI is reached.

The five parameters in step 1 are as follows: Harmony memory size (HMS) refers to the number of sets of solutions that are stored in the harmony memory (HM). Harmony memory consideration rate (HMCR) and pitch adjusting rate (PAR) are the parameters used to find a new candidate solution. The values of HMCR and PAR are chosen from the interval [0,1]. The best set of values is determined empirically. Distance bandwidth (BW) is the step size, which is found by multiplying a small value, usually 0.001, with the range \( xU - xL \), where \( xU \) is the upper bound and \( xL \) is the lower bound of each of the decision variables. Number of improvisations (NI) is the stopping criterion used for the algorithm, which is the predefined maximum number of iteration.

The Hybrid Feature Selection Algorithm

For the first half of the hybrid algorithm, the PCA reduces the number of dimension of the data from \( n \) to \( k \). Meanwhile, for the second half of the algorithm, the HS algorithm is employed, where its objective is to find the \( l \) features, where \( l \leq n \), that will maximize the overall classification accuracy of the classifier used.

Notice that the features selected using the filter method might or might not be included later in the wrapper method. The discarded \( n-k \) features from the filter method might be included again during the wrapper method. The discarded individual feature might not contribute much variation of the original data, but a linear combination of their subset might provide more useful information.

In order to find the optimal subset of all the given features, an exhaustive method might be used, but it is very impractical as it is computationally expensive and time consuming to search through all the \( 2^q \) combination of subsets, where \( q \) is the number of features.

To tackle the feature selection problem using the HS algorithm, two ideas were outlined [13]. The first idea is the horizontal approach, where each feature is coded in binary values. The code 1 implies that the feature is included in the feature subset, whereas the code 0 signifies that the feature is excluded in the feature subset. The harmony is represented by a series of bits. The second idea is the vertical approach, where a pre-determined number of musicians are selected. Each musician can choose one feature or no feature at all, and some of the musicians might choose the same feature. The features are labeled with indices. The harmony is represented by a series of numbers, where some of the numbers might be the same, referring to the same feature. In this paper, the vertical approach is adopted. The features that have been selected using the filter method are included in the initial harmony memory as part of the initialization process.

The main steps of the hybrid feature selection algorithm are explained as follows:

During the first step, the optimization problem is formalized and the parameters are initialized. The cost function to be maximized is the overall classification accuracy of the WNNs model. The solution vectors refer to the subset of features to be included. All four parameters are initialized. The values of the parameters are based on the empirical suggestions [14], where HMS = 10, HMCR = 0.8, BW = 0.001, and NI = 10000. The PAR parameter has been excluded because the features are coded using indices and there is no relation between each feature and its neighbors [15], unlike in the case of optimization problem where the decision variables are real numbers.

During the second step, the harmony memory (HM) is initialized. The HM is stored with ten sets of possible solutions, together with the value of their respective cost function. The HM takes the form of a partitioned matrix:
where the subscript of \( x \) denotes the set of solution, whereas the superscript of \( x \) denotes the decision variable. The function \( f \) is the cost function.

During the third step, a new harmony is generated from the existing HM. Let \( 0 < r < 1 \) be a random number, for each of the decision variables, a new value \( x' \) is generated via the following two methods:

(i) If \( r < \text{HMCR} \), \( x' \) will be chosen from one of the values in the same column in HM.

(ii) Else, \( x' \) will be generated randomly from the entire solution space.

During the fourth step, the harmony memory is updated. If the new solution is found to be better, that is, a higher classification accuracy is obtained, then it will replace the worst solution in the HM.

The last step is related to the stopping criterion. The algorithm terminates when it reaches the maximum iteration (NI). The best solution vector that gives the greatest value of cost function, that is, the highest classification accuracy, will be presented.

WAVELET NEURAL NETWORKS

Network Architecture

Introduced by Zhang and Benveniste, wavelet neural networks (WNNs) [16] model is another promising mathematical modeling tool that has been used in a wide range of applications. WNNs have more compact topologies and faster learning speed compared with other ANNs. Unlike multiplayer perceptrons (MLPs) that utilize global sigmoidal functions as activation functions, WNNs employ local wavelet activation functions, which have finite support.

WNNs are feedforward neural networks that consist of three layers, namely the input layer, the hidden layer, and the output layer. The input layer receives input data and transmits them to the hidden layer that consists of localized wavelet functions, such as Gaussian wavelet, Mexican Hat wavelet, and Morlet wavelet. This layer performs the nonlinear mapping on the data before propagating them to the final output layer, where a linear combination operation is performed.

A typical WNN is modeled by the following equation:

\[
y(x) = \sum_{j=1}^{p} w_{ij} \varphi \left( \frac{\|x - t_i\|}{d} \right) + b, \tag{4}
\]

where \( y \) is the output, \( x \) is the input data, \( p \) is the number of hidden nodes, \( w_{ij} \) is the weight matrix, \( \varphi \) is the wavelet activation function, \( t_i \) is the translation vector, \( d \) is the dilation parameter, and \( b \) is the bias term. The architecture of WNNs is shown in FIGURE 1.

Learning Algorithm

After the translation vectors and dilation parameters are initialized, the wavelet activation function in the hidden nodes will receive input data from the input layer. The values obtained will be the input for the output layer. The weight values \( w_{ij} \) in the weight matrix \( W \) are computed by solving a system of linear equations.

Eq. 4 can be written in the following compact form \( Y = GW \), where \( Y \) is the output, \( W = [w_{ij}] \) is the weight matrix, and \( G \) is the matrix that stores the values of the output of the activation function. The equation \( W = G \cdot Y \) is used when solving for the values in the weight matrix \( W \). The formula for the pseudoinverse \( G^* \) is given by the equation \( G^* = \left( G^T G \right)^{-1} G^T \), where \( G^T \) is the transpose of matrix \( G \).
FIGURE 1. Network architecture of WNNs with $d$ input nodes, $p$ hidden nodes, and $L$ output nodes.

EPILEPTIC SEIZURE DETECTION

A summary of the experimental design used in this work is shown in the block diagram in FIGURE 2.

The data used in this study were acquired from a publicly available benchmark dataset [17]. The five sets of data, labeled A to E, were recorded under different conditions. Set A was recorded from healthy subjects with their eyes open. Set B was recorded from the same group of people, but with their eyes closed. Set C to E were obtained from epileptic patients. Set C was recorded from the hippocampal formation of the opposite hemisphere of the brain, whereas set D was obtained from within the epileptogenic zone. The last set of data, set E, contains epileptic signals that were recorded when the patients experienced seizure. In summary, set A to D represent normal EEG signals, whereas set E represents epileptic EEG signals. Each EEG signal was recorded for 23.6 s at a sampling rate of 173.61 Hz, to give a time series of 4097 data points.

For feature extraction, the Daubechies wavelet of order 4 (db4) was used to analyze the EEG signals. A four-level decomposition scheme was employed, which produced five frequency subbands - $d_1$ (43.4 – 86.8 Hz), $d_2$ (21.7 – 43.4 Hz), $d_3$ (10.8 – 21.7 Hz), $d_4$ (5.4 – 10.8 Hz), and $a_4$ (0 – 5.4 Hz). For each signal, a set of 40 summary statistics were computed from the generated detail and approximation wavelet coefficients. A total of 8 different statistics were derived from each of the five subbands. They are: (i) maximum, (ii), minimum, (iii) 90th percentile, (iv) 10th percentile, (v) mean, (vi) standard deviation, (vii) skewness, and (viii) kurtosis of the wavelet coefficients.

The Morlet wavelet was used as the activation function of WNNs. A 10-fold cross validation was adopted in this study. The results were reported in three performance metrics, namely sensitivity, specificity, and overall classification accuracy.

RESULTS AND DISCUSSION

The initial number of feature is 40. After applying the PCA, it was found that the first 15 components contributed approximately 90% of the variations of the data. These 15 features were used in the second step of the HS algorithm. An additional 10 musicians were added, making the total number of musicians in HM 25. Columns number 1 to 15 of the 10 solutions in HM were labeled with the features selected from the filter method. The remaining 10 columns were given random indices. At the end of the HS algorithm, the best set of feature that gave the highest classification accuracy was the one that contained 19 features. Out of these 19 features, 13 of them matched the features that were selected by the filter method.

For comparison purposes, different subsets of input features were also considered. The performance metrics obtained from the simulation are shown in TABLE 1.
### TABLE 1. Performance metrics for the EEG classification problem.

<table>
<thead>
<tr>
<th>Feature selection</th>
<th>Number of features</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Overall accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA + HS</td>
<td>19</td>
<td>93.55</td>
<td>98.20</td>
<td>97.75</td>
</tr>
<tr>
<td>PCA</td>
<td>15</td>
<td>91.62</td>
<td>97.88</td>
<td>95.04</td>
</tr>
<tr>
<td>All 40 features used</td>
<td>40</td>
<td>90.84</td>
<td>97.15</td>
<td>96.10</td>
</tr>
</tbody>
</table>

From Table 1, the WNNs that used the hybrid algorithm in the feature selection stage achieved the highest classification accuracy, at 97.75%. This is followed by the WNNs that used all the 40 features as input, at 96.10%. The WNNs that used the features that were chosen by PCA gave the lowest overall classification accuracy, at 95.04%. The redundant features in the original 40 features extracted added complexity to the learning algorithm. In addition, the inclusion of these irrelevant features had degraded the performance of the classifier.

The PCA algorithm chose only the first 15 features that have the greatest values of eigenvalues. Out of the 19 features selected by the hybrid feature selection algorithm, 13 of them were the same features chosen by the PCA. The remaining 6 were the features that were not selected by PCA. This illustrates that PCA is able to find most of the optimal and discriminating features. Nevertheless, some of the eliminated features, when combined, might provide more useful insight. It is here that the HS algorithm plays its part by finding the remaining features.

When coupled with PCA, HS proves to be a powerful tool as it is able to find a number of additional features to be included in the new feature subset. The high classification accuracy obtained is credited to the fast computation of the PCA method, as well as the HS algorithm, where it looks for the sub-optimal solutions from a record of all the good historical solutions stored in harmony memory.

### CONCLUSIONS

In this paper, a hybrid feature selection algorithm is proposed. The algorithm uses PCA as part of the filter method, and HS as part of the wrapper method. The algorithm addresses the issue of finding the most relevant and optimal subset of input features specifically catered for the WNNs model. The problem of epileptic seizure is studied. Based on the high overall classification accuracy obtained, it is found that the proposed hybrid algorithm is able to find a good subset of input features derived from the wavelet coefficients of EEG signals.
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