L=
View metadata, citation and similar papers at core.ac.uk brought to you byz CORE

provided by NASA Technical Reports Server

010261-8-T

Theory of Reliable Systems

Final Technical Report covering the
period from May, 1971 to June, 1973

J. F. MEYER
July 1973
TR AL TECHNICAL
NATIO
INFORMATION SERVICE . Prepared under
US Dapsement of Commerce NASA Grant NGR23-005-463

“DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING

SYSTEMS ENGINEERING LABORATORY
THE UNIVERSITY OF MICHIGAN, ANN ARBOR .

" (NASA=CR=-136#498) THEORY OF RELIABLE N78=1213
SYSTEMS Final Technical Report, Hay

r 1371 = Jun 1973 (Michigan Univ.) . , g

P : CSCL 14D Unclas

s G3/15 15628



https://core.ac.uk/display/42898927?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

THE UNIVERSITY OF MICHIGAN
'SYSTEMS ENGINEERING LABORATORY
Department of Electrical and Computer Engineering

College of Engineering

SEL Technical Report No. 73

THEORY OF RELIABLE SYSTEMS

Final Technical Report Covering the Period from
May, 1971 to June, 1973

Project Director
J. F. Meyer

Research Assistants

Z. Aran
L. Hsieh

R. J. Sundsirom
K. Yeh

Programmers

J. G. Bravatto
W. E. Bulley

Prepared under

NASA Grant
NGR23-005-463



L}

)/

Table of Contents

Introduction
1.1 Objectives
1.2 Background

1. 3 Documentation
Systems with faults
Fault tolerance

Fault diagnosis

4,1 Off-line diagnosis
4.1.1 Specified faults
4.1.2 ﬁnspecified faults

4.2 On-line diagnosis
Simulation

References

14

21
22
23
25

32

40

47



1. INTRODUCTION
1.1 Objectives

The following is the final report for a research project on the
"Theory of Reliable Systems” cénducted under NASA Grant NGR23-
005-463. The duration of this project was approximately two years,
beginning on May 26, 1971 and terminating on June 30, 1973. The
purpose of this project was to answer certain fundamental questions
relating to'the analysis and design of reliable systems, where the
s’ystéms of primary concern were digital, e.g., digital computers,
digital communication systems, digital control systems, etc, The

attributes of sy stem reliability to be studied were:

a) Fault tolerance - the ability to maintain error-free
input-output behavior in the presence of (temporary
and/or permanent) faults in the system

b} Diagnosability - the ability to detect and locate faults

in the system

c) Reconfigurability - the ability to reconfigure the system

after the occurrence of a fault so as to realize the original
behavior or some other (possibly less complex) behavior
with the following objectives: |
I. To determine, relative to the above att;'ibutes, properties
of system structure that are conducive to a particular attribute.
Structures so considered range from state-transition functions

at one extreme to hardware and software realizations at the
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other extreme.

II. To determine methods for obtaining reliable realizations
of a given system behavior. This could eventually include
realizations which are fault tolerant (relative to the specified
behavior) and yet diagnosable (relative to some extended
behavior).

III. To determine how properties of system behavior relate
to the complexity of fault tolerant (diagnosable, recon-
figurable) realizations. Given such relationships, the inherent
fault tolerance (diagnosability, reconfigurability) of a given
behavior could be measured by the minimum complexity
of realizations possessing that reliability attribute.

The above objectives comprise a general statement of the project's
direction and goals, as they were conceived when the research was
first proposed. Almost all of the investigations conducted during
the course of the project had specific goals that were in keeping with
one or more of these global objectives. Of the three basic reliability
attributes proposed for study, only two, fault tolerance and diag-
nosability, were investigated in detail during the two year period,
Questions of reconfigurability were considered informally in connection
with models developed for the study of tolerance and diagnosability.
This was done in anticipation of more formal studies of recon-
figuration and repair that could be based on such models or on

appropriate extensions thereof,



The general approach taken to meet the above stated objectives
was systemttheoretiC‘ in the sense that the study was based on
mathematical models and simulation models that represent the
.structure of a digital system's hardware and/or internal software.

Given some class of "'real” systems (e.g., éwitching circuits,
computer programs in a éiven language, etc.), ‘various classes of
modeis at various levels 6f structural deﬁnition- can be developed to
study this class of real systems. Thus, for example, switching
circuits can be represented at a low level by sequential network
models or at a high level by sequential machine modéls. In general,
the choice depends on the nature of the questions being asked about
the external and internal behavior of the class of real systems undér
investigation. An advantage of this approach in studying system
i'eliability is that structural changes (due to fat_llts) can be precisely :
related to their effects on system behavior, thereby permitting the

discovery of properties conducive to reliable operation of a system.

1,2 Background

| -The general setting for this research project was the theory of
reliable systems that had been developed over the past two decades
using the basic approach described above. The first person to use this
approach to the study of reliable systems was von Neumann ( [1], 1952,
1956) , where the models were networks of switching components
(called "organs') and faults in a component were represented by

the probability of erroneous component behavior, The next such



cffort was the work of Moore and Shannon ( | 2], 1956) in which case the
models were (formal) relay networks and faults in a relay were
represented by two conditional probabilities regarding relay behavior,

Since the time of these initial investigatimns, this general approach
has been used extensively to study various aspects of system re-
liability and, in particular, computing system reliability (cf. the
excellent bibliography by Short [3]). Several books that in some part,
at least, are representative of this approach have also appeared during
the past decade. These include a collection of papers from the
"Symposium on Redundancy Techniques in Computing Systems™
( [4] 1962), a monograph on 'Reliable Computation in the Presence
of Noise' by Cowan and Winograd ( [5] 1963) and books on ""Failure-
Tolerant Computer Design' by Pierce ( [6] 1965), "Error Detecting
Logic for Digital Computers™ by Sellers, Hsiao and Bearnson
{ [7] 1968), "Fault Diagnosis of f)igital Systems' by Chang, Manning,
and Metze ( [8] 1970), and "Fault Detection in Digital Circuits" by
Friedman and Menon ( [9] 1971).

Just prior to the initiation of this project, the first International
Symposium on Fault Tolerant Computing was held in Pasadena, Cali-
fornia, March 1-3, 1971. The papers summarized in the Digest
of this conference [10] are representative of the variety of topics
presently regarded as relevant to the theory and design of reliable
computing systems, Two of these papers, one on the subject of fault

location [11] and another on diagnosable machine realizations [12]
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weré the result of work completed under a prior contract with the

Jet Propulsion Laboratory [ 13] and provided an immediate background
for this project at the time rof its initiation. The work summarized

in [11] also appeared in a paper titled "Locatability of Faults in
Combinational Networks' [ 14]. Another phase of the research completed
for J.P. L. , Which appeargd later in a paper titled ""Fault Tolerant
~Sequential Machines'; [ 15]?, had a strong inﬁuence on our present
work, nof onlj% with regard to research on fault tolerance but also

with régard to developing a general framework for the study of
systems with faults. Regarding the various specific investigations
c'énducted as parti of this project there are, of course, many other
referencés that served as ifn'pdrtant background. Such references

are appropfiately indicated in the body of this report and the

accompanying technical reports.

1.3 .Documen_t_ation

Concluding with this final report, the research performed under
this grant has been extensively documented throﬁghout the duration
of the project via semi-annual status reports, technical reports, and
publications in the proceedings of technical symposia. Rather than
delay the disclosure of this information to a single final report or
to its eventual publication in journals, we 'have attémpted to dis-
seminate the methods and results of the work whenever it appeared

feasible. The following is a list of the reports and publications



(excluding this report) that comprise the total documentation of this
project. Entries are by title and reference number, The reference
list should be consulted for information as to author, date, etc.

Semi-annual reports

Semi-anhnual status report no. 1 [16]
Semi annual status report no. 2 {17]
Semi-annual status report no. 3 [18]

Technical reports

~ General compound distinguishing sequences [19]
Representation and minimization of diagnostic test sets [ 20]
A theoretic study of fault detection problems in sequential

systems | 21]
Checking experiments for sequential machines [ 22]
A structurally oriented simulation system [ 23]
Augmentation of machine structure to improve its
diagnosability | 24]
On-line diagnosis of sequential systems [25]

Publications

On the limits of linearity [ 26]

Sequential behavior and its inherent tolerance to memory
faults [ 27]

A general model for the study of fault tolerance and
diagnosis [ 28]

Diagnosis of unrestricted faults in sequential machines [29]



Copies of the semi-annual status reports, technical reports
[19]-[22], and publications [26]-] 28] have Been previously sub-
mitted as part of the interim reporting prdcess. Copies of
technical reports [ 23]-[ 25] and the published abstract [ 29] are

included with the submission of this final report..

In the sections that foll_ow, we present an overview of the research
performed throughout the :two year duratioh of the project. The
discussion is organized aécording to four general areas of inves"ci-‘
gation: systems with faults, fault tolerance, fault diagnosis, and
simulation. With regard to each of these areas, this report sum-
Iﬁé'rizéé .the various specific topics that were investigated in that
aréa, the motivation for their study, the models on which their
étudy was based,and the results obtained, The primary intent of |
this summary is to provide a perspective for the vé.rious technical

reports and publications cited above. It is the latter that comprise

a detailed report of the research performed under the grant.



2, SYSTEMS WITH FAULTS

The purpose of Lhis investigation was to develop general, formal
basis for the study of fault tolérance and diagnosis in systems'. This
was achieved by developing a theoretical model of a "system with
faults. " Based on this model and the fundamental concept of a
"tolerance relation, " the intuitive notions of "fault folerance™ and
"diagnosability”” were then formulated in precise, yet general
terms. Depending on the choice of a representation. scheme for the
systems in question, the model can represent either the effects of
design errors or the effects of physical faults that occur during
the life of a system. Also, depending on the representation used,
the model permits the study of faults in either the hardware or
the software of a computing system,

Beginning with a more restricted notion of a "machine with faults, "
the model evolved to its present level of generality during the second
year of the project. The results of this investigation were pre-
senfed at the Sixth Hawaii International Conference on System Sci-
ences, anolulu, Jamiary 9-11, 1973 and published in the pro-
ceedings of that conference [ 28].

Informally, a "system with faults' is a system, along with a
set of potential faults of the system and description of what happens
to the original system as the result of each fauit. The original
system and the systems resulting from faults are members of one

or two prescribed classes of (formal) systems, a "specification™



class for the original system and a '"realization' class for the -
resulting systems. More precisely, specifications and realizations
are represented'by a representation scheme ($,R, p) where

i) & is a class of systems, the specification class,

ii) ® is a class of systems, the realization class,

ili) pR —= & where, if R ¢ &, R realizes p(R).
To illustrate this notion, consider the following classes of systems:;

77

all sequential switching netwdrk_s

= all finite state sequential machines

all n-ary, numerical partial recursive funct1ons

all Turmg machines

9 all pa1rs of n-ary predicates over the 1ntegers Z

2

all programs (in the sense of King [30] onn

variables with values from 7
Relative to the above classes, some examples of a representation

scheme are given by the following choices of &, R, and p,

s @ pr B—>

1) 77 Vg identity function

77 77 identity function

3) 77(4 , 78 p(N) = the machine M defined by N
4) 3 ' ' J p(T) = the partial recursive func-

tion f realized by, T
5) 9 | ﬁ) p(P) = some predicate pair (X, J)
such that P is correct for

IandJ
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In a representation scheme ($,®,p), a system with faults is a struc-

ture (S,l F,¢) where
i) Se &

ii) F is a set, the faults of S

iii) ¢: F —>® such that, for some f ¢ F, p(e(f)) = 8.
If{fe F, the sysiem Sf = ¢(f) is the result of f. 1If p(Sf) = Sthenf is
improper (by iii}), F contains at least one improper fault); othérwise
it is proper. A realization .Sf is fault-free if f is improper; otherwise
s' is faulty.

A system with faults is a formal representation of a (potentially)
unreiiable system where S represents the original fault-free specifi-
cation, F represents a set of potential faults that can oceur in the
process of realizing S, and for a given f ¢ F, Sf = ¢(f) is the reali-
zation that results from the occurrence of f. An improper fault f
represents a fault-free reaiization process since-, by definition,

;)(Sf) = §, i.e., Sf realizes 8. A proper fault f represents a faulty
realization process in the sense that p(Sf) £8.

To illustrate the notion of a system with faults, consider the
representation scheme (,®, p) where & and® are some class of
networks of sequential switching systems (S =®) and p is the identity

function. Suppose further that S e < is the system:



where S employs triple modular redundancy, that is, S1 = S2 = 83 ‘and
V is a voter. Suppose further that the potential faults are combinations
of stuck at 0 and stuck at 1 faults at nodes 1, 2 and 3. Then, in. the
-representation scheme (S8, p), (S, F,¢) is a system with faults where
S is as above
F = {(al,az, ag) | a; ¢ {0, 1,x}}
0 if node i stuck at 0
where a, = ( 11if node i stuck at 1
X if node i is fault-free
o F—R
where, for example, ¢(0,x, 1) is the faulty system:

0

One of the important unifying aspects of the concept of a system
with faults is that it permits the representation of either birth defects
or life defects. Moreover, what distinguishes these two types of

defects is seen clearly via the formalism. In i'epresenting faults
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that occur in the process of designing a system, a representation
scheme (5,8, p) is chosen such that the original design specification
is represented by a member of the specification class & and the pos-
sible outcomes of the design process by members of the realization
class ®. Since specifications differ from realizations in this case
(or otherwise we would be saying that the outcome of the design
process is already known), a study of birth defects requires a repre-
sentation scheme (§,®, p) where & #®. On the other hand, in repre-
sentmg faults that occur in the process of using a system, one begins
with a realization that is presumed fault-free and is concerned with
faulty realizations that result from life defects. In this case, a
specification is a realization and one chooses a representation scheme
® = (R,R,p). Thus, a representation scheme required for a study
of life defects is simply a special case of a more general represen-
tation scheme required for the study of birth defects. Among other
things, this suggests that con.cepts and techniques studied in the con-
text of design reliability (e.g. , program verification techniques)
should be applicable to questions of reliable use (e.g., diagnosis of
hardware faults),

A surprisingly wide variety of unreliable systems, from
switching networks to computer programs, can be formally repre-
sented as systems with faults, This includes applications where
there is no explicit representation of faults, but only an explicit

representation of the faulty systems. Moreover, the formulation
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permits precise, general definitions of "tolerated;' fault and "'diagnosable'
fault that appiy to an arbitrary system with faults. The definitions are
made relative to a speéiﬁed "tolerance relation' 7 which dictates

the type and extent of ‘tolerance or diagnosability. By choosing

two tolerance relations 7 and 7', it is possible to consider faults

: whi-;:h are both tolerated (with respect to 7) and diagnosable (#ith

respect to 7). This yields a convenient represéntat.ion for

investigating the diagnosis of tolerated faults.

Much of the research conducted throughout the course of this.
project was based on special classes of sjrstems With faults or on
models which could be equivalently formulated as systems with faults,
Likewise, the various concepts of tolerance and diagnosis considered
were specializations of the generai definitions referred to above.
Consequently, a familiarity' with the concepts described here and

in reference [ 28] is assumed in the discussion that follows,
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3. FAULT TOLERANCE

In keeping with the general statement of the goals of this
project (objectives I, II and III; section 1.1), the study of fault
tolerance in digital systems had three specific objectives:

i) To determine structural properties of sequential
machines that are necessary and/or sufficient for
the tolerance of permanent memdry faults.

ii) To determine methods for obtaining fault tolerant
state-assigned machine realizations of a specified
sequential behavior that possess minimum or near mini-
mum memory redundancy (relative to all realizations
of that behavior which have the same fault tolerance).

1ii} To determine properties of sequential behavior that
relate to "inherent' fault tolerance where, relative to
some tolerance type T and tolerance level t, the in-
herent tolerance of a behavior B is inversely proportional
to the minimum memory redundancy required by a
(7,t) -tolerant realization of B.

If we let O denote the class of all finite-state sequential machines
then, relative to the general framework described in the previous
section, the representation scheme for this study was (O, N, p) where
p is the identity function (see example 2), p. 9 ). The-faults
considered were "memofy faults' in the sense of [15], where.if

M = (I,Q, Z,5,w) is a machine (i.e., Me M, a memory fault of M is
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a function 1i: Q —> Q on the states of M. The result of U is the
sequential machine M" = (I,Q‘u, Z, 6“, w‘u) where

Q"= {i(q) | 4q e Q},the image of

5" = 15 restricted to Qfx1r

o = w restricted to Q‘uxI
(Reference [15] should be iconsulted for justif ication and illustration
of these definitions.) Accordingly, a system with faﬁlts, in this
context, is a system (M, F,¢) where M is a sequential machine, F
is a set of memory faults containing the identity function (the
improper fault), and ¢ is the function given by é(w) = M‘U‘, forallpe F.

The real systems S0 répresented by this formalism are discrete-
time, time-invariant, finife-alphabet_(e. g., binary), finite-state systems
fhat are subjectto faulfs intheir memory structure, Thus, for example, the se
models can be used to study the effects of faulty memor_y elements
(e.g., flip-flops) | on the behavior of a digital circuit. The restriction
fo mérﬁory faults was motivated by the fact that it is memory which
distinguishes nontrivial finite- state systems from purely combinational
(one-state) systems. Moreover, as the purpose here was to study
hdw the structure of a machine relates to the effects of faults on
behavior, the 'restrictioﬁ to memory faults is not that severe.
Given this class of sjrs-temsr (machines) with faults, several types

of fault tolerance were considefed, each corresponding to a specific
"tolerance relation" 1 (cf. -[27]) . These include the notions of

"equivalence masking, " "inclusion masking, " and "RQmasking” (where
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R is a distinguished set of reset states) [15].

With respect to a specific type of tolerance, the topics of primary
concern were "minimally redundant fault tolerant realizations" and
the "inherent tolerance of a sequential behavior™ (cf., objectives ii)
and iii) stated at the beginning of this section). Prior to this study,
methods for obtaining fault tolerant realizations of a given
behavior have all resulted in "memory redundancy’ levels that depend
only on the number of states required by a nonredundant realization.
Indeed, for certain realization methods (e.g., replicate~-and-vote
schemes), memory redundancy is invariant. If, however, the method
of realization is left unspecified then, relative to all realizations
having a speci.fiéd type and level of fault tolerance, the minimum
redundancy required (i, e. » the inherent tolerance) may vary from
behavibr to behavior, even among behaviors requiring the same
number of states in their reduced realizations,

One of the primary results of our investigation is that his is indeed
the case, that is, there exist behaviors of the same ''size’ with
different inherent tolerance. This and related results were first
disclosed at the Fifth Hawaii International Conference on System
Sc‘ienc.es, Honolulu, January 11-13, 1972. Precise statements of
these results and their proofs are published in the proceedings of
that conference [27]. In summary, the main result was established
by exhibiting two behaviors, each of which can be realized by a 4

state reduced machine and yet one requires more memory redundancy
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than the other to obtain a realization which tolerates single
stuck-at faults. The behavior having less inherent tolerance (i.e.,
requiring greater memory redundancy) was that of a modulo‘i clock.,
The behavior having greater inherent tolerance was that of a (reduced)
machine With the following state graph: |
| 1 Y, 10
OO e
With respect to equivalenée-masking of single stuck-at faults, a

minimally redundant fault tolerant realization of the latter behavior

is given by the following state graph:

000 011 101 110
01/0 |
| 1/0 1/0 1/0

1/1 |
111@ 001 10 01

A network realization of this machine is shown‘in Fig. 3.1. Note
that, relative to a minimal realization having no fault tolerance, only
one additional delay flip-flop (3 as opposed to 2) is required to
tolerate all single flip-flop faﬁlt's. The memory redundancy of

thig realization is 1. 5 and, since it is minimally redundant, this
nﬁmber represents the inherent tolerance of the behavior realized.
Accordingly, a fault tolerant realization based on triplication

and iroting, which yields a memory redundancy of 3, is not optimum
with regard to th_is behavior. A netﬁork realization using the latter
scheme is shown in Fig. 3.2, where its complexity can be compared

to that of Fig. 3. 1.
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The above results were obtained during the first year of the
project. At the beginning of the second year, efforts weré made to
find additional examples and, more generally, to discover properties
of sequential behavior are indicative of inherent tolerance. This task
turned out to be much more difficult than originally anticipated
and it soon became evident that some experimental data was needed
to support further theoretical study. This prompted the development
of a Strucfurally Oriented Simulation System (SOSS) for use as an
experimental aid in the study of both fault tolerance and fault
diagnosis (cf. section 5 and technical report [23]). As the basic
ver sion of. SOSS was completed just prior to the terminatidn of the
project, its application in the study of inherent tolerance remains

a subject of future research.
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4, FAULT DIAGNOSIS

‘In keeping with the general statement of the goals of this project,
the study of fault diagnosis in digital systems had three specific ob-
jectives:

| : iy To determine properties of machine structure and be-

havior that are conducive to efficient fault diagnosis.

ii) To determine methods for obtaining diagnosable machine
realizations of machines (or behaviofs) that are not diag-
nosable.

iii) To determine methods ior obtaining machine and network
reélizations of a'given behavior that are fault tolerant ,
relative to the specified behavior but are diagnosable
relative to the '"extended' behavior of the re.alization.

During the course of the project, considerable effort was devoted
to meeting objectives i) and ii), producing a variety of éignificant
results which are summarized below. Such work had to precede any
specific effort devoted to objective iii), since fault diagnosis, per se,
had to be relatively well understood before considering the diagnosis of
fault tolerant systems. Consequently, the latter effort was just
getting underway when the projeét terminated.

Our study of fault diagnosis in digital systems was concerned with two
ﬁasic diagnostic environments: "off-line' and 'on-line, " By an off-line
environment, we mean that the system has been removéd from its

operating environment prior to the application of diagnostic tests.
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Thus, off-line diagnosis permits complete control of input to the
system during the test period. This is to be contrasted with "on-
line" or ''concurrent" diagnosis where the system is in an operating
| environment and is continually receiving input dictated by this en-
vironment. An on-line diagnosis procedure must therefore contend
with input over which it has no direct control, Moreover, in many
applications, an error produced by a fault must be detected in a
relatively short period of time after the error occurs, thereby
complicatiﬁg the problem even further.

During the first year of the project our study of fault diagnosis
was concerned exclusively with the off-line environment. During the
second year, both off-line and on-line diagnosis were investigated.

These efforts are summarized in the subsections that follow.

4.1 Off-line diagnosis

When a possibly faulty system is diagnosed in an off-line environ-
ment, it is usually assumed that nﬁ additional faults occur once the
diagnostic procedure is initiated. With this assumption, off-line
diagnosis of sequential systems can be studied relative to a repre-
sentation scheme (M, M, p) where M is a class of sequential machines.
If (M,F,¢) is a méchine with faults (in the above representation
scimeme) » our research on off-line diagnosis can be further cate-
gorized according to the nature of the fault set ¥. In general, we
can regard the fault_s of (M, F,$) as being "specified" by the set F.

However, when the elements of F are specified no more explicitly than
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the faulty machines they result in, we say that the faults are "unspecified. "
More precisely, (M, F,$) is a machine with unspecified faults if F cm
and ¢(f) = £, for éll feF. ,' Otherwise, the faults are specified. Thus,
in a rﬁachine with unspecified faults, no distinction is made between
"cause" (fault) and "effect" (result of a fault). In particular, it

is impos;sible for different faults to result in the same faulty machine.
This need not be the case, however, when faults are specified. It is
for these reasons that machines with unspecified faults have been
distinguished from machines with specified faults. We begin with a d.is—

cussidn of the latter.

4.1.1. Specified faults

- In the representation scheme (9,97 p) where 9 is the class of all
finite- state sequential machines, the systems considered here \{rere
machines with memory faults (cf. section 3 of this report), i.e., the

same class of systems with faults considered in our investigation of

fault folerance. This choice was motivated by the prospect of

eventually combining results concerning tolerance and diagnosis to
obtain machine and network realizations that are both fault tolerant |
and diagnosable.

. More specifically, given a sequential machine (M, F,¢) with

- memory faults, the problem studied was the representation and

- minimization of a set of diagnostic "tests" for all faults in F. The

type of diagnosis considered was fault "detection' relative to some

specified initial state. More precisely, if we Fandqisa state of M,
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an input sequence X is a (u, q) -detection sequence if the resulting

output sequence for M started in q differs from that of the faulty

machine M" started in p(q). (If there is at least one (i, q) -detection

sequence, p is q-detectable; in other words | is q-detectable if and only if

it is not {q}-masked in the sense of [15].) Accordingly, a set X
of input sequences is an (F, q) -test set if, for all 4 ¢ F, X contains
a (u,q) ~detection sequenée.

| Although the problem of representing and minimizing an (;E', q) -
test set has been studied from various points of view for the special
case of combinational (one-state) systems, the results do not apply,
in general, to nontrivial sequential éystems. Inour study, it was foundthat
similar results could indeed be obtained for sequential machines,
although the actual process of determining a minimum cost test set
for a machine is, in general, much more difficult. A detailed description
of this study and its results are given in the technical report "Repre-
sentation and Minimization of Diagnostic Test Sets" [ 20] and in
sections 4 and 5 of the technical report "A Theoretic Study of Fault
Detection Problems in Sequential Systems" [ 21].

To summarize, the problem of representing detection sequenceswas
considered first and it was shown that if D is the set of all sequences that dis-
tinguish faulty behavior (for a given fault fault) from fault-free behavior
(inagiven state) , then Disaregular set. Moreover, a regular expression
that denotes D can be obtained from expressions associated with

the fault-free and faulty behaviors in much the same way that test sets
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are determined for combinational networks using Boolean differences.
The problem of obtaining a minimum cost test set (with cost measured
in terms ofAtesting time) was then considered where the primafy
difficulty lay in the fact that detection sets, although regular, are
nevertheless infinite. However, we were able to show that the
cost of an optimum (minimum cost) test is bounded from above
"~ by a quantity which depen&s only on the sizé of the fauli-free machine
and the number of faults to be detected. From this it follows that
the length of longest sequence in any minimum cost test set is
also bounded by a known quantity. Thus only a finite subset of
each fault detectionset needs to be considered in deriving an op-
tirﬁum test set. Employing some rather natural notions of fault
equivalence and fault dominance, the problem of finding an optimum
tést set for a machine with faults was then formulatéd as a covering
probiem. This parallels the solution suggestedrby others for ob-
taining dptimum test sets for combinational networks.

Although implementation of the procedure may bé impractical
_for large networks, these results are nevertheless valuable
| in that they delimit the complexity of the problem. Such solutions
may also indicate simpler, more practical methods of solving the

problem at some sacrifice in optimality or completeness of the test set.

4.1.2, Unspecified faults
Relative to a particular sequential system, as represented by

some sequerntial machine M = (I,Q, Z, §,w), a general and yet tractable

X
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representation scheme for machines with faults (where the machine
in each case is M) is given by the set of all machines over 1 and Z
that have at most as many states as M, that is, the set:

M(M) = [M'|M' = (,Q",2,6,)") and [Q'| < [Q]}.

If (M, F,¢) is a machine witﬁ faults in the representation
scheme (M(M) ,-BII(M) , P}, the physical restrictions implied by the
representation are that i) a faulty system has the same input and
output terminals as the fault-free system and ii) if Q represents all
possible physical states of the fault-free system, then a permanent
physical fault will not cause an increase in the number of physical
states. (Note, however, that the number of nonequivalent states can
iucrease. since M need not be reduced.) Relative to a given machine
M, the representation is therefore quite general. Thus, for example,
a4 machine (M, F, ¢} with memory faults, as previously defined
in section 3, is also a machine with faults in the scheme (M(M),
M(M), p) .

This scheme is also appropriate for the representation of
faults in digital systems where nothing is assumed regarding the explicit
nature of faults, per se, and relatively little is assumed about
the effects of such faults. More precisely, in terms of a machine
with faults (M, F, ¢), it is assumed that the faults of M are un-
specified (in the sense defined at the outset of section 4. 1) and, in
addition, are "unrestricted" in the sense that any machine in (M) is

a possible faulty machine.
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Historically, the diagnosis of machines with unspecified,
unrestricted faults was first considered by Moore [31] who
established the existence of a certain type of diagno.stic "experiment'
for strongly connected machines. His paper also posed several inter-
esting open questions which were later investigated by Hennie [32].
The type of diaguosis embodied by Hennie's notion of a "checking
sequence' i_s basicaliy the type of diagnosis considered in our
investigation, that is, fault detection as opposed to fault identification.

Fundamental to known methods of de signing checking sequences
has been the ab111ty to identify which state the machine was in
prior to applying the mput sequence(s) used to implement the

_ 1dent1f1cat1on procedure. To permlt this type of initial- state
1dent1f1cat10n checking experiments have employed dlstmgulshmg
sequences |33, variable leng'th distinguishing sequences [33, and
compound d1st1ngu1sh1ng sequences [34. An initial subject of our
mvest1gat1on in this area was an even more general class of se-
quences wh1ch include each of the above as spec1al cases. To con- ,

- form with earlier terminology, these sequences (which are actuallf.,r

sets of input sequences) are called general compound distinguishing

sequences (GCDS). The detailsof this investigation are described -
ina technical report by' the same name [19]. To summarize, it was
shown that the concept Qf a GCDS is indeed more general than that

of a compound distinguishing sequence. It was also shown that

one can effectively decide whether a machine has a GCDS through
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COI‘lStI‘uCt.ion of a "general distinguishing tree. ' Finally, we have
shown that existence of a GCDS for a machine M characterizes the
existence of a simple, adaptive initial state identification experiment
for M and, more generally, that the existence of a ""general charac-
terizing set" corresponds to the existence of a multiple, adaptive
initial-state identification experiment.

A second topic of investigation was the "checkability' of a
sequential machine, Where the point of departure was a formal

definition of checking gsequence that includes the types of sequences

so named by Hennie [32]. The definition applies to an arbitrary
machine M (with unspécified, unrestricted faults) in an arbitrarily
specified initial state q. In particular, M need not be reduced or
strongly connected. Later on in the study, a special type of

checking sequence called a detecting sequence was also considered.

The difference between a checking sequence and a detecting sequence

is that, in the latter case, a positive response to the sequence says

that the state of the machine, just before application of the sequence, has
the desired behavior; in the former case we can only guarantee that

some state of the machine has the desired behavior. Hence a detecting
seﬁuence is better than a checking sequence in tﬁe sense that the

former does not require a search for the desired state. The results

of this investigation are described in the technical report "Checking
Experiments for Sequential Machines" [22] and in a paper titled

"Diagnosis of Unrestricted Faults in Sequential Machines, " an ab-
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stract of which was published in the Digest of the 1973 International
Symposium on FauIt-Tblerant Computing [29].

To summarize, the investigation here was primarily concerned
with conditions on the structure and behavior of a machine M that are
necessary ﬁnd/or sufficient for M to possess at least one checking
(det;cting) sequence.:- In case M is reduced and reachable from some
state q, it was shown' first:that the existenc;a of a checking (detecting)
sequence can be characterized directly in terms of the input-output
behavior of M in state q. For the general case where M need not be
reduced and reachable, several necessary conditions for an input se-
quence to be a checking sequence and for a machine to be checkable
Wer.e established. Particuiar attention was given to the "transition-
checking" aspéct of checking sequences. Specificaliy, the neceésity of
checking all the transitions of a machine was studied and, for the case
| when a checking sequence does not have to check all transitions, the
portion that needs to be checked was delineated. The effects of struc-
tural redundancy were then‘ examined relative to various types of initial
state behavior and it was found that, in general, the existence of a
checking sequence depends only on the initial state behavior of a machine,
aﬁd not on its particular structure. Said another Wéy, the checkability
of an arbitrary machine M in state q depends only on the nature of the
"canonical' (reduced and reachable) machine having the behavior
of M in q. An actual characterization of checkability in the se terms,

however, remains an open question.



30

A third major activity regarding the (off-line) diagnosis of
unspecified faults has been an investigation of methods for im-
proving the diagnosability of a machine by "augmenting'" its
structure. This includes the extreme case where the original

machine is not diagnosable. Given a machine M', an augmentation of

M' is a machine M that can simulate the behavior of M' in real tin.e
through appropriate encoding the decoding of input and output symbols,
(An augmentation M where only the input [ output, state] set of M is

larger than that of M' is called an input [output, state] augmentation. )

What was sought, then, were augmentations M of M' that are
diagnosable in some prescribed sense. Several types of diagnosability
were so considered, including the possession of a checking sequence
(i.e., "checkability') and the possession of a repeated symbol
distinguishing sequence. The details of this research activity
are described in sections II and IIT of the technical report ""A
Theoretic Study of Fault Detection Problems in Sequential Systems"
| 21] and in the technical report ""Augmentation of Machine Structure
to Improve its Diagnosability' [ 24].

To summarize, the fundamental question as to whether any
noncheckable machine has a checkable augmentation was shown
to have a positive answer. In fact, a checkable input-augmentation can
be constructed for any machine with one more input symbol than
the given machine. It has also been est ablished that any checkable

augmentation of a given minimal transition-distinct and nonsimply-
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cOnnect_ed machine must have a larger input set than the given machine.
Augmentation techniques were also investigated for another type of
diagnosability, namely the ability to infer initial state using a
repeated symbolldistinguishing sequence (RDS). Such sequences are
of ‘int,erest since they can be used in the clonstruction of more effi-
cient (shorter) checking sequences. Here it was shown that input
augmentations (with an RDS) exist for any machine but that state
augmentatioﬂs do not exist when the machine to be augmented is
reduced and does not have a distinguishing seqﬁenc'é. It was
al_so-established that output augmentations always exist but generally
correspond to cifcuit fealizations having an exce ssjve increase

in the number of output términals. This is undesirable relaﬁve to
modern large scale integfated electronic technology, because é
limited number of output pins are allowed for each LSI chip.

Our main effort, therefore, was directed toward the study of
'stéte-output augmentations, in which moderate enlargement of the
ouwt put set is attained at the expense of an enlarged state set. ‘One
~ of the most significant and surprising results of this effort was
the following fact: given a.n-arbitrary sequential machine, there
exists a stateéoutput augmentation (with an RDS) which has no more
thah twice as many output symbols .as that of the given machine.
Equivalently, in circuit terms, there is a state-output augmentation
that has-at most one more output terminal than the given circuit. In

addition, it was established by constructions that, in the worst case,
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there exists at least one such state -output augmentation whose state
set size is proportional to nz, where n is the size of the state set of

the given machine.

4, 2 On-line diagnosis

In many applications, especially those in which a computer is
being used to control some process in real-time (e.g. telephone
switching, flight control of an aircraft or spacecrait,' control of
traffic in a tlransportation system, etc.), it is desirable to con-
stantly monitor the performance of the system, as it is being used,
to determine whether actual behavior is within tolerance of in-
tended behavior. Informally, by "on-line diagnosis' we mean a
monitoring process of this type, where the level or extent of diagnosis
can be external to the diagnosed system, both external and internal,
or completely internal. In the last extreme, on-line diagnosis is
sometimes referred to as ''self-diagnosis" or "'seli-testing' [8].

The motivation for initiating a theoretical study of on-line fault
diagnosis is the increasing use of computers in real-time applications
where i) erroneous operation can result in the loss of human life
and/or large sums of money and ii) interruptions in the operation,
for the purpose of off-line diagnosis, are intolerable. In particular,
our discussibns with NASA-Langley regarding such applicétions

were influential in precipitating this study.
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During the past decade, the develop‘ment. of theory and techniques
for fault diagnosis in digital circuits and systems have focused mainly
on problems of off-line diagnosis. This is due to the fact that on-line
diagnosi‘s is inherently a more complex process, the complicating

factors being that i) the diagnostic procedure must contend with
input over which it has ho control and ii) faults can occur as the
system is being dlagnosed Because of these factors, conventmnal
time-invariant (stationary, fixed) system models (e, g., sequential
networks, sequéntial machinés, etc.) can ho longér be(used to
represent the dynamics of a system as its being diagnosed.

-Based on these observations, the initial problem considered in
our study was the formulation of an appropriate class ‘of system
models (i.e., a class of systems with faults) that could serve as a
. basis fof the theoretical study of on-line diagnosis. Once suc}hi
systems were defined, the next problem considered was the for-
mulation of notions of fault tolerance, error, diagnosability,
realization, etc. that have a meaningful interpretation in the
context of on-line diagl_losis. After these concepts vﬁere made
precise, certain fundamental questions were pdsed and their
investigation wé.s initiated.

The research outlined above is fully described in the technical
report ""On-line Diagnosis of Sequential Systems™ [25]. To summarize,
the realization class chosen for the representation scheme is a claés

of discrete-time systems which are not necessarily time-invariant,
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More precisely, relative to the time-base T ={...-1,0,1,...}, a

resettable discrete-time system (with finite input, output, and reset
alphabets) is a system

S = (I, Q, Z,8,1, R, p)

where I is a finite set, the input alphabet
Q is a set, the state set
Z is a finite set, the output alphabet

o

QX IX T—> @, the transition function

Al QX IX T—> Z, the output function

R is a finite nonempty set, the reset alphabet

p: RxX T—> Q, the reset function,

The interpretation of a resettable discrete-time system is a
system which, if at time t is in state q and receives input a, will at
time t emit output symbol A(qg, a,t) and at time t + 1 be in state
5(q,a,t). It is resettable in the sense that if reset r is applied at
time t ~ 1 then p(r,t) is the state at time t. Note that, in the special
case where the functions 6, A, and p are independent of time (i. e. are
time-invariant), the definition reduces to that of a (resettable)
sequential machine. In the discussion that follows we will refer
to a resettable discrete-time system S as siraply a system and will

assume, unless otherwise qualified, that S is finite-state (i. e., Q| < ).
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The behavior of a system is described by first extending the
transition and output functions to the domain Q x I* x T, where I*
is the set of all finite length sequences over I, including the null

sequence (detailed definitions of the extensions are omitted here).

Relative to the extended output function i, the behavior of S in state g
is the function
Bq: I+‘A>< T—> Z
where Bq(X: t) = X(q, X, t) .

Thus, if the state of the system is q and it receives input sequence x
Starting at time t, then Bq(x, t) is the output emitted when the 1'_ast
symbol in x is received (i. e., the output at time t + length (x) - 1).
It is also convenient to specify behavior relative to a reset linput r

that is released at time t, that is, the behavior of S for condition (r, t)

(re R, te T) is the function

I
Brt.Iﬂ\-z

?

where . Br,t(x) :Bp(r, t) (x, t).

Ht=0, ‘Br, 0 is referred to as fhe behavior of S for initial reset r and
is denoted simply as Br.

Assuming that a faulty system has the same input, output and
rés’et alphabets as a fault-free system, the following class of systems
suffices as a realization class.

S, Z,R) = {8' [8'=(1,Q", Z2,6",A", R, p")}.
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Accordingly, the representation scheme chosen for our study
of on-line diagnosis is the scheme (®,®, p) where ® = (I, Z,R)
and p is the identity function on R. |
In such a scheme,the seemingly difficult problem of describing
faults and their results becomes relatively straightforward. Given a
: system S ¢ &(I, Z,R), a fault f of S can be regarded as a transformation

of S into some other system S' at some time 7. Accordingly, the

resulting faulty system looks like S up to time 7 and like 8' from 7

the;‘eafter. More precisely, if S¢ $(I, Z,R), afault of S is a triple
f=(S,,6)

where S' ¢ (I, Z,R), 7€ T, aﬁd 8: Q——> Q'. (The function 9 describes

what happens to states as the fault occurs.) Given this formal repre-

sentation of a fault of S, the result of f = (S',7,6) is the system

f.f, f
!AJR’p)

st 1,qQf 7,6
where Qf = Q [y Q'

d(g,a,t) fgqe Qandt < 1-1

ﬁf(q, a,t) = 6(6(q,a,t)) fqe Qandt=7-1
Lﬁ‘(q,a,t) ifqeQ andt > 7

£ Mq,a,t) fge Qandt < 7

A(q,a,t) =
Ag,a,t) fqeQ andt > 7
(p(r,t) lft<‘T

f

pr,t) =

O(p(r,t)) ift=1r

Lp'(r, t) if t >,
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(Arguments not specified in the above definitions may be assigned
érbitrary values. )

In justifying this representation of the resulting faulty system one
should regard a fault f = (S', 7, 6) as actually occurring between time
7-1and 7. Note that, for any fault f of S, S ¢ S(I,Z,R). With

these concepts of fault aﬁd faulty systems firmly establiéhed, a gystem

with faults, in this representation scheme, is a structure

(8, ¥,¢) |

where S € S(I,Z,R), F is 5;1 set of faults of S including at least one
imﬁfoper faﬁlt (e.g., =(8,0,6) where ¢ is the identily function),
and ¢: F —— S(I, z, R) where 9(f) = Sf, for all f ¢ F. Given this
definition, we crop the explicit féference to ¢ in denoting a system
,With'fau-lts, i.e., (S, F) means (S, F,¢) where ¢ is as defined above.
This then cOmpletés the de scriﬁtion of the system modeis on which
our study c;f on-line diagnosis was based. |

The fundamental notion of fault tolerance considered was behavioral
' equivalence with respect to a specified starfing time t (i.e., the time

the system is reset). More precisely, if (S, F) is a system with

faults, a fault f ¢ F is tolerated for resets at time t if

%) = 8L (x), forallr ¢ Rand all x ¢ I",
L

r, ¢

If Br t(x) # Bi t(x) for some r,x, and t then we say that an error
’ ¥ -

has occurred and is caused by f. The basic concept of diagnosability
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considered involves a detector D (assumed to be fault-free) which
operates in series with S, and a delay time k within which any error
caused by a fault must be detected. More specifically, a system

with faults (S, F) is (D, k) -diagnosable if, for all f ¢ F,

i) D responds negatively until the first occurence of
an error caused by i,
and ii} D responds positively within k time steps of the first
occurence of an error caused by f,
Given (8, F), a fundamental question is whether there exists
a detector D and a delay k such that (S, F) is (D, k) -diagnosable.
If the detector can observe the input to S as well as its output the
question has a pqsitive answer; simply let D be a copy of S (i.e.,
duplicate 8). Then § is easily shown to be (D,0 ) -diagnosable.
Although duplication is an obvious solution to the problem of on-line
diagnosis (and the one most frequently employed), it is also a
costly solution. Consequently, one of the primary tasks under-
taken was the investigation of detectors that are less complex than
the systems they diagnose. Also sought were the possible tradeoffs
between the complexity of a detector D and the magnitude of the
time delay K.
Another fundamental question is how to alter the design of a
system in order to :mprove its on-line diagnosability. More pre-

Cisely, if (8", F') is (D', k') -detectable, we want to discover methods
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for designing an augmen.tation (realization) S of S sﬁch that (S, F)

is (D, k) ~detectable where D is less complex than D’ ahd/or k <k'.

A number of preliminary results have been obtained which

begin to answer the questions posed above. Prospects for further
research in this area are excellent, the outcome of which should. sub-

stantially increase our basic understanding of on-line diagnosis.
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5. SIMULATION

During the second year of the project, we initiated the development
of a Structurally Oriented Simulation System (SOSS), a computer
program to be used as an experimental aid in the study of reliable
systems. Basically, SOSS is a program which can simulate the
structure and behavior of a discrete-time, time- invariant, finite-
state system. Structure of the simulated system is specified as
a network of sequential machines with the ability to further specify
local changes in- structure that correspond to faults in the original
system. This ability to "insert" faults and observe their effects
on behavior (through simulation) is the distinguishing feature of
SOSS in its intended application to the study of reliable systems. The
object of such application is to obtain experimental results
regarding fault tolerance, diagnosability, and reconfigurability that
can lend insight to both the theory and de sign of reliable systems.

A basic version of SOSS was completed just prior to the termination

of the project. A detailed description of the system, with instructions
as to its use, is documented in the technical report ""A Structurally
Oriented Simulation System' [23].

To summarize the development, SOSS was designed to run on-line
on the Michigan Terminal System (MTS) , L.e., in a conversational
interactive mode, via a terminal, The command language
was designed to enable the user to employ a simple, yet powerful set

of commands in order to spec ify the structure of a system, alter
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structure (inseft faults), and simulate the behavior of the originai

or altered system. Since structure is specified as a network of se-
quential machines, the user may describe the system at various levelé of
structural refinement. He may choose to describe the detailed struc-
ture of a combinational or sequential switching network, he may
describe a system as a composition of several subsystems, or he

may describe only thé state-transition and output functions of a sys-
tem by regardmg it as a one-component network As for fault insertion,
any permanent fault, begmmng w1th simple "stuck at" faults through
functional changes in combinational and machine components may be

simulated via alterations in the original structure.

A general description of the systems that can be simulated by

gpe e s M,

are state machines (i.e.,, sequential machines having an output func-

SOSS is gtven in Figure 5. 1. The component machines Ml’ M

tion oqual to the identity function) . The combinational network is a
finite acychc network, each node of which realizes a (general) com-
blnatlonal function of n variables (n > 1), that is, a function from
an n-fold cartesian product of finite sets into a finite set. Such a
function can be a simple one to two variable switching functions, or
a complicated function having as many as 255 variables each of
which can assume up to 255 values.

In order to save storage, only the "valu‘o column' of each function.

table is stored. The order of the table is the natural order defined
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by the order in which the ini)ﬁ’t connections to the node are specified.
The inputs to the combinational network are the system inputs and the
"current state' of the system provided by the state machines. The |
system outputs can be connec_ted to any point in the simulated system,
including the state machines, in order to monitor its behavior. The
inputs and outputs may have as many as 25_5 symbols in.their albhahet
set;

In using SOSS, there are three basic fnbdes of operation. rI“hese are
CREATE, SIMULATE and ALTER. A fourth mode is the COMMAND
;hode which enables the user to transfer from one mode into another,
Entei'ing data to SOSS is done in free format statements . |
In these statements the letters A through O, R throulgh v,
and ¥ and Z are ‘assigned to combinational ﬂetwork components. The
1e&ers P and Q are reserved for coniponent machines and the letteré
Wand X are reserved for system inputs. Each letter is followed by a
number in the range 0-255. The number of possible system inputs
is 512. This is also the number of possible machine nodes. The
number of possible nodes in the combinational ﬁetwork is 5632,

The foliowing describes the basic modes of operation,
a) CREATE mode.
In this mode the user creates the system to be simu-
lated, SOSS is initialized upon entry to CREATE and
is ready to create a new system, There are three

types of information that the user need supply to
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'SOSS. The first is the alphabet size (AS) of the
different components, inputs, and component machines,
He then provides the functions of the combinational
network components and the transition functions

of the state machine. (Recall that this is done by
giving an ordered list of the "value" column of the
function tables.) The user must also supply the
interconnection list foi' the whole system. Speci-
fying the AS actually creates the node and must be
done prior to assigning a function to a node or speci-
fying its interconnections. SOSS assembles the

data provided into a complete system. While

data is entered, SOSS monitors the created system
and issues warnings if specification errors are
detected. Such errors could occur in specifying

the values of a function, improper conneétions,
repetitions, etc.

The system can be displayed by a display feature
whenever the user wishes to inspect it while in
CREATE, SIMULATE, or ALTER.

b} SIMULATE mode.
This is the mode in which the System, created by
the user, is simulated. When a SIMULATE command

is issued, SOSS first enters into a test phase. In
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this phase it checks the created syétem for un-
specified connections or functions and warnings
are issued if any such failure is found. Upon
coﬁpletion of the test phase, SOSS enters into
the SIMULATE mode and proceeds fo simulate
the syéfefn. . Simulation is done sequentially.
First, the "t::u'rrent state™ of the system is initial-
-ized either fo an initial state 'given by the user
or to the "next state™ that resulted from the

last simulation. SOSS simulates the system

one clock period at a time. ' The yser may
specify an input string of any length' (for each
input variable) or a single symbol at a time. If,
during simulation, errors in refefehcihg the

function tables are detected, simulation Stops.

The output information of a simulation can be
obtained by employing the display provision. All
information concerning a simulation can be printed
out, i.e., current state, inputs and values of the

nodes of the combinational network Printout can

be done for each clock period or following a

given length of the input sequence.
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¢} ALTER mode.
The ability to change a given system and insert
faults is one of the most important features of
SOSS. This is done in the ALTER mode. This
mode is actually a subset of the CREATE mode in
that an identical syntax is used. The difference
1s that the system is not initialized, but changes
are made in the original system. To alter an
existing system the user merely restates the
required information which is to be changed.

The user may store his original system in an MTS file and make
alterations on an identical copy. Both can then be run, Separately,
with the same input strings. In particular, in the intended appli-
cation where alterations are interpreted as faults, the behavior
of the faulty (altered) system can thus be compared with that
of the original (fault-free) system. However, due to SOSS's
recent completion, not enough experience has been gained as

yet to evaluate its utilization.
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