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## CHAPTER 1

## INTRODUCTION

The microwave apparent temperature over the ocean measured by a radiometer includes contributions from (a) the surface, (b) the intervening atmosphere between the surface and the radiometer, and (c) radiation from the atmosphere above the surface and any signal source that might be present, which upon reflection by the surface falls within the beam of the radiometer antennas. If the atmosphere consists of scattering particles such as the precipitating raindrops with size comparable to radiation wavelength, this will further complicate the problem. A complete understanding of the microwave apparent temperature from the ocean, therefore, requires to know the sea surface characteristics and the atmospheric conditions that account for the total apparent temperature.

The apparent temperature contribution from the sea surface, or the microwave brightness temperature of the sea surface as usually called, depends on the surface temperature and the surface emissivity. The surface emissivity, in general, is related to the surface roughness and the percentage sea foam coverage. The sea foam coverage especially at high wind speed, say $20 \mathrm{~m} / \mathrm{s}$, should be properly treated. The investigations of sea foam that affects the surface emissivity can be found elsewhere (Doppleman, 1970; Hollinger, 1971b; Stogryn, 1971, Porter, 1971).

It is our purpose here to pursue only the surface emissivity that relates to surface roughness effect and assume that the sea foam effect is negligible or can be properly accounted for when situation requires. With this perspective, the surface emissivity depends on the differential scattering coefficient of the sea in an integral form defined by Peake (1959). Thus, an assumed scattering model for the rough sea also serves as a model for the surface brightness temperature. A satisfactory sea model will, therefore, be capable of predicting both the scattering and the emission characteristics of the sea surface. This being the case, the roughriess parameters of the surface which appear in the model may be studies by examining either the backscattering coefficient measured by a scatterometer (Bradley, 1971) or the microwave apparent temperature measured by a radiometer (Hollinger, 197la, 197 lb ) or by both (Claassen, et al., 1971). In the case of apparent temperature
measurement in addition to sea foam effect the atmospheric contribution above the sea surface should also be considered. Since atmospheric contribution under clear sky or éven cloudy sky conditions at low frequencies, say below 15 GHz , is relatively small and constant and sea foam effect can also be properly accounted for (Hollinger, 1971b, Stogryn, 1.971), both scatterometer and radiometer can be employed to detect sea surface roughness. The sea surface roughness in general depends on the wind blowing over the ocean. Thus scatterometer or radiometer data can be inferred to wind speed over the ocean.

Several investigators have reported radiometric observations over wind driven seas. Hollinger of NRL $(1970,1971 a)$ has conducted radiometric measurements at three microwave frequencies, $1.41,8.36$, and 19.34 GHz , from a tower located in 60 meters of sea. His measurements for horizontally polarized emissions show (1) a linear rising trend with wind speed, over all incident angle. (2) an increasing sensitivity to wind speed with frequency, and (3) a small increasing sensitivity to wind speed with incident angle. Vertically polarized emission exhibited little sensitivity to wind speed except at 19.34 GHz , and large incident angles where a declining trend was observed. . In processing his data Hollinger removed the effects of foam from the apparent temperature. Atmospheric contributions were also removed from the measurements, so only surface geometry affected the measurements since the surface water temperature was nearly constant. Nordberg et al., (1968, 1969, 1971) have also reported the dependence of brightness temperature on wind speed at 19.34 GHz. Their observations were conducted from an aircraft over the North Sea and the North Atlantic Sea. They report selected data which indicated that the brightness temperature at nadir increases with wind speed from $7 \mathrm{~m} / \mathrm{s}$ to 25 " $\mathrm{m} / \mathrm{s}$ at a rate of about $1.2^{\circ} \mathrm{K} / \mathrm{m} / \mathrm{s}$.

On the other, hand, past theoretical investigations of the microwave brightness temperature from the sea surface either assumed a single surface model for computing the differential scattering coefficient excluding shadowing and multiple scattering (Stogryn, 1967; Fung and Ulaby, 1970) or including these effects but employed one-dimensional model (Lynch and Wagner, 1970) or employed a facet reflection model (Sirounian, 1967; Shifrin, 1969). All these investigations except Fung and Ulaby's physical optics model failed to predict the observed wind dependence at nadir reported by the above measured apparent temperature data. Though the physical optics model proposed by Fung and Ulaby (1970) predicted good
agreement with experimental results, the parameter in this theory appears as a product of the surface parameters which cannot be easily isolated and related to wind speed: For practical applications it is necessary to calibrate this parameter versus wind speed experimentally.

In view of the above deficiency and a closer description of the sea surface consists of small ripples, namely capillary waves, riding on large gravity waves (Pierson et al., 1971), it appears reasonable to consider a two scale model (small irregularities superimposed upon 'large undulations) for examining the emission and scattering characteristics of the sea. It has already been noted that such a two-scale model allowed closer description of the backscattering cross section of the sea as a function of the incident angle. Its wiad dependence remains to be investigated. It is the subject matter of this study to further generalize the two-scale model for predicting both the surface brightness temperature and the backscattering cross section as a furiction of both wind speed and look angle.

In the following chapter we shall discuss certain aspects of the séa that have significant effects on the differential scattering coefficient. In particular, we shall consider the surface geometry and the electrical properties of sea water. The electrical properties in turn are related to salinity, sea water temperature by the complex relative dielectric constant.

In Chapter 3, a detailed development of two -scale non-coherent scattering theory extended from Semyonov's paper (1966) for computing the differential scattering coefficient is given. Under the non-coherent assumption the differential scattering coefficient can be shown to consist of a sum of two terms: the first term represents the main contribution by the large undulations; and the second ferm the main contribution by the small irregularities: The theory assumed Gaussian surface height distributions and Gaussian correlation functions for both scales of roughness. The differential scattering coefficient is shown to be dependent on the rms slope of the large undulations, the standard deviation of the small irregularities and the correlation distance of the small irregularities. The wind dependence for the rms slope of the large undulations is treated in accordance with. Cox and Munk's measured data." The standard deviátion of the small irregularities is correlated to the wind grow 'capillary wave spectra proposed by Pierson et al'. Good agreement with measured characteristics and better agreement than the single surface model are demonstrated.

In Chapter 4, the effect of clouds and rain on the microwave apparent temperature over the ocean is presented. Various cloud and rain models investigated by meteorologist have been employed to determine the rise in the microwave apparent temperature when viewing downward through these model atmospheres. A horizontally uniform stratified model atmospheres is assumed for both cases with or without the scatrering term in the solution of radiative transfer equation. The attenuation, absorption and scattering coefficients are computed by using Mie theory for some representative precipitation rate. With the scattering term included the finite difference method proposed by Germogenova (1962) is employed for solving the radiative transfer problem. Comparisons of the computed apparent temperatúre are also made between the two cases with or without the term when the sky condition is assumed to be under heavy rain. It is found that the apparent temperature contribution by the scattering effect is significant. Hence, for heavy rain case, the apparent temperature computation should include the scattering term. Emphas is has also been placed in correlating the temperature increase resulting from clouds and rain with atmospheric attenuation. Details are given in Section 4.4.

## CHAPTER 2

## CERTAIN ASPECTS OF THE SEA

### 2.1 INTRODUCTION

A naturally occuring ocean surface is characterized primarily by the salinity, the temperature of the sea water, the surface roughness, the foam coverage, the white caps, and the sprays. The salinity and temperature of sea water specify its dielectric properties at microwave frequencies in the range 1 to 300 GHz . At frequencies below microwaves, say 100 MHz , sea water is a good conductor with very high conductivity due to its dissociated salts (Neumann and Pierson, 1966). On the other hand the surface roughness, the foam coverage, the white caps, and the sprays are developed, in general, by winds blowing over ocean surface. Since dielectric properties of sea water and sea surface geometry are responsible for the surface emissivity and backscattering cross-section of the sea, it is appropriate to have a brief discussion of the dielectric properties and wind roughened surface characteristics of sea water.

### 2.2 SALINITY, SURFACE TEMPERATURE, AND DIELECTRIC CONSTANTS OF SEA WATER

The sea water is such a complex solution of salts that it is impossible by direct chemical analysis to determine its total content of dissolved solids. The salinity of the sea water has, therefore, been defined as "the total amount of solid material in grams contained in one kilogram of sea water when all the carbonate has been converted to oxide the bromine and iodine replaced by chlorine, and all organic matter completely oxidized." Since the relative amounts of all the major constituents are virtually constants in the different parts of the oceans, the salinity of a water sample can be computed by determining the amount of only one
of the major components. Chlorine is present in relatively large quantities and can be determined easily and accurately; for this reason the determination of the chlorinity of the sea water has been standardized. The empirical relation between salinity and chlorinity is (Neumann and Pierson, 1966)

$$
\begin{equation*}
\text { Salinity }=0.03+1.805 \times \text { chlorinity } \tag{2.1}
\end{equation*}
$$

Both salinity and chlorinity are expressed in parts per thousand, or "per mille", for which the symbol " $0 / 00$ " is used. Table 2.1 gives the major constituents of sea water (McLelland, 1965).

Table 2.1
PRINCIPAL IONIC CONSTITUENTS OF SEA WATER (34.4 \% \% SALINITY)

| Species | Amount (g) per Kg of Solution | Molecular or Atomic Weight | Percentage of Total Salt |
| :---: | :---: | :---: | :---: |
| cations |  |  |  |
| Sodium | 10.47 | 22.997 | 30.4 |
| Magnesium | 1.28 | 24.32 | 3.7 |
| Calcium | 0.41 | 40.08 | 1.2 |
| Potassium | 0.38 | 39.096 | 0.05 |
| Strontium | 0.013 | 87.63 |  |
| Anions |  |  |  |
| Chloride | 18.97 | 25.459 | 55.2 |
| Sulfate | 2.65 | 32.06 | 7.7 |
| Bromide | 0.065 | 79.916 | 0.2 |
| Bicarbonate | 0.14 |  | 0.4 |
| Borste | 0.027 | 10.82 | 0.08 |

From Table 2.1 it can be seen that sodium chloride ( NaCl ) is the major contributor. The specific gravity of a normal solution of NaCl is unity; thus, there are 58.45 grams of sodium chloride in 1,000 grams of solution. With this as a basis, the salinity, $S$, may be expressed in terms of normality, $N$, as (Porter and Wentz III, 1971)

$$
\begin{equation*}
S=58.45 \mathrm{No} / 00 \tag{2.2}
\end{equation*}
$$

Table 2.2 lists surface salinities during the Northern Hemisphere Summer (Sverdrup, et al., 1942).

Sverdrup, et al., (1942) also furnishes data on the average monthly ocean surface temperatures. Table 2.3 lists this information for the months of February and August.

Table 2.2
SURFACE SALINITIES DURING NORTHERN HEMISPHERE SUMMER

| Ocean Region |  | Salinity (o/oo) |
| :--- | :---: | :---: |
|  | Minimum | Maximum |
| North Atlantic | 34.0 | 37.0 |
| South Atlantic | 34.0 | 37.0 |
| Caribbean | 35.0 | 36.5 |
| North Pacific | 32.0 | 35.5 |
| South Pacific | 34.0 | 36.5 |
| Indian Ocean | 34.0 | 36.5 |

## Table 2.3

SMOOTHED AVERAGE MONTHLY OCEAN SURFACE TEMPERATURES

| Ocean Region | February | Temperature ( ${ }^{\circ} \mathrm{C}$ ) |
| :--- | :--- | :--- |
|  | -1 to 27 | August |
| North Atlantic | -1 to 27 | 0 to 29 |
| South Atlantic | 26 to 26 | -1 to 25 |
| Caribbean | -1 to 27 | 26 to 29 |
| North Pacific | -1 to 28 | 0 to 28 |
| South Pacific | 20 to 28 | -1 to 28 |
| Indian Ocean |  | 15 to 18 |

On the air-sea boundary three different conditions exist: the stable condition when air is warmer than the sea surface water temperature, the unstable condition when the air is colder and the neutral condition when air and sea temperatures are the same. There are different wind roughned sea surface characteristics under stable, neutral and unstable conditions (Cardone, 1969, Figure 2.4).

Many investigators (Lane and Saxton, 1952, Hasted, et al., 1948, 1958, Grant, et al., 1957) have made measurements of the dielectric properties of ionic solutions of water at various normalities, temperatures and electromagnetic wavelengths. They employed Debye's (1942) formula for comparing theories with measurement. The data of Grant (1957) and Hasted (1958) seemed to indicate that the Debye expressions for the dielectric constant was in slight error. The data could only be explained by a slight spread of relaxation time, as proposed by Cole (1941).

Porter (1971) investigated various parameters that influence the correct expression of Debye formula by summarizing all previous results. Following Porter's result the complex relative dielectric constant, $\epsilon r$, is expressed in the form

$$
\begin{equation*}
\epsilon_{r}=\epsilon^{\prime}-j \epsilon^{\prime \prime} \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
\epsilon^{\prime}=4.8 \dot{8}+\frac{\left(\epsilon_{\mathrm{s}}-4.8\right)\left[1+\left(\lambda_{\mathrm{s}} / \lambda\right)^{0.98}\left(\pi \times 10^{-2}\right)\right]}{1+2\left(\lambda_{\mathrm{s}} / \lambda\right)^{0.98}\left(\pi \times 10^{-2}\right)+\left(\lambda_{\mathrm{s}} / \lambda\right)^{1.96}} \tag{2.3a}
\end{equation*}
$$

$$
\begin{equation*}
\epsilon^{\prime \prime}=\frac{\left(\epsilon_{s}-4.8\right)\left(\lambda_{s} / \lambda\right)^{0.98}}{1+2\left(\lambda_{s} / \lambda\right)^{0.98}\left(\pi \times 10^{-2}\right)+\left(\lambda_{s} / \lambda\right)^{1.96}}+\frac{18 \sigma}{f} \tag{2.3b}
\end{equation*}
$$

Where

$$
\begin{aligned}
\epsilon_{s} & =87.8-15.3 \mathrm{~N}-0.363 \mathrm{~T} \pm \delta_{\epsilon_{s}} \\
\lambda_{s} & =3.38-0.11 \mathrm{~T}+0.00147 \mathrm{~T}^{2}+0.0173 \mathrm{TN}-0.52 \mathrm{~N} \pm \delta_{\lambda_{s}} \\
\sigma & =5 \mathrm{~N}+0.12 \mathrm{TN}+0.04 \mathrm{~T} \pm \delta_{\sigma} \mathrm{mho} / \mathrm{meter} \\
\lambda & =\text { wavelength in } \mathrm{cm} \text { same as } \lambda_{s} \\
f & =\text { frequency in } \mathrm{GHz} \\
\mathrm{~N} & =\text { normality }
\end{aligned}
$$

$\mathrm{T}=$ temperature in ${ }^{\circ} \mathrm{C}$
$\delta_{\epsilon_{s}}=0.1$ is the average deviation for corresponding experimental valucs
$\delta_{\lambda_{s}}=0.025$
$\delta_{\sigma}=0.004$
Table 2.4 shows a set of computed dielectric constants at two frequencies, four temperatures and three salinities.

Table 2.4
COMPLEX RELATIVE DIELECTRIC CONSTANTS OF SEA WATER

| Cr |  | 284 |  | 288 |  | 292 |  | 296 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\epsilon^{\prime}$ | $\varepsilon^{\prime \prime}$ | $\epsilon^{\prime}$ | $\epsilon^{\prime \prime}$ | $\epsilon^{\prime}$ | $\epsilon^{\prime \prime}$ | $\epsilon^{\prime}$ | $\epsilon^{\prime \prime}$ |
| GHz | $33 \%$ | 52.75 | 39.47 | 55.06 | 38.16 | 56.66 | 36.85 | 57.53 | 35.72 |
| 9.3 | 35 | 52.54 | 39.60 | 54.80 | 38.33 | 56.34 | 37.06 | 57.17 | 35.99 |
|  | 37 | 52.33 | 39.72 | 54.53 | 38.49 | 56.02 | 37.28 | 56.80 | 36.27 |
| 13.9 | 33 | 39.93 | 39.30 | 43.18 | 38.93 | 45.83 | 38.21 | 47.70 | 37.35 |
|  | 35 | 39.84 | 39.33 | 43.04 | 38.97 | 45.62 | 38.26 | 47.43 | 37.43 |
|  | 35 | 39.75 | 39.35 | 42.89 | 39.00 | 45.42 | 38.31 | 47.17 | 37.51 |

From Table 2.4 it is seen that the change of sea water temperature affects the dielectric constant, while the effect of the change of salinity upon the dielectric constant is insignificant at the above frequency range.

Figure 2.1 illustrates the graphs of the real and the imaginary part of the dielectric constant with respect to varying frequencies ranging from 1 to 20 GHz at $35 \%$ oo salinity and temperature at $292^{\circ} \mathrm{K}$.

Figure 2.2 illustrates the graphs of the real and the imaginary part of the dielectric constant with respect to varying temperature ranging from 276 to $296^{\circ} \mathrm{K}$ at $35 \%$ oo salinity and frequencies at $9.3,13.9$ and 19.34 GHz respectively.


FIG. 2.1 The Dielectric Constant of Sea Water


FIG. 2.2 The Dielectric Constant of Sea Water

### 2.3 WIND ROUGHENED SEA SURFACE CHARACTERISTICS

If the ocean were filled with a completely motionless homogeneous water, the idea sea surface with a boundary adjacent to the atmosphere would be a level surface geologically and a plane conducting surface electrically. The sea surface is; however, not of such a simple ideal nature. It varies all the time due to the changes of the forces of external and internal pressure and mainly of the wind friction stress at the sea surface.

Any given wind structure is, of course, not uniform over an unlimited region of the sea. The length of the path over which a substantially constant wind blows is known as the "fetch". At any given fetch the wave amplitude increases with the length of time that the wind has been blowing. After a certain time a steady state is reached at which the wave height remains constant. It is called the "fully developed" sea. The time that it takes to reach this state of equilibrium, known as the "minimum duration", increases with the length of the fetch and the wind speed. If the wind blows for a time shorter than the minimum duration, the wave height does not depend upon the fetch but only upon the time and wind velocity.

In the case of a fully developed sea there is a unique relationship between wind and sea state. Table 2.5, which is an abstract from a compilation due to Wilbur Mark of the David Taylor Model Basin, shows some useful relationships. Note the wind speed is given in knots in the table ( $1 \mathrm{knot}=0.5148 \mathrm{~m} / \mathrm{sec}$.).

Waves of the actual ocean are very complex phenomena. A detailed description of waves characteristics of ocean can be found elsewhere (Pierson, 1966, Pierson, et al, 1971). Since sea surface characteristics responsible for surface emission and backscattering cross-section from the large structures can be described in good agreement with experiment by using the slope distribution of the sea surface measured by Cox and Munk (1952), the wave spectrum analysis of the large structure gravity wave is not considered. On the other hand, the description of capillary waves, which is also responsible for both surface emission and backscattering characteristics, will follow the wind grow wave numbers spectrum proposed by Pierson (1971)

Table 2.5
WIND AND SEA SCALE FOR A FULLY DEVELOPED SEA


### 2.3.1 Slope Distribution Statistics of Sea Surface

Cox and Munk (1954a) had made surface slope measurement by optical reflection method on the Hawaiian sea at wind speeds up to $14 \mathrm{~m} / \mathrm{sec}$. Due to the method of measurement, the small scale capillary waves, white caps and sprays were ignored in their analysis. To account for such a small scale roughness riding on the large undulating surface a different approach is made and it is presented in the next, section.

These authors found the slope distribution of the sea surface to be nearly Gaussian with small corrections expressed by a few terms in a Gram-Charlier series which represents skewness and peakedness. The principal axes, $x$ and $y$, were found to lie cross wind and parallel to the wind respectively. Cox and Munk expressed the slope distribution function in the form.

$$
\begin{align*}
P\left(z_{x}, z_{y}\right)= & \left(2 \pi \sigma_{x} \sigma_{y}\right)^{-1} \exp \left(-\frac{1}{2}\left(\xi^{2}+\eta^{2}\right)\right) \times\left\{1-\frac{1}{2} C_{21}\left(\xi^{2}-1\right) \eta-\right. \\
& \frac{1}{6} C_{03}\left(\eta^{3}-3 \eta\right)+\frac{1}{24} C_{40}\left(\xi^{4}-6 \xi^{2}+3\right)+  \tag{2.4}\\
& \left.\frac{1}{4} C_{22}\left(\xi^{2}-1\right)\left(\eta^{2}-1\right)+\frac{1}{24} C_{04}\left(\eta^{4}-6 \eta^{2}+3\right)\right\}
\end{align*}
$$

Where $\xi=z_{x} / z_{y}$ and $\eta=z_{y} / \sigma_{y}, \quad z_{x}=\frac{\partial z}{\partial x}, \quad z_{y}=\frac{\partial z}{\partial y}$. The mean square slopes $\sigma_{x}^{2}+\sigma_{y}^{2}$ regardless of direction were found to depend linearly on the wind speed (measured at a height of 41 feet above sea level with stable sea condition). The regression lines and correlation coefficient $r$ have been computed by the method of least squares :

Clean súrface

$$
\begin{array}{rlrl}
\sigma_{x}^{2} & =0.003+1.92 \times 10^{-3} w \pm 0.002 & r & =0.956 \\
\sigma_{y}^{2} & =0.000+3.16 \times 10^{-3} w \pm 0.004 & r=0.945  \tag{2.5}\\
\sigma_{x}^{2}+\sigma_{y}^{2} & =0.003+5.12 \times 10^{-3} w \pm 0.004 & r=0.986
\end{array}
$$

Slick surface

$$
\begin{array}{rl}
\sigma_{x}^{2}=0.003+0.84 \times 10^{-3} W \pm 0.002 & r=0.78 \\
\sigma_{y}^{2}=0.005+0.78 \times 10^{-3} w \pm 0.002 & r=0.7  \tag{2.6}\\
\sigma_{x}^{2}+\sigma_{y}^{2}=0.008+1.56 \times 10^{-3} w \pm 0.004 & r=0.77
\end{array}
$$

Where $W$ is the wind speed in meter per second. The indicated error refers to the standard deviation of observed values from the regression lines. Actual values of the ratio $\sigma_{x}^{2} / \sigma_{y}^{2}$ were found to vary from 1.0 to 1.8 with a mean value of 1.34 . These variations are due to fluctuations in the wind direction. Values of this ratio close to 1 are expected for gusty winds while steady winds lead to higher values.

The regression lines for the skewness coefficients $C_{21}$ and $C_{03}$ are given by

$$
\begin{align*}
& C_{21}=0.01-0.0086 w \pm 0.03  \tag{2.7}\\
& C_{03}=0.04-0.0033 w \pm 0.12
\end{align*}
$$

A large scatter in the data is evident from the indicated standard deviations.
The peakedness coefficients were found to have the values

$$
\begin{align*}
& C_{40}=0.40 \pm 0.23 \\
& C_{22}=0.12 \pm 0.06  \tag{2.8}\\
& C_{04}=0.23 \pm 0.41
\end{align*}
$$

independent of the wind speed. Cox and Munk state thet the measured peakedness is barely above the limit of experimental error. The observed values may be due to either a variability in wind speed or to systematic errors in the ir experiment.

This data shows that deviations from a Gaussian distribution are not large. Therefore, the sea surface will be assumed to be Gaussian. Because of this assumption, only: the mean square slope $\sigma_{0}^{2}=\sigma_{x}^{2}+\sigma_{y}^{2}$ given in Equation (2.5) or (2.6) is needed in the application that follow this chapter.

### 2.3.2 Empirical Wave Spectrum of Capillary Waves on the Ocean

The Capillary waves are presumably caused by very local eddies in the wind. They are comparable in size to the radar wavelength. Recent investigation in radar return and microwave emission from the ocean surface confirm that these ripples are responsible for both backscattering and emission from the sea.

Oceanographers have been interested in the longer wavelength parts of the spectrum, for these are the ones that represent sizable energy transfer, and affect ships. Published spectra for the sea almost always are based strictly on the gravity wave region. Only recently interest has been generated about the capillary waves since their growth has been found to be related to the wind speed.

Measurements of capillary waves on the open sea are extremely difficult since they are riding on swells many orders of magnitude larger. Consequently our knowledge of capillary waves is basec on both theory and measurements in a wind tunnel. Recent work by Pierson et. al. (1971) has combined the data from several investigators so that the variation in the capillary spectrum with wind speed can be determined. The empirical wave spectrum of capillary waves, following Pierson's (1971) proposed model, may be written in the form

$$
\begin{equation*}
S(K)=\frac{4.05 \times 10^{-3} \mathrm{D}}{\mathrm{~K}^{4}} \tag{2.9}
\end{equation*}
$$

Where $\bar{K}$ is the wave number of capillary waves, $D$ is the wind dependent constant. The wind dependency of $D$ is carried by the friction velocity, $U_{*}$ defined by (wind stress/water density $)^{1 / 2}$, in the form

$$
\begin{equation*}
D\left(U_{*}\right)=\left[1.247+0.0268 U_{*}+6.03 \times 10^{-5} U_{*}^{2}\right]^{2} \tag{2.10}
\end{equation*}
$$

when $U_{*}$ is - larger than $12 \mathrm{~cm} / \mathrm{sec}$.
The results of comparing wind-wave tank data by Toba (1970), Sutherland (1967) and Pierson et. al. (1971) are shown in Figure 2.3. The equation shown there is a best fit to the observations and indicates an increasing rate of spectral growth with increasing friction velocity. Scales are shown both the $U_{*}$ and $U_{19.5}$, the wind speed measured at anemometer height of 19.5 m for a neutrally stratified atmosphere. For friction velocity below $12 \mathrm{~cm} / \mathrm{sec}$. the capillary waves die away extremely rapidly and is of no importance for both radar return and surface emissivity.

The relation between the wind velocity measured at $\mathcal{Z} \mathrm{m}$ above the mean sea surface and the friction velocity at the sea surface is expressed in the form (Pierson 1971)


FIG. 2.3 The Wind Dependent Constant, D, of Capillary Waves


FIG. 2.4 Theoretical wind profiles in the marine surface boundary layer for a surface sticess of 1 dync/cni? and neutral (N), unstable (U), and stable (S) stratification.

$$
\begin{align*}
W\left(U_{*}\right) & =U_{*} / 0.4 \log x / x_{0}  \tag{2.11a}\\
z_{0} & =\frac{0.684}{U_{*}}+4.28 \times 10^{-5} U_{*}^{2}-4.43 \times 10^{-2} \tag{2.11b}
\end{align*}
$$

where both $W$ and $U_{*}$ are in $m$ per sec.
Cardone (1969) demonstrated that the air-sea temperature conditions influence the wind speed measurement at a specific height, and under the same atmospheric temperature condition the wind speed varies with respect to the height where wind speed is being measured. To make wind speed consistent with real surface roughness, namely friction velocity on the surface, every wind speed measurement is needed to specify the temperature conditions, namely stable, neutral or unstable, and the height of the anemometer. To compare two measured wind speeds of different origin a correction factor is needed to bring two situations consistent with the same surface roughness conditions and the correction factor depends on the anemometer height and temperature conditions.

Figure 2.4 illustrated the graph of wind speed variation with respect to the height of measurement under three atmospheric stratifications.

### 2.4 SPECULAR EMISSIVITY OF SEA WATER

For a plane sea surface, the specular emissivity, $\epsilon_{j}^{s p}(\theta)$, is related to the Fresnel reflection coefficient, $R_{j}(\theta)$, in the form

$$
\begin{equation*}
\epsilon_{j}^{6 p}(\theta)=1-\left|R_{j}(\theta)\right|^{2} \quad j=h, v \tag{2.12}
\end{equation*}
$$

where $\theta$ is the incident angle. The Fresnel reflection coefficient, $R_{j}(\theta)$, for an air-sea boundary, in turn, is expressed in the form

$$
\begin{align*}
& R_{h}(\theta)=\frac{\cos \theta-\sqrt{\epsilon_{r}-\sin ^{2} \theta}}{\cos \theta+\sqrt{\epsilon_{r}-\sin ^{2} \theta}}  \tag{2.13a}\\
& R_{s}(\theta)=\frac{\epsilon_{r} \cos \theta-\sqrt{\epsilon_{r}-\sin ^{2} \theta}}{\epsilon_{r} \cos \theta+\sqrt{\epsilon_{r}-\sin ^{2} \theta}} \tag{2.13b}
\end{align*}
$$

where $\epsilon_{T}$ is the complex relative dielectric constant of sea water.


FIG. 2.5 The Plane Sea Surface Emissivity


FIG. 2.6 The Plane Sea Surface Emissivity and Brightness Temperature at Nadir

Since the complex relative dielectric constant of sea water has been discussed in the previous subsection, the specular emissivity can be computed by using (2.12) and (2.13). The computed results are shown in Figures 2.5 and 2.6. Also shown in Figure 2.6 is the specular surface brightness temperature which is the product of specular emissivity and surface water temperature. In Figure 2.6 the specular emissivity at 4.455 GHz is almost temperature independent. Such a characteristic may be employed for designing a radiometer as a good sea water temperature sensor once the surface roughness effect and the atmospheric attenuation are removed or compensated.

## CHAPTER 3

## A THEORY` FOR MICROWAVE EMISSIONS FROM THE SEA

### 3.1 INTRODUCTION

The microwave emission charccteristic of the sea has been measured by several investigátórs (Nordberg et al., 1969, 1970; Ross et al., 1970; Hollinger 1970, 1971a). These investigators have compared their observations with predictions from the geometric optics theory (Stogryn, 1967b) which uses a single-surface model and found some but not satisfactory agreement between predictions and measurements. The wind dependence of the geometric optics approach was based on measured rms sea slope data presented by Cox and Munk (1954). However, the theory failed to predict the observed emission characteristics near nadir and fitted only loosely for nadir angles of 30 to 70 degrees. The failure of the geometric optics model to account for wind dependence at nadir was first reported by Nordberg, et al. (1969), and was verified by Hollinger (1971a).

In view of the above deficiencies, an investigation is necessary to seek a more adequate model for microwave emissions from the sea. The emphasis in this investigation is oriented towards using a composite-surface model which better reflects the roughness characteristic of the sea. Since several lengthy numerical integrations are required to yield the emissivity, the more adequate model must not be so complicated that it makes numerical calculations prohibitive. With th is perspective, a noncoherent scattering theory of the type described by Semyonov (1966) is extended to yield the bistatic scattering coefficient. Since an acceptable scattering coefficient for predicting the microwave emission characteristics must also be acceptable for predicting backscattering, backscattering is examined to provide a cross check on the model.

To compare with experimental observations, an isotropic surface characteristic, although it is not realistic for the ocean surface, is assumed. A justification for this assumption is based on the observed directional insensitivity of emission from the sea (Hollinger, 1971b). The two-scale rough surface model is also assumed to have Gaussian surface height distribution and Gaussian surface correlation for both
scales. The dielectric constant needed in the calculations is based on the data reported in Chapter II.

The wind dependence of the surface parameters in the composite model is introduced in accordance with rms slope data measured by Cox and Munk for the large undulations and Sutherlands' (1967) results for the small irregul'arities. Details for the theory and the choice of surface parameters are given in later sections. Comparisons of the computed brightness temperature and backscattering characteristics at two different wind speeds are made with both measured data and the predictions of a single surface model.

### 3.2 SURFACE BRIGHTNESS TEMPERATURE THEORY

### 3.2.1 Formulation of the Problem

The basic theory of apparent surface temperature was developed by Peake (1959). The study that follows concerns only the contribution to the apparent surface temperature due to thermal emission from the sea surface; contributions due to sky radiation reflected from the sea are not considered. The relationship among the surface emissivity, the surface temperature and the apparent surface temperature (or the surface brightness temperature in this case) is as follows:

$$
T_{B j}(\theta)=\epsilon_{j}(\theta) T_{g} \quad . \quad j=h, v
$$

where $T_{B j}(\theta)$ is the brightness temperature; $\epsilon_{j}(\theta)$ the emissivity; $T_{g}$ the surface temperature; $h$ is the horizontal polarization and $v$ is the vertical polarization. Note that the azimuthal angle $\phi$ needed-together with the nadir angle $\theta$ to specify a direction has been chosen to be zero without loss of generality.

The connection between the emissivity and the differential scattering coefficient of the surface, $r_{j}\left(\theta, \theta_{3}, \Phi_{5}\right)$ is

$$
\begin{equation*}
\epsilon_{j}(\theta)=1-\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi / 2} \gamma_{j}\left(\theta, \theta_{s}, \phi_{s}\right) \sin \theta_{s} d \theta_{s} d \phi_{s} \tag{3.1}
\end{equation*}
$$

where $\theta_{s}$, and $\phi_{s}$ are angles defining the direction of scattering corresponding. to a wave incident at an angle $\theta$.
$\therefore$ The basic formulation of the problem indicated above shows that the differential scattering coefficient is the quantity that defines the angular characteristics of the brightness temperature of a given surface. Consequently, different brightness temperature theories are also distinguished by the different models assumed for the differential scattering coefficient.

Under the non-coherent assumption $\gamma_{j}\left(\theta, \theta_{s}, \phi_{s}\right)$ can be shown (Semyonov, 1966) to consist of two terms,

$$
\begin{equation*}
\gamma_{j}\left(\theta, \theta_{s}, \phi_{s}\right)=\gamma_{j}^{0}\left(\theta, \theta_{s}, \phi_{s}\right)+\left\langle\gamma_{j}^{\prime}\left(\theta, \theta_{s}, \phi_{s}\right)\right\rangle \tag{3.2}
\end{equation*}
$$

where $\dot{\gamma}_{j}^{0}\left(\theta, \theta_{s}, \phi_{s}\right)$ denotes the main contribution by the large undulations; and $\left\langle\gamma_{j}^{\prime}\left(\theta_{1}, \theta_{3}, \phi_{3}\right)\right\rangle$ denotes the differential scattering coefficient of the small irregularities averaged over the distribution of the surface normals of the large undulations. Detailed derivations for $\gamma_{j}{ }^{\circ}\left(\theta, \theta_{5}, \Phi_{s}\right)$ and $\left\langle\gamma_{j}^{\prime}\left(\theta, \theta_{s}, \Phi_{s}\right)\right\rangle$ are given in the following two sections.

Since the backscattering cross-section is a special case of the differential scattering coefficients, it can be obtained from the known differential scattering coefficients, (see Figure 3.1) i.e.

$$
\sigma_{B j}^{0}(\theta)=\left.\cos \theta \cdot \gamma_{j}\left(\theta, \theta_{s}, \phi_{s}\right)\right|_{\substack{\theta_{s}=\theta \\ \phi_{s}=\pi}}
$$

or equivalently

$$
\begin{equation*}
\sigma_{B j}^{0}(\theta)=\sigma_{B j 0}^{0}(\theta)+\left\langle\sigma_{B j 1}^{0}(\theta)\right\rangle \tag{3.3a}
\end{equation*}
$$

with

$$
\begin{gather*}
\sigma_{B j}^{\circ}(\theta)=\left.\cos \theta \cdot \gamma_{j}^{0}\left(\theta, \theta_{s}, \phi_{s}\right)\right|_{\theta_{s}=\theta} ^{\phi_{s}=\pi}  \tag{3.3b}\\
\left\langle\sigma_{B j 1}^{\circ}(\theta)\right\rangle=\left.\cos \theta \cdot\left\langle\gamma_{j}^{\prime}\left(\theta, \theta_{s}, \phi_{s}\right)\right\rangle\right|_{\theta_{s}=\theta}{ }_{\phi_{s}=\pi}^{\circ} \tag{3.3c}
\end{gather*}
$$

Detailed derivations of $\sigma_{\mathrm{B}_{j}}^{\circ}(\theta)$ are given in the section on backscattering cross sections.

### 3.2.2 Derivation of $\gamma_{j}^{j}\left(\theta, \theta_{s}, \phi_{s}\right)$

To derive $\dot{\gamma}_{j}^{0}\left(\theta, \theta_{2}, \Phi_{s}\right)$ we begin with the vector-scattered field due to a plane wave incident on an undulating surface to which the tangent plane approximation is assumed applicable. Such a field expression is, in general, rather complicated. To simplify results, the stationary phase technique will be employed. An expression for $\gamma_{j}{ }^{\circ}\left(\theta, \theta_{s}, \phi_{b}\right)$ not indicating explicitly the effect of the small irregularities will be derived first. This expression is then clarified to reflect the small structure effects by computing the explicit forms of the modified Fresnel reflection coefficients. As pointed out by Semyonov, such a computation may be performed for the more general finitely conducting surface in accordance with the work of Rice (1951).
(i) The Scatfered Field

The far zone scattered field in the direction $n_{2}$ due to a plane wave polarized along a impinging on an undulating surface $Z(x, y)$ can be shown to be (Fung, 1967)

$$
\begin{gather*}
E_{a s}=B_{n_{2}} \times \int\left\{\left[\left(1+\left\langle R_{h}\right\rangle\right)(a \cdot t)\left(n_{m} \times t\right)+\left(1-\left\langle R_{v}\right\rangle\right)(a \cdot d)\left(n \cdot n_{1}\right) t\right]\right. \\
\left.+n_{2} \times\left[\left(1+\left\langle R_{v}\right\rangle\right)(a \cdot d)\left(n_{n} \times t\right)+\left(1-\left\langle R_{h}\right\rangle\right)(a \cdot t)\left(n-n_{1}\right) t\right]\right\} \\
\cdot E_{0} \exp \left[-j k\left(n_{m}-n_{n}\right) \cdot \underset{m}{r}\right] d s \tag{3.4}
\end{gather*}
$$

where a time factor of the form $e^{j \omega t}$ has been suppressed; $R=-j k e^{-j k R} /(4 \pi R), \quad R$ is the distance from the origin to the field point, $k$ is the wave number; $\left\langle R_{k}\right\rangle,\left\langle R_{v}\right\rangle$ are the modified Fresnel reflection for horizontal and vertical polarization respectively; $E_{0}$ is the magnitude of incident field, and $\underset{m}{n}$ is the normal to the surface $z(x, y)$.

The set of orthogonal unit vectors ( $n, t, t, d)$ serving as the local coordinates for evaluating the local field on surface is illustrated in Figure 3.2. The unit vectors, $t_{m}$ and $\underset{m}{d}$ relate to $n_{m}$ and $n_{m}$ as follows

$$
\begin{align*}
& t=\left(n_{1} \times n\right) /\left|n_{1} \times n\right|  \tag{3.5}\\
& d=n_{1} \times t
\end{align*}
$$



Figure 3.1 The sets of orthogonal unit vector $\left(-\eta_{1}, h_{1}, \boldsymbol{w}_{1}\right)$ and $\because \quad\left(\tilde{n}_{\neq 1}, h_{2},{\underset{v}{2}}^{v_{2}}\right)$ for expressing the polarization states of the incident and the scattered field.


Figure 3.2 A set of orthogonal unit vectors ( $\boldsymbol{\pi}_{1}, \pm, \underset{d}{\boldsymbol{d}}$ ) serving as the local coordinates for evaluating the local field on the surface.
where $n_{m}$ may be written in terms of the partial derivaties, $z_{x}, z_{y}$ of $Z(x, y)$ along $x$ and $y$ axes as follows

$$
n=\left(-i z_{x}-j z_{y}+k\right) /\left(1+z_{x}^{2}+z_{y}^{2}\right)^{1 / 2}
$$

( $i, j, k$ ) are the unit coordinate vectors.
To simplify (3.4) by the stationary phase approximation, let $q_{m}=n_{m}-n_{m}$ and $q_{x}, q_{y}, q_{z}$ be the vector components of $q_{m}$. Then the phase factor in (3.4) is

$$
\begin{equation*}
q_{m} \cdot r=q_{x} x+q_{y} y+q_{j} z(x, y) \tag{3.6}
\end{equation*}
$$

The stationary phase assumption requires that

$$
\frac{\partial}{\partial x}(\underset{m}{q} \cdot \underset{m}{r})=\frac{\partial}{\partial y}(\underset{m}{q} \cdot \underline{r})=0
$$

It follows that

$$
\begin{align*}
& z_{x}=-q_{x} / q_{z} \\
& z_{y}=-q_{y} / q_{z}  \tag{3.7}\\
& m=q /\left|q_{m}\right|
\end{align*}
$$

The significant result indicated by (3.7) is that all surface slopes in (3.4) can be written in terms of the incident and scattered propagation vectors. Consequently, the integrand in (3.4) except for the phase factor, $\exp [-j k \neq r \cdot r] c a n$ be moved outside of the integral sign; i.e.,

$$
\begin{equation*}
E_{a s}=E_{0} K n_{2} \times\left\{(A-B)+n_{2} \times(\underset{m}{c}+D)\right\} \int_{A_{0}} \exp \left[j k\left(n_{2}-n_{1}\right)-r\right] d s \tag{3.8}
\end{equation*}
$$

with

$$
\begin{align*}
& A=\left(1+\left\langle R_{h}\right\rangle\right)(a \cdot t)(n \times t) \\
& \underset{m}{B}=\left(1-\left\langle R_{v}\right\rangle\right)(a \cdot d)\left(\underset{m}{n} \cdot n_{1}\right) t \\
& \underset{m}{C}=\left(1+\left\langle R_{b}\right\rangle\right)(a \cdot d)(n \times t)  \tag{3.9}\\
& \underset{m}{D}=\left(1-\left\langle R_{h}\right\rangle\right)(a \cdot t)\left(n \cdot n_{1}\right) \underline{t}
\end{align*}
$$

The local coordinate vectors, two other vector products in (3.9) and the differential surface element in (3.8) can all be written in terms of the propagation vectors,

$$
\begin{align*}
& t=\left(n_{1} \times n_{2}\right) /\left|n_{1} \times n_{2}\right| \\
& d=\frac{\left(n_{1} \cdot n_{2}\right) n_{1}-n_{2}}{\left|n_{1} \times n_{2}\right|} \\
& n \times x_{m}^{t}=\frac{\left|n_{2}-n_{1}\right|\left(n_{1}+n_{2}\right)}{2\left|n_{1} \times n_{2}\right|} \\
& n \cdot n_{1}=\frac{-\left|n_{2}-n_{1}\right|}{2}  \tag{3.10}\\
& d s=\left(\left|n_{2}-n_{1}\right| / q_{z}\right) d x d y
\end{align*}
$$

To express the polarization states of both the incident and the scattered field, it is convenient to introduce a set of orthogonal unit vectors ( $-n_{1}, \underset{m_{1}}{u_{1}},{\underset{m}{m}}^{h_{1}}$ ) for the incident field and another set ( $n_{2}, v_{m_{2}}, h_{2}$ ) for the scattered field (see Figure 3.1). In view of Figure 3.1, explicit expressions for these unit vectors may be written as

$$
\begin{align*}
-n_{1} & =-\sin \theta i+\cos \theta k \\
w_{1} & =\cos \theta i_{m}+\sin \theta k  \tag{3.11}\\
h_{1} & =j \\
n_{2} & =\sin \theta_{s} \cos \phi_{s} i+\sin \theta_{s} \sin \phi_{s} j+\cos \theta_{s} k \\
v_{2} & =-\cos \theta_{s} \cos \phi_{s} i-\cos \theta_{s} \sin \phi_{s} j+\sin \theta_{s} k \\
h_{2} & =\sin \phi_{s} i-\cos \phi_{s} j \tag{3.12}
\end{align*}
$$

For horizontally polarized incident wave, $\left(a=h_{1}\right)$, the polarized and cross polarized scattered fields are given respectively by

$$
\begin{align*}
E_{h h} & =h_{h_{2}} \cdot E_{h_{1} s} \\
& =E_{0} B\left[h_{2} \cdot n_{2} \times\left\{\left(A_{h}-B_{h}\right)+n_{2} \times\left(C_{h}+D_{h}\right)\right\}\right] \int_{A_{0}} \exp \left[-j k\left(n_{2}-n_{1}\right) \cdot r\right] d s  \tag{3.13}\\
E_{h \nu} & =v_{2} \cdot E_{h} s \\
& \left.=E_{0} R\left[\underline{v}_{2} \cdot n_{2} \times\left\{\left(A_{h}-B_{h}\right)+n_{2} \times\left(C_{h}+D_{h}\right)\right]\right]\right\}_{A_{0}} \exp \left[-j k\left(n_{2}-n_{1}\right) \cdot r\right] d s
\end{align*}
$$

where

$$
\begin{aligned}
& A_{h}=-|f|\left(1+\left\langle R_{R}\right\rangle\right)\left(v_{m} \cdot{ }_{m}^{n}\right)\left(n_{m}+n_{2}\right) \\
& {\underset{m}{n}}^{B_{k}}=|f|\left(1-\left\langle R_{v}\right\rangle\right)\left({\underset{m}{n}}_{h_{m}}^{n_{2}}\right)\left(n_{m} \times n_{2}\right) \\
& c_{n k}=-|f|\left(1+\left\langle R_{v}\right\rangle\right)\left(n_{1} \cdot n_{m}\right)\left(n_{1}+n_{2}\right) \\
& D_{h}=|f|\left(1-\left\langle R_{h}\right\rangle\right)\left(\tilde{w}_{1} \cdot n_{2}\right)\left(n_{m_{1}} \times n_{m}\right) \\
& |f|=\left|n_{2}-n_{1}\right| / 2\left|n_{1} \times n_{2}\right|^{2}
\end{aligned}
$$

Similarly, for a vertically polarized incident wave $\left(a={\underset{m}{m}}^{v_{1}}\right)$, the polarized and depolarized scattered fields are

$$
\begin{align*}
& E_{v h}=h_{2} \cdot E_{v_{1} s} \\
& =E_{0} B\left[{\underline{h_{2}}}_{2} n_{2} \times\left\{\left(A_{v}-B_{v}\right)+n_{m} \times\left({\underset{m}{c}}_{v}+D_{v}\right)\right\}\right] . \\
& \cdot \int_{A_{0}} \exp \left[j k\left(n_{2}-n_{1}\right) \cdot \underline{r}\right] d S \\
& E_{v v}=v_{v} \cdot E_{v} v_{1} s  \tag{3.14}\\
& =E_{0} K\left[{\underset{m}{2}}^{v_{2}} \underline{n}_{2} \times\left\{\left(A_{v}-{\underset{\sim}{B}}_{v}\right)+\underline{n}_{2} \times\left({\underset{m}{v}}_{v}+D_{v}\right)\right\}\right] \\
& \cdot \int_{A_{0}} \exp \left[j k\left(n_{2}-n_{1}\right) \cdot \underline{r}\right] d S
\end{align*}
$$

where

$$
\begin{aligned}
& {\underset{A}{v}}=|f|\left(1+\left\langle R_{k}\right\rangle\right)\left(\underline{m}_{1} \cdot n_{n_{2}}\right)\left(n_{m_{1}}+n_{m_{2}}\right) \\
& {\underset{m}{m}}_{v}=|f|\left(1-\left\langle R_{v}\right\rangle\right)\left(\underline{v}_{1} \cdot n_{m_{2}}\right)\left(n_{1} \times \underline{m}_{2}\right) \\
& {\underset{m}{m}}_{C}=-|f|\left(1+\left\langle R_{v}\right\rangle\right)\left(\underline{v}_{1} \cdot n_{2}\right)\left(\underline{n}_{1}+\underline{n}_{2}\right) \\
& D_{v}=-|f|\left(1-\left\langle R_{k}\right\rangle\right)\left(\underline{m}_{1} \cdot m_{2}\right)\left(\underline{n}_{1} \times \underline{n}_{2}\right)
\end{aligned}
$$

These field expressions can be simplified further by using the vector identifies

$$
\begin{aligned}
& h_{2} \cdot n_{2} \times\left(M+n_{2} \times N\right)=v_{m} \cdot M-\underline{k}_{2} \cdot N \\
& v_{2} \cdot n_{m} \times\left(M+n_{2} \times N\right)=-k_{2} \cdot M-v_{2} \cdot N
\end{aligned}
$$

Thus,

$$
\begin{align*}
& E_{h \hbar}=C_{0}\left(-\left\langle R_{h}\right\rangle b c+\left\langle R_{v}\right\rangle d f\right) I \\
& E_{h \nu}=C_{0}\left(\left\langle R_{h}\right\rangle b f+\left\langle R_{v}\right\rangle d c\right) I \\
& E_{v h}=C_{0}\left(-\left\langle R_{h}\right\rangle d f+\left\langle R_{v}\right\rangle b c\right) I  \tag{3.15}\\
& E_{v v}=C_{0}\left(\left\langle R_{h}\right\rangle d c+\left\langle R_{v}\right\rangle b f\right) I
\end{align*}
$$

where

$$
\begin{aligned}
& C_{0}=\frac{-j k E_{0} a_{1} e^{-j k R}}{2 \pi R q_{j} \mid n_{2} \times n_{1} l^{2}} \\
& I=\int_{A_{0}} \exp (j k q \cdot r) d x d y \\
& q_{x}=\sin \theta_{s} \cos \phi_{s}-\sin \theta \\
& q_{y}=\sin \theta_{s} \sin \phi_{s} \\
& q_{z}=\cos \theta+\cos \theta_{s}
\end{aligned}
$$

$$
\begin{aligned}
& b=\left({\underset{\sim}{1}}_{1} \cdot n_{m}\right)=\sin \theta \cos \theta_{s}+\cos \theta \sin \theta_{s} \cos \phi_{s} \\
& c=\left({\underset{m}{2}}^{v_{2}} \cdot n_{1}\right)=-\sin \theta \cos \theta_{s} \cos \phi_{s}-\cos \theta \sin \theta_{s} \\
& d=\left({\underset{n}{1}}^{n_{2}}\right)=\sin \theta_{s} \sin \phi_{s} \\
& f=\left({\underset{m}{2}}^{h_{2}} \cdot \underline{n}_{1}\right)=\sin \theta \sin \phi_{s} \\
& a_{1}=\left|n_{2}-n_{1}\right|^{2} / 2=1+\cos \theta \cos \theta_{s}-\sin \theta \sin \theta_{s} \cos \phi_{s} \\
&\left|n_{2} \times n_{1}\right|^{2}=\left(c^{2}+f^{2}\right)=\left(b^{2}+d^{2}\right)
\end{aligned}
$$

Note that by expressing $\underline{m}_{2}$ in terms of the orthogonal set ( $n_{1}, w_{1}, h_{1}$ ) it can be shown that $\left|n_{m_{2}} \times n_{m_{1}}\right|^{2}=b^{2}+d^{2}$. Similarly, by expressing $n_{m_{1}}$, in terms of the orthogonal set $\left(n_{m_{2}},{\underset{m}{2}}^{w_{2}}, h_{2}\right)$ it follows that $\left|n_{1} \times n_{2}\right|^{2}=c^{2}+f_{1}^{2}$, (ii) The Differential Scattering Coefficients

The differential scattering coefficients related to the scattered fields computed in the previous section (Peake, 1959 and Storgryn, 1967a) are of the form

$$
\begin{equation*}
\gamma_{j, i}\left(\theta, \theta_{s}, \phi_{s}\right)=\frac{4 \pi R^{2}\left\langle E_{j i} E_{j i}^{*}\right\rangle}{E_{0}^{2} A_{0} \cos \theta} \tag{3.16}
\end{equation*}
$$

where the symbol * denotes complex conjugate, and $\langle\cdots\rangle$ the ensemble average. The subscripts $j, i$ denote the polarization states of the incident and the scattered fields respectively. $A_{0}$ is the illuminated area.

Upon substituting (3.15) into (3.16) it follows that

$$
\begin{align*}
\gamma_{h}^{0}\left(\theta, \theta_{s}, \phi_{s}\right) & =\gamma_{h h}^{0}\left(\theta, \theta_{s}, \phi_{s}\right)+\gamma_{h v}^{0}\left(\theta, \theta_{s}, \phi_{s}\right) \\
& \left.=\left.\frac{k^{2} a_{1}^{2}}{\pi A_{0} \cos \theta q_{j}^{2}}\left[\frac{\left.1\left\langle R_{h}\right\rangle\right|^{2} b^{2}+\left|\left\langle R_{v}\right\rangle\right|^{2} d^{2}}{b^{2}+d^{2}}\right]\langle | I\right|^{2}\right\rangle  \tag{3.17a}\\
\cdots & \cdots \\
\gamma_{v}^{0}\left(\theta, \theta_{s}, \phi_{s}\right) & =\gamma_{v h}^{0}\left(\theta, \theta_{s}, \phi_{s}\right)+\gamma_{v v}^{0}\left(\theta, \theta_{s}, \phi_{s}\right)  \tag{3.17b}\\
& \left.=\left.\frac{k^{2} a_{1}^{2}}{\pi A_{0} \cos \theta \eta_{j}^{2}}\left[\frac{\left.\left|\leq R_{v}\right\rangle\right|^{2} b^{2}+\left|\left\langle R_{h}\right\rangle\right|^{2} d^{2}}{b^{2}+d^{2}}\right]\langle | I\right|^{2}\right\rangle
\end{align*}
$$

For an isotropically rough surface with Gaussian height distribution, $\left.\left.\langle | I\right|^{2}\right\rangle$ simplifies to
$\left.\left.\langle | I\right|^{2}\right\rangle=2 \pi A_{0} \int_{0}^{\infty} J_{0}\left[k \xi\left(q_{x}^{2}+q_{y}^{2}\right)^{1 / 2}\right] \exp \left[-k^{2} q_{f}^{2} \sigma^{2}(1-\rho(\xi))\right] \xi d \xi$
where $J_{0}()$ is the zero order Bessel function of the first kind; $\sigma^{2}$ and $\rho(\xi)$ are the variance and the autocorrelation coefficient of the surface respectively,

An approximate solution for (3.18) consistent with the stationary phase approximation is

$$
\begin{equation*}
\left.\left.\langle | I\right|^{2}\right\rangle=2 \pi A_{0} /\left(k^{2} q_{z}^{2} m^{2}\right) \exp \left[-\left(q_{x}^{2}+q_{y}^{2}\right) /\left(2 q_{z}^{2} m^{2}\right)\right] \tag{3.19}
\end{equation*}
$$

where $m=\left[\sigma^{2}\left|\rho^{\prime \prime}(0)\right|\right]^{1 / 2}$ is the rms slope of the surface.

## - 3.2.3 $\frac{\text { Derivation of }\left\langle\gamma_{j}{ }^{\prime}\left(\theta, \theta_{s}, \phi_{s}\right)\right\rangle}{i}$

The scattered field due only to the small irregularities has been derived by many investigators (Rice, 1951, Valenzuela, 1967, and Barrick and Peake, 1967). As was indicated in the previous section, when the scattered field expression is known, the scattering coefficient can be computed. To account for the interaction between the small irregularities and the large undulations, the expression for the scattering coefficient of the small irregularities is averaged with respect to the slope distribution of the large undulations. The resulting expression is the desired scattering coefficient, $\left\langle\gamma_{j}^{\prime}\left(\theta, \theta_{s}, \phi_{s}\right)\right\rangle$.

## (i) Differential Scattering Coefficients

The far zone scattered field of $i$-polarization along the direction defined by the angles $\theta_{s}^{\prime}$ and $\phi_{s}^{\prime}$ due to a plane wave of $j$-polarization with unit amplitude impinging on an irregular surface $s(x, y)$ along the direction defined by the angles $\theta^{\prime}$ and $\phi^{\prime}$ has been derived by using the method of small perturbation (Barrick and Peake, 1967). The ensemble average of the magnitude square of the scattered field, $\left.\left.\langle | E_{j i}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime} ; \phi_{s}^{\prime}\right)\right|^{2}\right\rangle \quad$ can be shown to be (Barrick and Peake, 1967)

$$
\begin{equation*}
\left.\left.\langle | E_{j i}\left(\theta^{\prime}, \phi, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)\right|^{2}\right\rangle=\frac{k^{4} A_{i}}{R^{2}} \cos ^{2} \theta^{\prime} \cos ^{2} \theta_{s}^{\prime}\left|M_{j i}\right|^{2} W(p, q) \tag{3.20}
\end{equation*}
$$

where

$$
\begin{align*}
& \dot{j}, i= \text { incident and scattered polarization respective, either horizontal } \\
& \text { or vertical polarizations, } \\
& A_{0}= \text { illuminated area, } \\
& R= \text { distance from the field point to the surface, and } \\
& M_{R h}= \frac{\left(\epsilon_{r}-1\right) \cos \left(\phi_{s}^{\prime}-\phi^{\prime}\right)}{\left[\cos \theta^{\prime}+\left(\epsilon_{r}-\sin ^{2} \theta_{r}^{\prime}\right)^{1 / 2}\right]\left[\cos \theta_{s}^{\prime}+\left(\epsilon_{r}-\sin ^{2} \theta_{s}^{\prime}\right)^{1 / 2}\right]} \\
& M_{D h}=\frac{\left(\epsilon_{r}-1\right) \sin \left(\phi_{s}^{\prime}-\phi^{\prime}\right)\left(\epsilon_{r}-\sin ^{2} \theta_{s}^{\prime}\right)^{1 / 2}}{\left[\cos \theta^{\prime}+\left(\epsilon_{r}-\sin ^{\prime} \theta^{\prime}\right)^{1 / 2}\right]\left[\epsilon_{r} \cos \theta_{s}^{\prime}+\left(\epsilon_{r}-\sin ^{2} \theta_{s}^{\prime}\right)^{1 / 2}\right]}  \tag{3.21}\\
& M_{\nu h}=\frac{-\left(\epsilon_{r}-1\right) \sin ^{\prime}\left(\phi_{s}^{\prime}-\phi^{\prime}\right)\left(\epsilon_{r}-\sin ^{\prime} \theta_{s}^{\prime}\right)^{1 / 2}}{\left[\epsilon_{r} \cos \theta^{\prime}+\left(\epsilon_{r}-\sin ^{2} \theta^{\prime}\right)^{1 / 2}\right]\left[\cos \theta_{s}^{\prime}+\left(\epsilon_{r}-\sin ^{2} \theta_{s}^{\prime}\right)^{1 / 2}\right]} \\
& M_{\partial v}=\frac{-\left(\epsilon_{r}-1\right)\left[\cos \left(\phi_{s}^{\prime}-\phi^{\prime}\right)\left(\epsilon_{r}-\sin ^{2} \theta^{\prime}\right)^{1 / 2}\left(\epsilon_{r}-\sin ^{2} \theta_{s}^{\prime}\right)^{1 / 2}-\epsilon_{r} \sin \theta_{s}^{\prime} \sin \theta^{\prime}\right]}{\left[\epsilon_{r} \cos \theta^{\prime}+\left(\epsilon_{r}-\sin ^{2} \theta^{\prime}\right)^{1 / 2}\right]\left[\epsilon_{r} \cos \theta_{s}^{\prime}+\left(\epsilon_{r}-\sin ^{2} \theta_{s}^{\prime}\right)^{1 / 2}\right]}
\end{align*}
$$

in which $\epsilon_{r}$ is the complex relative dielectric constant, $W(p, q)=$ surface roughness spectral density,

$$
\begin{aligned}
& P=k\left[\sin \theta_{s}^{\prime} \cos \left(\phi_{s}^{\prime}-\phi^{\prime}\right)-\sin \theta^{\prime}\right] \\
& q=k \sin \theta_{s}^{\prime} \sin \left(\phi_{s}^{\prime}-\phi^{\prime}\right)
\end{aligned}
$$

Note that the surface roughness spectral density $W(p, q)$, is related to its correlation function $R(x, y)$ by

$$
R(x, y)=\frac{1}{4} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W(p, q) \exp (j p x+j q y) d p d q
$$

For an isotropically rough surface, it reduces to

$$
R(r)=\frac{\pi}{2} \int_{0}^{\infty} W(t) J_{0}(t r) t d t
$$

and

$$
W(t)=\frac{2}{\pi} \int_{0}^{\infty} R(r) J_{0}(t r) r d r
$$

For a Gaussian spectral density, it is expressed in the form

$$
\begin{equation*}
W(t)=\frac{\sigma_{1}^{2} l^{2}}{\pi} \exp \left[-\left(\frac{\ell t}{2}\right)^{2}\right] \tag{3.22}
\end{equation*}
$$

where

$$
\begin{aligned}
t & =\left(p^{2}+q^{2}\right)^{1 / 2} \\
\sigma_{1}, l & =\text { standard deviation and correlation length of the small } \\
& \text { irregularities respectively. }
\end{aligned}
$$

From (3.16) and the relation

$$
\gamma_{j}^{\prime}\left(\theta_{s}^{\prime} \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)=r_{j h}^{\prime}\left(\theta_{,}^{\prime} \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)+\gamma_{j v}^{\prime}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)
$$

we get

$$
\begin{array}{r}
\gamma_{j}^{\prime}\left(\theta^{\prime}, \phi^{\prime} ; \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)=4 k^{4} \sigma_{1}^{2} l^{2} \cos \theta^{\prime} \cos ^{2} \theta_{s}^{\prime}\left[\left|M_{j h}\right|^{2}+\left|M_{j \nu}\right|^{2}\right] \exp \left[-\left(\frac{\ell t}{2}\right)^{2}\right] \\
\cdots  \tag{3.23}\\
\cdots
\end{array}
$$

## (ii) Averaging Procedure

To account for the tilting effect of the small irregularities by the large undulations it is necessary to average $Y_{j}^{1}\left(\theta_{1}^{\prime} \phi^{\prime}, \theta_{s}^{\prime}, \phi_{b}^{\prime}\right)$ with respect to the slope distribution of the large undulations (Semyonov, 1966). That is

$$
\left\langle r_{j}^{1}\left(\theta, \theta_{s}, \phi_{s}\right)\right\rangle=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \gamma_{j}^{1}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right) P\left(z_{x}, z_{y}\right)\left(1+z_{x}^{2}+z_{y}^{2}\right)^{1 / 2} d z_{x} d z_{y}
$$

where $\theta$ is the incident angle and $\theta_{s}$ and $\phi_{s}$ are the scattering angles. To evaluate the above integral, connecting relations between the surface slopes $z_{x}, z_{y}$ and the local angles, $\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}$ are needed. To find these relations let us first express $z_{x}$ and $z_{y}$ in terms of the azimuth and the elevation angles, $\Phi_{n}$ and $\theta_{n}$, which represent the tilting effect:

$$
\begin{align*}
& Z_{x}=\cos \phi_{x} \tan \theta_{n} \\
& Z_{y}=\sin \phi_{n} \tan \theta_{n} \tag{3.25}
\end{align*}
$$

From (3.25) it follows that

$$
\begin{align*}
\left(1+z_{x}^{2}\right. & \left.+z_{y}^{2}\right)^{1 / 2}=\sec \theta_{n} \\
d z_{x} d z_{y} & =\left|\frac{\partial\left(z_{x}, z_{y}\right)}{\partial\left(\theta_{n}, \phi_{n}\right)}\right| d \theta_{n} d \phi_{n}  \tag{3.26}\\
& =\sec ^{3} \theta_{n} \sin \theta_{n} d \theta_{n} d \phi_{n}
\end{align*}
$$

The local angles ( $\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{5}^{\prime}$ ) can now be related to the azimuth and the elevation angles $\phi_{n}$ and $\theta_{n}$ by connecting relations derived below.

In Figure 3.3, the two sets of coordinates $(x, y, z)$ and $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ are related in terms of the angles $\theta_{n}$ and $\phi_{n}$ as follows:

$$
\left[\begin{array}{l}
x^{\prime}  \tag{3.27}\\
y^{\prime} \\
y^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \theta_{n} \cos \phi_{n} & \cos \theta_{n} \sin \phi_{n} & \sin \theta_{n} \\
-\sin \phi_{n} & \cos \phi_{n} & 0 \\
-\sin \theta_{n} \cos \phi_{n} & -\sin \theta_{n} \sin \phi_{n} & \cos \theta_{n}
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]
$$

Hence, for a scattered field point, $P$, located at a distance, $R$, from the origin, the coordinates of $P$ may be expressed either in terms of the angles $\theta_{s}^{\prime}$ and $\phi_{s}^{\prime}$ or the angles $\theta_{s}$ and $\phi_{s}$,

$$
\begin{align*}
& x^{\prime}=R \sin \theta_{s}^{\prime} \cos \phi_{s}^{\prime} \\
& y^{\prime}=R \sin \theta_{s}^{\prime} \sin \phi_{s}^{\prime}  \tag{3.28a}\\
& z^{\prime}=R \cos \theta_{s}^{\prime} \\
& x=R \sin \theta_{s} \cos \phi_{s} \\
& y=R \sin \theta_{s} \sin \phi_{s}  \tag{3.28b}\\
& z=R \cos \theta_{s}
\end{align*}
$$

Substituting equation (3.28) into (3.27) we obtain the connecting equations for the sets of angles as follows:

$$
\left[\begin{array}{c}
\sin \theta_{s}^{\prime} \cos \phi_{s}^{\prime}  \tag{3.29}\\
\sin \theta_{s}^{\prime} \sin \phi_{s}^{\prime} \\
\cos \theta_{s}^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \theta_{n} \cos \phi_{n} & \cos \theta_{n} \sin \phi_{n} & \sin \theta_{n} \\
-\sin \phi_{n} & \cos \phi_{n} & 0 \\
-\sin \theta_{n} \cos \phi_{n} & -\sin \theta_{n} \sin \phi_{n} & \cos \theta_{n}
\end{array}\right]\left[\begin{array}{c}
-\sin \theta_{s} \cos \phi_{s} \\
\sin \theta_{s} \sin \phi_{s} \\
\cos \theta_{s}
\end{array}\right]
$$

If we take the angles with a prime to be local scattering angles, we see from (3.29) that the local scattering angles may be expressed in terms of the scattering angles $\theta_{s}, \phi_{s}$ and the tilting angles $\theta_{n}, \phi_{n}$, i.e.

$$
\begin{align*}
& \cos \theta_{s}^{\prime}=\cos \theta_{n} \cos \theta_{s}-\sin \theta_{n} \sin \theta_{s} \cos \left(\phi_{s}-\phi_{n}\right)  \tag{3.30}\\
& \sin \phi_{s}^{\prime}=\sin \theta_{s} \sin \left(\phi_{s}-\phi_{n}\right)\left(1-\cos ^{2} \theta_{s}^{\prime}\right)^{-1 / 2}
\end{align*}
$$



Figure 3.3 The azimuthal and the elevation angles $\boldsymbol{\phi}_{\boldsymbol{n}}$ and $\theta_{n}$ connecting the two sets of coordinates $(x, y, z)$ and ( $x^{\prime}, y^{\prime}, z^{\prime}$ ).

In a similar fashion, the local incident angles can also be expressed in terms of the tilting angles $\theta_{n}, \phi_{n}$, and the incident angle, $\theta$.

$$
\begin{align*}
& \cos \theta^{\prime}=\cos \theta_{n} \cos \theta+\sin \theta_{n} \sin \theta \cos \phi_{n} \\
& \sin \phi_{1}^{\prime}=-\sin \theta \sin \phi_{n}\left(1-\cos ^{2} \theta^{\prime}\right)^{-1 / 2} \tag{3.31}
\end{align*}
$$

When the connecting relations between the local angles and the surface slopes are known, (3.24) can be evaluated by assuming a form of $P\left(z_{x}, z_{y}\right)$. For a Gaussian surface slope distribution it may be represented as

$$
\begin{equation*}
P\left(z_{x}, z_{y}\right)=\frac{1}{2 \pi m^{2}} \exp \left(-\left(z_{x}^{2}+z_{y}^{2}\right) / 2 m^{2}\right) \tag{3.32}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
P\left(\theta_{n}, \phi_{n}\right)=\frac{1}{2 \pi m^{2}} \exp \left(-\tan ^{2} \theta_{n} / 2 m^{2}\right) \tag{3.33}
\end{equation*}
$$

where $m$, the rms slope, is assigned according to $C o x$ and Munk's slick sea data. Since $m^{2}$ is usually sufficiently small for the sea and since $\gamma_{j}^{\prime}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)$ is insensitive to $\theta_{n}$ for small values of $\theta_{n}$, the integration with respect to $\theta_{n}$ given in (3.24) can be evaluted by the method of steepest decent, the result being expressed as
$\left\langle\gamma_{j}^{\prime}\left(\theta, \theta_{s}, \phi_{s}\right)\right\rangle=\frac{1}{2 \pi} \int_{-\pi / 2}^{\pi / 2}\left\{\left.\gamma_{j}^{\prime}\left(\theta_{,}^{\prime} \phi_{,}^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)\right|_{\theta_{n}=\tan ^{-1}(m)}+\left.\gamma_{j}^{\prime}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)\right|_{\theta_{n}=-\tan ^{-1}(m)}\right\} d \phi_{n}$

### 3.2.4 Modified Fresnel Reflection Coefficients

As was mentionedearlier, the Fresnel reflection coefficient should be modified to account for the presence of the small irregularities (Rice, 1951, Semyonov, 1966). The method for computing these coefficients has been discussed by Rice for horizontally polarized waves. Following Rice's approach Valenzuela (1970) derived the modified reflection coefficient for the vertically polarized waves. However, there appears to be an error in his results, since they differ from Rice's original work by a cosine factor in one of the terms. The corrected modified Fresnel reflection coefficients calculated by Rice's method are

$$
\begin{array}{r}
\left\langle R_{j}\right\rangle=R_{j}\left(\not ( \pm ) \left[1-\frac{1}{2} k \cos \oplus \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} W\left(u-k \sin (\otimes, v) F_{j}(u, v) d u d v\right]\right.\right. \\
j=h, v
\end{array}
$$

$$
F_{k}(u, v)=k\left(\epsilon_{r}-\sin ^{2} \oplus\right)^{1 / 2}-(c-b)\left(1-\frac{v^{2}}{u^{2}+v^{2}+b c}\right)
$$

$$
\begin{equation*}
F_{v}(u, v)=\frac{G}{\epsilon \cos ^{2} \oplus-\sin ^{2} \phi}\left[k\left(\epsilon_{r}-\sin ^{2} \oplus\right)^{1 / 2}\left(1-\frac{2 k \sin \oplus u}{u^{2}+v^{2}+b c}\right)\right. \tag{3.35b}
\end{equation*}
$$

$$
\left.-\frac{(c-b)}{u^{2}+v^{2}+b c}\left(\sin ^{2} \oplus\left\{b c+u^{2} / \epsilon_{r}\right\}-u^{2}\right)\right]-(c-b)
$$

where

$$
\begin{align*}
& R_{h}(\otimes)=\frac{\cos \oplus-\left(\epsilon_{r}-\sin ^{2} \otimes\right)^{1 / 2}}{\cos \otimes+\left(\epsilon_{r}-\sin ^{2} \otimes\right)^{1 / 2}} \\
& R_{v}(\otimes)=\frac{\epsilon_{r} \cos \otimes-\left(\epsilon_{r}-\sin ^{2} \otimes\right)^{1 / 2}}{\epsilon_{r} \cos \otimes+\left(\epsilon_{r}-\sin ^{2} \Theta\right)^{1 / 2}}  \tag{3.36}\\
& \cos \otimes=\frac{1}{\sqrt{2}}\left(1+\cos \theta \cos \theta_{s}-\sin \theta \sin \theta_{s} \cos \phi_{s}\right)^{1 / 2}
\end{align*}
$$

in which $\epsilon_{r}$ is the complex relative dielectric constant and where

$$
\begin{align*}
& c=\left[k^{2} \epsilon_{r}-\left(u^{2}+v^{2}\right)\right]^{1 / 2}  \tag{3.37}\\
& b=\left[k^{2}-\left(u^{2}+v^{2}\right)\right]^{1 / 2}
\end{align*}
$$

For the purpose of this paper the surface roughness spectrum in the above formula is chosen to be

$$
\begin{equation*}
W(u-k \sin \oplus, v)=\frac{l^{2} \sigma_{1}^{2}}{\pi} \exp \left[-\frac{k^{2}}{4}\left(u^{2}+v^{2}-2 k u \sin \oplus+k^{2} \sin ^{2} \oplus\right)\right] \tag{3.38}
\end{equation*}
$$

### 3.2.5 Backscattering Cross-Sections

Substituting $\theta_{s}=\theta_{1}$ and $\phi_{s}=\pi$ into (3.36) we obtain

$$
\begin{equation*}
R_{l}(0)=R_{v}(0)=\frac{1-\left(\epsilon_{r}\right)^{1 / 2}}{1+\left(\epsilon_{V}\right)^{)^{2}}} \tag{3.39}
\end{equation*}
$$

From (3.17), (3.19) and (3.3b), it follows that

$$
\begin{align*}
& \sigma_{B h_{0}}^{0}(\theta)=\frac{\left|\left\langle R_{B}(0)\right\rangle\right|^{2}}{2 m^{2} \cos ^{4} \theta} \exp \left(-\tan ^{2} \theta / 2 m^{2}\right)  \tag{3.40a}\\
& \sigma_{B U O}^{0}(\theta)=\frac{\left.K\left\langle R_{\nu}(0)\right\rangle\right|^{2}}{2 m^{2} \cos ^{4} \theta} \exp \left(-\tan ^{2} \theta / 2 m^{2}\right) \tag{3.40b}
\end{align*}
$$

To find $\left\langle\sigma_{B j}^{0} \mid\right\rangle$, note the following two points:
(1) Substituting $\theta_{s}=\theta$ and $\phi_{s}=\pi \quad$ into (3.30) we obtain

$$
\begin{align*}
& \cos \theta_{s}^{\prime}=\cos \theta^{\prime}=\cos \theta_{n} \cos \theta+\sin \theta_{n} \cos \phi_{n} \sin \theta  \tag{3.41}\\
& \sin \phi_{s}^{\prime}=-\sin \phi^{\prime}=\sin \left(\phi^{\prime}+\pi\right)
\end{align*}
$$

or

$$
\theta_{s}^{\prime}=\theta^{\prime}, \quad \phi_{s}^{\prime}=\phi^{\prime}+\pi
$$

(2) Since $\theta_{s}=\theta$ and $\phi_{s}=\pi$ imply $\phi_{s}^{\prime}=\phi^{\prime}+\pi$ and $\theta_{s}^{\prime}=\theta^{\prime}$,
from (3.34) it follows that
$\left.\left\langle r_{j}^{\prime}\left(\theta, \theta_{s}, \phi_{s}\right)\right\rangle\right|_{\substack{\theta_{s}=\theta \\ \phi_{s}=\pi}}=\frac{1}{2 \pi} \int_{-\pi / 2}^{\pi / 2}\left\{r_{j}^{\prime \prime}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)\left|\begin{array}{l}, \\ \theta_{n}=\tan ^{-1}(m) \\ \theta_{s}^{\prime}=\theta^{\prime} \\ \phi_{s}^{\prime}=\phi^{\prime}+\pi\end{array}+r_{j}^{\prime}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right)\right|_{\begin{array}{l}\theta_{n}=\tan ^{-1}(m) \\ \theta_{s}^{\prime}=\theta^{\prime} \\ \phi_{s}^{\prime}=\phi^{\prime}+\pi\end{array}}\right\} d \phi_{n}$

$$
\begin{equation*}
j=h, v \tag{3.42}
\end{equation*}
$$

Thus from (3.3c) and (3.42),

$$
\begin{gather*}
\left\langle\sigma_{B j 1}^{\circ}(\theta)\right\rangle=\frac{1}{2 \pi} \int_{-\pi_{2}}^{\pi / 2}\left\{\left.\sigma_{B j 1}^{0}\left(\theta^{\prime}\right)\right|_{\theta_{n}=\tan ^{-1}(m)}+\left.\sigma_{B j 1}^{0}\left(\theta^{\prime}\right)\right|_{\theta_{n}=-\tan ^{-1}(m)}\right\} d \phi_{n}  \tag{3.43}\\
\vdots \\
j=h, v
\end{gather*}
$$

where

$$
\begin{align*}
& \sigma_{B h 1}^{\circ}\left(\theta^{\prime}\right)=\cos \theta^{\prime} Y_{h}^{\prime}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right) \mid \phi_{s}^{\prime}=\phi^{\prime}+\pi \\
& \theta_{s}^{\prime}=\theta^{\prime} \\
&=4 k^{4} \sigma_{1}^{2} l^{2} \cos ^{4} \theta^{\prime}\left|R_{h}\left(\theta^{\prime}\right)\right|^{2} \exp \left(-k^{2} l^{2} \sin ^{2} \theta^{\prime}\right) \tag{3.44}
\end{align*}
$$

and

$$
\begin{align*}
& \sigma_{B v 1}^{0}\left(\theta^{\prime}\right)= \cos \theta^{\prime} \gamma_{v}^{1}\left(\theta^{\prime}, \phi^{\prime}, \theta_{s}^{\prime}, \phi_{s}^{\prime}\right) \mid \phi_{s}^{\prime}=\phi^{\prime}+\pi \\
& \theta_{s}^{\prime}=\theta \\
&= 4 k^{4} \sigma_{1}^{2} l^{2} \cos ^{4} \theta^{\prime}\left|\frac{\left(\epsilon_{r}-1\right)\left[\left(\epsilon_{r}-1\right) \sin ^{2} \theta^{\prime}+\epsilon_{r}\right]}{\left[\epsilon_{r} \cos \theta^{\prime}+\left(\epsilon_{r}-\sin ^{2} \theta^{\prime}\right)^{\prime 2}\right]^{2}}\right|^{2} \exp \left(-k^{2} l^{2} \sin ^{2} \theta^{\prime}\right) \tag{3.45}
\end{align*}
$$

The complete backscattering cross-section is, of course, given by (3.3a) that is the sum of (3.40) and (3.43).

### 3.3 SELECTION OF PARAMETERS

The surface parameters that appear in the above theory are the rms slope of the large structures $m$, the standard deviation of the small structures, $\sigma_{1}$, , and the correlation length of the small structures $\ell$. This scattering model can be adapted to predict sea returns by noring the: the rms slope can be based on measurements by Cox and Munk (1952) and that the assumed Gaussian spectrum for the small irregularities can approximate the high frequency part of the sea spectrum $B K^{-4}$, where the Bragg scatter condition applies, i.e., $K=2 k \sin \theta$. In view of the requirements of the composite surface theory it is reasonable to choose the oil slick sea measurements by Cox and Munk, since the smalli irregularities hove been suppressed. The value of $m$ is thus assigned. The value of $k l$ is assigned so that the correct angular behavoir of the Gaussian spectrum, approximated $\mathrm{BK}^{-4}$ well over the angular range, $30^{\circ} \leqslant \theta \leqslant 70^{\circ}$ i.e., $B K^{-4}$ is approximated by $\sigma_{1}^{2} \ell^{2} / \pi \exp \left(-K^{2} \ell^{2} / 4\right)$ where $K=2 k \sin \theta$, the Bragg scatter condition. This approximation is achieved by noting that when $k \ell=2$ similar behavoir is realized (see Figure 3.4). The factor 35.3 appears in the Gaussian approximation to bring the levels into agreement at $\theta=60$ degrees. The value of $B$ must yet be assigned.


Figure 3.4 Comparison of the angular variations of $\sin ^{-4} \Theta$ and 35.3 $\exp \left(-4 \sin ^{2} \theta\right)$.

Oceanographic investigations indicate values of $B$ in the range from $4.6 \times$ $10^{-3}$ to $3.26 \times 10^{-2}$ (Cox and Munk, 1954, Pierson, 1970, Phillips, 1966). Th is implies that $k \sigma_{1}$ should lie in the range from 0.084 to 0.24 when $B K^{-4}$ is equated to $\sigma_{1}^{2} l^{2} / 4 \exp \left(-K^{2} l^{2} / 4\right)$ at. $\theta=60$ degrees. These values of $k \sigma_{1}$ are consistent with the assumptions of the small perturbation theory, an encouraging result. The recent reports by Sutherland (1967) and Pierson et al. (1971) indicate that B is a function of the wind speed. Thus, the surface parameter $k \sigma_{1}$ must also be a function of the wind speed. It is noted that the horizontally polarized emission characteristic for nadir angles from zero to thirty degrees is very sensitive to $k \sigma_{1}$ and hence the parameter $k \sigma_{1}$ can be estimated by fitting the predicted emission characteristics to the measured data. (It appears that the wind sensitivity of $B$ may be assigned by this technique.)

With the surface parameters established in the manner described above, both the emission and backscatter characteristics may be computed and compared with reported measurements.

### 3.4 COMPARISON WITH EXPERIMENTS

The parameter $k \sigma_{1}$ is estimated from horizontally polarized emission characteristics at 8.36 GHz associated with two distinct wind speeds. The emission characteristics are based on an average of several of Hollinger's experiment runs under similar wind stress conditions (Cardone, 1969). The data reported by Hollinger are in the form of surface brightness temperature. Effects due to foam and the reflected sky radiation have been removed (Hollinger, 197la). The vertically polarized emission characteristic is computed from the estimated $k \sigma_{1}$. These results are shown in the graphs of Figures 3.5 and 3.6. The dielectric constant is based on data reported by Saxton and Lane (1952).

Comparison of the predictions of this emission model indicates a significantly improved agreement-over that predicted by a single-surface model. Better level and trend agreement is evident for both horizontally and vertically polarized emissions. Sensitivity to wind speed is evident at nadir which is not noted with the single-surface model. The sensitivity at nadir is carried by the modified Fresnel coefficient (see Equation (3.35)).

The adequacy of the composite-surface theory is further demonstrated when the predicted backscatter character istics are compared with measured characteristics. Data at 8.91 GHz reported by Daley, et al., (1971) at similar wind stress conditions were chosen as a basis for comparision: The dielectric constant is changed to reflect the influence of the slightly different. frequency. The comparison of predicted and measured characteristics are shown in Figure 3.7 to 3.10 . These results indicate reasonable agreement with measurements and improved agreement over the predictions of the simple geometric optics approach (single-surface model). It is noted that the best agreement with measurements occurs primarily at larger angles and for vertical polarization. There is some uncertainty in the accuracy of the measurements near nadir (Daley et al., 1971) so lack of agreement may be anticipated there. The discrepancy at large angles for horizontally polarized cross sections may be attributable to receiver noise at these small cross sections. This statement is, however, speculative.

The level of NRL data which are based on the statistical median had to be raised by 6 dB to realize the agreement. Valenzuela et al., (1971): indicated that the overage cross section was about 4.6 dB above the median based on exponential statistics assumed for the retums. As a consequence, 1.4 dB remains unaccounted for. Perhaps the remaining 1.4 dB may be partially associated with the biases disclosed by Claassen and Füng (1972).


Figure 3.5 Comparison of surface brightness temperature between the measured data and theoretical calculations using the composite-surface theory and the single-surface theory (after Stogryn).


Figure 3.6 Comparison of surface brightness temperature between the measured data and theoretical calculations using the composite-surface theory and the single-surface theory (after Stogryn).


Figure 3.7 Comparison of backscattering cross-section between the measured data and theoretical calculations using the composite-surface theory and the single-surface theory (after Stogryn).


Figure 3.8 Comparison of backscattering cross-section between the measured data and theoretical calculations using the composite-surface theory and the single-surface theory (after Stogryn).


Figure 3.9 Comparison of backscattering cross-section between the measured data and theoretical calculations using the composite-surface theory and the single-surface theory (after Stogryn) 49


Figure 3.10 Comparison of backscattering cross-section between the measured data and theoretical calculations using the composite-surface theory and the single-surface theory (after Stogryn).

# THE EFFECTS OF CLOUDS AND RAIN ON THE MICROWAVE APPARENT TEMPERATURE 

### 4.1 INTRODUCTION

High winds over the ocean are usually accompanied by clouds and rain (Claassen, et al., 1971). These meteorological conditions influence radiometric observations over the ocean primarily because of atmospheric absorption (emission). In the particular case of heavy rain fall, radiometric measurements are affected also be scattering due to rain drops. It is the aim of this chapter to discuss these meteorological effects on the measured or computed apparent temperature as observed by a radiometer.

In clear sky the contributions to the apparent temperature are mainly due to the absorption of the molecular oxygen and water vapor present in the atmosphere. The absorption of these constituents can be calculated by using the well developed formulas (Meeks and Lilley, 1963; Staelin, 1966) and the model atmosphere which describes the temperature, the pressure and the moisture profiles (Valleys, 1965). Hence, in clear sky the apparent temperature due to the atmosphere is reasonably well defined.

In cloudy sky, the liquid water content of the cloud absorbs and hence emits microwave radiation in addition to the effects of the molecular oxygen and water vapor already present under clear sky conditions. Furthermore, different kinds of cloud with various spatial distributions may be present in the atmosphere. Consequently to investigate the cloud effect on the measured apparent temperature is a much more complicated problem than the clear sky case.

In rainy sky the raindrops not only can absorb but also scatter microwave radiation in all directions. If the size of the rain-drop is much smaller than the incident wavelength, it has been shown (Kerr, 1951) that the scattered energy is negligible as compared to the absorbed energy. The terms representing scattering etfects in the radiative transfer equation can therefore be ignored. However, when the size of raindrops is comparable to the incident wavelength, the scattered energy
becomes significant and the scattering etfect has to be included. In the later case a mathematically involved formulation is needed to solve the problem.

The apparent temperature contribution to the surface brightness temperature by clouds and rain have been reported by Singer and Williams (1968) at 15.89 GHz . Additional observations at 19.45 GHz were reported by Conaway (1969) and Kreiss (1969). On the other hand, theoretical investigations of cloud and rain effects, except for the efforts of Kreiss (1969) and Porter (1971) have largely been limited to cases in which only the sky temperature is computed (Stogryn, 1964; Shifrin, 1969).

Other radiometric measurements have documented the effects of clouds and rain on the sky temperature, i.e. looking upward. For example, Haroules and Brown (1969) in a comprehensive set of measurements have measured sky temperature and inferred atmospheric attenuation. The attenuations and sky temperatures of various cloud and rain conditions shown in Table 4.1 are an excerpt of their data. Other extensive measurements of this type have been reported by Strickland (1970), Crane (1971), and Ippolito (1971) in conjunction with the ATS-V communication satellite experiments. From these results the apparent temperature when looking downward may be qualitatively described.

Radiometric measurements conducted over clouds and rain will experience an attenuated surface brightness temperature plus a cloud or rain contribution in excess of the clear sky temperature. When the attenuation due to clouds and rain is sufficiently large it is possible for the radiometer to lose contact with the surface. The greater sensitivity of the radiometer to clouds and rain can be employed to correlate the increased apparent temperature with attenuation when clouds or rain intervene. This attenuation measured from the excess apparent temperature, in turn, can be used to calibrate scatterometer measurements and to determine when scatterometer data should be discarded due to the presence of heavy rain. Although the relation between atmospheric attenuation and apparent temperature has been studied for upward looking radiometers, and measurements have shown that the expected temperature enhancements do indeed occur for downward looking radiometers, this is believed to be the first study aimed specifically at determining the relationship between brightness temperature and attenuation for the downward looking radiometer. Apparent temperatures for various meteorological conditions are computed by employing the models postulated by meteorologists. Comparison of the apparent temperature with attenuation has justified the general idea of the use of radiometer

TABLE 4. 1
ATTENUATION AND BRIGHTNESS TEMPERATURE OF CLOUDS AND RAIN

| Cloud Type | One-Way Attenuation |  | $\mathrm{T}_{\text {sky }}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 8 \mathrm{GHz} \\ \mathrm{~dB} \end{gathered}$ | $\begin{gathered} 15 \mathrm{GHz} \\ \mathrm{~dB} \end{gathered}$ | $\begin{gathered} 8 \mathrm{GHz} \\ \mathrm{OK} \end{gathered}$ | $\begin{gathered} 15 \mathrm{GHz} \\ \mathrm{OK} \end{gathered}$ |
| High Level | .02-. 05 | . 03-. 07 | 7 | 15 |
| Medium Level | .03-. 12 | . 08-. 13 | 10 | 21 |
| Low Level | .10-. 25 | .17-. 40 | 14 | 30 |
| Light Rain | . 15-. 25 | . 20-. 60 | 16 | 38 |
| Medium Rain | . 80 | 3.2 | 20 | 43 |
| Heavy Rain | 1.5 | 5.4 | 70 | 140 |

to calibrate the scatterometer. The surface roughness model needed in the computation is based on the composite surface model developed in Chapter III .

### 4.2 THEORETICAL APPROACH

### 4.2.1 The Radiative Transfer Equation

To study the radiative transfer problem of the planets, astronomers have formulated the equation of radiative transfer. By solving this equation the intensity of radiation from the planets under specific conditions can be obtained. A downward looking radiometer at altitude $\boldsymbol{z}$ above the ground surface receives the intensity of radiation from the ground surface as well as the intervening atmosphere. Hence the radiative transfer equation can also be applied to compute the intensity of radiation received by the radiometer. The radiative transfer equation for radiometric temperature computation has already been formulated (Stogryn, 1964; Shifrin, 1969). In radiometric temperature computation, the apparent temperature at any point is defined as the temperature of an equivalent blackbody which emits the same intensity as the existing radiation intensity at any point. Thus, at microwave frequency, the apparent temperature $T_{a j}(\delta, \theta, \phi)$ is related to the radiation intensity $I_{j}(z, \theta, \phi)$ in the form

$$
\begin{equation*}
I_{j}(\gamma, \theta, \phi)=\frac{k \nu^{2}}{c^{2}} T_{a j}(z, \theta, \phi) \tag{4.1}
\end{equation*}
$$

where $j$ represents the polarization state either horizontal ( $h$ ) or vertical ( $v$ ) polarization; $K$ is the Beltzman's constant; $\mathcal{\nu}$ is the propagation frequency; $c$ is the velocity of light, and $z, \theta, \phi$ are the coordinates that specify the point of interest.

In what follows we shall assume a uniform horizontally stratified atmosphere and choose a coordinate system with the $z$ axis normal to the earth surface and the origin at the earth-atmosphere boundary directly below the point in the atmosphere under consideration (Figure 4.1). By expressing the apparent temperature at point $J$ and in the direction $\theta$ and $\phi$ as $T_{a j}(J, \theta, \phi)$, and assuming ( 1 ) the mechanism of raindrop scattering to be a random function unitormly distributed from 0 to $4 \pi$ steradian for both polarizations, and (2) the radiation process to be


Figure 4.1 The coordinate system in the atmosphere for expressing the incident and scattering of the polarized apparent temperature.
dominated by thermal radiation, the radiative transfer equation may be written in the form (Stogryn, 1964)

$$
\begin{array}{r}
\cos \theta \frac{d T_{a j}(z, \theta, \phi)}{d z}+\left[\alpha(z)+\beta_{s c}(z)\right] T_{a j}(z, \theta, \phi)=\alpha(z) T_{a i r}(z) \\
+\beta_{s c}(z) \int_{0}^{2 \pi} \int_{0}^{\pi} \gamma(\cos \theta) T_{a j}\left(z, \theta_{s}, \phi_{s}\right) \sin \theta_{s} d \theta_{s} d \phi_{s} \\
j=k \text { or } v \tag{4.2}
\end{array}
$$

where $\operatorname{Taj}_{\mathrm{aj}}(子, \theta, \Phi)$ is the apparent temperature with $j$ polarization at an altitude of $j$ and in the direction $\theta$ and $\phi$. The first term on the righthand side of (4.2), namely $\alpha(z) T_{\text {air }}(z)$, is the source function due to thermal radiation. $\alpha(z)$ is the total absorption coefficient of the atmosphere, $T_{\text {air }}(z)$ is the thermometric temperature profile of the atmosphere. The second term on the righthand side of (4.2) is the source function due to particle scattering (for instance, rain drops) of the incident radiation from all directions into the direction of interest. $\beta_{s c}(z)$ is the scattering coefficient of precipitation per unit volume at an altitude $z ; Y(\cos (4))$ is the scattering phase function of precipitation per unit volume with

$$
\begin{equation*}
\cos \theta=\cos \theta \cos \theta_{s}+\sin \theta \sin \theta_{s} \cos \left(\phi-\phi_{s}\right) \tag{4.3}
\end{equation*}
$$

$\theta, \phi=$ observing angles
$\theta_{s}, \phi_{s}=$ scattering angles.
A detailed analysis of $\beta_{s c}(z)$ and $\gamma(\cos \otimes)$ will be presented in the following section.

### 4.2.2 Apparent Temperature Theory with $\beta_{s c}$ Neglected

Under clear sky, cloudy sky and light to moderate rain conditions the effects of scattering by the atmospheric constituents may be neglected for observation frequencies less than 20 GHz (Porter, 1970). Under these conditions; the source function in (4.2) consists only of the thermal radiation term and (4.2) reduces to the form:

$$
\begin{equation*}
\cos \theta \frac{d T_{a j}(z, \theta, \phi)}{d z}+\alpha(z) T_{a j}(z, \theta, \phi)=\alpha(z) T_{a i r}(z) \tag{4.4}
\end{equation*}
$$

For uniformly straitified atmosphere bounded below by an isotropic surface, there is no azimuthal variation. For this case (4.4) becomes

$$
\begin{equation*}
\left.\cos \theta \frac{d \operatorname{Taj}_{a j}}{d j}, \theta\right)+T_{a j}(z, \theta) \alpha(z)=T_{\operatorname{air}}(z) \alpha(z) . \tag{4.5}
\end{equation*}
$$

Equation (4.5) is a first order differential equation. It can be solved with appropriate boundary conditions. The solution for a downward looking radiometer situated at an altitude $z$ above the ground has been found to be (Stogryn, 1967)

$$
\begin{align*}
T_{a j}(z, \theta)=L(z, \theta)\left[\epsilon_{j}(\theta) T_{g}+T_{r j}(\theta)\right] & +T_{a+m}(z, \dot{\theta})  \tag{4.6}\\
j & =k \text { or } v
\end{align*}
$$

where $T_{a j}(z, \theta)=$ apparent temperature at an altitude $z$, and nadir angle $\theta$.

$$
\begin{align*}
L(z, \theta) & =\text { transmittance } \\
& =\exp \left[-\sec \theta \int_{0}^{z} \alpha(u) d u\right] \tag{4.7a}
\end{align*}
$$

$\alpha(z)=$ total absorption coefficient of the atmosphere at an altitude $\mathcal{J}$.
$\epsilon_{j}(\theta)=$ surface emissivity (see explanation in Chapter III)
$\mathrm{T}_{g}=$ surface thermometric temperature
$\operatorname{Tatm}(j, \theta)=$ atmospheric temperature

$$
\begin{equation*}
=\sec \theta \int_{0}^{z} \operatorname{Tair}\left(z^{\prime}\right) \alpha\left(z^{\prime}\right) \exp \left[-\sec \theta \int_{z^{\prime}}^{z} \alpha(u) d u\right] d z^{\prime} \tag{4.7b}
\end{equation*}
$$

Tair $(子)=$ thermometric temperature profile of the air
$T_{r j}(\theta)=$ reflected sky temperature

$$
\begin{equation*}
=\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi / 2} \gamma_{j}\left(\theta, \theta_{s}, \phi_{s}\right) T_{s k g}\left(\theta_{s}\right) \sin \theta_{s} d \theta_{s} d \phi_{s} \tag{4.7c}
\end{equation*}
$$

$\gamma_{j}\left(\theta, \theta_{s}, \phi_{s}\right)=$ polarized differential scattering coefficients of the surface.
$T_{\text {sky }}\left(\theta_{s}\right)=$ sky temperature

$$
=\sec \theta_{s} \int_{0}^{\infty} T_{\text {air }}\left(z^{\prime}\right) \alpha\left(z^{\prime}\right) \exp \left[-\sec \theta_{s} \int_{0}^{z^{\prime}} \alpha(u) d u\right] \alpha z^{\prime}(4.7 \mathrm{~d})
$$

As shown in (4.6) and (4.7) the apparent temperature contains the attenuated surface brightness temperature, $\epsilon_{j}(\theta) T_{g}$, as well' as the direct and reflected temperature contributions from the atmosphere. To compute the apparent temperature $T_{a j}(z, \theta)$, we use the surface roughness model devel oped in previous chapters and assume sea water temperature to be $290^{\circ} \mathrm{K}$. To account for the temperature contribution from the atmosphere the ARDC standard atmosphere which describes the temperature, the pressure and the water vapor profiles and the absorption coefficients of various constifuents due to different weather conditions are needed. The weather model proposed by meteorologists that describes the spatial distribution of liquid water content and precipitation rates needed in the apparent temperature computation will be discussed separately in the following section.

For an ARDC standard atmosphere, the temperature, pressure and water vapor profiles with altitude are given by:

$$
\begin{align*}
T_{\text {air }}(z) & =T_{g}-6.5 z \circ \mathrm{k} \text { for } z \leqslant 11 \mathrm{~km} \\
& =T_{g}-71.5 \circ \mathrm{k} \text { for } z>11 \mathrm{~km}  \tag{4.8a}\\
P(z) & =P_{g} \exp [-0.143 z]  \tag{4.8b}\\
P(z) & =P_{g} \exp [-z / 2.2] \tag{4.8c}
\end{align*}
$$

where，

$$
\begin{aligned}
\mathrm{Tg} & =\text { sea surface temperature in }{ }^{\circ} \mathrm{K} . \\
\mathrm{Pg} & =\text { sea surface pressure in mm of } \mathrm{Hg} . \\
\rho_{\mathrm{g}} & =\text { sea surface water vapor density in } \mathrm{gm} / \mathrm{m}^{3} . \\
z & =\text { altitude in } \mathrm{km} .
\end{aligned}
$$

For multiple constituent atmosphere and by linear superposition，the total absorption coefficient $\alpha(子)$ in（4．5）and（4．7）can be written in the form

$$
\begin{equation*}
\alpha(z)=\alpha_{c s}(z)+\alpha_{c l d}(z)+\alpha_{\text {rain }}(z) \tag{4.9}
\end{equation*}
$$

where

$$
\begin{aligned}
\alpha_{s s}(z) & =\text { clear sky absorption coefficient } \\
\alpha_{\text {ctd }}(z) & =\text { cloud absorption coefficient } \\
\alpha_{\text {rain }}(子) & =\text { rain absorption coefficient }
\end{aligned}
$$

If there is no cloud or rain，the total absorption coefficient $\alpha(子)$ is due to clear sky absorption only．The same kind of argument can be applied to the other weather conditions．

## A）Clear Sky Absorption Coefficient

The two major contributors to the clear sky microwave absorption spectrum are oxygen and water vapor，thus，the clear sky absorption coefficient is

$$
\begin{equation*}
\alpha_{c s}(z)=\alpha_{\mathrm{O}_{2}}(z)+\alpha_{\mathrm{H}_{2} \mathrm{O}}(z) \quad \text { neper } / \mathrm{km} \tag{4.10}
\end{equation*}
$$

## A．1）Molecular Oxygen

The oxygen molecule absorbs microwave energy through the interaction of its magnetic dipole moment with the electromagnetic field．This phenomena was used by Van Vleck（1947a）to develop expressions for the absorption spectra of molecular oxygen in the microwave region．Oxygen has a series of absorption lines near 60 GHz （often referred to as the oxygen complex）and a single line at 118.75 GHz ． Using 60 GHz as a central line，Van Vleck derived an approximate expression for the absorption by the oxygen complex valid for frequencies outside the $50-70 \mathrm{GHz}$ region．The dependence of the oxygen absorption on temperature and pressure was further investigated by many investigators（Hill and Gordy，1954；Artman and Gordon，

1954；Zimmerer and Mizushima，1961；and Meeks and Lilley，1963）．The more recent results for calculating the microwave absorption by oxygen（outside the $50-70 \mathrm{GHz}$ region）may be summarized by the following expressions：

$$
\begin{equation*}
\alpha_{\mathrm{O}_{2}}(z)=\alpha_{60}(z)+\alpha_{118}(z) \quad \text { nep } / \mathrm{km} \tag{4.11}
\end{equation*}
$$

where，

$$
\begin{align*}
& \alpha_{60}(z)=k_{60} \gamma \nu^{2}\left[\frac{\Delta \nu}{\left(60-\nu^{2}+\Delta \nu^{2}\right.}+\frac{\Delta \nu}{(60+\nu)^{2}+\Delta \nu^{2}}+\frac{\Delta \nu}{\nu^{2}+\Delta \nu^{2}}\right](4.12 a) \\
& \alpha_{118}(z)=k_{118} \gamma \nu^{2}\left[\frac{\Delta \nu}{(118.75-v)^{2}+\Delta \nu^{2}}+\frac{\Delta \nu}{(118.75+\nu)^{2}+\Delta \nu^{2}}\right]  \tag{4.12b}\\
& \nu=\text { frequency in } \mathrm{GHz} \\
& k_{60}=83.50 \\
& k_{118}=1.20 \\
& \gamma=\frac{0.21 P(z)}{\left[T_{\text {air }}(z)\right]^{3}} \\
& \Delta \nu=1.5\left(\frac{P(子)}{760}\right)\left(\frac{293}{T_{\text {air }}(子)}\right)^{1 / 2} \\
& P(z)=\text { atmospheric pressure in } \mathrm{mm} \mathrm{Hg} \text { at altitude } \mathcal{J} \text {. } \\
& \mathrm{T}_{\text {air }}(\mathcal{Z})=\text { atmospheric temperature in }{ }^{\circ} \mathrm{K} \text { at altitude } \mathcal{Z} \text {. }
\end{align*}
$$

A．2）Water Vapa
Though water vapor has only two absorption lines in the microwave part of the electromagnetic spectrum，at 22.23 GHz and 183.3 GHz ，the cumulative effect of the large number of submillimeter water vapor line can be significant．．Using a low frequency approximation for the line shape factor，Van Vleck（1947b）derived an approximate expression for the residual effect of all the major water vapor lines whose resonances are higher than 30 GHz （thereby including the 183.3 GHz line）．These expressions were later modified by other investigators（Barrett and Chung，1962；Chung，1962；and Staelin，1966）to include the dependence on temperature，pressure and water vapor density using experimentally determined values for the line with parameter，$\Delta \mathcal{V}$ ．Thus water vapor absorption can be expressed as：

$$
\begin{equation*}
\alpha_{\mathrm{H}_{2} \mathrm{O}}(z)=\alpha_{22}(z)+\alpha_{\text {res }}(z) \tag{4.13}
\end{equation*}
$$

$$
\begin{align*}
\alpha_{22}(z) & =k_{22} \gamma_{22} \nu^{2}\left[\frac{1}{(22.23,5-\nu)^{2}+\Delta \nu^{2}}+\frac{1}{(22.235+v)^{2}+\Delta \nu^{2}}\right] \quad \text { (4.14a) }  \tag{4.14a}\\
\alpha_{\text {res }}(z) & =k_{\text {res }} \nu^{2} \Delta \nu \frac{\rho(z)}{\left[T_{\text {air }}(z)\right]^{1.5}} \quad n e p / \mathrm{km}  \tag{4.14b}\\
k_{i 2} & =43.2 \\
k_{\text {res }} & =2.55 \times 10^{-3} \\
\gamma_{22}(z) & =P(z) \rho(z)\left(1+0.11 \frac{\rho(z) T_{\text {air }}(z)}{P(z)}\right)\left[T_{\text {air }}(z)\right]^{-3.25} \exp \left[-64^{4} 4 / T_{\text {air }}(z)\right](4.14 \mathrm{c}) \\
\Delta \nu & =2.62\left(1+0.001 \frac{\rho(z) T_{\text {air }}(z)}{P(z)}\right) P(z) / 760\left[T_{\text {air }}(z) / 318\right]^{-0.625} \quad \text { (4.14d) }  \tag{4.14d}\\
P(z) & =\text { water vapor density in } \mathrm{gm} / \mathrm{m}^{3} \text { at altitude } z .
\end{align*}
$$

B) The Absorption Coefficient of Cloud and Rain

Ryde and Ryde (1946) were the first to calculate the attenuation of clouds and rain based on Mie's theory (1908), and their result has been the basis for much of the subsequent works. By using Laws and Parsons (1943) drop-size distribution of various precipitation rates, they calculated the theoretical attenuation coefficient of rain directly in terms of eight different precipitation rates with eight wovelengths from 0.3 to 10 cm at $18^{\circ} \mathrm{C}$. For temperature different from $18^{\circ} \mathrm{C}$, the correction factor is tabulated from 0 to $40^{\circ} \mathrm{C}$ at $10^{\circ} \mathrm{C}$ interval.

For non-precipitating clouds with drop radii much less than the wavelength, the familiar Rayleigh scattering equation was used by Goldstein (1951) to calculate cloud attenuation.

Gunn and East (1954) not only reviewed Ryde's development since 1946, but added the backscattering cross section calculation for clouds and rain which has been widely quoted in radar meteorology. The dielectric constant of ice is very much different from water. Consequently they calculated the attenuation of ice and water clouds separately, and the temperature effect was also included.

Medhurst (1965), using Ryde's theoretical approach; re-calculated the attenuation for rain with five precipitation rates and sixteen wavelengths from 0.3 to 15 cm at $20^{\circ} \mathrm{C}$. He also collected rain attenuation measurements from 1946 to 1962, and compared with his theoretical result. He used a set of theoretical maximum and minimum attenuations for rain to compare with measurements and concluded that the agreement was not entirely satisfactory. There was a tendency
for measured attenuation to exceed the maximum possible levels predicted by the theory. But recent measurements by Brown and Haroules (1969) at 8 GHz to 15 GHz indicate that there is no tendency for measured attenuations to lie above the theoretical maximum values. Hence theoretical calculations seem to provide a reasonable basis for the prediction of attenuation by rain.

Benoit (1968) interpolated Gunn and East's discrete data with respect to frequency and temperature and have come out with one simple empirical equation very convenient for computation purposes, particularly when the temperature varies continuously with respect to height in the atmosphere.

Following Benoit's result, the absorption coefficient for clouds is expressed in the form

$$
\begin{aligned}
\alpha_{c \mid a}(z) & =M \nu^{b} \exp (a) \\
M & =\text { liquid water content of clouds in } \mathrm{gm} / \mathrm{m}^{3} \\
v & =\text { propagating frequency in } \mathrm{GHz} \\
b & =\text { frequency index } \\
b_{\omega} & =1.95 \text { for water cloud } \\
b_{i} & =1.006 \text { for ice cloud } \\
a & =\text { temperature coefficient } \\
a_{\omega} & =-6.866\left[1+0.0045\left(T_{a i r}(z)-273\right)\right] \\
a_{i} & =-8.261\left[1 .-1.767 \times 10^{-2}\left(T_{a i n}(z)-273\right)-4.374 \times 10^{-4}\left(T_{a i r}(z)-273\right)^{2}\right]
\end{aligned}
$$

Figure 4.2 shows Gunn and East's original discrete data and the straight lines were drawn by Benoit using the interpolating equation (4.15).

Presently ávailable absorption coefficients for rain are all expressed in terms of attenvation in $\mathrm{db} / \mathrm{km}$. If the scattering effect is ignored, the attenuation is mainly due to absorption and we can use attenuation coefficient to calculate the apparent temperature. Here we use Gunn and East's empirical expression:

$$
\begin{equation*}
\alpha_{\text {rain }}(z)=a[p(z)]^{b} \tag{4.16}
\end{equation*}
$$

to relate the attenuation to the precipitation rate. $\alpha_{\text {rain }}(z)$ is the attenuation in $\mathrm{d} b / \mathrm{km}$ and p is the precipitation rate in $\mathrm{mm} / \mathrm{hr}$. The parameters $a$ and $b$ are
frequency dependent constants. Referring to Ippolito (1970), the $a$ and $b$ parameters are obtained with Laws and Parson's distribution at three frequencies:
$a=0.008$
$b=1.32$
at 8.9 GHz
$a=0.0125$
$b=1.25$
at 11.1 GHz
$a=0.026$
$b=1.18$
at 13.9 GHz

Ippolito has shown that the attenuation calculated by this formula is between Medhurst's (1965) theoretical maximum and minimum attenuation.


Figure 4.2 Attenuation Coefficient for Clouds.

### 4.2.3 Apparent Temperature Theory with Bsc Included $^{\text {I }}$

Under heavy precipitation a large percentage of precipitating particles exhibit diameters comparable to wavelengths at frequencies in the range 10 to 15 GHz . As a consequence scattering cannot be neglected in considering the transfer of radiation through heavy precipitation. The physical effects are clear. The radiation from the surface not only encounters absorption but also scatters in all directions on its upward course. The addition of "collision" on its upward course, as a consequence, attenuates the surface radiation and reflections more effectively. Similar physical process describes the propagation of the inherent radiation of the atmosphere.

To compute the apparent temperature $T_{a j}(z, \theta, \phi)$, the radiative transfer equation presented in the previous section should be employed and is rewritten below

$$
\begin{array}{r}
\cos \theta \frac{d T_{a j}(z, \theta, \phi)}{d z}+\left[\alpha(z)+\beta_{s c}(z)\right] T_{a j}(z, \theta, \phi)=\alpha(z) T_{a i r}(z)+ \\
+\beta_{s c}(z) \int_{0}^{2 \pi} \int_{0}^{\pi} \gamma(\cos \theta) T_{a j}\left(z, \theta_{s}, \phi_{s}\right) \sin \theta_{s} d \theta_{s} d \phi_{s} \\
j=h \text { or } v(4.2)
\end{array}
$$

A close form solution of (4.2) such as the solution of the first order differential equation presented in the previous section is unwiedly complicared and impractical. A finite difference method that simulates (4.2) as closely as possible at the net points is employed in this study.

$$
\text { Letting } \mu=\cos \theta, \quad \beta_{\text {ex }}(z)=\alpha(z)+\beta_{s c}(z), w(z)=\beta_{s c}(z) / \beta_{a x}(z)
$$

$\tau=\int_{z}^{\infty} \beta_{x x}(z) d z \quad$ (where $\tau$ is called the optical depth of the atmosphere). We may express (4.2) in the form

$$
\begin{array}{r}
\mu \frac{d \operatorname{Taj}(r, \mu, \phi)}{d \tau}+T_{a j}(\tau, \mu, \phi)=(1-\sigma(z)) T_{\operatorname{ain}}(\tau)+ \\
+\infty(\tau) \int_{0}^{2 \pi} \int_{-1}^{1} \gamma(\cos \otimes) T_{a j}\left(\tau, \mu_{s}, \phi_{s}\right) d \mu_{s} d \phi_{s} \\
j=h \text { or } v \tag{4.18}
\end{array}
$$

with $\cos \theta=\mu \mu_{s}+\sqrt{1-\mu^{2}} \sqrt{1-\mu_{s}^{2}} \cos \left(\phi-\phi_{s}\right)$
The direction cosine of $\mu, \mu_{s}$ and the azimuthal angles $\phi$ and $\phi_{s}$ is presented below (Figure 4.3).


Figure 4.3 The coordinate system using the direction cosine and the optical thickness for expressing the incident and scattering of the polarized apparent temperature.

The scattering characteristics of precipitation represented by the function $\beta_{e x}(\tau)$, $\beta_{s c}(\tau), \omega(\tau)$, and $Y(\cos (4)$ in (4.16) are also discussed below. Equation (4.17) consists of three variables $\tau, \mu, \phi$. To further simplify it, the scattering phase function $\gamma(\cos (1))$, can be represented in a finite series of Legendre Polynomials (Shifrin, 1969).

$$
\begin{equation*}
\gamma(\cos \theta)=\sum_{l=0}^{N} r_{l} P_{l}(\cos \theta) \tag{4.19}
\end{equation*}
$$

where $P_{\ell}$ is the Legendre polynomial of order $\ell$. Additional simplification will result when the following iaentity is employed.

$$
\begin{align*}
P_{l}(\cos (\Delta)) & =P_{l}\left[\mu \mu_{s}+\sqrt{1-\mu^{2}} \sqrt{1-\mu_{s}^{2}} \cos \left(\phi-\phi_{s}\right)\right] \\
& =P_{l}(\mu) P_{l}\left(\mu_{s}\right)+2 \sum_{m=1}^{\ell} \frac{(\ell-m)!}{(l+m)!} P_{l}^{m} \cdot(\mu) P_{l}^{m}\left(\mu_{s}\right) \cos m\left(\phi-\phi_{s}\right) \tag{4.20}
\end{align*}
$$

where

$$
P_{\ell}^{m}()=\text { associated Legendre polynomial of order } \ell \text { degree } m .
$$

We thus have

$$
\begin{align*}
\gamma(\cos (\phi) & =\gamma\left(\mu, \phi ; \mu_{s}, \phi_{s}\right) \\
& =\sum_{l=0}^{N} Y_{l}\left[P_{l}(\mu) P_{l}\left(\mu_{s}\right)+2 \sum_{m=1}^{l} \frac{(l-m)!}{\left(l+m_{l}\right)!} P_{l}^{m}(\mu) P_{l}^{m}\left(\mu_{s}\right) \cos m\left(\phi-\phi_{s}\right)\right] \\
& =\sum_{m=0}^{N} A^{m} \cos m\left(\phi-\phi_{s}\right) \tag{4.21}
\end{align*}
$$

where

$$
\begin{align*}
& A^{m}=\left(2-\delta_{0, m}\right)\left[\sum_{l=m}^{N} r_{l}^{m} P_{l}^{m}(\mu) P_{l}^{m}\left(\mu_{s}\right)\right] \\
& \quad(l=m, \cdots, N, 0 \leqslant m \leqslant N)  \tag{4.22}\\
& \delta_{0, m}=\left\{\begin{array}{l}
1 \quad \text { if } m=0 \\
0 \quad \text { otherwise }
\end{array}\right. \\
& \gamma_{l}^{m}=Y_{l} \frac{(l-m)!}{(l+m)!}
\end{align*}
$$

Equation (4.21) suggests that we expand $T_{a j}(\tau, \mu, \phi)$ in the form

$$
\begin{equation*}
T_{a j}(\tau, \mu, \phi)=\sum_{m=0}^{N} T_{j}^{m}(\tau, \mu) \cos m \phi \tag{4.23}
\end{equation*}
$$

When equations (4.21) and (4.23) are substituted into equation (4.17), the following independent equations result:

$$
\begin{align*}
\mu \frac{d T_{j}^{m}}{d \tau}(\tau, \mu) & +T_{j}^{m}(\tau, \mu)=\frac{\pi \varpi(\tau)}{2} \int_{-1}^{1} A^{m}\left(\mu, \mu_{s}\right) T_{j}^{m}\left(\tau, \mu_{s}\right) d \mu_{s} \\
& +(1-w(\tau)) T_{\text {air }}(\tau) \tag{4.24}
\end{align*}
$$

$$
(m=0,1, \cdots, N)
$$

The boundary conditions for a rough surface bounded below and the atmosphere extended to infinity may be approximated in the form

$$
\begin{array}{ll}
T_{j}\left(\tau_{0}, \mu\right)=\epsilon_{j}(\mu) T_{g}+\left[1-\epsilon_{j}(\mu)\right] T_{j}\left(\tau_{0},-\mu\right) . & \mu \geqslant 0 \\
-T_{j}(0, \mu)=0 & \mu \leqslant 0 \tag{4.25}
\end{array}
$$

where $\tau_{0}$ is the total optical depth of the precipitating atmosphere. $\epsilon_{j}(\mu)$ is the rough surface emissivity and $T_{g}$ is the surface temperature.

Let us assume (l) the rough surface is isotropic, and since (2) there are no sources above the atmosphere, and (3) the thermal radiation in the medium is also isotropic in nature. Then the solution of equation (4.24) consists of one term ( $m=0$ ) only and it becomes a function of $\tau, \mu$, and independent of $\phi$.
A) Method of Finite Difference for Solving Radiative Transfer Equation

In order to obtain the function $T_{j}(\tau, \mu)$ numerically, the approximate problem is formulated by confining ourselves to ( $N=$ ) 5 terms in the expressions shown in eqatuions (4.21) and (4.23) and requiring that equation (4.24) and boundary condition (4.25) be fulfilled at the points $\mu_{1}, \mu_{2}, \ldots, \mu_{N}$ in the interval $(0,1)$ and $\mu_{-1}, \mu_{-2}, \ldots, \mu_{-N}$ in the interval $(0,-1)$. The integrals are here replaced by quadrature summations.

A system of ordinary differential equations of the first order with N boundary conditions at $\tau=0$, and another $N$ conditions at $\tau=\tau_{0}$ is obtained for the $2 N$ unknown functions $T_{j}^{i}(\tau)=T_{j}\left(\mu_{i}, \tau\right),(i=1,2, \ldots, N,-1,-2, \ldots,-N)$ of this approximate problem.

We introduce a difference net in $\tau$ in such a way that the boundaries of the different substances in the points of discontinuity of the coefficients of equation (4.24) are points of the net. A finite difference system is obtained by integration over each step of the net ( $\tau_{\ell}, \tau_{\ell+1}$ ) of the system of differential equations for the functions $T_{j}^{i}(\tau)$ on the assumption that these functions can be interpolated linearly over the step. For $N=5$, the system of equations with the subscript $j$ removed, is represented as follows:

$$
\begin{align*}
& \frac{\mu_{1}}{\tau_{l}}\left(T_{l+1}^{\prime}-T_{l}^{1}\right)+ \frac{1}{2}\left(T_{l+1}^{\prime}+T_{l}^{\prime}\right)=\left(1-\omega\left(T_{l}\right)\right) T_{a i r}\left(\tau_{l}\right)+ \\
&+ \frac{\pi \omega\left(\tau_{l}\right)}{2} \sum_{i=1}^{5} a_{i}\left[A\left(\mu_{1}, \mu_{i}\right)\left(T_{l+1}^{i}+T_{l}^{i}\right)+A\left(\mu_{1}, \mu_{i}\right)\left(T_{l+1}^{-i}+T_{l}^{-i}\right)\right] \\
& \vdots  \tag{4.26}\\
& \frac{\mu_{5}}{\tau_{l}}\left(T_{l+1}^{5}-T_{l}^{5}\right)+\frac{1}{2}\left(T_{l+1}^{5}+T_{l}^{5}\right)=\left(1-\omega\left(\tau_{l}\right)\right) T_{a i r}\left(\tau_{l}\right)+ \\
&+\frac{\pi \omega\left(l_{l}\right)}{\sum_{i=1}^{5}} a_{i}\left[A\left(\mu_{5}, \mu_{i}\right)\left(T_{l+1}^{i}+T_{l}^{i}\right)+A\left(\mu_{5},-\mu_{i}\right)\left(T_{l+1}^{-i}+T_{l}^{-i}\right)\right]
\end{align*}
$$

$$
\begin{gather*}
\frac{\mu_{1}}{\tau_{l}}\left(T_{l}^{-1}-T_{l+1}^{-1}\right)+\frac{1}{2}\left(T_{l}^{-1}+T_{l+1}^{-1}\right)=\left(1-\omega\left(T_{l}\right)\right) T_{a i r}\left(T_{l}\right)+ \\
+\frac{\pi \omega\left(T_{l}\right)}{2} \sum_{i=1}^{5} a_{i}\left[A\left(\mu_{l}, \mu_{i}\right)\left(T_{l}^{-i}+T_{l+1}^{-i}\right)+A\left(\mu_{1}, \mu_{i}\right)\left(T_{l}^{i}+T_{l+1}^{i}\right)\right] \\
\vdots  \tag{4.27}\\
\frac{\mu_{5}}{T_{l}}\left(T_{l}^{-5}-T_{l+1}^{-5}\right)+\frac{1}{2}\left(T_{l}^{-5}+T_{l+1}^{-5}\right)=\left(1-\omega\left(T_{l}\right)\right) T_{a i r}\left(T_{l}\right)+ \\
+\quad+\frac{\pi \omega\left(T_{l}\right)}{2} \sum_{i=1}^{5} a_{i}\left[A\left(\mu_{5}, \mu_{i}\right)\left(T_{l}^{-i}+T_{l+1}^{-i}\right)+A\left(\mu_{5},-\mu_{i}\right)\left(T_{l}^{i}+T_{l+1}^{i}\right)\right]
\end{gather*}
$$

Note that

$$
\begin{align*}
& \int_{-1}^{1} f(\mu) d \mu=\int_{0}^{1}[f(\mu)+f(-\mu)] d \mu \\
& \cong \sum_{j=1}^{N} a_{j}\left[f\left(\mu_{j}\right)+f\left(-\mu_{j}\right)\right]  \tag{4.28}\\
& a_{1}=0.11846, a_{2}=0.23931, a_{3}=0.28444, a_{4}=0.23931, a_{5}=0.11846 \\
& \mu_{1}=0.04691, \mu_{2}=0.23077, \mu_{3}=0.50000, \mu_{4}=0.76923, \mu_{5}=0.93509
\end{align*}
$$

where $a_{j}^{\prime}$ s are the weighting factors and $\mu_{j}$ 's are elements of the domain of $T$ when a five point Gaussian quadrature integration technique is employed.

Equivalently this can be written in matrix form as:

$$
\begin{align*}
& A_{l} T_{l+1}^{+}+B_{l} T_{l}^{+}+C_{l}\left(T_{l+1}^{-}+T_{l}^{-}\right)=F_{l}^{+} \\
& C_{l}\left(T_{l+1}^{+}+T_{l}^{+}\right)+B_{l} T_{l+1}^{-}+A_{l} T_{l}^{-}=F_{l}^{-} \tag{4.29}
\end{align*}
$$

with

$$
T_{l}{ }^{+}=\left[\begin{array}{c}
T_{l}{ }^{\prime} \\
\vdots \\
T_{l}^{s}
\end{array}\right], \quad T_{l}^{-}=\left[\begin{array}{c}
T_{l}^{-1} \\
\vdots \\
T_{l}^{-s}
\end{array}\right], \quad F_{l}^{+}=F_{l}^{-}=\left(1-\omega\left(\tau_{l}\right)\right) T_{a i r}\left(\tau_{l}\right)\left[\begin{array}{l}
1 \\
1 \\
1 \\
1 \\
1
\end{array}\right]
$$

$$
\begin{array}{ll}
A_{l}=\left[a_{i j}\right], & a_{i j}=\left(\frac{\mu_{i}}{T_{l}}+\frac{1}{2}\right) \delta_{i j}-\frac{\pi \omega\left(T_{l}\right)}{2} A\left(\mu_{i}, \mu_{j}\right) a_{j} \\
B_{l}=\left[b_{i j}\right] & b_{i j}=\left(-\frac{\mu_{i}}{\tau_{l}}+\frac{1}{2}\right) \delta_{i j}-\frac{\pi \omega\left(T_{0}\right)}{2} A\left(\mu_{i}, \mu_{j}\right)-a_{j} \\
C_{l}=\left[c_{i j}\right] & c_{i j}=-\frac{\pi \omega\left(r_{l}\right)}{2} A\left(\mu_{i}-\mu_{j}\right) a_{j}  \tag{4.30}\\
\delta_{i j}=\left(\begin{array}{ll}
1 & i=j \\
0 & \text { otheriwise }
\end{array}\right.
\end{array}
$$

The boundary conditions of equation (4.25) imply: (a) on the rough surface

$$
T^{+}\left(\tau_{0}\right)=T_{g} \epsilon_{j}^{+}+\left\{[I]-\epsilon_{j}^{+}\right\} \cdot T^{-}\left(\tau_{0}\right)
$$

where

$$
\epsilon_{j}^{+}=\left[\begin{array}{c}
\epsilon_{j}\left(\mu_{i}\right) \\
\vdots \\
\epsilon_{j}\left(\mu_{s}\right)
\end{array}\right]
$$

(b) with no incident radiation above the layer $L$

$$
T^{-}(0)=[0]
$$

(c) an invariance principle is based on the general reflection and emission properties of the layer

$$
\begin{equation*}
T_{l}^{+}=\hat{\sigma}_{l} T_{l}^{-}+\pi_{l} \tag{4.31}
\end{equation*}
$$

with

$$
\hat{\sigma}_{0}=[I]-\epsilon_{j}^{+} ; \pi_{0}=T_{g} \epsilon_{j}^{+}
$$

where $\{1\}$ is the unit vector, $\epsilon_{j}^{+}$is the emission vector of the rough surface, and $\hat{\sigma}_{l}, \pi_{l}$ are the reflection and emission vector of the layer $\left(\tau_{l}, \tau_{0}\right)$. When equation (4.31) is substituted in (4.28) and solved for $\hat{\sigma}_{l}$, and $\pi_{l}$, we get

$$
\begin{align*}
& \hat{\sigma}_{l+1}=-\epsilon_{l}^{-1}\left[C_{l}-\left(B_{l} \hat{\sigma}_{l}+C_{l}\right)\left(C_{l} \hat{\sigma}_{l}+A_{l}\right)^{-1} B_{l}\right] \\
& \pi_{l+1}=\epsilon_{l}^{-1}\left[F_{l+1}^{+}-B_{l} \pi_{l}-\left(B_{l} \hat{\sigma}_{l}+C_{l}\right)\left(C_{l} \hat{\sigma}_{l}+A_{l}\right)^{-1}\left(F_{l+1}^{-1}-C_{l} \pi_{l}\right)\right] \\
& \epsilon_{l}=A_{l}-\left(B_{l} \hat{\sigma}_{l}+C_{l}\right)\left(C_{l} \hat{\sigma}_{l}+A_{l}\right)^{-1} C_{l} \tag{4.32}
\end{align*}
$$

It is also known from the transmission properties of the layer that

$$
\begin{equation*}
T_{\ell-1}^{-}=\hat{\gamma}_{\ell} T_{l}^{-}+\delta_{\ell} \tag{4.33}
\end{equation*}
$$

where

$$
\begin{aligned}
& \hat{\gamma}_{l}=\text { attenuation coefficient of the layer } \\
& \delta_{l}=\text { emission coefficient of the layer }
\end{aligned}
$$

From equations (4.33) and (4.28), the following expressions result.

$$
\begin{align*}
& \hat{\gamma}_{l}=-\left(c_{l} \hat{\sigma}_{l}+A_{l}\right)^{-1}\left(c_{l} \hat{\sigma}_{l+1}+B_{l}\right) \\
& \delta_{l}=\left(c_{l} \hat{\sigma}_{l}+A_{l}\right)^{-1}\left[F_{l+1}^{-}-C_{l}\left(\pi_{l+1}+\pi_{l}\right)\right] \tag{4.34}
\end{align*}
$$

The matrix functional equations shown in equations (4.28) to (4.34) which represent the original finite difference equation are applied to solve the integral differential equation with two boundary conditions given in equation (4.25):

Computationally, the coefficients $\hat{\sigma}_{l}, \hat{\gamma}_{l}, \pi_{l}, \delta_{l}$, are first found for $\ell=0,1, \ldots, L$, using $\hat{\sigma}_{0}=[1]-\epsilon_{j}^{+}, \pi_{0}=T_{g} \epsilon_{j}^{+}$, and the recursive relations given in equations(4.32) and (4.34). These coefficients do not depend on . With these coefficients calculated at every net point, equations (4.31) and (4.33) therefore enable us to find the solutions $T_{l}^{+}$and $T_{l}^{-}$for all values of $l$. To increase the accuracy of the numerical computation, the number of nets for $\mu_{i}$ and $\tau_{l}$ can be increased. Under the assumption that the emission induced by scattering contains equal probability for both polarizations, the system of difference equations presented in equations (4.28) through (4.34) is applicable for either horizontal or vertical polarization; the only difference is the surface reflection and emission characteristics, namely $\hat{\sigma}_{0}=[1]-\epsilon_{j}^{+}, \pi_{0}=T_{g}^{\prime} \epsilon_{j}^{+}$, where $j=k$ or $v \ldots$. B) Scattering Characteristics in Precipitation

The microwave scattering characteristics in precipitation consists of the extinction coefficient, the scattering coefficient and the scattering phase function. Although the extinction coefficient has been computed for various precipitation rates in radar applications (Ryde and Ryde, 1946; Gunn and East, 1954; Medhurst, 1965), the scattering coefficient and phase function are still lacking. In what follows these coefficients will be derived first for a single drop and then the result
will be extended to a unit volume of water drops using an appropriate distribution function.

## (i) Single Drop Characteristics

It will be assumed that the precipitation particles are spherical in shape so that Mie's theory of scattering by a dielectric sphere is applicable. A detailed analysis of Mie's theory can be found elsewhere (Mie, 1908; Stratton, 1941; Van De Hurst, 1957). Here, only a brief outline is given.

Suppose a plane wave $E=\hat{x} \quad e^{j(\omega t-k z)}$, with unit strength, time dependence $e^{j \omega t}$, propagation constant $k$, and polarization in the $z$ direction is incident in the $z$ direction (Figure 4.4), then the scattered electric field, due to a spherical particle situated at the origin, at large distance $R$ is given in the spherical coordinates by

$$
\begin{align*}
& E_{\theta}^{\mathbf{S}}=\frac{-e^{-j k R}}{j k R} A(\theta) \cos \phi  \tag{4.35a}\\
& E_{\phi}^{S}=\frac{e^{-j k R}}{j k R} B(\theta) \sin \phi . \tag{4.35b}
\end{align*}
$$

Figure 4.4 The scattered electric field due to a spherical particle.
where

$$
\begin{align*}
& A(\theta)=\sum_{n=1}^{\infty} \frac{(2 n+1)}{n(n+1)}\left[a_{n}^{s} \frac{P_{n}^{\prime}(\cos \theta)}{\sin \theta}+b_{n}^{s} \frac{d P_{n}^{\prime}(\cos \theta)}{d \theta}\right]  \tag{4.36a}\\
& B(\theta)=\sum_{n=1}^{\infty} \frac{(2 n+1)}{n(n+1)}\left[a_{n}^{s} \frac{d P_{n}^{\prime}(\cos \theta)}{d \theta}+b_{n}^{s} \frac{P_{n}^{\prime}(\cos \theta)}{\sin \theta}\right] \tag{4.36b}
\end{align*}
$$

$P_{n}^{\prime}(\cos \theta)=$ associate Legendre polynomials

$$
\begin{align*}
& a_{n}^{s}=\frac{S_{n}(\rho) S_{n}^{\prime}(m \rho)-m S_{n}^{\prime}(\rho) S_{n}(m \rho)}{\phi_{n}(\rho) S_{n}^{\prime}(m \rho)-m \phi_{n}^{\prime}(\rho) S_{n}(m \rho)}  \tag{4.37}\\
& b_{n}^{3}=\frac{m S_{n}(\rho) S_{n}^{\prime}(m \rho)-S_{n}^{\prime}(\rho) S_{n}(m \rho)}{m \phi_{n}(\rho) S_{n}^{\prime}(m \rho)-\phi_{n}^{\prime}(\rho) S_{n}(m \rho)} \tag{4.37b}
\end{align*}
$$

$$
\begin{aligned}
S_{n}(x) & =\sqrt{\frac{\pi x}{2}} J_{n+\frac{1}{2}}(x) \\
\Phi_{n}(x) & =S_{n}(x)+j C_{n}(x) \\
C_{n}(x) & =(-1)^{n} \sqrt{\frac{\pi x}{2}} J_{-x-\frac{1}{2}}(x) \\
J_{\nu}(x) & =V^{+} \text {order Bessel function of the first kind } \\
\rho & =\text { normalized radius } \\
& =2 \pi a / \lambda \\
\lambda & =\text { wavelength } \\
a & =\text { particle radius (in the same unit as } \lambda) \\
m & =\text { square root of the complex dielectric constant of the particle } \\
& =\left(\epsilon^{\prime}-j \epsilon^{\prime \prime}\right)^{1 / 2} \\
& =\eta(1-j x)
\end{aligned}
$$

The prime symbol in (4.37) indicates differentiation of the function with respect to the variable shown in the argument.

The power scattered by the particle into a unit steradian in the direction $(\theta, \phi)$ is

$$
\begin{equation*}
i(\theta, \phi)=\frac{1}{k^{2}}\left[|A(\theta)|^{2} \cos ^{2} \phi+|B(\theta)|^{2} \sin ^{2} \phi\right] \tag{4.38}
\end{equation*}
$$

For a randomly polarized beam, the scattered power may be obtained by averaging $\dot{\iota}(\theta, \phi)$ over $\phi$, namely.

$$
\begin{equation*}
i(\theta)=\langle i(\theta, \phi)\rangle_{\phi}=\frac{1}{2 k^{2}}\left[|A(\theta)|^{2}+|B(\theta)|^{2}\right] \tag{4.39}
\end{equation*}
$$

The scattering cross section $q(m, P)$ defined as the radio of total power scattered by the particle in all directions to the incident power can be computed by using (4.39) as

$$
\begin{equation*}
q(m, \rho)=2 \pi \int_{0}^{\pi} i(\theta) \sin \theta d \theta \tag{4.40}
\end{equation*}
$$

The scattering coefficient $K_{s c}(m, \rho)$, in turn, defined as the ratio of the scattering cross section to the geometric cross section of the particle, can be computed by using (4.40) and (4.36). It is expressed in the form

$$
\begin{equation*}
K_{s c}(m, p)=\frac{q(m, p)}{\pi a^{2}}=\frac{2}{\rho^{2}} \sum_{n=1}^{\infty}(2 n+1)\left(\left|a_{n}^{5}\right|^{2}+\left|b_{n}^{s}\right|^{2}\right) \tag{4.41}
\end{equation*}
$$

Similarly, the extinction coefficient is expressed as (Van de Hurst, 1957).

$$
\begin{equation*}
k_{e x}(\dot{m}, \rho)=\frac{2}{p^{2}} \sum_{x=1}^{\infty}(2 n+1) R_{e}\left(a_{n}^{s}+b_{n}^{s}\right) \tag{4.42}
\end{equation*}
$$

The scattering phase function, $f(\theta)$, is defined as the ratio of the scattered power directed into a unit solid angle in the direction $\theta$ to the scattering cross section. It is expressed in the form

$$
\begin{equation*}
f(\theta)=\frac{i(\theta)}{q(m, \alpha)}=\frac{|A(\theta)|^{2}+|B(\theta)|^{2}}{2 \pi \alpha^{2} k_{s c}(m, \rho)} . \tag{4.43}
\end{equation*}
$$

From (4.43) it is obvious that

$$
2 \pi \int_{0}^{\pi} f(\theta) \sin \theta d \theta=1
$$

Equation (4.41) through (4.43) are the formulas from which the scattering characteristics of a single drop can be calculated.
(ii) Unit Volume Characteristics

Under the assumption that many particles of different sizes are randomly distributed in space within a unit volume of precipitation, the macroscopic scattering characteristic can be computed by integrating the single drop characteristics with a known drop size distribution function over the entire size distribution frange. The scattering characteristics of precipitation for a unit volume may thus be expressed in the form

$$
\begin{align*}
& \beta_{e x}=\pi \int_{0}^{\infty} a^{2} k_{e x}(m, \rho) N(a) d a  \tag{4.44}\\
& \beta_{s c}=\pi \int_{0}^{\infty} a^{2} k_{s c}(m, p) N(a) d a \tag{4.45}
\end{align*}
$$

$$
\begin{equation*}
\gamma(\otimes)=\frac{\pi}{\beta_{s c}} \int_{0}^{\infty} a^{2} k_{s c}(m, \rho) f(\theta) N(a) d a . \tag{4.46}
\end{equation*}
$$

where
$\beta_{e x}=$ extinction coefficient per unit volume of precipitation in neper/cm
$\beta_{s c}=$ scattering coefficient per unit volume of precipitation in neper/cm
$\gamma(0)=$ scattering phase function per unit volume of precipitation
$a=$ radius of raindrop in cm
$N(a)=$ drop size probability density function in the precipitation
For the case of a Marshall-Palmer distribution, the probability density function is expressed in the form

$$
\begin{equation*}
N(a)=2 N_{0} \cdot \exp \left(-c_{0} a\right) \tag{4.47}
\end{equation*}
$$

where

$$
\begin{aligned}
& N_{0}=8 \times 10^{-2} \mathrm{~cm}^{-4} \\
& C_{0}=82 p^{-0.21} \mathrm{~cm}^{-1} \\
& P=\text { precipitation rate in millimeter per hour }
\end{aligned}
$$

(iii) Computed Scattering Characteristics of Precipitation

From the above derived equations, the extinction coefficient, the scattering coefficient, and the albedo of scattering can be computed and are given in Table 4.1 with different frequencies, precipitation rates, and raindrop temperatures: The scattering phase function versus angles are plotted in Figure 4.5 through 4.8.

From Table 4.2, it is shown that extinction and scattering coefficients increase with increasing precipitation rate and frequency. On the other hand a decreasing raindrop temperature will increase the albedo of scattering. For precipitation rate less than $10 \mathrm{~mm} / \mathrm{hr}$ and microwave frequency below: 9 GHz , the scattering effect is negligible since the contribution of the scattering term is less than five percent of the total energy.

From Figure 4.5 through 4.8 , it is shown that an increasing precipitation rate at 13.9 and 8.9 GHz will increase the backscattering power. As mentioned before, this scattering phase function can be approximated by a finite series of Legendre polynomials

$$
\begin{equation*}
\gamma(\cos \theta)-\sum_{l=1}^{N} r_{l} P_{l}(\cos \theta) \tag{4.19}
\end{equation*}
$$

TABLE 4.2
the extinction coefficient, the scattering coefficient, and the albedo of precipitation

|  | Temp. ${ }^{\circ} \mathrm{K}$ | 273 |  |  | 283 |  |  | 293 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Freq. GHz | Coefficient | $\begin{aligned} & k_{m}^{-1} \\ & \beta_{\text {ex }} \end{aligned}$ | $\begin{aligned} & k_{m}^{-1} \\ & \beta_{\mathrm{sc}} \\ & \hline \end{aligned}$ | $\omega$ | $\begin{aligned} & k_{m}^{-1} \\ & \beta_{\mathrm{ex}} \end{aligned}$ | $\beta_{s c}^{k_{m}^{-1}}$ | $\omega$ | $\begin{aligned} & k_{m}^{-1} \\ & B_{\mathrm{ex}} \end{aligned}$ | $\mathrm{B}_{\mathrm{sc}} \mathrm{k}_{\mathrm{m}}^{-1}$ | $\omega$ |
|  | 10 | . 0318 | . 00147 | . 046 | . 0307 | . 00151 | . 049 | . 0288 | . 00157 | . 054 |
| 8.9 | 20 | . 0729 | . 00426 | . 058 | . 0735 | . 00440 | . 060 | . 0723 | . 00460 | . 064 |
|  | 30 | . 1185 | . 00792 | . 067 | . 1222 | . 00821 | . 067 | . 1230 | . 00859 | . 070 |
|  | 40 | .1669 | . 01229 | . 074 | . 1743 | . 01278 | . 073 | . 1774 | . 01333 | . 075 |
|  | 9 | . 0558 | . 00372 | . 067 | . 0574 | . 00383 | . 067 | . 0582 | . 00397 | . 068 |
| 11.1 | 20 | . 1251 | . 01070 | . 086 | . 1322 | . 01101 | . 083 | . 1380 | . 01142 | . 083 |
|  | 30 | . 1998 | . 01977 | . 099 | . 2133 | . 02031 | . 095 | . 2251 | . 02101 | . 093 |
|  | 40 | . 2777 | . 03042 | . 110 | . 2985 | . 03148 | . 105 | . 3158 | . 03219. | . 102 |
|  | 10 | . 0942 | . 00949 | . 101 | . 0994 | . 00971 | . 098 | . 1051 | . 00998 | . 095 |
|  | 20 | . 2065 | . 02684 | . 130 | . 2201 | . 02740 | . 124 | . 2350 | . 02800 | . 119 |
| 13.9 | 30 | . 3253 | . 04881 | . 150 | . 3470 | . 04959 | . 143 . | . 3708 | . 05051 | . 136 |
|  | 40 | . 4465 | . 07339 | . 164 | . 4800 | . 07609 | . $159^{\circ}$ | . 5080 | . 07557 | . 149 |



FIGURE 4.5
The computed scattering phase functions of rain.


The computed scattering phase functions of rain.


The computed scattering phase functions of rain.


FIGURE 4.8
The computed scattering phase functions of rain. ,

### 4.3 COMPUTED APPARENT TEMPERATURES OF CLOUDS AND RAIN

### 4.3.1 Introduction

The theoretical investigation given in the previous two sections described in general the equations to be used for various weather conditions. To compute the downward-looking apparent temperature for a $\beta_{\mathrm{sc}}$ excluded weather condition, it is necessary to assume some values for the parameters in (4.6) and (4.7). As can be seen in (4.6) and (4.7) both sea surface brightness temperature and atmospheric contribution play an important role to the total apparent temperature. Here we employ the results of Chapter III and a sea water temperature of $290^{\circ} \mathrm{K}$ to calculate the rough sea surface emissivity at 13.9 GHz . Since sea surface roughness characteristics can be related to wind speed over the sea as mentioned in Chapter II, in what follows we also assume a wind speed variation of 5 to $15 \mathrm{~m} / \mathrm{sec}$ to represent different sea surface roughness.

To compute the appa ent temperature due to atmospheric contribution it is necessary to assume the atmospheric temperature profile, $T_{\text {air }}(z)$, and the absorption coefficient for a specific weather condition. In this study unless otherwise stated we apply ARDC standard atmosphere for describing atmospheric temperature profile,

- To compute the clear sky absorption coefficient we also employ ARDC standard atmosphere in which the temperature, pressure, and water vapor profile of atmosphere are given by $(4.8)$. The magnitudes of temperature, pressure, and water vapor density at.sea level are yet to be specified. In the following, an air temperature of $290^{\circ} \mathrm{K}$, a pressure of 760 mmHg and a water vapor density of $7.5 \mathrm{~g} / \mathrm{m}^{3}$ at sea level are assumed.

The presence of clouds and light to moderate rain can be expressed as additional absorption to the already present clear sky absorption and the ARDC standard atmosphere is still applicable. But the spatial distribution of the liquid water content for clouds and the precipitation rate for rain are required to compute the cloud and rain effects. Some realistic clouds and rain models proposed by meteorologists which include the spatial distribution of liquid water content for clouds and precipitation rates for rain are presented below. Subsequent computations of the apparent temperature using these models assumes an observational height of 7 km.


FIG. 4.9 The Computed Apparent Temperature for Observation Through Stratus Clouds

### 4.3.2 Clouds

According to meteorologist classification (Donn, 1964) there are three basic cloud forms, namely cirrus, cumulus, and stratus. All cloud formations consist of these standard forms, a combination of these forms, or a modification of these forms.

Since cirrus clouds are typically thin layers of ice, their absorption (or emission) are relatively insignificant compared with the other cloud types at microwave frequencies. Hence only stratus and cumulus cloud formations are considered. Usually the liquid water content of the cloud varies with height and attains its maximum near the cloud top. However, for convenience of computation, the average value over the total cloud thickness is employed in the calculations to follow.
(i) Stratus

Stratus clouds are typified by a thin layer of low water content clouds. The apparent temperature versus nadir angle calculation of these cloud conditions are based on Neiburger's models (1949) given in Table 4.3.

TABLE 4.3
Neiburger's Stratus Models

| Cases | Altitude Extent <br> $(\mathrm{m})$ | Water Content <br> $\left(\mathrm{gm} / \mathrm{m}^{3}\right)$ |
| :--- | :---: | :---: |
| Case 1 | $30-580$ | .35 |
| Case 2 | $152-520$ | .25 |
| Case 3 | $213-490$ | .20 |

The results for horizontal polarization at 13.9 GHz and $5 \mathrm{~m} / \mathrm{sec}$ wind speed are shown in Figure 4.9.

It is evident that stratus do not contribute much to the rise in the apparent temperature compared to the clear sky case.
(ii) Cumulus

Cumulus clouds are prevalent over the ocean for all seasons. To typify their effect Levine's models (1965) for cumulus are employed (See Table 4.4 below).


FIG. 4.10 The Coniputed Apparent Temperature for Observation Through Cumulus Clouds


FIG. 4.11 The Computed Apparent Temperature for Observation Through cumulus Clouds

TABLE 4.4
Levine's Cumulus Models

| Case | Altitude Extent <br> $(\mathrm{m})$ | Water Content <br> $\left(\mathrm{gm} / \mathrm{m}^{3}\right)$ |
| :--- | :---: | :---: |
| Case 1 | $457-1068$ | 0.5 |
| Case 2 | $457-2590$ | 1.0 |
| Case 3 | $457-3810$ | 1.25 |

The computed apparent temperature versus nadir angle by using (4.6) and (4.7) for these three cases are shown in Figures 4.10 and 4.11 for horizontal and vertical polarization, respectively. Results are also shown for different surface roughness conditions as well as cloud cases. The result indicates that (1) for the same surface condition the thicker and the higher the water content, the higher the temperature rise with respect to clear sky; (2) at larger nadir angles say around 50 degrees horizontal polarization is more sensitive to the temperature rise as compared to vertical polarization; (3) the rise of apparent temperature 'due to the increase of surface roughness, namely increasing wind speed, can be detected in all cumulus cases and (4) comparison of the horizontal apparent temperature curves between clear sky and cumulus cloud (Case 1) (Figure 4.10) a qualitative differentiation between surface effect and cloud absorption effect can be made. The cloud absorption temperature increases with increasing nadir angles, while the surface effect causes the same amount of temperature increase over all nadir angles.
(iii) Overcast

Overcast may be considered as a combination of stratus and cumulus clouds. Frequently an overcast condition can be associated with the warm sector preceding . a cold front. An overcast may be classified according to its depth and water content.

To study these overcast conditions Porter's models (1969) are employed. A description of these overcast situations is shown in Table 4.5.


FIG. 4.12 The Computed Apparent Temperature for Overcast Conditions


FIG. 4.13 The Conputed Apparent Temperature for Overcast Conditions

TABLE 4.5
Porter's Overcast Models

| Classification | Altitude Extent (m) | Water Content <br> $\left(\mathrm{gm} / \mathrm{m}^{3}\right)$ |
| :--- | :---: | :---: |
| Light (sun visible) | $300-650$ | 0.33 |
| Medium (light sky) | $400-900$ | 0.67 |
| Heavy | $500-3200$ | 1.00 |

The apparen't temperature characteristic for these overcast conditions are shown in Figures 4.12 and 4.13 for horizontal and vertical polarization with sea surface wind speed of $5 \mathrm{~m} / \mathrm{sec}$ and microwave frequency of 13.9 GHz . In the figures, the horizontal polarization exhibits an increasing sensitivity with nadir angles under the overcast condition. A $70^{\circ} \mathrm{K}$ separation between the heavy overcast and the clear sky condition can be observed at nadir angles in the vicinity of 70 degrees. The response for the vertical polarization on the other hand shows maximum sensitivity to clouds only at nadir.

### 4.3.3 Light to Moderate Rains

The extent of precipitation over the world at any time is small in comparison to the extent of the non-precipitating regions. The frequency of rain over oceans is known to be even lower than that over land. As a consequence the operation of a combined radiometer-scatterometer will not be impeded often by rain. It is important, however, to estimate the effects of rain on the radiometric observation to attempt to discriminate between precipitating and non-precipitating regions.

The characteristics of precipitation have largely been described over land. No information regarding vertical rainfall distributions has been found for rain over oceans. It is assumed that the rain characteristics over land and sea are similar. In this respect Valley's rain models (1965) are used in computing the apparent microwave temperature. He described several cases, only one case, however, is treated here.


FIG. 4.14 Precipitation and Water Content Distribution for Extensive Showers


FIG. 4.15 The Computed Apparent Temperature for Observations Through Rain


FIG. 4.16 The Computed Apparent Temperature as a function - of Precipitation Rate

This case is representative of summer rain in temperate latitudes and with a slight increase in temperature, of widespread tropical rains as well.

This model typifies widespread uniform precipitation and not showery conditions. The precipitation and cloud characteristics are shown in Figure 4.14 and Table 4.6 respectively. As a result of different updrafts, four different precipitation rates can be described for each case.

TABLE 4.6
Valley's Rain Model

|  | Rain Parameters |  | Cloud Parameters |  |
| :--- | :--- | :--- | :--- | :--- |
| Updraft <br> Condition <br> $(\mathrm{m} / \mathrm{sec})$ | Altitude <br> Extent <br> $(\mathrm{m})$ | Precipitation <br> at $z=0$ <br> $(\mathrm{~mm} / \mathrm{hr})$ | Altitude <br> Extent <br> $(\mathrm{m})$ | Water <br> Content <br> $\left(\mathrm{gm} / \mathrm{m}^{3}\right)$ |
| 0.4 | $0-3100$ | 10.3 | $3100-7000$ | 0.30 |
| 0.3 | $0-3200$ | 7.9 | $3200-7000$ | 0.25 |
| 0.2 | $0-3300$ | 5.2 | $3300-7000$ | 0.15 |
| 0.1 | $3-3500$ | 2.8 | $3500-7000$ | 0.10 |

The computed apparent temperature characteristics are shown in Figures 4.15 and 4.16. From Figure 4.15 it is evident that the sensitivity to rain is greater at higher angles for small rainfall rates than for larger rainfall rates. In Figure 4.16, an approximately linear correlation of apparent temperature rise with respect to precipitation rate are demonstrated at nadir. From this it may be possible to predict precipitation rate from the measured apparent temperature whenever the surface characteristic is known. It is also clear that the radiometric contributions by rain are notably larger than those of clouds.

### 4.3.4 Heavy Rain

Based on finite difference method described in earlier sections, computer programs are developed to compute the apparent temperature as observed at altitudes above heavy rain. The results for two uniformly distributed precipitation rates, 10


FIG. 4.17 The Computed Apparent Temperature for a Precipitation Rate of $10 \mathrm{~mm} / \mathrm{hr}$.


FIG. 4.18 The Computed Apparent Temperature for a Precipitation Rate of $10 \mathrm{~mm} / \mathrm{hr}$.


FIG. 4.19 The Computed Apparent Temperature for a Precipitation Rate of $30, \mathrm{~mm} / \mathrm{hr}$.


FIG. 4.20 The Computed Apparent Temperature for a Precipitation Rate of $30 \mathrm{~mm} / \mathrm{hr}$.
$\mathrm{mm} / \mathrm{hr}$ and $30 \mathrm{~mm} / \mathrm{hr}$, are shown in Figure 4.17 through 4.20 for both horizontal and vertical polarizations.

In the figures both scattering-included and-excluded cases are given for comparison. For scattering-excluded case, we assume the albedo of scattering to be equal to zero in the radiative transfer equation given in (4.33). Since the source function induced by the scattering term is not as effective as the thermal radiation source, a decrease of the computed temperature is clearly evident when the scattering effect is included. At larger nadir angles (greater than $60^{\circ}$ ) the effect of scattering is seen to increase and causes a larger decrease in the observed apparent temperature. The effect of scattering is most significant as the precipitation rate increases.

### 4.4 CORRELATION OF EXCESS APPARENT TEMPERATURE WITH ATTENUATION

### 4.4.1 Introduction

The primary advantage of having a radscat system as opposed to a scatterometer system is that it allows correlation of the excess apparent temperature (i.e., the difference between the total apparent temperature and the surface brightness temperature) with the attenuation, thus providing a correction factor for the scatterometer data. This, in turn, improves the wind speed estimation over the sea when cloud and rain intervene.

Direct numerical computation employing (4.6) to plot the attenuation given by $L(\theta, z)$ versus apparent temperature difference is possible but tedious. In what follows a simplified model is used to investigate the correlation between the excess temperature and atmospheric attenuation.

The apparent temperature for a downward looking radiometer located at an altitude $z$ above the sea surface with nadir angle $\theta$, as derived in section 4.2.2 for non-scattering atmosphere, has the form

$$
\begin{equation*}
T_{a j}(\theta, j)=L(\theta, z)\left[\epsilon_{j}(\theta) T_{g}+T_{r j}(\theta)\right]+T_{a t m}(\theta, j) \tag{4.6}
\end{equation*}
$$

where $J$, refer to the state of polarization; $L(\theta, J)$ is the transmittance; $\epsilon_{j}(\theta) T_{g}$ is the surface brightness temperature; $\epsilon_{j}(\theta) T g$ is the temperature emitfed by the atmosphere between the surface and the height $z$ in the direction $\theta ; T_{r_{j}}(\theta)$ is the reflected sky temperature. $\quad \operatorname{Trg}_{\mathrm{rj}}(\theta)$ is also expressible in the form

$$
\begin{equation*}
T_{r j}(\theta)=\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi / 2} r_{j}\left(\theta, \theta_{s}, \phi_{s}\right) T_{s k y}\left(\theta_{s}\right) \sin \theta_{s} d \theta_{s} d \phi_{s} \tag{4.7c}
\end{equation*}
$$

with

$$
\epsilon_{j}(\theta)=1-\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi / 2} Y_{j}\left(\theta, \theta_{s}, \phi_{s}\right) \sin \theta_{s} d \theta_{s} d \phi_{s}
$$

where,$j$ is either $h$ or $v$ and $\gamma_{j}\left(\theta, \theta_{s}, \phi_{s}\right)$ is the surface differential scat- . tering coefficient.

Due to the complexity of $\gamma_{j}\left(\theta, \theta_{s}, \phi_{s}\right)$ as derived in Chapter 3 and the integration needed to obtain the reflected sky temperature, the problem can only be evaluated numerically. However, in numerical computation the parameters that affect the apparent temperature cannot be easily visualized. To circumvent this difficulty a simplified model is employed to analyze the correlation of the excess temperature with attenuation.

$$
\begin{align*}
\frac{\text { Let }}{\bar{\rho}_{j}(\theta)} & =\frac{1}{4 \pi T_{s k y}(\theta)} \int_{0}^{2 \pi} \int_{0}^{\pi / 2} Y_{j}\left(\theta, \theta_{s}, \phi_{s}\right) T_{s k y}\left(\theta_{s}\right) \sin \theta_{s} d \theta_{s} d \phi_{s} \\
& \approx \frac{T_{s k y}(\theta)}{4 \pi T_{s k y}(\theta)} \int_{0}^{2 \pi} \int_{0}^{\pi / 2} Y_{j}\left(\theta, \theta_{s}, \phi_{s}\right) \sin \theta_{s} d \theta_{s} d \phi_{s}  \tag{4.48a}\\
& \approx 1-\epsilon_{j}(\theta) \tag{4.48b}
\end{align*}
$$

where $\overline{\rho_{j}}(\theta)$. represents a weighted average sea surface reflectivity with respect to specific sky temperatures. Under many circumstances involving clear sky, stratus, cumulus, overcast and light rain at frequencies below 15 GHz , and nadir angle less than 70 degrees, it is found that $\bar{\rho}_{j}(\theta)$ is insensitive to $T_{\text {sk }}(\theta)$ variation or atmospheric changes. It mainly depends on surface characteristics as can be expressed in terms of (4.48b) or (4.48c) without significant error.

Using (4.48), we can express (4.6) in the form

$$
\begin{equation*}
T_{a j}(\theta, z)=L(\theta, z)\left[c_{j}(\theta) T_{g}+\bar{p}_{j}(\theta) T_{s k y}(\theta)\right]+T_{a t m}(\theta, z) \tag{4.49}
\end{equation*}
$$

The significant advantage of (4.49) over (4.6) is that the reflected sky temperature $T_{r j}(\theta)$ is now expressed as the product of the effective surface reflectivity $\bar{\rho}_{j}(\theta)$ $\bar{P}_{j}(\theta)$ and the sky temperature, and that $\bar{P}_{j}(\theta)$ depends only on surface characteristics.

To further simplify the problem, $T_{\text {sky }}(\theta)$ can also be written in the form (Peake, 1969)

$$
\begin{equation*}
T_{\text {sky }}(\theta)=\left(1.12 T_{\text {air }}(0)-50\right)\left(1-e^{-T_{0} \cdot \sec \theta}\right) \tag{4.50}
\end{equation*}
$$

where $T_{\text {air }}(0)$ is the air temperature at the ground level; and $\tau_{0}$ is the total optical depth at nadir. The total optical depth $\tau_{0}$ is given by

$$
\begin{equation*}
\tau_{0}=\int_{0}^{\infty} \alpha(z) d z \tag{4.51}
\end{equation*}
$$

where $\alpha(z)$ is the absorption coefficient of the atmosphere per unit length at altitude 子.

Similarly, we can also express $\operatorname{Tatm}(\theta, z)$ in the form

$$
\begin{equation*}
\operatorname{Tatm}(\theta, z)=(1.12 \operatorname{Tair}(0)-50)\left(1-e^{-r \sec \theta}\right) \tag{4.52}
\end{equation*}
$$

with

$$
\begin{equation*}
\tau=\int_{z}^{z} \alpha(z) d z \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
L(\theta, z)=e^{-\tau \sec \theta} \tag{4.54}
\end{equation*}
$$

By employing (4.49) through (4.54), the correlation of excess temperature with attenuation is presented below.

### 4.4.2 Analysis

To make the analysis simpler we assume the radiometer to be located high enough that the atmospheric temperature $\operatorname{Tatm}(\theta, J)$ is about the same as the
sky temperature, ie.

$$
\begin{align*}
T_{\text {atm }}(\theta, z)=T_{\text {sky }}(\theta) & =(1.12 \operatorname{Tair}(0)-50)\left(1-e^{-\tau_{0} \sec \theta}\right)  \tag{4.55}\\
& =T_{M}[1-L]
\end{align*}
$$

where

$$
\begin{aligned}
& T_{M}=1.12 T_{\operatorname{air}}(0)-50 \\
& L=e^{-\tau_{0} \sec \theta}
\end{aligned}
$$

with $子$ so large that we may assume $\tau \cong \tau_{0}$ without significant error. Using (4.55), we can express (4.49) in the form

$$
\begin{equation*}
T_{a j}(\theta)=L\left[\epsilon_{j}(\theta) T_{g}+\bar{\rho}_{j}(\theta) T_{m}(1-L)\right]+T_{M}(1-L) \tag{4.56}
\end{equation*}
$$

When we define the excess apparent temperature, $T_{E_{j}}(\theta)$, as the difference between the total apparent temperature and the brightness temperature due to sea surface only, we get

$$
\begin{align*}
T_{E_{j}}(\theta) & =T_{a j}(\theta)-\epsilon_{j}(\theta) T_{g} \\
& =(1-L) T_{M}\left[1+L \bar{p}_{j}(\theta)\right]+L \epsilon_{j}(\theta) T_{g}-\epsilon_{j}(\theta) T_{g}  \tag{4.57}\\
& =(1-L)\left[T_{M}\left\{1+L \bar{p}_{j}(\theta)\right\}-\epsilon_{j}(\theta) T_{g}\right]
\end{align*}
$$

Letting the attenuation factor, $A$, equal to the inverse of the transmittance, namely

$$
\begin{align*}
A & =\frac{1}{L}=e^{\sec \theta \tau_{0}} \geqslant 1  \tag{4.58}\\
\log _{e} A & =\sec \theta \tau_{0}
\end{align*}
$$

We get

$$
\begin{equation*}
T_{E j}(\theta)=\left(1-\frac{1}{A}\right)\left[T_{m}\left(1+\frac{\bar{P}_{j}(\theta)}{A}\right)-\epsilon_{j}(\theta) T_{g}\right] \tag{4.59}
\end{equation*}
$$



FIG. 4.21 Attenuation as a Function of Excess Temperature for the Conditions Noted

Differentiating $T_{E j}(\theta)$ with respect to $A$ in (4.59), we get

$$
\begin{equation*}
\frac{\partial T_{E j}(\theta)}{\partial A}=\frac{1}{A^{2}}\left[\left\{1-\bar{P}_{j}(\theta)\right\} T_{M}-\epsilon_{j}(\theta) T_{g}+\frac{2}{A} T_{M} \bar{P}_{j}(\theta)\right] \tag{4.60}
\end{equation*}
$$

From (4.59) and (4.60) some remarks can be made: (1) For fixed $T_{g}, T_{m}$ and $\epsilon_{j}(\theta)$ (and hence $\bar{\rho}_{j}(\theta)$ ), the larger the attenuation $A$ the larger the excess apparent temperature, $T_{E j}(\theta)$, and the rate of increase of the excess apparent temperature $T_{E j}(\theta)$, decrease with the increase of the attenuation $A$. (2) For a fixed attenuation $A$ and surface temperature $T_{g}$, decreasing surface emissivity $\epsilon_{j}(\theta)$ will increase both the excess apparent temperature and the rate of increase of the excess apparent temperature with respect to attenuation.

The trend of the excess apparent temperature versus attenuation is demonstrated in Figure 4.21.

In Chapter III it has been shown that the surface emissivity decreases with increasing nadir angle. Thus to obtain a better sensitivity of the excess temperature versus attenuation, it is suggested that the radiometer should look at larger nadir angles, say 50 degrees or larger, and operate in horizontal polarization mode.

## CHAPTER 5

## SUGGESTIONS FOR FUTURE STUDIES

The non-coherent composite surface model is shown to predict scatterometric and radiometric responses of the sea with reasonable accuracy. The use of an isotropic surface model, however, has completely ignored the anisotropic characteristics of the sea surface. The cross wind response, for instance, cannot be distinguished from that of the upwind. Also, the evaluation of the scattering integral by the stationary phase approximation results in a wind speed dependence of the large undulations only through the rms slope of the large structures and not the specific shape of the surface spectrum. It is suggested that future effort for sea scattering theory should accommodate the two dimensional (anisotropic) sea spectrum proposed by oceanographers. This approach may, however, be too involved for microwave emission theory due to the many lengthy numerical integrations required for a number of multiple integrals, but is certainly feasible for radar backscattering with the present computer capabilities.

Theoretical computations of the microwave apparent temperature over the ocean have shown a definite temperature increase due to clouds and rain. However, the cloud and rain models presented are not extensive enough to include all possible conditions. The horizontally non-uniform cloud and rain models that will occur a lot of times should be considered in future studies, although it may further complicate the formulation of the problem. For heavy rain, the solution is based on the uncoupled radiative transfer equation. It may also be extended to a more complicated coupled integral differential equation as given in Stogryn's work.

A simplified model is used to study the parameters that affects the apparent temperature under cloudy and rainy conditions. Good agreement between simplified model and detailed numerical computation for correlating excess temperature with attenuation suggests that the simplified model can also be employed for the sensitivity study of surface parameters such as temperature and salinity of sea water. Further correlations of the excess temperature for detecting a definite rain fall rate in a precipitating atmosphere may also be possible if the related parameters can be estimated properly.

## CHAPTER 6

## CONCLUSIONS

The investigation in the previous chapters presents a complete microwave apparent temperature theory over the ocean. The model for computing the sea surface emission characteristics is the same as the model for deriving the expressions of differential scattering coefficient, since the surface emissivity depends on the differential scattering coefficient of the sea in an integral form given by Peake. On the other hand, the rise of the apparent temperature over the sea due to clouds or rain depends on its absorption (emission) characteristics, atmospheric temperature profile, and the specific meteorological model used.

A bistatic two scale non-coherent scattering theory extended from Symyonov's paper has been developed to yield the expressions for the differential scattering coefficients. The emission and the backscattering characteristics are then derived from the differential scattering coefficients in the standard way. The theory assumed Gaussian surface height distributions and Gaussian correlation functions for both scales of roughness.

The emission and the scattering characteristics are shown to be dependent. on the rms slope of the large undulations $m$, the standard deviation of the small irregularities $\sigma_{1}$, and the correlation length of the small irregularities $\ell$. The wind dependence of the first two parameters is associated with $m$ through slick sea measurements by Cox and Munk, and the $\sigma_{1}$ through the high frequency sea spectrum. The parameter $\ell$ is associated with the shape of the high frequency sea spectrum and can be reasonably chosen by fitting the sea spectrum $\mathrm{BK}^{-4}$ to the assumed Gaussian spectrum. It is noted that the emission characteristics for horizontal polarization is a sensitive measure of $\sigma_{1}$. Thus, $\sigma_{1}$ is established by fitting the emission characteristic to measured data for different wind speeds. The parameters chosen in this way are then used to compute the vertically polarized emission characteristic. Good agreement with measured data and better agreement than single surface model are demonstrated.

The same set of surface parameters at each wind speed is then used to compute the backscatter characteristics. The results except for level are shown to
agree reasonably over all angles with NRL backscatter data under similar wind conditions. Comparison of these characteristics with a single parameter surface model demonstrated better results.

These findings have proven that the validity of the assumed scattering model is better demonstrated when both the predicted backscatter and the emission characteristics are compared with measurements. They have further shown that the measured emission and scattering characteristics with the aid of a reasonable composite surface theory may aid the oceanographer in identifying the wind dependence of the sea spectrum.

Numerical technique has been applied to solve the radiative transfer equation and to determine the cloud and rain effects on the observed apparent temperature when looking downward over the ocean. For large rainfall rates the effects of scattering are found to be significant and are incorporated into the radiative transfer equation.

It is shown that stratus, cumulus, overcast, and rain all contribute significantly to the observed temperature. Larger sensitivities to clouds and rain are observed for horizontally polarized apparent temperature at large nadir angles than for vertically polarized apparent temperature.

Aside from roughness detections, the apparent temperature of a radiometer can be used to infer sea water temperature when surface roughness parameters is being measured by a scatterometer.

The rise of apparent temperature has been found to correlate with the atmospheric attenuation. This result is useful for correcting scatterometric observations. It may also be used to differentiate between a precipitating and a non-precipitating atmosphere when the surface condition is known.
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## APPENDIX <br> FORTRAN IV COMPUTER PROGRAMS

A list of FORTRAN IV computer programs and a brief description of the input and output format are presented in this appendix. The equations and formulas shown in the programs are based on the derivations given in the main text with some modification. The tabulated results and the figures of the main text are computed by applying these programs.

A-1 A computer program for computing the sea water dielectric constant and the plane sea surface emissivity.

In this program the input cards are punched in data-card format with different frequency $\operatorname{FR}(\mathrm{I})$, temperature $\operatorname{TEMP}(\mathrm{I})$ and salinity $\operatorname{SALI}(\mathrm{I})$. The output for the computed dielectric constant is tabulated with respect to temperature and salinity. A different frequency results in a different table. The output for the computed plane sea surface emissivity is tabulated with respect to nadir angle at a ten degree interval for both horizontal and vertical polarizations at one frequency, one temperature and one salinity. For multiple frequency, temperature or salinity input, the output of the computed emissivity is printed out sequentially with preassigned sequence until all values are printed out.

## A-2 A computer program for computing the surface emissivity due to small scale differential scattering coefficient.

This program is written for computing the surface emissivity due to small scale roughness. From this program the contribution of the small scale roughness to the overall emissivity can be estimated. The inputs are punched in constant-card format. The first three constant-cards contain the information on surface roughness parameters, i.e. the rms slope of the large scale sea surface, and the correlation distance and the standard deviation of small scale roughness. On the second two constant-cards are the real and the imaginary parts of the dielectric constant. The output of the computed surface emissivity is printed out versus nadir angle at a ten degree interval for both horizontal and vertical polarization. To compute a different surface condition either due to surface roughness or dielectric properties it is required to change the input card.

A-3 A computer program for computing the modified Fresnel reflection coefficient.
In this program the inputs are punched in constant-card format. The first two constant-cards contain the correlation distance and the standard deviation of small scale roughness. On the second two constant-cards are the real and the imaginary parts of the dielectric constant. The output of the computed results are printed out versus nadir angle at a fifteen degree interval for both horizontal and vertical polarizations. In this program Romberg integration is being employed.

A-4 A computer program for computing the two-scale rough surface emissivity.
The computed results of the last two programs and the differential scattering coefficient due to the large scale roughness have been employed in this program for computing the two-scale rough surface emissivity. Due to the complexity of multiple integration and the averaging procedure only one case is computed in one program time. The inputs are all punched in constant-card format. The first three cards contain the surface roughness parameters. The second two cards contain the real and the imaginary parts of the dielectric constant. The output of the computed surface emissivity is printed out versus nadir angle at a ten degree interval for both horizontal and vertical polarizations.

A-5 A computer program for computing two scale backscattering cross-section.
In this program the input is punched in data-card and constant-card format. The data-card contains the surface parameters i.e. the large and the small scale roughness. The fiwo constant-cards contain the real and the imaginary part of the dielectric constant. The output of the computed backscattering cross-section is printed out versus nadir angle at a ten degree interval for both horizontal and vertical polarizations.

A-6 A computer profram for computing the clear sky and cloudy sky apparent temperatures.

In this program the input data contains three parts. The first part is in readcard format that reads in the required surface emissivity and averaged surface reflectivity. The surface emissivity data are obtained from previous computer
program. The second part of the input is in data-card format. It specifies the standard atmospheric conditions such as the temperature, the water vapor and the pressure at the sea level. The last part of the input data is in read-card format that reads in various cloud conditions, i.e. the cloud thickness and liquid'water contents. The output of the computed apparent temperature is printed out versus nadir angle at a ten degree interval for both horizontal and vertical polarizations. Each cloud condition is printed out in one tabulated form.

## A-7 A computer program for computing the apparent temperature of light to moderate rain.

The input and output format in this program is the same as the above clear and cloudy sky appareñt temperature program. The only difference is in the third part of the input cards. In this program various rain cases are employed instead of cloud conditions.

A-8 A computer program for computing the scattering characteristics of rain.
In this program all the input data are punched in read-card format. The first card contains the number of integrations and the differential increment needed in the integrations to obtain good accuracy. The second card contains the number of frequencies, temperatures, precipitation rates and angles that are required in the computation. The last three cards contain the values of the frequencies, the rain drop temperatures, and the precipitation rates. The output is headed by the title of the problem. For a specific case with one frequency, one temperature and one precipitation rate, the output of the computed results is printed out in two parts. The first part contains the extinction coefficient, the scattering coefficient, and the albedo of scattering. The second part contains the scattering phase function at nineteen different angles at a ten degree interval. For different precipitation rates, temperatures and frequencies, the format of the printed output will repeat as above.

A-9 A computer program for computing the apparent temperature of heavy rain.
This program contains many matrix operations. The matrix inversion subroutine is obtained from computer subprogram library. Hence we only use a call
statement to call in this subroutine. The input data are punched in read-card format. The first card specifics the surface emissivity and reflectivity. The second card specifies the scattering characteristics of rain and the values are obtained from the above program outputs.

The output of the computed results are printed out with respect to nadir angle and increment layer. In this program we assume thirty increment layers for total rain thickness and five nadir angles. Hence, the printed output will contain one hundred and fifty net points. For different precipitation rates and surface conditions that include the change of polarization, it is necessary to change the input card and re-run the program to obtain the computed results.

A-1. A computer program for computing the sea water dielectric constant and the plane sea surface emissivity.


FO=FRTIT
DO $70 \mathrm{~J}=1,6$
TG=TEMPIJ
DO $70 \mathrm{~K}=1,6$
$5=54 L T \mathrm{~K}$ ।
CALL DIFLCOIFQ,TG,SPFI,E2I
EPT, J, $K$ I $=$ E.
$\operatorname{EPP}(1, J, K)=F 2$
70 CONTINTOF
DO $71 \quad 1=1,10$
WRITE 16,121 FRIT
72 FORMAT (1HI,//45X,5HFKEQ $=, F 8.4,4 \mathrm{H} \mathrm{GHZ,//)}$
WRTTE $(6,73)$ TTEMPIJ, $, J=1,61$
73 FORMAT (11X,6(5HTEMP $=, F 5.1,2 H K, 4 X) / /)$ WRTTE 6,221
22 FORMAT $2 \mathrm{X}, 4 \mathrm{HSALI}, 5(4 \mathrm{X}, 2 \mathrm{HE}, 6 \mathrm{X}$, 2HE $2,2 \mathrm{X}) / / 1$
WRTTET6, (4) $S A L T I K T, T E P T, J, K I, E P P I I, T, K T, J=1,6 T, K=1,61$
74 FORMAT ( $13(3 \times F 5.2) / 1)$
7 CONTINUF
$P_{1}=\operatorname{ATAN(1.)} \# 4$.
PITO $=01718.0$
$L=4$
DO $8 \quad 1=1,10$
DO $8 \mathrm{~J}=1,6$
DO $8 \mathrm{~K}=1,10$
El=EP(I, J,L)
Eट=EPP(T, JっL
THFTAL=FLOAT(K-l)*PI10
CFS=CतSTTHFTAT)
SEN=SIN(THETA1)
COS? = CECTOFS
$S I N 2=$ SFNHCFN
FI=FT-STN?
$R=(F 1 * F 1+F 2 * E 2) * * 0.75$
GAMAD=0.5ःATANTRTRFI
$F 2=C F S * \operatorname{COS}(G A M A O)$

EMH (I, J,K) $=4$. *R*F 2*F
GAMAT $=A T$ TNTFCTET 1 I
$G=C F S *(F I * F l+F ? * F ?) * * 0.5$
$R G=R * G *$ COG (GAMAZ-GAMAO)

EMV $(T, J)=4 \cdot * R(* R 4$
TRH(I,J,K) $=$ TFMP (J)*FMH(I,J,K)
TRVTT.J,KT $=$ TEMP (J) \#EMV (T,J,K)
8 CONTINUF
WRITF $(6,21)$
21 FORMAT (IHI,SOHTHIS IS TO CALCULATE THE EMISSIVITY OF SEA SURFACE,) DO II $I=1.10$
WRITE $(6,18)(E M H(1,5, K), K=1,10),(E M V(I, 5, K), K=1,10)$
18 FORMAT (10(4XF 6.4)/1)
11 CJNTINUF
DO $12 J=1,6$
WRITE $(6,19)(E M H(I, J, 1), I=1,10),(T B H(I, J, 1), I=1,10)$
TY FORMATT[OT2XF8.21/1)
12 CONTINUF
STOD
END
-5 FORTRAN NDFCK
SURROUTINF: DIELCO(FQ,TG,S,E1,E2)
PINL=ATANTI•1/25.
$D A M=30 \cdot / F Q$
SWN $=5758.45$
$T C=T G-273$.
$E 5=87.8-15 \cdot 3 * 5$ गाN-0.363*TC
$\mathrm{DMS}=3.38-0.11 * \mathrm{TC}+0.0 \cap 147 * T C * T C+0.0173 * T C * S W N-0.52 * S W N$
THEG=5.*STN+0.12*TC*्रSWN+0.04*TC
$D N=1 .+P I N 2 *(D M S / D A M) * * 0.98$
$D D=2 . * D N-1 .+(D M S /$ SAM $\# * 1.96$
$E 1=4.8+(E S-4.8) * D N / D D$
$E 2=[8 . * T H F G / F Q+\{E S-4 \cdot 8) *(D M S / D A M T * * 0.98 / D D$
RETURN


A-2. A computer program for computing the surface emissivity, $\boldsymbol{\epsilon}_{\mathbf{j}}(\theta)$ due to small scale differential scattering coefficient $\left\langle r_{j}^{\prime}\left(\theta, \theta_{s}, \Phi_{b}\right)\right\rangle$.

FTRTRAN NTEFC
DIMFNSION A(61,61),P(61),E(61),REFH(9), REFV(9), TAH(9), TAV(9)
Tocor9
COMMON /ZZIVCO,THEI,THES,PHIS
COMMON $7 \times \times 7$ FI,E?
DATA (CO(1), I=1,4)/4.,6.,7., 8.1
PI=ATANIT.1*4.
P110=P1/18.
TG $=291$.
K. $Y=61$
$R P=70$
$K \times P=7 * K P-1$
CALL COFFFSTA,P,E,PITKP,KXP,FCTRI,KY)
E1=49.
$E=35$.
DO 4 II =1,1
CKT=COIT1)
E12=(E1-1.)**2+F2*E2
DO $2 k=1,8$
THEI=PI10*FLOAT $(K-1)$
STI=STNTTHFII
CTI=COS(THFI)
CALL RFFCOTCTI, INITORI,R21,R1, OII
$\operatorname{s1MMH}=0.0$
$\cos v=0 . \pi$
D) $3 \mathrm{~L}=1, \mathrm{KXP}$

THES = (TPTFPTLIT*.25
STS=SIN(THFS)
CTS=COSTTHESI
CALL RFFCOICTS,DLS,ORS,RZS,RS,OSI
0 O $3=1$, KX
PHIS=F(M)
$A \mathrm{H}=0.0$
$\wedge v=0.0$
$\mathrm{VCO}=0.17$
n $\cap$ 1? $1 ?=1$, ?
PHTN=T17.
DO $11 \mathrm{I}=1$,?
CALL ANGLETPHHNOCTI,STI,SPI,CPI,CTS,STS,SPSOCPSI
IFICTI.LT•I•E-3.OR.CTS•LT.1.E-3) GO TO 24

(PG) $=$ CPSI* $C P S, 1$

CT=STI**?-つ.*くTI*STS*CPGI+STS**?

VNI=(F)*STI*CTSS-CPS.I*(RI*RS-OT*OS))**?




# SIIMV $=$ SUMV + . $25 *-A V * S I N(T H E S) * A(L, M)$ 

? (OONTINTJF
RF:FV( $\quad K)=S U M V * .0675 / P I * F C T R 1$
RFFHT K $K=S U M H * \cdot N 625 / P 1 * F C T R 1$
TAH ( K) $=$ TG*RFFHI K)
TAVE KI) T T G*RFFVI K)
2 CONT INUF
WRITE (6,5) REFH,RFFV,TAH,TAV
5 FORMAT (1HO,9 ( 2 XE11.4)//)
4 CONT TNUE
STOP
END
SUSHOUTINE REFOO(U,DFL?, DA??,H?,S,?)
COMM; $x \times 10-2$
PHI? = ATA ( H (5? (:1)
$\theta=11 *(F-1+E 1+\mathbb{C} 2=2) * * 5$
EU=F1.-1. $+U+11$

$\square=(E U E E U+52 \Delta E 2) *: 25$

$\theta=$ ?as IV (FHIn)
$=$ ? $=54$


FF:TlE
Eiv!


SUAROUTINE ETEFFT (A,F,E, PI,K,KX,ESTマ1, (Y)

$H=\mathrm{Fl}$
$\Gamma=k-1$
Do 1. $J=2, k \times, ?$
$A(j, k)=-32.0$
1 A $\quad \mathrm{DO}, k-1)=1000 . n$
$A(J, k)=1,4,0$
2. $A(J, K-1)=-34,3$
$A(1, k)=7,0$
$A(k X, k)=7 . n$
$A(1, k-1)=-32$
$A(k X, K-1)=-2$
חon $111=1, K x$
D0 $11 \mathrm{~J}=3,<, 2$
$L=K-J$
$A(\bar{J}, L+1)=j 0, j A(1, K)$
If (LeEO.0) A2 IO $: 1$
$A(1, L)=A(1, K-1)$
11 COMTI!UE

$0=4 / C$
$F(1)=0,0$
$P(1)=-1$
$\Pi!5 I=2, K$
$E(1)=(-(-1)+1$
$5 P(1)=F(1-1)+?$
$k 1=k+1$
$1061=<^{1} \cdot k x$
$5 \mathrm{P}(1)=1(i-1)+2$
J1=?
IO 15 $1=K 1$, $x$
!01 14 J= 1, くX
$14 A(J, I)=A(J, \cup 1)$
$F(I)=-F(J 1)$
$15 J_{1}=\sqrt{1}+1$
FITM:By
$F \therefore r$
EXFOTTF
LIMITS $10,48000,10000$
FNOJOR

A-3. A computer program for computing the modified Fresnel reflection coefficient.



FONCTTON FVITXI
COMPLFX $A, C, E C S, C M A$
COMMON SC.SS.CP2.5P2.EI.F2.ST2
$57=S Q R T 12.1$
CT2=1.-5T2
$E C S=(E 1-(0.0 .1 .0) * E 2) /((E 1+1) * C T 2-.1 .-(0.0,1.0) * E 2 *(T 2)$
$Y \equiv S T K$
$P=Y / S ?$
$Z=5.5 * X$
$Q=Z / S$ ?
COSHP $=$ (EXPTPT+EXPT-PT172.
$E P=E X P(Y)+E X P(-Z)+2 \cdot *$ COSHP *EXP(-Q)
TF XX.LE•I•OT $R=5 Q R$ (I $1 \cdot-X * X)$
IF(X.GT.1.0) $R=(0.0,1.0) * S Q R T(X * X-1.0)$
C=CSTRTTEI-X*X- $10.0,1.0$ )*ERT
$C M B=E C S *(C S Q R T(E 1-S T 2-(0.0,1.0) * E 2)-B * C * S T 2 *(C-B) /(X * X+B * C))$
FVI =REALIB+-MR-CT*EP
RETURN
END
\& FORTRAN NDECK
FONCTTON FVTTXT
COMPLFX $R, C, E C S, C M B, S E L, S E Q, C F V$

## COMMON SC,SS,CP2,SP2,E1,E2,ST2

$52=S Q R T(2$.
STI =SORTTST2T
CT2=1.-ST2
SFL=5T271ET-10.0,1.0T*E21
ECS=CT2-SEL
$\mathrm{Y}=\mathrm{SC*} \mathrm{X}$
$Z=5.5 * x$
$P=Y / S Z$
$\theta=Z / S 2$
(T.SHP $=$ TEXPTPT $+E \times P T-P T 1 / 2 \bullet$

SINHP = $(E X P(P)-E X P(-P)) / 2$.

SP1 $=$ SQRT $(1 .-C P Z) *(E X P(-Z)+S 2 * E \times P(-Q) *$ COSHP)
EP=EXPTYT*CP $2+11 .-(P) / * E X P T-Z)+E X P T-Q 1 *(C O S H P-S P Z * S I N R P 1$
IF (X.LF. $1 \cdot 0) \quad R=S Q R T(1,-X * X)$
IFTX.GT.1.01 $B=10.0,1.01 * S Q R T(X * x-1.01$
$C=$ CSORT $(E 1-X * X-(0.0,1 \cdot 0) * E 2)$
SEQ = CSQRTTEI-STZ-10.n,1.01*E2)
$C: A R=X /(X * X+R * C)$
CFV $=C M B * T(-H) * T I \cdot-S E L T * X^{*} E P=2 * * S T I * S E W * T C I-S P I T I / E C S$
$F V 7=R F A L(C F V)$
RFTURN
END


## A-4. A computer program for computing the two-scale rough surface emissivity $\boldsymbol{\epsilon}_{\boldsymbol{j}}(\boldsymbol{\theta})$.

| 8 | TDFNT S5, OPTION FOR STEVF WIT |
| :---: | :---: |
| FTRTRAN NIFFCK |  |
|  | DIMFNSION A( 61, 61)PP(061), E(061),TATM(U9), ATZ(U9), TREF(10,3,91 |
|  |  |
|  | 2,SFN1(061),SEN?(061),SEN3(061), SEN4(061), SENS(061),SEN6(061) |
| 3,VELT31, EMISTIO, 3,51 , TARETIO, 3,5 , TMESIIU, 3,51, TSKYIO9 |  |
|  |  |
|  | 5,SENOI61), SENS(O61), AP (61,611,PP(61),EPT611 |
| COMMON PI.P1360.E1, E2, CES, SEN, EUI, E12,ES, EC, PE, QE, TM, S20 |  |
|  |  |
| P1 $10=91 / 18.0$ |  |
| PI 360 -2.0*PI |  |
|  |  |
|  |  |
| PT22 $=$ P14512. |  |
|  |  |
| SL0P? $=125$ |  |
| SLOP3 $=.0675$ |  |
| SL0po $=\cdot 18 / 5$ |  |
| $\mathrm{TG}=991$. |  |
| $\begin{aligned} & \mathrm{TM}=1 \cdot 12 * \mathrm{TG}-50 \cdot \\ & c>n=0 \text { n } 0>1 \end{aligned}$ |  |
|  |  |
| $\begin{aligned} E T & =58.6 \\ E ? & =36.6 \end{aligned}$ |  |
|  |  |
|  |  |
| PHIO $=.5$ FATANTE2IEITES SORTIFI21 |  |
|  |  |
| R(2=SQRTIES) |  |
| PF = RQ* ${ }^{\text {cos }}$ (PHIO) |  |
| $\begin{aligned} & \text { EC=PR:RS } \\ & \text { OF=RO*SIN(PHIO) } \end{aligned}$ |  |
|  |  |
| KY=61 |  |
| KYP=61 |  |
| $\begin{aligned} & K=10 \\ & k D=20 \end{aligned}$ |  |
|  |  |
|  | $K \times P=2 * K P-1$ |
| CALL COFFFSTA, P , E PT, K , KX ,FCTRI,KY |  |
| CALL COFFFSIAP,PP, EP,PI,KP, KXP,FCTRZ, KYP I |  |
| CALL SORTTP,O.,PISO,SLOPI,PI,CESI,SENI,KX,KYT <br> CALL SORTIP,PI45,PIOn,SI_OP2,PI, CES2, SEN2,KX,KYI |  |
|  |  |
|  |  |
| CALL SORT(P,PI90,PI, SLOP1, PI, CES8, SEN8,KX,KY) |  |
|  |  |
|  |  |
|  | THFTAI $=$ FLOAT $(K-1) * P 110$ |

CFFEतSTTHTAT)
SFN=SIN(THFTA1)
XT $=$ THFTAT-PTD?
IF (XI.L.T.O.Oi $\times 1=0.0$
$x ?=T H F T A T \not T P I D ?$
IF (X2.GT.PI90) $x$ ? $=P 190$
TTP4 $=x$ TTPT360
SIOPF $=\{P|9 n-x\rangle 1 / P$ I $36 n$
STOP6 $=\left(X 7-X 1 / / P T^{2} 60\right.$
CAI.I. SORT(F, O. $0, X 1$, SLOP4,PI,CFS4,SFN4,KX,KY )
CALL SORTIF, X2,P190,SLOP5,PI,CES5,SEN5,KX ,KY )
CALL SORT(E, X1,X2, SLOP6,PI, (ESG,SENG,KX,KY)
CALL SORT(EP,XI,X2, SLOP6,PI,CES7,SEN7,KXP,KYP)
DO $90 \mathrm{~N}=1$, ?
DO $90 \quad K K=1.2$
$\mathrm{CO}=.004+0.78 \mathrm{E}-3 \mathrm{KV} \mathrm{V}$ ( KK )
FF $2=S L O P T * S L O P 4$

FF $=$ =SIODT*SLOPS
$P 2=P I N T 1 P 22, S L O P 5, C E S 5, S E N 5, C E S 1, S E N 1, C O, N, F F 2, A, K X, K Y$,
FFT $=$ SLOP ${ }^{*}$ SIOPG
P3 $=P$ INT (P33,SLOP6, CES6,SEN6, CES2,SEN2, CO,N, FF2,A,KX,KY)
FF2=Sा_OP力*SLOP6
P4 = PINT (P44, SLOP6, CES7,SEN7,CES3,SEN3,CO,N, FF2,AP,KXP,KYP)
$F F 2=5 L O P 1 \div S T . O P 3$
P5 = PINT (P55,SLOP3, CES9, SEN9, CES8, SEN8, CO,N,FF2,A,KX,KY)
FF2=SLOPI*SLOFO
$P 6=P I N T(P 66, S L O P O, C E S O, S E N O, C E S 8, S E N 8, C O, N, F F 2, A, K X, K Y)$
DRITE (6,7) Fl,P2,P3,P4,P5,P6
7 FORMAT (E (5XF11.4)//)
TINT $=P \mathrm{P}]+P 2+P 3+P 5+P 6 T / P I 360 * F C T R 1+P 4 * F C T R 2 / P I 360$
TARS(K,N,KK)=(1,-TINT)*TG
TREF (K, NoKK) $=(1 P 11+P 22+P 33+P 55+P 66) * F C T R 1+P 44 * F C T R 2) / P 1360$
1/(TM* (1.-FXP(-S $20 /(. E S))$ )
TMES(K,N,KK) =ATL(K)*TTARSTK,N,KK) + TREF (K,N,KKI) +TATM(K)
9 O EMIS (K, N, KK) = 1.-TINT
D) $15 \quad N=1 . ?$

DO $34 \mathrm{~L}=1,2$
14 WRITET6,51 TEMTSTK,NTLT,K=1,91, ITARSTK,N,L),K=I,91
$1,(T R E F(K, N, L), K=1,9),(T M E S(K, N, L), K=1,9)$
5 FORMATIIHO. TI JXFT1.41771
FMIS $(1 \cap, N, 1)=0.0$
TएFFTTO.N.L.TET.
15 CONTINUF
WRTTF $(43,70)$ ITFMTSTK,N,LI,K三1, $101, N=1,21, L=1,21$
1, ( ( $\operatorname{TREF}(K, N, L), K=1,10), N=1,2), L=1,21$
7n FORMATITIF8.471
STOP
TNI

DO $171=1, K X$
$X=F-1 T 1$
$\Delta N G=21+(X+P I) * S L O P$
（FGTI）$=$ COS（ANG）
17 SFN（I）$=$ SIN（ANG）
20－RFTIIRN
END

クI YEUS！J Y $4(\langle Y,\langle Y), Z(K Y), E(K Y)$
$4=31$
C＝＜－1
กว $1 \mathrm{~J}=2,<x$ ，？
$A(1,<)=-32.7$
$i \wedge(j,<-1)=100 ?, 0$
ว） $2 \mathrm{~J}=3,<x$, ？
$\wedge(j, k)=1 ; 1, j$
？ $1(1,6-1)=-51.0$
$1(1,<)=7.0$
$1(\langle X,\langle )=7,3$
$A(1,-1)=-32,0$
$\wedge(<x, k-1)=-3 ?,!$
クว $11 \quad 1=1,<x$
？ 1 1．J＝3，く，？
$L=$－-J
$1(1,1+1)=? .0 \div \wedge(1, k)$
1F（L．E2．0）SO T2 11
$A(1,1)=\Delta(l,<-1)$
1：くうりT！リJ
「こTR1＝4．78ナ＝4／（7nก．0ッC＊C）
？$=1 / 0$
$r(1)=0.0$
$n(1)=-1$
7） $5 \quad 1=2,<$
$\therefore(1)=E(1-1)+?$
三 $\quad$（1）$=?(1-1)+2$
$k 1=K+1$
ก） $61=\langle 1,\langle x$
s $\quad$（ 1$)=p(1-1)+7$
$.11=2$
ग $171=<1$ ，＜
ทう $11 . J=1,<x$
1゙ィ $A(1,1)=A(1,11)$
$F(1)=-\equiv(11)$
$15.11=11+1$ ．
ったないつV
－

FORTRAN NTFFCK
FUNCTION PINT（O，SLOP，CTH2，STH2，（PH2，SPH2，CO，N，F2，A，KX，KY）
DIMFNSION ATKY，KYT，TTIZTKY），STH2IKY），CPFIZIKYT．SPHZTKYI
COMMON PI，PI $360, E 1, E 2, C E S, S E N$ EUI，E12，ES，EC，PE，QE，TM，S20
$0=0.0$
PINT $=0.0$
IF TSLOP．FG．ण．ता रूO 1020
IF（CO．LT．．016）TTT＝1．754＊BS（63．0）
TFTCO．GF．．OIOT TTI $=1 \cdot 754 * B S 195.01$
DRI $=E S+7$＊＊PE＊CRS＋CFS＊CES
DLI＝ES＋？．＊EC＊CES＋CES＊CES＊E12
DO $17 \mathrm{I}=1, \mathrm{KX}$
CTI＝CTH2TIT
TSKY $=T M *(1 .-E X P(-S 20 / C T 1))$
STI＝STH？T11
$\mathrm{V} 3=C E S+C T 1$
VP $\because 2 . * V 3 * * 2 * C 0$
V72 $=\mathrm{V}_{3} * \mathrm{~V}_{3}$
DRS $=E S+2 . *$ PE＊$\left(11+C T T^{*}(T)\right.$
DLS $=E S+2$ ．＊EC＊CT1＋CT1＊CT1＊E12
DO IT M $=1, \mathrm{KX}$
$S P 1=S P H)(M)$
CPT $=$ CPH ${ }^{(1)}$
$V 1=S T 1 * S P 1$
$V \geqslant=$ ST T $*$ CPI－SEN
$V X Y=V 1 * V 1+V \geqslant * V$ ？
V4 $\because=S T T^{*}$ CFS＊（PT＋SEN＊TTI
$\mathrm{R}_{1}=\mathrm{V}_{4} * \mathrm{~V}_{4}+\mathrm{V}_{1} * \mathrm{~V}_{1}$

UU $=132 *(1$ ？
U＝SORTTDTR．01
IF N．F．O．3）GO TO 14
RH2＝1．－4．＊PE＊U／（ES＋2•＊PE＊U＋U＊U）
$R V 2=1 .-4 . * E C * 1 /(E S+7 * * E * U+U * U * E 12)$
RH？$=R R^{* *}\left(1 .-8 \cdot *\left(J * T T^{*}\right.\right.$ FRCR（U））

T4 ONTTNUF．
（F（N．FQ．1）FH）$=(R H) * V 4 * V 4+R V) * V 1 * V 1) / R 1$
TF（N．FQ．？ FH ）$=(R \mathrm{RV}$ ）＊V4＊V4＋RH2＊V1＊V1）／R1
IF（N．FQ． 3 ） FH ？$=1.0$
GAMA＝4＊＊Ul＊FH）＊EXP（－VXY／VP）／（CFS＊VP＊VZ2）
$S P S 2=S P 1 * S P 1$
CPS？$=$ CPl＊CP1
$\mathrm{Qr}=\mathrm{SEN**7-2.*SFN*ST1*CP1+ST1**?}$
PMR＝4．＊TTT＊FXPT－QTI＊CFS＊CTI＊＊2＊EUT＊4。
IF（N．FQ．？）GO TO 15
FTN．FN． 2 ）GO TOTK
$G \wedge M \wedge=G \wedge M A+P M R *(C P \subset) / \cap R S+S P \subseteq) * F S / D L S) / D R I$
GT丁TO 18
15 VNT＝（F1＊SFN＊ST1－CP1＊（PF＊PF－（JE＊Q））1＊＊2

GAMA＝GAMA＋PARR＊（（VN1＋VNつ）／DLS＋SPS）＊FS／DRS）／DLI


A-5. A computer program for computing two scale backscattering crosssection, $\sigma_{B j}^{0}(\theta)$.


A-6. A computer program for computing the clear sky and cloudy sky apparent temperatures.


```
            AT = 0.0
            no 20 J=1,JJ
            AT =AT+0. 㫙(J)
                    CONTINUF
            WRITF16,6031
603 FORMAT(1HO,3X,7HDEGKFES,08X,13HTRANSMITTANCE,IUX,11HT/ATMOSPHER,
    115X.5मTTGडKYT
    DO 30 K=1,10
    THETAT=FLOAT(K-1)*PIIO
    IF(K.FQ.10) THETA1=8.95*PI10
    CF.S=COS(THFTA1)
    ATZ(K)=FXP(-1./CFS*AT)
    ATTN(K)=1n.*ALOG1O(ATZ(K))
        Sl = 0.0
        n0 40 1=1.JJ
        S2 = n.0
        T0 50 J=1.JJ
        S2 = S?+ח.1*AZ(J)
    ち0 CONTINUE
        S{=FXP(-1./CES*S?)
        SI=ST+0.1*S3*TZ(I)*ALTIT
    40 CONTINUF
        TATMIKI=1.TCES*SI
        54=0.0
        m0 70 1=1.300
        S5=0.0
        D0 80 1J=1.1
        S5=S5+0.l*AZ(IJ)
    8O CONTINUF
        S6=FXP(-1./CES*S5)
        54=54+त.1*56*TZ\1T*AZ\1)
    70 CONTINUF
        TSKYTK)=1.TCES*54
        K3=(K-1)*10
    WRITFT6,4 KЗ,ATZTK)OTATM(K),TSKY(K), ATTNIK)
        4 FORMAT(5X,15,4(5X,E16.8)/)
            CONTINIT
            00 15 l=KR,KT
            AZ1TI=NZ11,-(11)
    15 CONTINUF
        THIS IS TO CALCULATE FMIS,TREF,TMES
        H'RITF(6.605)
    605 FORMAITTHO,16X,/FIDEतREES,12X,IIHEMMISSIVITY,13X,IIHT/REFLELTED
        1,15X.1OHTMMEASURFD /1
            00 44 K=1.1n
            DO 44 N=1,?
            00 44 KK=1.4
            TMFS(K,N,KK)=ATZ(K)*(TG*FMIS(K,N,KK)+RFCO(K;N,KK)*TSKY(K)) +TATM(K)
    44 CONTINTIF
    WRITF(6,56) TMFS
    56 FORMATINTOXFG.TITI
    8 CONTINUF
        दागP
    END
```

| \＄ | FORTRAN NHFCR INCODE IRMF |
| :---: | :---: |
| SUBROUTTNE ATMFFTTG，TNNE，PG，FR，H，TATM，ATL，SZO，TSKY，AZ，TZ，ZTDIMFNSION AZ（300），TZ（300），Z（300），TATM（10），ATZ（10），TSKY（10）． |  |
|  |  |
| TTSUPTTOI |  |
| RFAL I WO，L WW，I．WOS，I WW＇S |  |
|  |  |
|  |  |
|  | $J J=10 . * H$ |
| FRS $=F R * F R$ |  |
|  |  |
|  |  |
| $\begin{aligned} & \text { SM } 60=(A R S(F R-F 60) \mid * Z 2 \\ & S P 60=(F R+F 60) * * 2 \end{aligned}$ |  |
| $\begin{aligned} & S M 118=(A R S(F R-F 118) 1 * * ? \\ & S P 18=(F R+F 118) * * 2) \end{aligned}$ |  |
| $\begin{aligned} & 570=0.0 \\ & \text { WRITF } 16,121 \end{aligned}$ |  |
|  |  |
| 17 FORMAT TIHI， $28 H A T T E N \cdot ~ C O E F ~-~ H ~ N E P E R ~ P O R ~ K M ~, ~ / 71 ~$ |  |
|  | no $10 \mathrm{I}=1,300$ |
| $\begin{aligned} & X I=1 \\ & Z(I)=(100 . * \times I-50 .) * 1 . E-3 \end{aligned}$ |  |
|  |  |
|  |  |
| GOTO 24 |  |
| 23 TZ（1）＝ 317 ． |  |
|  |  |
|  |  |
| $P Z=$ Pr＊FXP1－0．143＊21111 |  |
| $P A=1013.25 * P Z * 1.1760$. |  |
| $\begin{aligned} & \text { LKO } \\ & L W W=2.58 E-3 *(1 .+.0147 * D N Z * T Z(I) / P A) * P A *((318 . / T Z(I)) * * .625) \end{aligned}$ |  |
|  |  |
| $\begin{aligned} & G O=0.21 * Z * W * F R S / T Z(1 T * T Z 11 * T Z 111 \\ & G W=1 . * E X P(-644.1 T Z(I)) * F R S * P A * D N Z *(1 .+.0147 * D N Z * T Z(I) / P A) /(T Z(I) \end{aligned}$ |  |
|  |  |
|  | ＊＊3．1251 |
| LWVIS $=$ LWW＊LWW |  |
| LWOS＝LWO＊LWO |  |
| Aつク＝CKフ）＊GW＊（1．／（SMフ）＋LWWS）＋1．／（SP22＋LWWS） |  |
| A $50=C K 50 * 60 *+1.1(S M 60+$ LWOS $1+1.01(S P 60+L W 0 S)+1.01 / F R S+L W O S T 1 ~$ |  |
| Al18＝（K118＊GO＊（1．n／（SM118＋LWOS）＋1．0／（SP118＋LWOS）） |  |
| ARFS三CKRFS＊TNKFRS＊LWWTTLTIT＊＊1．51 |  |
| $4 \geq(I)=\quad A ? ?+\Delta 60+A 118+A R E S$ |  |
| IF（I．FO．JJ）AT＝S？0 |  |
|  |  |
| WRITF TE，IT TZTT，ALTIT， 211,520 |  |
| 10 | CONTINIE |
| WRTIFT6，TT W，AT，डTO，TM |  |
| 11 FORMAT（1HO，4（10XE11．4）／） |  |
|  |  |
|  |  |
|  |  |

```
        Tत-3n }K=1,T
        THF=FIOAT(K-1)#PIIO.
        TFTK.FT.Tता THF=R.95*PITत
        CF(=1./COG(THF)
        TSKY(R)=TM*TT.-FXPT=.5F(*SJOT1
        ATY(K)=FXP(-AT*SFC)
        ST=\Pi.0
        DO 40 I=1.JJ
        57=0.0
    DO 50 J=I,J.J
    50 52=52+.1*\DeltaZ\J)
    40 S1=S1+.1*TZ(1)*AZ(1)*FXP(-S)*SFC)
        TATMIKI=SFC%SI
        S3=0.0
        10 हतl=JJ,}00
        <4=n.0
        00 70 J=JJ,1
    70 54=54+.1*AZ(J)
    60 53=53+.1*TZ(1)*A\11)*EXP(-54*SEC)
        TSUP(K)=SEC*S3
        Kz=1K-1T*10
    30 WRITE(6,14) K3,ATZ(K),TATM(K),TSKY(K),TSUP(K)
    14 FORMAT (5X,15,4110XEI1.417T)
        RETIJRN
            END
            EXFCITTF
$ ITMITS 10,?0000,,1n000
```

A-7. A computer program for computing the apparent temperatures of light
to moderate rain.

TZT1TETSEA－71．＊2T1T11．
IF（TZ（I）．LT．217．）TZ（I）＝217．
万ता 1074
33 rZ（1）＝217．
24 CONTINUF
TN？＝ONの＊FXP（－7（1）／つ．？？
$P T=$ PGFFXPT－0．143＊2T11
$P A=1013.25 * P Z * 1.176 n$ ．
LWO $=1.5 *(T T S F A T T Z T I T * * D .5$ I＊PZTPSEA
$L W W=2.58 E-3 *(1 .+.0147 * D N Z * T Z(1) / P A) * P A *(1318 . / T Z(1)) * * .625)$
LWV $=3.0 *(P Z / 760.1 *(290.1 T Z(1)) * * 0.5$.
$G V=$ SNZ＊FRS＊LWV＊（1290．1TZ（1））＊＊2）／3．0
GO＝0．21＊PZ＊LWO＊FRS／（TZ（I）＊TZ（I）＊TZ（I））
$G W=1 . * E X P(-644.1 T Z(1)) * F R S * P A * D N Z *(1 .+.0147 * D N Z * T Z(1) / F A) /(T Z(1)$
！$* * 3.1251$
$L W W^{\prime} S=L W^{\prime} W * L W W$
LWOS＝LWO＊LWO
LWVS＝LWV＊LWV
SM22＝（ARS（FR－FTつ）${ }^{* *}$ ？
SP2？＝（FR＋F2？）＊＊）
SN 60 ＝（ARSTFR－FKO＇1 $* *$ ？
SP60 $=(F R+F 60) * * 2$
SMIIB $=$（ABSTFR－F118） $1 * * 2$
$5 P 118=(F R+F 118) * * 2$
SM183 $\because$（ARSTFR－FI831）＊＊2
SP183＝ $1 F R+F 183)^{* * 2}$

$460=(K 60 * G O *(1 . /(S M 60+L(W O S)+1.0 /(S P 60+L W O S)+1.0 /(F R S+L W O S))$
$A 118=$（K118＊GOF（1．n7TSM118＋［NOST $+1.07(S P 118+$ LWOS）$)$
A183 $=(\dot{K} 183 * G V *(1 . n /(S M 183+L W V S)+1.0 /(S P 183+$ LWVS $))$

$A Z(I)=1183+A 22+A 60+A 118+A R E S$
IO CONTINTE
DO $8 \mathrm{M}=1, \mathrm{NM}$
REAOT5．77）F．CM
17 FORMAT（8F10．6）
$K R=60$
$K P=5$
$K T=10$
$0091 \mathrm{I}=1, \mathrm{KR}$
ZUEZTI）
IF（FR．FQ．13．9）R（II）$=$ DN＊A130＊P（ ZU）＊＊R139

IF（FR．EQ．11．1）R（I）＝PN＊A111＊P（ ZU）＊＊8111
व1 CONTINTIF
DO $111 \triangleq K R, K T$
$U=T Z T \Gamma=2!3$.
IF（11）R．）．LT．0．01）GO TO 27
CK．＝PN：FR＊＊T．TS＊FXP1－6．866\＃11．＋．0045＊V）
GO $10 \quad 26$

ว6，C（I）＝CM＋rK．

11 CONTINIJF
OO $15 \mathrm{I}=1 . \mathrm{KT}$

$\Rightarrow$ FORMAT(10X,5(10X,F12•4))
[6-A7(1)=AZ(1)+RT1)+(TI)
C THIS IS TO CALCULATE TRANSMITTANCE, TAIM, TSKY
DO IDI IH=1,I
$H=H(I H)$
$J J=10 \cdot{ }^{*} \mathrm{H}$
$\Delta T=0.0$
DO $20 \mathrm{~J}=1, \mathrm{JJ}$
$\Delta T=\Delta T+0 \cdot 1 * A 7(J)$
20 CONTINNF
WRITE(6.603)
603 FOR'VATTTHO, $3 X$, THDEGREES, OBX, 1 3HTRANSMTTTANCE, IUX, IIHTTATMOSPHER, $115 \mathrm{X}, 5 \mathrm{HT} / 5 \mathrm{KY} / 1$
D) $30 \quad K=1.10$

THETA1 =FLOAT $(K-1) * P I 10$
IF (K.EQ.10) THETA1=8.95*PIIO
CES = COS (THETAT)
$A T Z(K)=F X P(-1 \cdot /(E S * A T)$
ATTN(K) $=1 \cap$. $*$ ALOGIO(ATZ $(K))$
SI = 0.0
$0040 \quad I=1, \mathrm{JJ}$
ち? $=$ n.0
DO $50 \mathrm{~J}=$ I, J J
दर = $52+0 \cdot 1$ \#ALTJ)
50 CONTINUE
S3 = EXP (-1. TCES*S2)
S1=S1+0.1*S3*TZ(I)*AZ(I)
40 CONTINTUE
$T A T M(K)=1 \cdot / C E S * S 1$
S4 $=0.0$
$0070 \quad I=1,300$
$55=0.0$
DO $80 \quad$ I $J=1$, I
S5= $55+0.1 * A Z(1 J)$
80 CONTINUF.
$56=F X D(-1 . T C E S * S 5)$
$54=54+0.1 * 56 * T Z(I) * A Z(I)$
70 CONTINUE
TSKY $(K)=1 \cdot / C E S * S 4$
$K 3 \equiv(K-1) * 10$
WRITE $(6,3) K 3, A T Z(K), T A T M(K), T S K Y(K), A T T N(K)$
— FORNATI 5 O, $15,4(5 X, E 16.817)$
30 CONTINISE
THTS IF TO CALCOLATE EMIS,TREF,TMES
WRITF(6.605)
-605 FORMNTTTHO,I6X,7HDEGIREES, IZX,IIHEMMISSIVITY,I $3 X, I$ IHT/REFLECTED 1. $15 \mathrm{X} \cdot 10 \mathrm{HT} / \mathrm{MFASURFE} / 1$

DO $44 \mathrm{~K}=1,10$
(1) $44 \mathrm{~N}=1,2$

DO $44 K K=1,4$
TMES $(K, N, K K)=A T Z(K) *(E M I S(K, N, K K) * T G+R F C O(K, N, K K) * T S K Y(K))+$
ITATMIKI
44 CONT INUF
WRITE(B,71) TMES
71 FORMAT (10(5XF6.2)//)
IDT CONTINTIF
DO $93 \quad I=1, K R$
$A Z 11=A Z(1)-R 11)$
R(I) $=0.0$
93 CONTINIT:
DO 15 I $=K$ R, KT
$A Z T T I=A Z(1)-C(1)$
C(I) $=0.0$
15 CONTINUE
8 CONT INUE
STOP
END

| FORTRAN NINECK |  |
| :--- | :--- |
| \$ | INCONE IGMF |

FUNCTTON PI ZVI
COMMON F
OTVFNSTON F.TTI, ITT, 7
$I=1$
एवं 21 J $=1.6$
$21 D(1, J)=F(J+1)-F(J)$
DO $22 \quad I=2,6$
$\mathrm{NI}=7-\mathrm{I}$
DO $22 \mathrm{~J}=1, \mathrm{NI}$
$22 n(I, J)=n(1-1 \cdot J+1)-n(1-1, J)$
$C=7 U$
$P=F(1)+n(1,1) * 71)$
no $26 \quad \mathrm{I}=2.6$
$C=C *(Z U-F L O A T(1-1)) / F L O A T(I)$
26 P=P+C*ク(I,1)
RETURN
END
\$ EXFCUTE
4 LIMTS IN•20000, $\ln$ Inoo
$\$$ INCONF IGMF

A-8. A computer program for computing the scattering characteristics of rain.


CAILL COEFARTX.RI,AMX.RMX,SMX.5M5, NT
IF (SMX) 41,74,74
74 CONTINTIF
(F(SMS) 41,24,24
$745 \times 1 L=5 \pi \times * E A$
$S S(L)=S M S * E X A$
IF INK.FW.OI GO 10 31
DO $26 \mathrm{~K}=1$, NK
THE =PTIT8.*FLOAT(K-I)
CALL COEFPT(N,AMX,BMX,THE,PI,SPT,STP)

$$
75 \text { CONTINUF }{ }^{\text {IFISP }} \text { (S5,75 }
$$

IF(STP) $41,25,25$
$25 S H(1, K)=(S P T+S T P) * F X A$
36 CONT INIJF.
31 CONTINUF
Th CONTINUF.
$\leqslant 1=S(N D, N I, D P, S X, N A)$
STES(ND,NI,DP,SS,NA)
$54=52 / 51$
WRITF(6,151 51,52,54
15 FORMAT (IHO, 2OHFXTINCT. COEF BEX $=$, E16.8//IX,
1 ZOHSCATTERING COEF BSC $=, E 16.8111 X, 201 H A L B E D O$ OF SCAT. W $=, F 10.41 T$
IF (NK.FQ.O1 GO TO 32
TVTTET6,66T
56 FORMAT $110 \mathrm{X}, 15 \mathrm{HSCAT}$. ANGLES , $5 \mathrm{X}, 10 \mathrm{HMAGNITUDE,1/;}$
T) I? $K=1$, NK

RFT=FLOAT $(K-1) * 10$ 。

$S P(L N)=S H(L N, K)$
TB COYTINUF
$S 3=S(N D, N I, D P, S P, N A) / S$ ?
WPTTET6, 141 RET. 53
14 FORMAT(2(10XF10.4)//)
17 CONTINUF
32 CONTINUF
8 CONTINTIF
(0) TO 47

41 जRITF 16,471
42 FORMATIIHO,38HINCORRECT INPUT OR CALCULATED RESULTS, 1
43 STOP
FND
FOTRTRAN NTECK
C THE FUNCTION IN
THE FUNCTION INTEGRATES SCAT.CHARACT. BY COMPOSITE RULES
FUNCTION STND,NT,TPP,PZ, NAT
MIMFNSION F(6),PZ(NA)
$1=1$
$c=n$. $n$
पス $=1.0$
$F(6)=0.0$
NT17 LL =T, NT
Dn 73 II $=1, \mathrm{NI}$
F(1)=F(6)
no $16 \mathrm{~L}=7,6$
$J=, ~ 1+1$
16 F(L)=PZ(.)
 $A R C=F L O A T(L L+1) / F L O A T(L L)$
CRA = CRATARC
17 F(6)=ARC*F(G)
$\because=S+F$ (BT*(RATMF
RFTIIRN
FNO
\& FORTRAN NOFCK
C THE SURROUTINE CALCULATES THE MIE,EXTINCT•AND SCAT. COEF SURROUTINF COFFAR (X,RI, AMX, RMX,SMX,SMS,N)
COMPLEX Y, RI, AY,AYO,WXNI,WXO,WX, AAX,BAX, AMX,BMX,CAX,BDX
DIMFNSIOV AY(100), $W$ WX(100), $A M X(100), B M X(100)$
$Y=X * R I$
$Y R=R F A L(Y)$
$Y I=-A I M A G(Y)$
YN1=SIN(YR)*(CS(YR)
$Y L=2 . * Y I$
$Y N 2=(F X P(Y L)-F X P(-Y L)) * .25$
YD=STN(YR)*STNTYRT-n. 5+0.25*( EXP(YLT+EXP(-YL)
$A Y O=(Y N 1+(0 ., 1.1 * Y N 2) / Y D$
AY(I) $=-1.7 Y+1.1(1.1 Y-A Y O 1$
$\omega \times 0=5(N(x)+(0 ., 1.1 * \cos (x)$
WXN] = COS (X)-10., 1.1*SIN(X)
WX(1)=WXO/X-WXN1
WXT $21=3 \cdot * W X(11 / X-W \times n$
$C \Delta X=A Y(1) / R I+1 . / X$
RnX=RI*AY(1)+1.1X
$A M X(1)=(C A X * R F A L(W X(1))-R F A L(W X 0)) /(C A X * W X(1)-W \times 0)$

$\Delta C R=1.05-05 * C A R S(\triangle M X(1))$
RCR $=1.0 F-0^{*}($ CARS(RMXII)
IF (ACR.LT•1.0E-06) $\quad A C R=1 \cdot 0 F-06$
IF (RCP. LT. 1.0E-06) $\quad$ RCR $=1 \cdot 0 E-06$
sux=0.0
$5 \mathrm{M} 5=0.0$
DO $3 \quad \mathrm{I}=1,50$
TF T.FB.1) GO TO 9
IF (I.EO.) GO TO ?
$\Delta 1=2 * 1-1$
$W \times(I)=A I * W \times(T-1) / x-W \times(I->)$
$\Delta \mathrm{T}=$ ?
$\Delta Y(I)=-A I / Y+1 . /(A I / Y-A Y(I-1))$
AAX =AYTT TRT+ATIX
ZAX=RI*AY(I)+AI/X

RMX(I) =(RAX*REAL(WX(I))-REAL(WX(I-1)))/(BAX*WX(I)-WX(I-1))
IFTREALTAMXIITFBMXITI.LE.1.E-101 60106
9 CONTIVUF
$A 1=7 \times T+1$
$\operatorname{SMX}=S M X+A I * R F A I$ ( $A M X(I)+R M X(I))$

$A M A=\operatorname{CARG}(A M X(1))$

IF (AMA.IF.ACR.AND.RMA.I.E.RCR) GO TO 6
3 CONTINUF


A-9. A computer program for computing the apparent temperature of heavy rain.


CALL NTPRTTTA．CM．（C．，555，5）
CALL MANO（PC，F，PP．5，1）
TALL MFRTT T，PP，CT．555，T1
CALL MSUR $\mathrm{C}, \mathrm{CT}, F \mathrm{~F}, 5,11$
（ALL MPTVIT（A，FF，DD），5，5，IT
DO $4 \quad I=1,5$
DLIT，IJT＝0DTI，I1
PL（I， 1 J$)=\mathrm{PC}(\mathrm{I}, 1)$
DO $9 \mathrm{~J}=1,5$
QL $(I, J, I J)=R F(I, J)$
GL（I，J，IJ）＝CC（I，J）＊（－1。）
Q（I．J）$=$ RF（I，J）
9 CONT INUF
P（1，1）＝P（11，1）
4 CONTINUF
$I J=\lceil J+1$
IF（IJ－30）2，2，3
3 CONTTNUE
DO $6 \quad 1=1.5$
PHL（I，30）＝0．0
DO 7 JJ $=1,30$
$K=31-\mathrm{JJ}$
TF K．FV．TT GO TO I2
Z（I，K）$=0.0$
D）31 J $=1,5$
$31 Z(I, K)=Z(I, K)+G L(I, J, K) * P H L(J, K)$
PHLTT，K－11 $=2(1, K)+D L 1,(1)$
12 CONTINUF
ZII，K）＝0．n
DO $32 \mathrm{~J}=1,5$

PHP（I，K）＝Z（I，K）＋PL（I，K）
7 CONTINTIE
$X(I)=0.0$
DO $33 \mathrm{~J}=1.5$
$33 \times(I)=X(I)+G L(I, J, 1) * P H L(J, 1)$
PHLOTI）＝XTIT＋DL（I，I）
$Y(1)=0.0$
पO $34 \mathrm{~J}=1.5$
$34 \quad Y(I)=Y(I)+$ QLO（I，J） 2 PHLO（J）
PRPOTI）＝Y（T）＋PLOTT）
6 CONTINUF．
WRTTE 6,11 PRPO，PRP，PHLO ，PRIL
13 CONT INUE
STOP
FND
FORTRAN NITFCK
SURROUT INF ARCF（ARO，PO，P1，P2，TAU，TW，A，R，C，F，K）
ЛIMFNSTतN $A$（5．5才，RT5．51．（．15．5）．FT5，
COMMON U（5），W（5）
加 $\rightarrow$ T $=1.5$
IF（K．C．F． 2$) T W=n \cdot n$
FTI，TT＝T1．－ATSTIETN
DO $2 J=1,5$

GO TO（11．2．2．33），K


ATT，JT＝

R（ $1, J)=$
COF＊$(P \cap+P 1 *(1)(I) *(J)+P 2 * P I * P J)$
$(1,5)=$

GO TO 44


PT $=$ F．※TTTT＊PTI
PJ2＝3．＊い（J）＊PJl
$A(1, J)=C O F *(P T * P 1[* P J T+P 213 . * P 12 * P J 21$
R（I，J）$=$ COF＊（P1＊PII＊PJ1＋P2／3．＊PI2＊PJ2）
C（I，J）$=$ COF＊$(P 1 * P I 1 * P J 1-P 2 / 3$＊$\#$ P12＊PJ2）
（\％） 1044
33 PI $3=2 . *(1 .-U(1) * U(I)$
$P \mathrm{~J}=3=3$＊（1．－11（1）＊（J）J）
$\Delta(1, J)=P$ ？／IT．＊PI 3＊PJ3＊COF
R（I，J）$=P 2 / 12$＊＊PI 3＊PJ3＊COF
C（I．J）$=D 2 / 12 . * P 13 * P J 3 * C O F$
44 CONTINIIF
TF J．EQ．TT GO TO 3
GO TO 2
3 CONTINUF
$A(1, J)=.5+U(J) / T A U+A(1, J)$
R（in，J）$=.5-U(J) / T A U+R(I, J)$
2 CONTINUF
RETIRN
END
SURPMUTIME MSU？（A，3，R，N，M）

1） 11 I＝1，$N$
$1!01 \quad J=1, M$
$1 R(1, J)=A(1, J)-7(1, J)$
FE：TURM
ENE


Mo $1 \quad l=1, N$
「O 1 J＝1．M
1 F（！，J）＝A（I，J）＋ラ（1，J）

EN？
SUGhOUTITE HOR（A，3，R，N，M，L）
ח！！a！
MO 1． $1=1$ N
！（ $1 \quad K=1, L$
$f(1, k)=0,0$
「0 $1 \quad J=1: 11$
$1^{\prime} F(!, k)=\{(1, k)+1(1, J) \Delta B(J, K)$「F：Tいに1．


#### Abstract

"The aeronautical and space activities of the United States shall be conducted so as to contribute . . to the expansion of human knowledge of phenomena in the atmosphere and space. The Administration shall provide for the widest practicable and appropriate dissemination of information concerning its activities and the results thereof." -National aeronautics and Space Act of 1958
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