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FOREWORD
NASTRAN (NASA STRUCTURAL ANALYSIS) has been available to the public since late in 1970. As a large, comprehensive, nonproprietary, general purpose, firite element computer system for structural analysis, NASTRAN is finding widespread acceptance within NASA, other government agencies, and industry.

NASTRAN is available to the public at a cost of $\$ 1,790$, which covers reproducing and supplying the necessary system tapes. Furthermcre, NASA has provided for the continuing maintenance and improvement of NASTRAN through the establishment of a NASTRAN Systems Management Office located at the Langley Research Center. At present, NASTRAN is in use at over 240 locations, including NAGA centers, other government agencies, industry, and commercial computer data centers.

Because of the widespread interest in NASTRAN and because of a desire to better serve the community of NASTRAN users, the NASTRAN System Management Office organized the Third NASTRAN Users' Colloquium at the Lanrley Research Center. September 11-12, 19\%. (Compendiums of papers from previous Colloquiums, 1971 and 1972, were published as NASA TM X-2378 and NASA TM X-2637, respectively.) The colloquium was planned to provide to everyone concerned an onportunity to participate in a comprehensive review of the current status of NASTRAN use, unique applications, operational problems, most desired modifications including new capability, and substructuring.

Individuals actively engaged in the use of NASTRAN were invited to prepare papers for presentation at the colloquium. These papers are included in this volume. Only a limited editorial review was provided to achieve reasonably consistent format and content. The opinions and data presented ara the responsitility of the authors and their respective organizations.

Deetue J. Weidman, Conference Chairman
NAETRAN Systems Management Office
Larigiey Research Center
tiamptor, Va. 23665
Sevtember 1973
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# FUTURE NSMO PLANS FOR MAINTENANCE OF NASTRAN 

By Deene J. Weidman<br>NASA Langley Research Center

## INTRODUCTION

The objectives of the NASTRAN computer program system are to provide a general structural anelysis capability for NASA centers and :ajor NASA contractors and to allow effective use of NASA structural analysis capaicility in otler agencies and industries thrcughout the nation. In addition, the importance of the Space Shuttle project to the nation's spare program makes it imperative to provide iimely improvements to NASTRAN to support analysis and design of the Shuttle vehicle. Shuttle improvements are expected to have general application.

Use of NASTRAN has increased steadily since the second NASTRAN User ${ }^{\circ}$ Colloquium September ll-12, 1972 (ref. 1). The total number of individual users is now estimated to be 2200, an increase of about 50 percent in the past year. NASTRAN is known to be installed gt 240 computer sites in the Uniued States and abroad as identified in the following list:

9 NASA centiers
10 Department of Defense sites
18 Aerospace corpany users
22 Small aircraft company users
181 Nonaerospace users including -
34 Computer company sites
9 Automotive company sites
17 Universities
121 Other users
These estimates are based on the NSMO Newsletter mailing list and are, therefore, believed to be somewhat conservative.

PLANNED DEVELOPMENTS

The overall development plan for NASIRAN is shown in figure 1. The four items on the left of figure 1 are ongoing developments this fiscal jear. The
design and coding for Level 16 is nearly complete. Because substantial changes have been incorporated into Level 16, extensive debugging, checkout, and thorough exercising of this code are planned which will lead to general public release about the end of calendar year 1974. Automated substructuring, diagnostics and DMAP improvements, and other shuttle improvements are all funded by the Space Shuttle project and will not be introduced into the standard ITASTRAN system until after release of Level 16 . A subsonic flutter package has been developed for NASTRAN and is operational in-house. Plans call for its instal. lation into the standard NASTRAir system also after the release of Level 16. A long-range study of the impact of fourth-generation computers on NASTRAN is being initiated in-house and may become a contract activity later.

Following fiscal year 1974, new capability development will be principally focused on fundamental improvements such as an improved graphics package, expansion of NASTRAN's nonlinear elastic and plasticity capabilities, and inccrpo:ation of some new finite elements. New capabilities will be introduced at less frequent intervals than in the past and release of future levels of NASTRAN will correspondingly occur at a reduced rate. Further into the future, it is ervisioned that there may be a complete overhaul of NASTRAN (NASTRAN II(?)) to incorporate advanced finite-element technology, to allow for potential fourthgeneration computer usage, and to take advantage of advanced techniques for program organization and data management. A steady incorporation of efficiency improvements and error correction is also necessary to keep a program system of the size and complexity as NASTRAN viable.

## CAPABILITY IMPROVEMENTS IN LEVEL 16 OVER LEVEL 15

NASTRAN Level 16 will contain three kinds of improvements compared with Level 15: (1) new capabilities developed by others and installed under contract by NSMO, (2) improvements to existing capabilities in response to aerospace industry requests, and (3) addition of some higher quality finite elements. The first kind of improvement includes a feature which can drastically reduce input, storage, and run times for structures which have cyclic geometric symmetries, $=$ module which resizes once all elements in a structure using a specified allowable stress and a simple stress-ratio resizing algorithm, and complete heattransfer capability including conduction, convection, and radiation. The second kind of improvement includes an improved differential stiffness capability allowing iteration, the ability to output shear-force information in terms of shear flows, the sorting of stress results from various load cases by element, and an automation of the partitioning vector generation required for substructuring. The third kind of improvement includes isoparametric solid finite elements, rigid elements, improved ring and plate elements, and two improved quadrilateral membrane elements.

EFFICIENCY IMPROVEMEATS IN LEVEL 16 OVER LEVEL 15

A large amount of basic NASTRAN code will be redone in Level 16 to provide major improvements in efficiency - reduced run-time and storage requirements. Probably the most extensive change will be incorporation of a new technique for assenbling stiffness and mass matrices. Improvements in symmetric matrix decomposition, the forward and backward substitution, and multiply-add matrices will be included, and the multipoint constraint and dynamic data recovery features will be improved. Single- and double-precision options rill be included for IBM, CDC, and UNIVAC computers. Improvements in input/output routines will include string notation for data, nontransmit read, and random- and directaccess features. Detailed discussion of these future efficiency improvements is contained in reference 2.

## NEW LiAROR CORRECTION PROCEDURE

An overview of the NASTRAN error correction procedure is shown in figure 2. In all cases of receipt of a user report, an action is taken, and a reply letter is sent to the user. For each user-reported inconsistency, NSMO determines into which of three categories the report falls. Those reports that do not appear to be user misunderstandings are assigned an SPR (Software Problem Report) number and priority and then delivered to the maintenance contractor for evaluation and correction. A substantial number of SPR's are not "errors" but in reality represent a need for improvement in the system.

The lower half of figure 2 shows the activities of the maintenance contractor for each SPR he receives. The maintenance contractor screens out any user errors and previously reported bugs (PRB). For valid SPR's, a run using the user-submitted deck is always performed and the contractor determines the cause of the error and the needed correction. At this point, figure 2 shows a proposed departure from current practice. An "ALTER" form would be generated by the maintenance contractor which specifies al. code corrections needud to resolve each SPR along with information to aid in installing the corrections in users' decks. Responsibility for making the corrections would be the users! ALTER forms might be released at frequent intervals to the user community via the NASTRAN Newsletter. Evaluation of this and other avenues to quicker error correction response to users is currently underway; of course, error corrections will be incorporated in each new archive level as issued. The final maintenance contractor tasks for each SPR are a validation run of the corrected code on the user's problem and any required documentation updates. Then NSMO verifies the successful completion of the contractor's tasks for each SPR.

NASTRAN provides a general structural analysis cepability for NASA, NASA contractors, and other agencies and industries. In particular it is expected to support structural analysis and design of the Space Shuttle vehicle. A steady griwth in the general use of NASTRAN is evident with an estimated 50 -percent increase in the number of individual users in the past year. Derelopment plans call for less frequent addition of new capability and corresponuing release of future levels at a reduced rate. Near term focus in NSMO will be to implement new error correction procedures to improve communication with users and speed up the error correction process.
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Figure 2.- NASTRAN error correction activity.
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## REVIEW OF NASTRAN DEVELOPMENT relative to efficiency of execution

By Caleb W. McCormick Director of Engineering Analysis The MacNeal-Schwendler Corporation Loss Angeles, California

SUMMARY

This paper reviews the development of NASTRAN relative to the efficiency of execution, with particular emphasis on those items which have changed significantly since the original release of NASTRAN. Features discussed include main and secondary storage utilization, matrix packing, matrix assembly, matrix multiplication, matrix decomposition and equation solution. Also a brief look into the future discusses the questions of faster arithmetic units and more effective storage utilization. In some cases the improvements ill NASTRAN efficiency have resulted from taking advantage of hardware developments, while in other cases increased efficiency has resulted from improvements in the state of the art for data processing or matrix operations. The modular design of NASTRAN has made it possible to improve the efficiency in many parts of NASTRAN without changing the basic design of the program.

## INTRODUCTION

The main goal in the original design specifications for NASTRAN was the solution of large problems in both statics and dynamics. Although efficiency has always been an important consideration, the primary emphasis in the beginming was on the wide range of problem types of large size. However, it was recognized that in order to solve large problems, it would be mandatory to take advantage of sparse matrix techniques. Consequently, all of the original matrix operations were designed to utilize sparse matrix techniques. Si ice the original release of NASTRAN, a number of improvements have been made in the efficiency of the matrix routines by taking advantage of hardware developments and improvements in the state of the art for data processing and matrix operalions.

Hardware and software limitations required that the early versions if NASTRAN use only sequential secondary sage. The current versions of NASTRAN use direct access devices for secondary. es. .age. Level 16 will include the use of random access coding in the mari; asembly and equation solution operaions. The use of multiple types of secondary storage devices will be an important development for future releases of NASTRAN.

Most of the original code for NASTRAN was written in F $\emptyset R T R A N$ IV in order to reduce both the development costs and maintenance costs. Machine language was used only in those placed where it was necessary to interface with the resident operating systems. Howtver, efforts were made to improve the efficiency of the compiled code by care ir the use of FØRTRAN. For example, in the case of nested $D \emptyset$ loops it was found that, for some compilers, the speed of the inner loops for multiply-add operations could be improved by a factor of two by simply writing the inner loop as a separate subroutine. Substantial improvements have been made in Level 15 and Level 16 through the use of machine language in many of the more important matrix operations. Even so, except for the transfer of information between main storage and secondary storage and the matrix packing routines, the use of machine language has been restricted to the inner loops of the matrix operations.

The original emphasis on the solution of large problems has caused NASTRAN to be relatively inefficient for small- and medium-size problems. Many of the Level 16 improvements will substantially improve the efficiency of NASTRAN for the smaller problems. The main improvements in this area are associated with the more effective use of main storage and additional options for the matrıx packing routines.

## MAIN STORAGE UTILIZATION

The original design of NASTRAN recognized the importance of reserving as much as possible of the main storage for matrix operations. The overlay structure was carefully designed to minimize the amount of code that had to be resident in main storage, particularly during the operation of important matrix routines. Also, in order to preserve the maximum amount of main storage for each matrix operation, all results were transferred to secondary storage prior to the start of a new major operation. This transfer of information to and from secondary storage placed a heavy burden on the matrix packing routines and the associated read and write routines. These routines have contributed heavily to the relative inefficiency of NASTRAN.

The original design of the overlay structure for NASTRAN is still in use and there appears to be no need for major changes in this area. The inefficiencies resulting from the transfer of information between main and secondary storage has been a source of some concern and has received extensive revisior. in both Level 15 and Level 16.

In order to reduce the requirement for transfers between main storage and secondary storage, Level 16 will provide an option to use a portion of main storage for the retention of ciata which would otherwise be transferred to secondary storage. This option is under the control of the individual functional modules and has been implemented by allowing the use of multiple buffers in main memory by the $I / \varnothing$ routines. This option will be particularly effective when relatively small amounts of frequently used information can be retained in main memory and thereby avoid excessive transfers from secondary storage. A strong candidate for using this option is the numerical integration in transient
response problems, where currently the triangular factors of the dynamic matrix must be read from secondary storage at each time step. If the problem is not too large, it may be convenient to allocatc sufficient main memory to hold the triangular factors in main storage. This option should also be useful for nonlinear problems where the problem sizes tend to be small and repetitive operations form an important part of the total solution time.

## SECONDARY STORAGE UTILIZATION

All of the transfers of information between secondary storage and main storage in the early releases of NASTRAN used sequential access methods. Much of the original code was also written in F $\emptyset R T R A N$, which further contributed to the inefficiencies. The original dynamic use of files as supervised by the NASTRAN Executive System has stood the test of time and remains today essentially as in the original design.

Sequential procedures are still used for all write operations. However, read operations may be performed either by the use of sequential procedures or random procedures. Two important uses of the random access procedures in Level 16 are for matrix assembly and the back substitution part of the equation solution routines.

## MATRIX PACKING

Efficient operation with large sparse matrices requires an effective packing scheme in order to minimize main memory requirements and the time required to transfer the nonzero elements from secondary storage devices to the working space in main memory. The current matrix packing logic is similar to that used in the original design of NASTRAN. However, substantial improvements in the efficiency were made in Level 15 , including the use of machine language on the IBM versions. Level 16 will include further improvenents in efficiency, including the use of assembly language on the Univac version. The Level 16 matrix packing routines will use machine language on all machines and will be $1-1 / 2$ to 2 times faster than Level 15.

The matrices in NASTRAN are stored liy columns, and each column constitutes a logical record. The first nonzero term in the column is described by an integer indicating its row position and the floating point number describing its value. If the following term is also nonzero, only its value is stored, and in general the position of only the first cerm in the serias of nonzero terms is stored. In order to improve the efficiency when workiag with strings of nonzero terms, the number of nonzero terms in the string is stored along with the row number of the first nonzero term in the string. An option is also provided tc include the row number of the last nonzero term in the string along with the number of nonzero terms in the string. This option makes it possible to perform the backward substitution operation for equation solution in a more efficient manner.

An impore.ant addition to the packing routines in Level 16 is a new nontransmit option. In the case of a read operation, each call for this option results in the return of the row nimber of the first nonzero term in the next string and the number of terms in the string. In the case of a write operation, each call returns the location of the next available space in the NASTRAN I/ $\varnothing$ buffer and the number of spaces remainiag in the current buffer. The using routines can then operate directly in the $I / \varnothing$ buffers, and oaly the time associated with the initial call for each string is required for the yacking operation. The time to access a term or store a term can be absorbed in the using routine, as this operation is required, even when operatirg outside the buffer.

For strings of reasonable length, the time per term for the nontransmit. operation is very small and may well be ten or twenty times less than the transmitting pack options. This option is particularly effective when each term in the buffer is used for a single operation, such as for direct transient response or eigenvalue extraction using the inverse power method, where the running times are dominated by equation solutiors with single right hand sides. If the transmitting pack options are used in these cases, the running time is dominated by the packing times, which in turn may be several times the associated arithmetic times. If the nontransmit oftion is used, the inner loops will run at arithmetic speed, and the speed of operation with single right hand sides will be several times faster.

## MATRIX ASSEMILLY

The comparison of the matrix assembly mes for various assembly procedures is indicated in Figure $\cdots$. The initial straigat portion of the solid line indizates a linear growth of matrix assembly time with problem size when the complete stiffness mat:ix can be held in main memory. The curved portion of the solid line indicates a rapid grawth in matrix assembly time with problem size when the stafieess macrix is ussembled from element stiffness matrices that are stored on a sequential secondary storage device. The rapid growth in matrix assembly taile for large probiems was unacceptable for NASTRAN.

Since the large inatrices is NASTRAN require the use of secondary storage for assembly, and since only sequential access procedures were available during the initial development perion, the regeneration procedure indicated by the lolg-dash--snort-dash line in Figure 1 was used. In this procedure the requised partitions of the element stiffress $\pi \cdot$ rices are regenerated at each grid point as reded. Consequent'y, te beor this line is proportional to the number of grid poiats conte.ta to savr at.. 1 ement. As indicated in Figure 1, this procedure will h. sute io: . the age of element matrices on sequential access devices tor large $\because \because$ : $\because$. point will depend on the ratio of the tian: to peare an element stiffness matrix to the time required to retrieve $t$., sume int amation from a sequential storage device. A further degradation er runntir: ; . cccurs if all of the element generation routines cannot be "a in me.n wemory at the same time. This latter problem was not evere a ie earile releases of NASTKAN because the element library was small and col. 1st ' of relacively simple elements.

The dashed line in Figure 1 indicates a linear growth in matrix assembly time when the element stiffness matrices are retrieved from a direct access secondary storage device. The slope of this line is proportional to the time to generate the stiffness matrix for a single element plus the time required to retrieve the element stiffness from a random access device. A new matrix assembly module has been completed for Level 16 in which the element matrices are generated for each type of element and stored on a random access device. The comrlete matrix is generated by assembling as many columns of the matrix as possible in packed form in main memory, using random access methods to retrieve the element matrices as needed. Since only a single element routine is needed in main memory during the formation of the element matrices, there is no penalty for having a large finite element library.

The new matrix assembly module also provides for taking advantage of identical finite elements in the model. In the case of identical elements, the element generation routine generates only one matrix for each group of identical elements. With random access assembly procedures, it is a routine operation to point to the single element matrix each time it is required for matrix assembly. This procedure substantially reduces the matrix generation time when there are large numbers of identical elements.

Test runs indicate that the central processor time for the actual matrix assembly is about the same in Level 16 as in Level 15, even though the element matrices are retrieved from a secondary storage device in Level 16. In other vords, the overhead for the matrix assembly operations in Level 16 is very small. The removal of the requirement to regenerate the element matrices at eac! connection will reduce the matrix generation time in proportion to the number of connected grid points. The new matrix assembler is particularly important for the new, higher order elements where the number of connections are often greater, and the generation times for the element matrices are substantially greater than for the elements in Level 15.

## MATRIX MULTIPLY-ADD

The use of sparse matrix multiply-acd routines i, as part of the original design of NASTRAN. Major improvements in efficiency were made in level 15 with the use of machine language inner loops and improved logic for Method 2. Level 16 includes a new Method 3 and improved logic for the transfer of the packed mai rix terms directly into the working area for Method 2. The details of the multiply-add operations are given in the NASTRAN Theoretical Manual.

The summary of multiply-add operations in Table 1 presents the overall picture of multiply-add efficiency in NASTRAN. Various corbinations of densities of the [A] and [B] matrices are presented for both the nontranspose and the transpose multiply-add options. In cach case the most efficient multiply-add method is given for the particular combination of densities. The efficiency of the inner loop for multiply-add is always proportional to the length of the strings of the second operand. The total arithmetic time is always proportional to the donsity of the matrix containing the first operand, except for the nontranspose option of Method2, for which the arithmetic time is proportional to
the product of the densities of the two matrices. Although the matrix packing operations contribute to the total execution time, these packing times are not of primary consideration in the relative efficiency of the multiply-add methods.

For either the transpose or the nontranspose multiplv-add, the summary in Table lindicates that, when [B] is dense, Method $l$ will be selected regardless of the density of [A]. In these cases, the arithmetic times are proportional to the density of [A]. Since [B] is assumed full in Method 1, the multiply-add loop operates at maximum efficiency. However, unless [B] is very dense, a large number of unnecessary zero operations will be performed.

If [B] is sparse, Method 2 will always be selected in the nontranspose case, regardless of the density of [A]. In this case the arithmetic time will be proportional to the product of the densities of the [A] and [B] matrices. The efficiency of the multiply-add loop will be proportional to the lengths of the strings of the [A] matrix. The internal selection procedures assume that the average length of the strings in the [A] matrix is proportional to the density of the $[A]$ matrix.

For the transpose caie with [B] sparse and [A] sparse, Method 2 will usually be selected. Alt ough the efficiency of the multiply-add loop will be low due to the short strings (low density) in [A], the number of operations will be proportional to the density of [A], and the total arithmetic time will be relatively short. If there is sufficient main memory to perform Method 1 in a single pass, the total time will be less than for Method 2 because of the higher efficiency of the multiply-add loop. In neither case is any advantage taken of the sparsity of the [B] matrix.

For the transpose case with [B] sparse and [A] dense, a new Method 3 is the most efficient. In this method the [A] matrix is assumed full and the multiply-add loop operates at maximum efficiency. However, unless [A] is very dense, a large number of zero operations will be performed. The execution time for Method 3 is proportional to the density of the [B] matrix, with no advantage being taken of the density of the [A] matrix. A nontranspose option is not provided for Method 3, as Method 2 handles ali cases of interest more efficiently.

## MATRIX DECOMPOSITION

The storage and indexing procedures used in NASTRAN for the new symmetric decomposition routine will be discussed with reference to the matrix in Figure 2. Initial nonzero terms are indicated by $X$ 's with the 0 's indicating nonzero terms created as the decomposition proceeds. The shaded terms indicate the relative locations for nonzero contributions to the upper triangular factor when the first row of the matrix is the pivotal row. If there is sufficient main starage to hold all of the shaded terms, the decomposition may proceed without the need for writing intermediate results on secondary storage. The shaded terms in Figure 3 indicate the relative locations for nonzero contributions to the upper triangular factor when the second row is the pivotal row. In this case not only are there more active columns, and therefore more main


#### Abstract

storage is required, but one of the new active columns (column 8) is inserted


 in an intermediate location.The management of the working storage for triangular decomposition is indicated in Figure 4. The pivotal row and the associated active column vector are stored in a separate space. The active column vector contains the column number for each nonzero term in the pivotal row. The lover portion of the main working storage is always used and the amount is proportional to the number of active columns at each stage of the decomposition. The amount of storage required for each of the first six pivotal rows for the matrix shown in Figures 2 and 3 is indicated on Figure 4. The shaded area indicates the storage space required for pivotal rows 1,5 and 6 , all of which have six active columns. At any particular stage of the decomposition, the previous contributions are accessed according to the number of active columns immediatly preceding the pivotal row, and the results of the current calculations are stored according to the number of active columns in the pivotal row.

As the decomposition proceeds, the number of active columns can increase by any number up to the number of rows remaining in the matrix. However, if it is assumed that the number of active columns will never decrease by more than one for each new pivotal row, it is possible to store the current calculations dymanically in the same array with previous calculations without interference. Tnis is equivalent to assuming that once a column becomes active it remains astive until the column intersects the diagonal (column number = pivotal row number). This assumption will not cause errors in the calculations but will result in the performance of a number of zero operations and will require additional working space in main storage.

The shaded part of Figure 5 indicates the nonzero terms in the upper triangular factor of a matrix where the original nonzero terms are indicated with X's. It can be seen that columns 7, 9 and 13 are terminated at row 3, and columns 11 and 14 are termirated at row 6. The new matrix decomposition routine in Level 16 provides for the termination of active columns by changing their status from active to passive. Columns may also change their status from passive to active as indicated in Figure 5 by column 9 at row 7, or column 11 at row 10. The provision for passive coluuns reduces the number of active columns when row 4 is pivotal from 6 to 3 , with an associated reduction in main storage requirements and the number of arithmetic operations. The complete details of the decomposition procedure will be given in the Level 16 NASTRAN Manuals.

The storage management indicated in Figure 4 applies only when there is sufficient working storage for all of the terms generated by the pivotal row. When the number of active columns exceeds the capacity of working storage space, an automatic spill logic is provided. The overhead for the new spill logic is substantially less than provided in the original matrix decomposition routine. Both the CPU cost and the number of secondary storage transfers have been substantially reduced. It should be possible to economically run large problems with about half as much main storage in Level 16.

In order to improve the efficiency of sparse matrix operation in NASTRAN, the inner loops are usually written in assembly language. In general the use of
assembly language will reduce the number of instructions and will allow for more effective use of the high speed registers. In the case of the new decomposiiion routine, three separate inner loops are provided. The differences in the inner loops are associated with the need to combine the previously completec results in the working storage space. Special provision is made when no previously calculated results need to be combined. This applies to the first row of the matrix and for all rows immediately following the creation of passive columns. Special provision is also made for the $c:$;e of consecutive active columns. This option improves the efficiency of indexinf for band matrices and when there are large numbers of active columns adjacent to the diagonal. The third loop provides for the general case in which a test must be made inside the loop for the existence of previously calculated terms.

The aim in the NASTRAN decomposition routine has beer to provide a general purpose routine which will operate efficiently for different orderings of nonzero terms, including the cases of band matrices and partitioning or substructuring types of matrix ordering. The NASTRAN decomposition routine has been designed to take advantage of different sequences of nonzero terms along with the use of an ordinary step-by-step elimination procedure. Test runs with square frameworks of 2600 order have given improvements in running time by factors of 2 to 4 . It is easy to design problems which will show substantially greater improvements in efficiency, particularly if the new spill logic is used with reduced main memory requirements or unusual sequences for matrices are employed.

The familiar ordering for a band matrix of a square array is shown in Figure 6. Figure 7 indicates the ordering of the same problem with partitioning. In this case, the square array has been divided into four partitions with each of the partitions numbered first and the boundary points numbered last. Figure 8 indicates the locations of the nonzero terms in the triangular factor when the square array is ordered for partitioning. The X's indicate the original nonzero terms and the 0 's indicate nonzero terms created during the decomposition operation. In the case of the band matrix, the number of nonzero terms in the triangular factor is 129, whereas Figure 8 contains only 102 nonzero terms. Since the time for the forward/backward substitution operation is directly proportional to the number of nonzero terms in the triangular factor, the time for the forward/backward substitution operation when the squar array is ordered for partitioning is anly about $80 \%$ of that when the array is ordered for a band. The number of multiplications for the decomposition when ordered for a band is 294, whereas the number indicated in Figure 8 is only 177. This indicates that the time for the decomposition when ordered for partitioning is only about $60 \%$ of that when ordered for a band. This example indicates the kinds of savings that are possible in decomposition and equation solution, when the decomposition routine can locate the nonzero terms in a triangular f.idor in a routine fashion. Even greater savings are possible when the partitions are not strongly connected.

## EQUATION SOLUTION

The forward/backward substitution operation for the new equation solution routine in Level 16 is performed by holding as many columns of the right hand side in main memory as possible. The forward and backward substitution operations are performed by reading the triangular factors from secondary storage and performing the indicated arithmetir operations. These operations are performed ir: place, and at the conclusion of the backward substitution operation the solution vectors are stored in the same locations as the original right hand sides. The nonzero terms of the triangular factors are located directly in the $I / \ell$ buffers in strings, using the new nontransmit option of the matrix packing rolitines.

The general procedure for the forward f ass in equation solution is indicated in Figure 9. The operation for each column begins by locating the first nonzero string in the lower triangular factor. The nouzere terms of the current column of the lower triangular factor are indicated by the letter $L$ in Figure 9. Next, the associated term in the first column of the right hand side is tested for zero. If the right hand side term is nonzero, the multiplyadd operations are performed for the string, and the results are stored in the first column in the locations indicated by the number 1 in Figure 9. Similar operations are performed for all columns on the right hand side having nonzero entries in the row associated with the current column of the lower triangular factor. The X's on Figure 9 indicate nonzero operations exist in columns 1 , 2 and 5. The results for the second string of the current column in Figure 9 are stored in the lccations indicated by the number 2 . The forward pass is completed by performing similar operations for all colunns in the lower triangular factor.

The btick substitution operation is performed by reading the strings of the triangular factor in reverse order. The general procedure for the backward solution is indicated in Figure 10. The operation for each row of the upper factor begins by locating the last nonzero string in the current row, indicated by the letter $U$ in Figure 10. The dot product of the string is made for each column on the right nand side in turn, without testing for zero. The location of the se ond operand is indicated by the number 1 in Figure 10. The partial soiutions are accumulated in the current row of the right hand side, as indicated by the X's in Figure 10. The backward pass continues by performing similar operations for all nonzero strings in the current row of the upper triangular factor. The locations of the second operand for the next nonzero string of the upper triangular factor are indicated by the number 2 in Figure 10. When all of the dot products have been performed for the current row of the upper triangular factor, the solution will be located in the positions indicated by the X's. The backward solution is completed by performing the same operations for each row of the upper triangular factor. The final solution is then transferred to secondary storage. If additional right hand sides exist, the next group of columns can be transferred to main storage and a new forward pass started.

It can be seen that the forward/backward substitution operation in level 16 takes full advantage of the sparsity of the triangular factors. Also, all
terms in the triangular factors a:e located directly in the buffers, so full advantage is taken of the string iotation and the nontransmit packing option. Full advantage is also taker: of the sparsity of the right hand side in the forward pass. Test runs with the new equation solution routine show improvements in running time by a factor of 10 over those used in Level 15.

## FUTURE DEVELOPMENTS

One of the more important future hardware developments will be the availability of much faster arithmetic units. The improvements in speed will come from the use of parallel processors and the use of vector processors. The modular design of NASTRAN should make it possible to take advantage of these new hardware developments by changing only the matrix operation routines. In some cases, it may only be necessary to change the inner loops in the matrix operation routines. In any event, the basic packing routines and the string notation should be useful with these new types of arithmetic units.

Another important hardware development will be the use of high capacity, high speed, secondary storage devices. These high speed storage devices will consist of such things as extended core storage devices and fixed head drums, as well as high speed, high density disc storage devices. The organization of the NASTRAN packing and I/ $\varnothing$ routines lends itself to easy modification for use with different types of secondary storage devices. A modification has already been made for Level 16 to include the use of extended core storage devices on CDC machines.

The organization of the NASTRAN I/ $\varnothing$ routines and the use of working storage and main memory adapt well to the use of paging devices, such as are used with buffer memories and virtual memory machines. The NASTRAN matrix routines tend to access blocks of information in main memory in a sequential manner. The net result is, that even for large problems, only a small amount of working space needs to be resident in main memory at any one time. Furthermore, particularly with the new Level 16 matrix routines, the number of transfers between main storage and secondary storage have been substantially reduced, with a resulting reduction in the work load for paging devices.

CONCLUSIONS

The following conclusions are drawn relative to improvements in NASTRAN efficiency:

1. Most problems will run at least twice as fast on Level 16 as Level 15 due to improvements in times for matrix assembly, equation solution, deccmposition, and matrix packing.
2. The use of multiple $1 / \varnothing$ buffers in main memory along with the nontransmit read and write options can make an individual functional module competitive
with core held programs，because no transfers to secondary storage are made and indexing is done directly into the working arrays．

3．The modular design of NASTRAN has made modification easy and should continue to make it relatively easy to adapt NASTRAN to new hardware and im－ provements in the state of the art for matrix operations and data processing．

Table 1. Summary of MPYAD Operations

$$
[A][B]+[C]=[D]
$$

| Natrix Density |  | MPYAD Method | Arithmetic Time |  |
| :---: | :---: | :---: | :---: | :---: |
| [A] | [B] |  | Strings | Density |
| Sparse | Dense | 1 | [B] | [ A ] |
| Dense | Sparse | 2 | [A] | [A] \& [B] |
| Sparse | Sparse | 2 | [A] | $[A] \&[B]$ |
| Dense | Dense | 1 | [B] | [A] |

$$
[A]^{T}[B]+[C]=[D]
$$




Figure 1.- Comparison of matrix assembly procedures.


Figure 2.- Decomposition with first row as pivotal row.


Figure 3.- Decomposition with second row as pivotal row.


Figure 5.- Decomposition with termination of active columns.


Figure 6.- Ordering for band matrix.

```
登:
3
```



Figure 7.- Ordering for partitioning.
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$x \quad x \quad x$
$x$ x $x$
$x$ x $0 \quad x$
$x$
$x \times x$

| $x$ | 0 |  |  | $x$ |
| :---: | :---: | :---: | :---: | :---: |
| $x$ | $x$ |  |  |  |
| $x$ | $x$ |  | 0 |  |
|  | 0 | $x$ | 0 | $x$ |

                            \(x \quad x \quad x\)
                                    \(x \quad 0 \quad x\)
                                    X
            SYM.
    | $x$ |  |  |  |  |  |  | $x$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | x |  |  |  |  |  | 0 |  |  |  |
| $\chi$ | 0 | $x$ |  |  |  |  | 0 |  |  |  |
|  | $x$ | $x$ | 0 | 0 |  |  |  |  |  |  |
|  |  | $\times$ | 0 | 0 |  |  | 0 |  |  | $x$ |
|  |  |  | $x$ | $x$ | 0 | 0 | 0 | 0 |  | 0 |
|  |  |  |  | $x$ | 0 | 0 | 0 |  |  | $\chi$ |
|  |  |  |  |  | $x$ | $x$ | 0 |  |  | 0 |
|  |  |  |  |  |  | x | 0 |  |  | $x$ |
|  |  |  |  |  |  |  | $x$ |  |  | 0 |
|  |  |  |  |  |  |  |  |  |  | $x$ |

Figure 8.- Nonzeri terms in triang:1ar factor when ordered for partitioning.
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Figure 10.- Backward pass for equation solution.

NASTRAN BUCKLING STUDY OF A LINEAR INDUC「IION MOTOR REACTION RAIL
By Jerry G. Williams
NASA Langley Research Center Hampton, Virginia

## ABSTRACT

NASTRAN was used to study problems associated with the installation of a linear induction motor reaction rail test track at the Department of Transportation High-Speed Ground Test Center near Pueblo, Colorado. Specific problems studied include determination of the critical axial compressive buckling stress and establistment of the lateral stiffness of the reaction rail under combined loads. NASTRALI results were compared with experimentally obtained values and satisfactory agreement was obtained. The reaction rail was found to buckle at an axial compressive stress of $78.6 \mathrm{MN} / \mathrm{m}^{2}$ ( $11400 \mathrm{lb} / \mathrm{in}$ ). The results of this investigation were used to select procedures for installation of the reaction rail at the Pueblo test site.

## INTRODUCTION

Linear induction motor propulsion systems for high-speea ground transportation vehicles are being tested by the U.S. Department of Iransportation at its Aigh-Speed Ground Test Center near Pueblo, Colorado. One of these vehicles, the Linear Induction Motor Research Vehicle (LIMRV) (see fig. I), has a linear induction motor approximately 3 m ( 10 feet) long which exerts axial force against a vertical aluminum reaction rail supported by conventional crossties of a railroad track (ref. 1). The reaction rail is a thin platelike member which is fusion welded into a continuous strip before clamping it to the crossties. It experiences thermal ioads because of ambient temperature variations and localized axial loads which react the thrust of the linear induction motor. The axial loads are small in comparison to the thermal loads and are not considered in this study. In addition, lateral loads are imposed on the reaction rail by the guide wheels of the linear induction motor. A drawing showing the rail cross section and its attachment hardware is presented in figure 2.

The expected reaction rail temperature extremes at the test center range from $239 \mathrm{~K}\left(-30^{\circ} \mathrm{F}\right)$ to $333 \mathrm{~K}\left(140^{\circ} \mathrm{F}\right)$. Since there are no expansion joints in the reaction rail, normal atmospheric temperature variations cause the :ail stresses to change as a function of the ambient temperature. For example, if the rail is installed at 333 K , compressive stresses will not be developed but the tensile stresses will be high at low temperatures. A stress-free installation temperature $T_{0}$ between 239 K and 333 K subjects the rail to compressive stress when the rail temperature excseds $T_{0}$ and tensile stress when the temperature is lower than $T_{0}$.

Potential problems associated with compressive loading of the reaction rail, including buckling and reduced lateral stiffness, have been studied by using NASTRAN and by laboratory experiments. A detailed description of experimental procedures and results is presented in reference 2. $f$. special-purpose finite-difference solution to the classical plate equations w: th appropriate boundary conditions was also formulated and these results are presented and compared with selected NASTRAN results in reference 3. The curient paper presents additional results, provides details of the NASTRAN model, and makes comparisons between NASTRAN and experimental results for the critical buckling stress and the lateral displacement response of the rail under combined axial and compressive loads. Suggestions are also proposed for an improved reaction rail geometry.

## NASTRAN MODEL

A drawing of the NASTRAN model used to represent the reaction rail is presented in figure 3. A rail length of 5.56 m ( 219 inch) was selected for study based on preliminary NASTRAN calculations which showed the critical buckling stress for this length rail to be nearly independent of the boundary conditions imposed on the rail ends. This insensitivity to end boundary conditions is important since it implies that it is unnecessary to define the exact boundary conditions imposed on the ends of a typical section selected from the continuous 1 ang-length test track. Geometric symmetry about the specimen midength permitted the problem to be represented analytically by a model which included only half of the specinen length. A rectangular network of isotropic bending p.lus membrane quadrilatcral plate elements (CQUAD2) was used to represent both the vertical web and base flange components.

At any given axial station, the rail vertical web was represented by seven plate elements and the base flange by four plate elements. Axially, the half-rail wis represented by 34 plate elements. The center two base flange elements had cross-sectional dimensions of 4.53 cm ( 1.785 in .) wide and 1.0 cm ( 0.40 in .) thick while the two outer-base flange elements had cross-sectional dimensions of $1.82 \mathrm{~cm}(0.715 \mathrm{in}$.) wide and $0.79 \mathrm{~cm}(0.31 \mathrm{c} \mathrm{in}$.) thick. The vertical web voids were accounted for in the analysis by giving the isotropic quadrilateral plate elements an equivalent bending stiffness of 20.6 kN m ( $182600 \mathrm{in}-1 \mathrm{~b}$ ) which was calculated by treating the web as a sandwich plate ast neglecting the separators between voids. This stiffness representation was verified by comparing NASTRAN and experimental results for the lateral displacement response of 22.54 cm ( 1 in .) long section of rail loaded by a $445-\mathrm{N}(100-1 \mathrm{~b})$ lateral force located at a height of 34.3 cm ( 13.5 in. ) measured from the rail base flange. NASTRAN results compared favorably with experimental, measurements as can be seen in ifgure 4 .

Clamped boundary conditions were imposed at the rail end while both symmetry and antisymmetry conditions were considered at the rail midength to insure that the lowest buckling solution wes obtained. The restraint to displacement imposed by clamps mounted to wooden crossties every 0.483 m (19 in.) along the rail base flange was modeled analytically by a set of

horizontal and vertical springs discretely located along the free edge of base flange elements. Mathematical ill-conditioning was experienced under certain conditions when the spring constants were specified by a CEI SI data card. This problem was overcome by representing the spring constants by CROD data cards in which a unit area rod had the required axial stiffness and zero torsional stiffness. The horizontal and vertical spring constant magnitudes were determined experimentally for the laboratory setup to be 12.6 and $75.3 \mathrm{MN} / \mathrm{m}$ per clamp ( 72000 and $430000 \mathrm{lb} / \mathrm{in}$. per clamp), respectively. Details of the technique used to measure these properties are reported in reference 2. For comparison, calculations were also made assuming the clamps to be fully restrained.

Axial stress was thermally introduced into the NASTRAN model as a result of restraining the rail ends against axial displacement and introducing a near isothermal temperature increase. Lateral loading was introduced by applying a concentrated load at the model midength and 15.2 cm ( 6 in .) below the top edge of the rail. Calculations were made with NASTRAN level 15 version. Buckling solutions were obtained by use of the inverse power method of eigenvalue extraction (rigid format 5) and lateral stiffness calculations were made by use of the differential stiffness capability (rigid format 4).

As a check on modeling and problem formulation, the axially loaded classical plate-buckling problem in which the two vertical ends and the lower edge are clamped and the upper edge is free was solved using NaSTRAN. The plate size and model characteristics, except for the difference in lower edge boundary and absence of the base flange, were identical to those for the rail problem. The NASTRAN finite -element solution showed almost exact agreemint with the known solution (ref. 4). This agreement gave confidence that the model was well formulated and that grid-point spacing was sufficiently refined.

Typical Langley Research Center costs to compute the critical buckling stress for the reaction rail model which had approximately 2000 degrees of freedom using a CDC 6600 computer was $\$ 325$. This cost included approximately 1700 CPU seconds and $28000 \mathrm{O} / \mathrm{s}$ calls and was run at a field length of 1550008 . Lateral stiffness calculations cost approximately $\$ 220$ and included approxmately 1250 CPU seconds and $18000 \mathrm{O} / \mathrm{S}$ calls.

## EXPERIMENT

The laboratory test setup involved clamping a $5.56-\mathrm{m}$ (219-in.) length of reaction rail to the center line of wooden crossties spaced every 0.483 m (19 in.) in a fashion representative of the field installation method. This length included a $13-\mathrm{cm}(5-\mathrm{in}$.) section at each end of the rail between the last base flange clamp and the end fixture. Clamped boundary conditions were imposed at the rail ends. Rail crossties and clamp hardware were taken from stock used in the Pueblo field installation. Axial compressive stress in the rail was developed by restraining the ends against axial displacement and heating the rail in a near isothermal manner using radiant heater panels.

Thermocouples were used to measure the rail temperature, strain gages were used to detemnine stresses, and linear voltage differential transducers (LVDT) were used to measure lateral displacements. The electronic output was recorded automatically and stored on magnetic tape for later reduction. A detailed description of the test technique is reported in reference 2 and a photograph of the laboratory setup is presented in figure 5.

Buckling and lateral stiffness experiments were conducted on each of two reaction rail apecimens. Prior to each test, the rail was surveyed and, when necessary, shims were used to obtain the desired conditions of straightness. A brief description of these two experiments is presented below.

> Buckling of a "Well-Alined" Rail

In this test the specimen was heated to induce axiel compressive stress until large lateral deformations were observed. The term "well-alined" indicates a specimen which was installed as nearly straight on the test bed as was practical. Typically, the upper edge and base flange were laterally alined within $\pm 0.38 \mathrm{~mm}( \pm 0.015 \mathrm{in}$.$) and \pm 0.13 \mathrm{~mm}( \pm 0.005 \mathrm{in}$.$) , respectively, of \mathrm{a}$ straight line drawn through the end points of the rail. This arrangement is considerably better than that normally achieved in the field. The purpose of this experiment was to define the rail buckling stress and mode shape and to determine whether large lateral deformations are elastie.

## Lateral Stiffness Test

This test involved applying a lateral point load at the rail midlength and 15.2 cm ( 6 in.) below the top edge in combination with selected magnitudes of axial stress. The purpose of this experiment was to determine the lateral stiffness of the rail as a function of the applied axial compressive stress. Lateral stiffness as used in this report is defined as the ratio of the lateral point load to the lateral displacement at the point of application of the load.

RESULTS

## Buekling

Theoretical and experimental buckling results for a "well-alined" rail are presented in table $I$. Two NASTRAN solutions are presented, one in which the base flange clamps were spring supported and the other in which the base flange clamps were fully restrained (displacements and rotations set equal to zero). The critical buckling stress for the cage in which the flange clamps were spring supported is $86.2 \mathrm{MN} / \mathrm{m}^{2}\left(125000 \mathrm{lb} / 1 \mathrm{~s}^{2}\right)$ which is approrimately 7 percent lower than the solution in which the base flange clamps were fully restrained. In iuth cases the lowest buckling stress was obtained with symmetry boundary conditions imposed at the specimen midength.

The experimentally obtained critical buckling stress was $78.6 \mathrm{MN} / \mathrm{m}^{2}$ (11 $400 \mathrm{lb} / \mathrm{in}^{2}$ ) which is 9 percent lower than the NASTRAN spring-supported clamp solution. The experimental value corresponds to a rail temperature rise of $49.1 \mathrm{~K}\left(88.4^{\circ} \mathrm{F}\right)$ from a stress-iree state.

The classical buckling solution of a rectangular plate with properties identical to the rail vertical web which is clamped on the ends and free on the top edge is $37.0 \mathrm{MN} / \mathrm{m}^{2}\left(5400 \mathrm{lb} / \mathrm{in}^{2}\right)$ for the lower edge continuously simply supported and $111.4 \mathrm{MN} / \mathrm{m}^{2}\left(16200 \mathrm{lb} / \mathrm{in}^{2}\right)$ ror the lower edge continuously clamped (ref. 2). These two extremes in boundary conditions bracket the base flange support conditions and the raaction-rail base flange/clamp-support system results fall approximately midway between the results for the continuous simple support and clamped conditions.

A comparison of NASTRAN and experimental results for the buckling lateral displacement of a line 2.54 cm ( 1 in .) below the rail upper edge is presented in figure 6. The axial distance from the center line is normalized by the rail height ( 0.533 m ( 21 in.$)$ ) and lateral displacements are normalized by the maximum displacement magnitude (which occurs at the top edge and center of the rail). The experimental mode shape is not symmetric about the center line, but is biased to the right. This irregularit. may have been caused by variations in base slange support conditions. Both NASTRAN and experimental results exhibit a buckling mode shape of five half-waves for the 5.56 m (219-in.) long specimen. The midspan half-wave length given by both NASTRAN and the experiment was approximately $1 \mathrm{~m}(39.4 \mathrm{in}$.$) . A photograph of the$ busk+ed rail is presented in figure 7 .

## Lateral Stfffness

The normal operating clearance between the linear induction $\mathrm{mc}^{+}$or and the reaction rail is only $2.22 \mathrm{~cm}(0.875 \mathrm{in}$.) which sets an upper limit on the permissible peak-to-peak amplitude of lateral dispiacements. The lateral stiffness of the reaction rail is important not only to static load corsideration but also to the dynamic performance of the LIMRV. Although this study addresses only the static behavior of the reaction rail, rail properties necessary for conducting a dynamic analysis were obtained. As indicated earlier, later stiffness is defined as the ratio of the lateral point load to the latera deflection produced at the point of application of the load. The point lateral load in this study was located at the center of the specimen and 15.2 cm ( 6 in .) below the rail upper edge. The vertical location was selected to coincide with a positicn half-way between the upper and lower guidance wheels at one end of the linear induction motor. Experimentally, loads of up to 7560 newtons ( 1700 lb ; were applied and lateral displacements as great as $3.9 \mathrm{~cm}(0.75 \mathrm{in}$.) were experienced. In all cases the rail elastically reacted the loads and returned to its original configuration upon release of che load.

The variation in lateral spring constant with axial compressive stress is presented in figure 8 . The experimental results show a lateral spring constant of $820 \mathrm{kN} / \mathrm{m}(4680 \mathrm{ib} / \mathrm{in}$.) at zero stress which decreases nearly
linearly to a value of $350 \mathrm{ki} / \mathrm{m}$ ( $2000 \mathrm{Th} / \mathrm{in}$.$) at an axial compressive stress$ of $74.5 \mathrm{MN} / \mathrm{m}^{2}$ (10 $800 \mathrm{lb} / \mathrm{in}^{2}$ ). The MASTRAN solution in which the base flange clamps were fully restrained is only slightly lower than the experimental result (e.g., by only 5 percent for zero axial stress). The effect of representing the clamps by horizontal and vertical springs is to reduce the lateral stiffness by approximately 6 percem over the fully restrained condition.

The lateral displaceme $t$ of the vertical portion of the rail corresponding to $35.6 \mathrm{MN} / \mathrm{m}^{2}$ ( $5160 \mathrm{lb} / \mathrm{in}^{2}$ ) axial stress and a lateral load of $4148 \mathrm{~N}(1000 \mathrm{hb}$ ) obtained using NASTRAN is presented in the displacement contour plot of figure 9. Displacements have been normalized with respect to the maximum ampl:tude which has been scaled to a value of 100 . The maximum amplitude is approximateiy $1.14 \mathrm{~cm}(0.45 \mathrm{in}$.$) and occurs at the mialenth and upper edge$ of the rail. In this NASTRAN solution, the clan. were modeled as horizontal and vertical springs.

In addition to reducing the rail lateral stiffness, axial compressive stress also affects the lateral displacement field of a laterally loaded rajl. This effect is show in figure 10 in which the lateral displacements of a line located 2.54 cm ( 1 in .) below the upper edge are plotted for three magnitudes of axial stress in combination with a lateral load of 4447 N ( 1000 lb ). An increase in the applied axial stress causes an increase in the maximum displacement amplitude and a decrease in the midspan effective wave length. As the axial compressive stress appraches the buckling stress, the combined load results in a distorted five half-wave buckled mode shape biased in the direction of the applied lateral load. NASTRAN and experimental results are in good agreement for an axial stress of zero and $35.6 \mathrm{mN} / \mathrm{m}^{2}$ ( $5160 \mathrm{lb} / \mathrm{in}^{2}$ ). Experimental results are not available for an axial stress of $71.2 \mathrm{MN} / \mathrm{m}^{2}$. $\left(10300 \mathrm{lb} / \mathrm{in}^{2}\right)$ since $4448 \mathrm{~N}(1.000 \mathrm{lb})$ lateral load in combination witn this axial load would have resulted in unacceptably large lateral displacements. Lower magnitudes of lateral load for this axial stress, however, did establish the distorted five half-wave pattern indicated by the NASTRAN solution.

## Improved Rail Design

A parametric study was wade to determine the increase in the critical buckling stress resulting from an increase in the bending stiffness of the lower portion of the rail vertical web. The portion considered was the lower one-seventh of the vertical web $\{7.62 \mathrm{~cm}$ ( 3 in .) measured from the vertical web/base flange intersection). Results of this study are presented in figure 11 where the reference bending stiffness and the reference critical buckling stress are those of the previously described model.

A 25-percent increase in the critical buckling stress is obtained by increasing the benaing stiffness by a factor of 8 . This increase can be accomplished for the subject rail by taking the same cross-sectional area and increasing the total thickness of the lower portion of the vertical web to a
dimenision of approximately 5.5 mm (2.2 in.). This npproach way have merit in the geometric design of future reaction rails which react to compressive loading subject, of course, to geometric constraints imposed by the linear induction motor.

## CONCLULING REMARKS

Satisfactory agreement was achieved betweer NASTRAN and experimental results for the buckling load, buckling mode shriv, lateral displacemer.t response to a point lateral load, and latera stiffness of the reaction rail as 2 function of axiai load. Parametrie stadies of the stiffness of the lower portion of the reaction rail indicate substanicial improvements can be ubtained in the critical buckiing stress by increasing the lower portion bendite stiffness.

The results of this investigation show that substartial axial compressive luads can be carried by the LIMRV reaction rail without buckling. Furthermore, iateral deformations up to $1.9 \mathrm{~cm}(0.75 \mathrm{in}$.) are elastic and disappear upon release of the imposed loads. The latter result means that even if the reaction rail is installed at a stress-free temperature which is later exceeded by sufficient magnitude to cause buckling, the event is not catastrophic if test operations are suspended for this interim period.

Based on these result-, the recommendation was given the Department of Transportation that the LIMRV reaction rail test track be irsialled at a stress-free temperature of around $297 \mathrm{~K}\left(75^{\circ} \mathrm{F}\right)$. The predicted buckling temperature, hases on a $78.6-\mathrm{MN} / \mathrm{m}^{2}$ ( $11 \mathrm{~L} 00-1 \mathrm{~b} / \mathrm{in}^{2}$ ) buckling stress, would then be $340^{\circ} \mathrm{K}\left(163^{\circ} \mathrm{F}\right)$ which is higrer than the rail onn experience through solar heating at the test center. This recummendatic was adopted by the Department of Transportation in the fall of 1972 in the installation of the Pueblo test track. Successful operation $)^{s}$ the LIMRV has been in progress since that time with no problems encountered with the reaction rail.
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TABLE I. COMPARISON OF THEORETICAL AND EXFERIMENTAL
bUCKLING RESULTS FOR A WELL-ALINED PAIL

|  | Buckling stress, $\mathrm{MN} / \mathrm{m}^{2}\left(1 \mathrm{~b} / \mathrm{in}^{2}\right)$ | $\begin{aligned} & \text { Temperature rise to buckle, } \\ & K\left({ }^{\circ} \mathrm{F}\right) \end{aligned}$ | ```Buckling half-wave length,l m (in.)``` |
| :---: | :---: | :---: | :---: |
| N/STRAN <br> Base flange clamps spring suppo. ced ${ }^{2}$ | 86.2 (12 500) | 53.8 (96.9) | 1.03 (40.5) |
| NASTRAN <br> Base flange clamps fuily restrained | 92.4 (13 400) | 57.7 (103.9) | 1.00 (39.4) |
| Experimel. | 78.6 (11 400) | 49.1 (88.4) | 0.97 (38.2) |

(2 0 ad
${ }^{1}$ Half-vave length measured at center of specimen or model. $430000 \mathrm{lb} / \mathrm{in}$. per clamp), respectively.


Figure 2. Reaction rail dimensions and attachment hardware.

12.7 cm
( 5 in .)

Figure 3. NASTRAN model.


Figure 4. Lateral displacement of 2.54 cm ( 1 in .) long rail section due to 444.8 N ( 100 lb ) lateral load applied $34.3 \mathrm{~cm}(13.5 \mathrm{in}$.$) above the$ base flange.


Figure 6. Buckled mode, theoretical and experimental deflections of line 2.54 cm ( 1 in.) from rail top edge. $A$ is the rail height equal to 0.533 m ( 21 in .).



Figure 7. Buckled rail.
（OJNIVYISヨy ㅅ7ㄱ）N甘YIS甘N ロ

|  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 |
|  |  |  |  | S |  |  |  |  |  |

STIFFNESS．
$\mathrm{kN} / \mathrm{m}$

Figure 9. Normalized contour plot for displacements of vertical web under combined axial stress ( $35.6 \mathrm{MN} / \mathrm{m}^{2}\left(5150 \mathrm{lb} / \mathrm{in} .^{2}\right)$ ) and $4448 \mathrm{~N}(1000 \mathrm{lb})$ lateral load. Maximum ampli-
tude equal $1.14 \mathrm{~cm}(0.45 \mathrm{in}).$.
$\square$ O.
NASTRAN (SPRRING SUPPORTED)



Figure 11. Variation of increase in critical buckling stress with incressed bending stiffness of lower 7.62 cm ( 3 in .) of rall vertical web.
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## SUMMPRY

A numerical analysis is presented for the problem of a flat restangular rubber membrane with a circular rigid inclusion undergoing high strains due to the actinn of an axial load. The neo-hookean constitutive equationr, are introduced into the general purpose TITUS program by mesns of equivalent nookean constants and initial strains. The convergence is achigved aftar a fuw iterations. The method is not limited to any specific program. The results are in good agregmest with those of a Company sponsored photoelastic stress andysis The theoretical and experimental deformed shapes also agree very closely with one another. For high strains it is dmonstrated that using the conventionil HOOKE low the stress concentration factor ootained is unreliable ill the case of rubberlike material.

## INTRJDUCTION

The siructure of 0 radisl motor vaticle tire is made up of two types of components namaly the reinforcing cords and the rubber. The most immediate problem il. tire atress analysis is that of the large displacements in the inflatec tire descrived in a previous paper (Refertace 1). It appears that the mors important components are the reinforcing coris allawing the tire to take a stable inflated shape. This particular problem can now be considered as solved.

However, in order ts salve the complete problem, the rubber's behavior must also be adequatly analyzed by means of an as economical as possible modification of exteting programs. Up until now, this vary chailenging problem of non linear material behaviur and incompressibility has only been soived in a few special cases (Reference 2).

The aim of the present work is to siress analyze the rubber parts of the tire by using NASTRAN and TITUS. A test specimen ancompassing a rigid inclusion is
falculated in uniaxial nxtronsinn and the results aro compared with those of montothutioity. The rexperimental evidence shows the limits af valiulty of Lhest: methods now availahle to the designer.

## SYMBOLS

| (k) | Stiffness matrix, Nm |
| :---: | :---: |
| ( $\mathrm{B}^{\text {: }}$ | Matrix relating strain to nodal displacements, mm/mm |
| $\Delta$ | Surface of the membrane element, $\mathrm{m}^{2}$ |
| (D) | Constitutive law in matrix form, $\mathrm{Nm}^{-2}$ |
| $\sigma$ | Stress. $\mathrm{Nm}^{-2}$ |
| $\varepsilon$ | Strain, mm/mm, |
| $\varepsilon$ | Initial strain. mm/mm |
| $\nu$ | POISSON's ratio, (no units) |
| W | Clastic potential per unit volume of the unstrained body, $\mathrm{Nm}^{-2}$ |
| $C_{1}$ and $C_{2}$ | Constants of MOONEY, $\mathrm{Nm}^{-2}$ |
| $\mathrm{I}_{\mathrm{i}}$ | Strain invariants, $\mathrm{i}=1,2$ and 3, (no units) |
| (E) | Neo-hookean constitutive law of a membrane in matrix form, $\mathrm{Nm}^{-2}$ |
| $\sigma_{0}$ | Initial hydrostatic stress of a rubier membrane, $\mathrm{Nm}^{-2}$ |
| $u$ | Displacement, m |
| $\sigma_{1}$ ard $\sigma_{2}$ | Principal stresses in the middle plane of the membrane, $\mathrm{Nm}^{-2}$ |
| $p$ | Radius of curvature of the transverse isostatic, $m$ |
| $s$ | Curvilinear abscissa, m |
| $\sigma_{\theta}$ | Normal stress tangent to the edge of the तisc, $\mathrm{Nm}^{-2}$ |
| C | Photerlastic inaterial constant, $N^{-1} \mathrm{~m}^{2}$ |
| a | Radius of the disc, $m$ |

## Subscripts:

$T$ transposed
$t$ true
$x$ coordinate perpendicular to the load axis centered in the middle of the inclusion
$y$ coordinate along the load axis centered in the middle of the inclusion

## GENERAL APPROACH

HOOKE'S LAW

The elementary tests carried out show that for the material under consderation HOOKE's law applies in relating true stress to strain even in the $35 \% \mathrm{~mm} / \mathrm{mm}$ range. Thus, it may be assumed tentatively that the non linearity of the rubber's constitutive law is only the result of the large displacements experienced by the rubber.

## Stiffness matrix

The stiffness matrix of the membrane plate element used can be written (Reference 3) :

$$
(k)=\left(B^{i}\right) \times(D) \times(B) \times \Delta \times d
$$

d Thickness, m
$\Delta$ Surface of the membrane element. $m^{2}$
(B) Matrix relating strain to displacement, mmómm
(D) Constitutive law, $\mathrm{Nm}^{-2}$

As a result of the incompressibility condition $\Delta d=$ const. The accuracy of the forces and the displacements depends on the accuracy of the terms $A$ and 0.

Definition of D

$$
\{\sigma\}=[D]\left(\left\{\begin{array}{l}
\varepsilon_{x} \\
\varepsilon_{y} \\
\varepsilon_{x y}
\end{array}\right\}-\left\{\varepsilon_{0}\right\}\right)
$$

Experimentally the uniaxial law is

$$
\sigma_{t}=E \varepsilon \quad \text { where } E \text { is YOUNG's modulus }
$$

As a result $\sigma$ must be replaced by $\sigma_{t}$ in the equations, The orly remaining term that has to be calculated in the course of the extension of the apecimen is $B$. Thus, this problem would seam to be identical to that of the large displacement problem.

- The true stress is computed per unit section area of the deformed body whereas the conventional stress is computed per unit section area of tho undefarmed body.

In the case of rutiver, however, it is well known that there is an additional, pressure type, term " $p$ " in the constitutive equation. To eliminate " $p$ ". renrosented by - ( $[7)\left\{E_{0}\right\}$ above, an additional equation in term-a of displacements must be written for each element. NASIRAN with its scalar slement can handle such an equation. The resulting data input problem is however very cumbersome. Thus, this solution may be uneconamical for every day use.

In order to demonstrate the existence of " $p$ " a large displacement calculation was carried out with $\varepsilon_{0}=0$ and $\nu=.5$. The largest transverse displacement diong the x-axis passing through the middle of the inclusion was $13 \%$ in error relative to the experimental values. This error was much larger than the one obtained by means of the theory develuped below.

## MOGNEY-RIVLIN CONSTITUTIVE LAW

The most common type of rubber material behavior equation is that of Mooney-Rivlin (Reference 4). Considering that $W$ is the elastic potential measured per unit volume of the unstrained body the postulated function is

$$
w=C_{1}\left(I_{1}-3\right)+C_{2}\left(I_{2}-3\right)
$$

$I_{i}$ are the strain invariants $(i=1,2)$
$\mathrm{C}_{1}, \mathrm{C}_{2}$ are the constants postulated by Mooriey.

The theory of plane stress of very thin membranes applics to the rubtier specimon considered here. The deformations are symmetric about the middle plane of the body and are ensentially uniform throughuut the thickness. The pressure type component " p " is eliminated because in the present problem the normal stress perpendicular to the specimen's surface is zero. Large displacement equations are used in the $t$ matrix.

$$
\text { The equations obtained are: }\{\sigma\}=\{E\}\{E\}+\left\{\sigma_{0}\right\}
$$

$\sigma$ are defined at points in the deformed body, but are measured per unit area of the undeformed body.
The $E$ and $\sigma_{0}$ are functions of not only $C_{1}$ and $C_{2}$ but also of $\varepsilon_{x x}, \varepsilon_{y y}$ and $\varepsilon_{x y}$. The matrix $E$ is positive definite in the strain range considered.
In uniaxial extension the above equations in terms of true stresses must be identical to the well known equation (Reference 5) :
and $\lambda_{11}=1+\varepsilon_{11}$

$$
\sigma_{t}^{\prime \prime}=2\left(C_{1}+\frac{C_{2}}{\lambda_{11}}\right)\left(\lambda_{11}-\frac{1}{\lambda_{H}^{2}}\right) \frac{1}{1-\nu^{2}} \quad \text { where } \nu=.5
$$

This happens only if $C_{2}$ is zero and the de ${ }^{-}$mations are limited in size. Sush a material is called neo-hookean. The constant $C_{1}$ is determined by means of the latter equations in an unlaxial elementary extension test. $\mathrm{C}_{1}=.71 \mathrm{MN} \mathrm{m}^{-2}$.

The solution of the equations is carried out by using an equivalent secant modulus method. The full load is applied in this trial and error approach. The first solution is obtained thy the hookean constitutiv: luw where $\sigma_{o}$ is set at zeru.

## NASTRAN AND TITUS ANALYSIS

The program of J.T.Oden, OK1, (Reference 6), is designed for analyzing rubberlike material. Thus it came under consideration first, but it can only analyze plane strain plates whereas our problem is a plane stress problem * .

The solutions obtained by the TITUS and NASTRAN programs have been compared at the first iteration. TITUS uses isoparametric quadrilateral membrane elements while NASTRAN has constant stress CQDMEM elements. The stiesses differ only by $2 \%$. However the difference between the displacements of i iSTFAN as compared to those of TITUS was $4 \%$. The results of NASTRAN were much further away from the experimental ones than those of TITUS. In this particular case the CPU computation time was 50 s for TITUS and 84 s for NASTRAN using UNIVAC 1108 (EXEC 8).

## MODIFICATION OF TITUS

The TITUS program was developed in France by CITRA now called SPIEBATIGNOLLES Inc. Because of the proximity of the development team it was easy to modify the program. By means of a minor modification it is possible to calculate the modulus $E$ and $\sigma_{0}$ internally elementwise at each iteration with the help of $C_{1}$ and the strains.

The test of convergence was carried out by comparing the arithmetic mean of the displacements obtained at each iteration. At lower loads ( 3.8 - 19.6 N ) the convergence was achieved efter abcut six iterations whereas at 29.4 N ten iterations were needed. In the first case the computation time was 84 s CPU on UNIVAC 1108 (Exec 8).

## MODELING OF THE PLATE

The finite element idealizstion of the membrane encompasses 107 nodal points and 84 quadrilateral elements. In order that the theoretical solution and experimental results could be satisfactorily compared, the three loading

* In linear elasticity plane strain and plane stress problems are conjugate. This is not the case, however, for rubtarlike materials.
conditions were given in terms of displacements at the end of the specimen. the rodeling of the memtirane is shown in Fig. 1.

Boundary condítions

|  | Case 1 | Case 2 | Case 3 |
| :--- | :--- | :--- | :--- |
| Upper Iine | $u_{y}=3.15 \mathrm{~mm}$ | $u_{y}=6.613 \mathrm{~mm}$ | $u_{v}=11.79 \mathrm{~mm}$ |
| Around inclusion | $u_{x}=0$ | $u_{x}=0$ | $u_{x}=0$ |
| Along Y-Axis | $u_{x}=0$ | $u_{y}=0$ | $u_{x}=0$ |
| Along $X$-Axis | $u_{x}=0$ | $u_{x}=0$ | $u_{x}=0$ |

Since the loading and the deformations are assumed to be symmetrical, only one-quarter of the plate needed to be considered.

EXPERIMENTAL WORK
TEST SPECIMEN

The model test specimen is a rectangular coupon cut. out of a polyurethane plate furnished by PHOTOLASTIC inc. The coupon is tran rerent and isutropic when not loaded. A circular hole is cut out of its centr: and is fi:ls. ' $n$ with araldite which is reinforced with glass beads at a ratio of 100 ". The stresses due to the contraction of the disc during polymerisation have been observed by means of crossed polarisors and have bean eliminatad by an applled compression load in order to keep the neutral state of stress in the specime:... The disc is much stiffer than the rest of the coupon and there is perfect adhesion between them. The grips are glued on to the ends of the rectangle. The only load applied is a vertical load along the specimen's axis and it is meesured by means of strain gages. Viscoelastic effects ars suppressed by loading up gradually.

The dimensions of the specims.l are $117 \mathrm{~mm} \times 42 \mathrm{~mm} \times 1.02 \mathrm{~mm}$ and the diameter of the disc is 14 mm .

Using a transmission polariscope, the isoclines are determined with the help of in-plane polarized white light and the lsochromes with the help of monochromatic circularly polarized light ( $\mathrm{a}_{\mathrm{Na}}=5890 \mathrm{~A}$ ).

The isostatics are obtained from the isoclines using graphical means.

## PHOTOELASTIC STRESS ANALYSIS

In rubber the lightwave path difference is proportional to the difference of the principal stresses $\sigma_{1}-\sigma_{2}$ and also proportional to the instantaneous thickness of the specimen (Reference 7)

$$
\delta=C e\left(\sigma_{1}-\sigma_{2}\right)
$$

The material constant $C$ is determined by a uniaxial elementary tension test. The value obtained is

$$
C=3.21 \pm 0.03 \mathrm{~m}^{2} \mathrm{daN}^{-1}
$$

The principal stresses aiong the vertical and horizontel symmetry axes are determined by integrating graphically the equation of Lame and Maxwell (Reference 8)

$$
\begin{aligned}
& \frac{\sigma_{1}-\sigma_{2}}{P_{1}}+\frac{\partial \sigma_{1}}{\partial s_{1}}=0 \\
& \frac{\sigma_{1}-\sigma_{2}}{P_{2}}+\frac{\partial \sigma_{2}}{\partial s_{2}}=0
\end{aligned}
$$

where $P$ is the radius of curvature of the transverse isostatic and $s$ is the curvilinear abscissa at a given point. The subscripts 1 and 2 refer to the two families of isostatics.

The starting point of the integration along the $x$-axis is taken at the edge of the specimen where the stress $\sigma_{2}$ is zero.

For the integration along the vertical axis the poin of reference for the integration is taken in the region of uniform stress betwe.n the grips and the disc whers $\sigma_{2}$ is zero. Along the edge of the dise the stresses $\sigma_{1}$ and $\sigma_{2}$ are obtained using the normal stress $\sigma_{0}$ tangent to the disc and they vary as follows:

$$
\frac{\partial \sigma_{\theta}}{\partial \theta}=-\frac{\partial \sigma_{r i}}{\partial r}
$$

and

$$
\sigma_{1}=\sigma_{0}+\left(\sigma_{1}-\sigma_{2}\right) \sin ^{2} \alpha
$$

where $\alpha$ is the angle between the direction of $\theta$ and the isostatic $\sigma_{1}$.
The value of $\sigma_{0}$ is a function of the accuracy if the measurement of the isoclines. As the experimental detarmination of the letter is relatively inaccurate, in part!cular at the top of the disc, the accumulatad errors may be quite
limge. For this reason, starting from the horizontal axis, the values of of and $\sigma_{2}$ at the top are $1 \% \%$ greater than the ones obtained starting form the other axiz.

UISCUSSION OF THE EXPERIMENTAL AND THEORETICAL RESULTS

## DEFORMED SHAPE

The theoretical and experimental results obtained for the defurmed shape are in excellent agreement as shown (Figs, 2-4). By different experimental methods the overall transverse displacements at the horizortel symmetry line have been determined as follows:

| LOADING | EXPERIMENT | TITUS |
| :---: | :---: | :---: |
|  | $u_{x}$ |  |
| $(\mathrm{~mm})$ | $u_{x}$ |  |
| $6 \%$ | $-0.4 \pm 0.05$ | -0.434 |
| $11.5 \%$ | $-0.75 \pm 0.05$ | -0.806 |
| $20.5 \%$ | $-1.4 \pm 0.05$ | -1.44 |

ISOSTATICS

The theoretical and experimental results showing the distribution of the isostatics over the surface of the rubber coupon are plotted in Fig.5. On the left side are shown the calculated principal stresses and on the right side the envelopes of the corrsponding experimental principal stresses. Taking into account the fact that the theoretical results are relative to the undeformed surface of the specimen, the agreement is again excellent. The following table shows the values of the applied longitudinal force.

| LOADING | EXPERIMENT | TITUS |
| :---: | :---: | :---: |
|  | Force | Force |
|  | (N) | (N) |
| $5 \%$ | $9.8 \pm 0.2$ | 10.6 |
| $11.5 \%$ | $19.0 \pm 0.4$ | 18.4 |
| $20.5 \%$ | $29.4 \pm 0.6$ | 28.2 |

The mesh used in modeling the ends of the specimen was very coarse, the principal aim being to demonstrate the behavior of an inclusion imbedded in a rubbe matrix. Thus, the error obtained is accordingly larger in this region.

## ISOCHROMES

 has; toen bstathlished liy means; of the isochromes. No quantitativo comparlsum la shown here as the numerical results are relative to tho undeformed shape and are in terms of the conventional stresses, (Fig. 6-8). The automatic plotting of the required true stress isochromes is being developed at the present time.

However, the shape of the isochromes shown agrees qualitatively with the experimental ones. As demonstrated below the numerically obtained longitudinal true stress concentration factor is very accurate. Thus it can be conjectured that the agreement must be also quantitative.

## PRINCIPAL MEMBRANE STRESSES

In Fig. 9 the true principal membrane stresses together with the experimental ones are shown. The shape of the two families of curves obtained are identical. However there is a vertical shift of the theoretical ones relative to the experimerital ones. The difference is quite small and remains within the limits uf the accuracy of the experiment. It must be noted that at the top of the inclusion, on the $y$-axis, the experimental results differ according to whether the point is approached from the right or the left. The mean of the two values is located very near to the theoretical point.

At the intersection of the $x$-axis with the contour of the inclusion two nearly identical compression stresses are obtained experimentally. This result agrees with those obtained by theoretical consideration in reference 9. The numerical calculation gives two stresses of oppcsite sign, however. This is explained by the fact that the stresses are calculated at the center of gravity of the elament. In this region C of Fig. 10, the stress gradient is very large. Thus, even though the $\sigma_{1}$ stress is positive at $\frac{x}{\alpha}=1.07$, the calculation point, it is negative at $\frac{x}{a}=1$. that is at the experimental recording point. Taking these facts into account the agreement between the finite element results and those of the experiment is very good.

STRESS CONCENTRATION FACTOR

Ihe stress cuncentration of the longitudinal prineipal stress along the $y$-axis is plotted in Fig. 10. The maximum stress concentration factors are

| Experiment | 1.28 |
| :--- | :--- |
| Finite element results | 1.31 |
| Linear clessical elasticity | 1.54 |

The agresment between the experiment and the numerical results is excellent. It can be concluded further that the linear elasticity gives unreliable
stress values in the case of rubber for strains reaching 13 " m more.

CONCLUSION

The close agreement obtained between theoretical and experimental results demonstrates the validity of the large displacement equations, and of the neohookean constitutive law used in the modified TITUS program. However, the use of the derived method is not limited to any specific program. After some minor modifications any geometrically nonlinaar finitc slemont program may ha applied to the analysis of rubber at relatively high strain.

The importance of using the proposed theory instead of the conventional HOOKE type formulation to design rubber parts is made evident by the fact that, usi.g the conventional theory, the stress concentration factor of the in- . clusion obta」ned has an error of about $20 \%$.
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Figure 1. - Super-Elements and Automatically Generated Mesh by TITUS.
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Figure 2. - Finite Element Sulution and Experimental Deformed Shepe Loed = 19.6 Newtons.


Figura 3. - Displacement Vectors. Loed $=9.81$ Newtons.
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Figure a: - Displacement Vectors. Loed $=29.4$ iNewtons.


Figure 5. - Conventional Principal Stresses and Experimental Isostatics. Load $=19.6$ Newtons.


TITUS Solution
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Figure 6. - Isochromes - Numericol Results and Experiment. Load = S.ôi Newtuins.


TITUS Solution
Difference of the Conventional Principal Memurane Stresees in the Undeformed Body
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Figura 7. - Isochromes - Numarical Results and Experiment. Laad = 19.6 Newtons.
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Figure 3. . Isochromes - Numerical Results and Experiment. Load = 29.4 Newtans.


Figure 9. - True Principal Stresses at a Load $=19.6$ Newtons.
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Figure 10. - Longitudinol True Stress Concentration Factor vs. y-Axis.
Load $=19.6$ Newtons.

# NASTRAN STATIC AND BUCKLING ANALYSIS COMPARISON WITH OTHER LARGE-CAPACITY PROGRAMS 

by Lalit C. Shah<br>Rockwoll International<br>B-1 Division<br>Los Angeles, Califormia

SUMMARY

A square plate with clamped edges under a concentrated load was modeled using NASTRAN (refeience 1) and ASKA (reference 2) finite element computer prograns. Deflections were computed for various width-to-thickness ratios (b/t) of the plate element, and were compared against the classical theory to determine the $\mathrm{b} / \mathrm{t}$ limitations.

A cylinder with simply supported ends was modeled using NASTRAN and STAGS (reference 3) computer programs for buckling analysis. The models :vere subjected to a uniform radial pressure loading. Several parameters were changed, and the effects of those variations are presented. Utilizing thes data, a model which will produce results comparable to pubiisheu empirical data can be constructed and processed for a minimized cost.

## STATIC ANALYSIS

The user of finite element computer programs has numerous limitations to be considered when constructing a mathematical model of the structure to be analyzed. Although considerable information is available concerning the plate element aspect ratio ( $\mathrm{a} / \mathrm{b}$ ) (i.e., length-to-width ratio), the effect of varying the width-to-thickness ratio ( $b / t$ ) has not previously been presented. The effect of varying the plate element $b / t$ ratio was investigated for the NASTRAN and ASKA finite element computcr prograns.

This investigation utilized a square plate with clamped edges. Two elements, CTRIA2 and CQUAD2, available in NASTRAN, were used in two separate models. One tritugle-plate element, TRIB3, available in ASKA, was used in the third model. These models, shown in Figure 1, were 152.4 cm ( 60 inches) square plates with varied thickness to achieve the b/t ratio desired. The
basic model mesh size was selected based upon previous experience. One model with mesh size reduced by a factor of 2 was processed, and the results were compared to verify that the basic model mesh size was valid.

One loading, which consisted of a concencrated load applied in the geometric center normal to the plate, was selected due to its ideal checks for the bending characteristics of any plate element. This loading was applied to each model processed.

The results of the two NASTRAN models and the ASKA model are surmarized in table I. The resulting computed deflections for the three models are tabulated for the various $\mathrm{b} / \mathrm{t}$ ratios investigated. Inciuded in this table are the theoretical deflections based upon classical equations (reference 4). These deflection data are presented graphically in figures 2 through 4 . The plot of the percentage difference between conputed deflection and theoretical deflection is shown in figure 5 for the three models investigated. The two NASTRN plate elements, CTRIA2 and CQUAD2, break down in regions of b/t less than five. The ASKA element, TRIB3, is quite consistent, even for extremely low values of b/t. It is apparent that a limitation on the value of $b / t$ exists for the NASTRAN plate elements. This limitation should be considered along with the aspect ratio (a/b) limitations when constructing a model for the NASTRAN computer program.

## BUCKIING ANALYSIS

Buckling analysis is an eigenvalue problem which may result in very high computer processing costs to achieve a valid solution. This report presents an investigation into the various modeling parameters that affect the solution and the computer cost. The results of this study reveal an approach to achieving a valid solution for minimized computer cost.

This investigation considered a cylinder under uniform radial pressure loading. According to Donnell's equation, under uniform radial pressure, the buckling stress of the cylinder is:

$$
\sigma_{c r}=\frac{K_{y^{2}}^{2} E}{12\left(1-\nu^{2}\right)}\left(\frac{t}{L}\right)^{2}
$$

For moderately long cylinders, this equation gives quite good correlation with test data (reference 5). For this investigation, a data point was selected where the test result and the preceding equation value practically coincide. This cylinder model is shown in figure 6. The cylinder was moleled for

NASTRAN, a finite element computer program, and for STAGS, a finite difforence computer program. Essentinlly, the same parameters were varied for both models in determining effects upon the solution validity and the computer costs.

The results of the NASTRAN and STAGS models are presented in tables 11 and III, respectively. These data are presented in figures 7 through 9. Appendix A contains the mode shapes for all the models studiod in this investigation.

A significant parameter in modeling for either NASIRNN or STAGS is the circumferential spacing of grid points which determine the number of elements per half wave-length. As indicated in figure 7, an extremely narrow range of circumferential spacing may be considered in modeling in order for NASTPAN buckling analysis to achieve valid results. The NASTRAN model that is very fine is equally as erroneous as a model that is very coarse. These models that are outside this narrow band of acceptable circumferential spacing produced results that deviated from the theoretical value by up to 70 percent. The improper selection of the circumferential spacing for the STAGS program can result in extremely high errors, over 3,000 percent, as shown in figure 7. The results from the STAGS models indicate that the error percentage is directly related to the coarseness of the model, and as the circumferential spacing is reduced, the computed value approaches the theoretical solution. For this particular cylinder model to achieve a valid solution, the STAGS model required a 3 -degree circumferential spacing, whereas the NASTRAN model required a 10 -degree spacing.

The aspect ratio of the plate elements was considered as an important parameter in this irvestigation. Although most of the models utilized a constant number of uniformly spaced longitudinal cuts, a few were processed using nonuniformly spaced longitudinal cuts to determine the effects of varying the aspect ratio. It was a surprise to learn that the results did not change appreciably. Apparently the aspect ratio of the plate elements is not a critical parameter for NASTRAN buckling analysis. The data presented in figure 8 for extremely low and extremely high aspect ratios are related to the very coarse and the very fine circumferential spacing models, respectively. Therefore, the most probable reason for the results is due to the circumferential spacing.

The NASTRAN models were prccessed on IBM 370/165, and the STAGS models were processed on CDC 660 n computer system. The resulting machine time data are presented in tables iV and V. This information is converted to machine cost in dollars and presented in figure 9. Even the very fine model used in STAGS to achieve a valid solution resulted in less computer cost than any of the NASTRAN models processed. This may be partly attributed to the two computer systems used in the investigation. Aithough figure 9 presents the computer cost, a significant part of the total cost for buckling analysis is the man-hours required to construct the model and prepare the data. Also, the

NASTRAN program provides a lot more flexibility in modeling as compared to the STAGS program. The total cost data for this investigation are not available, but it is estimated that for a typical problem, the total cost would be nearly equal for these two prograns.

Cumallisions

In the static analysis investigation, it was determined that the NASTRAN plate element has a width-to-thickness ratio (b/t) limitation, as well as an aspect ratio limitacion. These are both important paraneters to be considered in modeling thick plate stmuctures. Extra care should be excrcised to avoid large aspect ratios and/or small (less than five) width-to-thickness ratios. The investigation did indicate that ASKA element TRIB3 is consistently valid for extremely luw :alues of $\mathrm{b} / \mathrm{t}$. For those structures whose configuration requires modeling to b/t values less than five, it is recommended that they get processed using the ASKA program or use solid elements available in NASTRAN.

The buckling analysis investigation revealed that modeling requirements are quite different from static analysis. The conventional rules for static analysis modeling are neither sufficient nor applicable for buckling analysis. Although the effect of varying aspect ratio is negligible, the effect of varying the number of clements per hain wavelength is very critical to both a valid solution and the computer cost. The cost of performing a valid buckling analysis is very high measured by static analysis standards. Although STAGS computer cost is quite $10 w$, the man-hour cost is quite high, compared to NASTRAV costs. The evaluation of the buckling analysis performed in this investigation has revealed that it is very difficult to separate a reasonable solution from an erroneous solution. The NASTRAN models indicate an extremely narrow band of circumferential spacing (number of elements per half wavelength) may be selected for a valid solution, whereas the STAGS models indicate the finer models produced an acceptable solution.
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SYMBOLS
$\theta$
l Length of vlinder element
a Length of plate
b Width of plate
$t \quad$ Thıckness of plate or cylinder
$\mathrm{R} \quad$ Cylinder radius
$\mathrm{P}_{\mathrm{cr}} \quad$ Critical buckling load - program output
P Critical buckling load - theoretical value
$\sigma_{\mathrm{cr}} \quad$ Critical buckling stress - theoretical value
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Table I
STATIC ANALYSIS - DEFLECTION DATA

| Plate Thickness $t$ (cm) | b/t | NASTRAN CQuAD2 | NAËRAN CTRIA2 | $\begin{aligned} & \text { ASKA } \\ & \text { TRIB3 } \end{aligned}$ | $\begin{aligned} & \text { Theoretical } \\ & \text { (Ref 4) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1.27 | 20.0 | $15.06 \times 10^{-1}$ | $13.64 \times 10^{-1}$ | $13.39 \times 10^{-1}$ | $14.91 \times 10^{-1}$ |
| 5.08 | 5.0 | $24.0 \times 10^{-3}$ | $22.07 \times 10^{-3}$ | $20.9 \times 10^{-3}$ | $23.37 \times 10^{-3}$ |
| 10.16 | 2.5 | $3.2 \times 10^{-3}$ | $2.97 \times 10^{-3}$ | $2.62 \times 10^{-3}$ | $2.92 \times 10^{-3}$ |
| 15.24 | 1.67 | $10.39 \times 10^{-4}$ | $9.73 \times 10^{-4}$. | $7.82 \times 10^{-4}$ | $8.61 \times 10^{-4}$ |
| 20.32 | 1.25 | $4.93 \times 10^{-4}$ | $4.65 \times 10^{-4}$ | NA | $3.63 \times 10^{-4}$ |
| 25.4 | 1.00 | $2.87 \times 10^{-4}$ | $2.72 \times 10^{-4}$ | $16.74 \times 10^{-5}$ | $18.54 \times 10^{-5}$ |

Table II
BUCKLING ANALYSIS - EIGENVALUE DATA NASTRAN MODEL

| Shell | Mesh Size |  | $\mathrm{P}_{\mathrm{cr}} / \mathrm{P}$ | legree of Freedom* |
| :---: | :---: | :---: | :---: | :---: |
|  | $\theta$, deg | $f, \mathrm{~cm}$ |  |  |
| 90 | 2 | 25.4 | 1.6434 | $\mathrm{T}_{1}$ |
| 90 | 5 | 25.4 | 1.5409 | T 1 |
| 90 | 9 | 25.4 | 1.3614 | $\mathrm{R}_{2}$ |
| 90 | 10 | 2!.4 | 1.0390 | $\mathrm{R}_{2}$ |
| 90 | 11 | 25.4 | . 7844 | $\mathrm{R}_{2}$ |
| 180 | 20 | 25.4 | . 5568 | $\mathrm{R}_{3}$ |
| 180 | 30 | 25.4 | . 3079 | $\mathrm{R}_{3}$ |

*Eirenvectoi's are nomalized with respect to this degree of freedom.

Table III
BUCKLING ANALYSIS - EICLANNUL IATA SIACS MOMAL

| Shell | Mesh Size |  | $\mathrm{P}_{\mathrm{cr}} / \mathbf{P}$ | legrec of Ireedom* |
| :---: | :---: | :---: | :---: | :---: |
|  | $\theta$, deg | $\bar{l}, \mathrm{~cm}$ |  |  |
| 90 | 3.1 | 4.24 | 1.08 | $\mathrm{I}_{1}$ |
| 90 | 3.1 | 9.53 | 1.09 | '1 |
| 90 | 3.1 | 19.05 | 1.11 | '1 |
| 90 | 3.1 | 38.1 | . 37 | $\mathrm{i}_{1}$ |
| 90 | 5.3 | 4.24 | 1.27 | $\mathrm{r}_{1}$ |
| 90 | 11.25 | 12.7 | 2.78 | r 1 |
| 90 | 22.5 | 12.7 | 29.9 | $\mathrm{T}_{1}$ |

*Eigenvectors are normalized with respect to this degree of freedom.

Table IV
BUCKLING AVALYSIS - MACIINE TIME DATA NASIRAV MDIHEL IBM 370/165

| Number of <br> Grid Points | CPU Time <br> $(\mathrm{sec})$ | Channel Time <br> $(\mathrm{sec})$ | Billing Units |
| :---: | :---: | :---: | :---: |
| 184 | 222.432 | 114.732 | 28.9015 |
| 76 | 80.208 | 93.438 | 12.9700 |
| 44 | 57.732 | 91.212 | 10.4555 |
| 40 | 63.23 | 10272 | 12.1796 |
| 40 | 54.63 | 93.75 | 10.8100 |
| 36 | 58.398 | 104.118 | 11.5798 |
| 28 | 43.662 | 95.358 | 9.6276 |

Table V
BUCXLING ANALYSIS - MACHINE TINE DATA STAGS MODEL CIC 6600

| Number of <br> Grid Points | CPU Time <br> (sec) | T/O Time <br> (sec) | System Sec |
| :---: | :---: | :---: | :---: |
| 300 | 46.228 | 105.800 | 72.678 |
| 180 | 18.469 | 40.9 | 28.694 |
| 150 | 19.176 | 48.626 | 31.332 |
| 90 | 11.312 | 33.816 | 19.766 |
| 60 | 7.858 | 30.624 | 15.514 |
| 36 | 3.227 | 21.162 | 8.517 |
| 20 | 2.036 | 23.259 | 7.85 |



Figure 1. Static analysis - basic model geometry.


Figure 2. Deflection vs thickness ratio, NASTRAN - CQind 2.


Figure 3. Deflection vs thickness ratio, NASTRAN - CTRIA2.


Figure 4. Deflection vs thickness ratio, ASKA - TRIB3.


Figure 5. \% difference vs thickness ratio.


Figure 6. Buckling analysis - basic model geometry.


Figure 7. Effect of varying circumferential spacing.


Figure 8. Effect of varying aspect rativ.


Figure 9. Cost comparison between NASTRAN and STACS.


Figure A-1. Mode shape - NASTRAN mode1.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=1.5409 ; \ell=25.4 \mathrm{~cm} ; \theta=5^{\circ}
$$



Figure A-2. Mode shape - NASTRAN midel.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=1.3614 ; \ell=25.4 \mathrm{~cm} ; \theta=9^{\circ}
$$



Figure A-3. Mode shape - NASTRAN model.
$\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=1.039 ; \ell=25.4 \mathrm{~cm} ; \theta=10^{\circ}$


Figure A-4. Mode shape - NASTRAN model.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=0.7844 ; \ell=25.4 \mathrm{~cm} ; \theta=11^{\circ}
$$



Figure A-5. Mode shape - NASTRAN model.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{F}=0.5568 ; \ell=25.4 \mathrm{~cm} ; \theta=20^{\circ}
$$



Figure A-6. Mode shape - NASTRAN mode1.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=0.3079 ; \ell=25.4 \mathrm{~cm} ; \theta=30^{\circ}
$$


\& igure A-7. Mode shape - NASTRAN mode1.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=1.08 ; \ell=4.24 \mathrm{~cm} ; \theta=3.1^{\circ}
$$



Figure A-8. Mode shape - STAGS model.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=1.09 ; \ell=9.53 \mathrm{~cm} ; \theta=3.1^{\circ}
$$



Figure A-9. Mode shape - STAGS model.

$$
\mathrm{P}_{\mathrm{Cr}} / \mathrm{P}=1.11 ; \ell=19.05 \mathrm{~cm} ; \theta=3.1^{\circ}
$$



Figure A-10. Mode shape - STAGS model.

$$
\mathrm{P}_{\mathrm{cr}^{\prime}} / \mathrm{P}=0.37 ; \ell=38.1 \mathrm{~cm} ; \theta=3.1^{\circ}
$$



Figure A-11. Mode shape - STAGS model.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=1.27 ; \ell=4.24 \mathrm{~cm} ; \theta=5.3^{\circ}
$$



Figure A-12. Mode shape - STAGS model.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=2.78 ; \ell=12.7 \mathrm{~cm} ; \theta=11.25^{\circ}
$$



Figure A-13. Mode shape - STAGS model.

$$
\mathrm{P}_{\mathrm{cr}} / \mathrm{P}=29.9 ; \ell=12.7 \mathrm{~cm} ; \theta=22.5^{\circ}
$$



Figure A-i4. Mode shape - STACS model.

NASTRAN ANALYSIS OF AN AIR STORAGE PIPING SYSTEM
By Clarence P. Young, Jr., A Harner Cerringer, and Richard W. Faison NASA Langley Research Center

## SUMMARY

This paper summarizes the first Lengley Research Center application of NASTRAN to a complex piping design evaluation problem. Emphasis is placed on structural modeifing aspects, problems encountered in modeling and analyzing curved pipe sections, principal results, and relative merits of using NASTKAN as a piping analysis and design tool. In addition, the piping and manifolding system was analyzed with SNAF (Structural Network Analysis Program) developed by Lockheed Missiles and Space Company. The parallel SNAP study provides a basis for limited comparisons between NASTRAN and SNAF as to solution agreement and computer execution time and costs.

## INTRODUCTION

The new Langley Research Center (LaRC) $4.137 \mathrm{NN} / \mathrm{r}_{\mathrm{i}}{ }^{2}$ ( 600 psia ) air storage facility is being constructed to efrect repairs to the system that was damaged in the Langley 9- by 6-root thermal structures tunnel manifold failure in September 1971. Fecause of the increased concern and emphasia at LaRC on safety in facility design, a rigorous statjc analysis of the piping and mar folding system design was performed within the Systems Engineering Division (SED). Since NASIRAN had beea nse extaisively within SED for analyzing aerospace-type structures, it wss decired that the piping application would provide the desired degrec of risor fad at the same time exercise the applicability of NAS'IRAN as a pipl: s snaly,i? coci.

The purpose of this paper is to doalrsi $\begin{gathered}\text { ie results and experience }\end{gathered}$ gained in applying NASTRAN to a complex r.escir. sed piping system. Although NASTRAN was not diveloped as a piping araivis tool, it can be used to simulate the extensional and bending behavior is pipes which cen be characterized as beams. (See, e.g., ref. 1.) The besic approach is that of a stress analysis of the given design for varicus static loading conditions. The calculated stresses are then compared with allowable values es obtained from references 1 to 3. These comparisons serve as a basis for evoluating structural adequacy.

SYMBOLE

A cross-sectional area of pipe, $m^{2}\left(\right.$ in $\left.^{2}\right)$

| c | distance to outermost fiber measured from bend axis, m (in |
| :---: | :---: |
| $F_{i}(P A)$ | static pres.jure loading |
| h | bend characteristic (defined by eq. (1)) |
| I | area moment of inertia of pipe crnss section, $\mathrm{m}^{4}$ (in ${ }^{4}$ ) |
| IPS | internal pipe size |
| $i_{n}$ | stress intensification factor |
| M | bending moment |
| P | internal pipe pressure: $N / m^{2}\left(1 \mathrm{bf} / \pm \mathrm{n}^{2}\right)$ |
| R | radius of pipe bend, $m$ (in.) |
| $r_{m}$ | mean radius of pipe, $m$ (in.) |
| T | teruperature, ${ }^{\circ} \mathrm{K}\left({ }^{\circ} \mathrm{F}\right)$ |
| $t$ | pipe wall thickness, m (in.) |
| $\mathrm{V}_{\mathbf{w}}$ | wind veiocity, m/s (mph) |
| $x, y, 2$ | element cooidinate system |
| $\alpha$ | angle measured from bend axis of pipe to point of feak stress (see fig. 5), deg |
| $\sigma_{B}$ | stress predicted by elementary $u=5 \mathrm{~m}$ theory, $\mathrm{N} / \mathrm{m}^{2}\left(\mathrm{lbf} / \mathrm{in}^{2}\right.$ ) |
| Subscripts: |  |
| y | bending about $Y$-axis |
| 2 | bending about z -axis |

ANALYSIS

## Facility Description

The new sir siorage facility is depicted in figure 1 . Basically, the system consists of 167 air storage bottles connected oy manifolding to the main header $0.61 m$-diameter ( 2 h in.) supply line. The new main header is tied to an exiating overhead ine waich is illustrated in the photograph of iigure 2 . In $\approx=d e r$ to asess the totul interaction loading erfects between the existing line and the new lines, the existin line was modeled as weil.

## NASTRAN Model Characterisiics

The NASTRAN model of the piping and manifolding system is illustrated in the perspective plot of figure 3. The model includes the existing overhead $0.61-\mathrm{m}$ ( $24 \mathrm{in)}$. supply line, the new $0.61-\mathrm{m}$ ( $24 \mathrm{in)}$. (ine, the new $0.20-\mathrm{m}$ ( 8 in. ) and $0.25-\mathrm{m}$ ( $10 \mathrm{in)}. \mathrm{lines} 0.15-$,m ( $6 \mathrm{in)}. \mathrm{manifolds} \mathrm{ard} 0.038-$,m ( $1 \frac{1}{2}$ in.) distribution (goosene k) connections to storage bottles. Anchor points for the piping system are as shown in figure 3 with the gooseneck lines being ined at the air storage bottle flanges.

Bar elements are used throughout to characterize the pipe elongation, twist, and lending behavinr. Th total 75.4 bar elamnter wore used with the reduced problem (...straints and boundary conaiciu... . oszed) being cnaracterized $t_{j}$ approximately 3500 degrees of freedom.

## Curved Pipe Considerations

One of the more interesting aspects of the analysis concerns the structural modeling and prediction of stresses in curved pipe sections. It is known that curved pipe sections behave quite differently compared with straight sections when subjected to bending loais. Whin bending loads are imposed on a curved pipe, the cross scction tents to cvalize or flatten on one sidi, which results in increased flovibility and $s$ stress redistribution. (See, e.g., ref. l.)

Structural modeling and flexibility effects. - Since there are no curved bar elements within NASTRAN, the pipe elbows were modeled as a ssries of stringht bar elements as illustrated ir figure 4. For the $90^{\circ}$ elbows in the $0.61-m$ ( 24 in.) line, three bar elemints of equal length were used to complete the turn. Additionally, the pressure loadings $F_{;}(P A)$ shown acting in the figure ware developed to satisfy equilibrium around the bend. It shoul.d be noted that the number of idenents used to represent the curvel pipe st,tions varied, depending on pipe size and turn angle. For example, the $90^{\circ}$ bend on the $0.038-m$ ( $1 \frac{1}{2}$ in.) pipes was modeled using one bar element connecting the pipe center-line poirts of tangency.

In order to characterize the increased flexibility in the curved regions, the bending modulus of each element was reduced by a flexibility factor defined as the ratio of the resulting increased deflection of a surved pipe to that predicted by beam theory. Theoretical flexibility factor data were obtained from reference 1 , which gives the flexibility factor as a function of the bend characteristic $h$ defined as

$$
\begin{equation*}
h=\frac{t R}{r_{m}^{2}} \tag{I}
\end{equation*}
$$

Stress intensification.- Elementary beam theory canrot account for the actual stress distributions in curved pipe as illustrated by the .omparative distributions given in figure 5. Whereas beam theory would prerict the maximum stress to occur at the outermost point from the bend axis, curved pipe theory shows that the peak stress shifto to dard the neutral eifs (corresponds
to $\alpha=0$ in fig. 5) and also becomes intensified. The ratio of the maximum stress in a curved pipe to that predicted for a straight pipe is defined as the stress intensification factor $i_{n}$. Also, not only do the longitudinal stresses become ampiified, but high circumferential stresses are predicted as well.

In figure 5 , the orieniation of the predicted points of maximum stress for both in-plane and out-of-plane bending of the elbow is seen to be $26^{\circ}$ measured from the bend axes. In-plane bending is defined as a bending moment about an axis normal to the plane of bend (Z-axis in fig. 5) while out-ofplane bending corresponds to a moment about an axis in the plane of bend (Y-axis in fig. 5). The $i_{n}$ values for the elbow of figure 5 as predicted by data given in references 1 and 2 are as follows:

## Reference 1

Reference 2

| $i_{1}$ (circumferential) . . . . . 6.6 | 3.5 |
| :--- | :--- | :--- |
| $i_{2}$ (longitudinal). . . . . . 5.0 | 3.5 |
| $i_{3}$ (longitudinal). . . . . . 4.3 | 3.5 |
| $i_{4}$ (circumferential) . . . . . 7.0 | 3.5 |

Note that values given in reference 2 are about one-half the theoretical values given in reference 1 and are constant for both in-plane and ouc-ofplane bending. The lower values are based largely on experimental results and appear to be more realistic for design.

It is apparent that the actual stress distributions in the curved regions become quite complex for the situation where both in-plane and out-of-plane bending loads are present. Time did not permit research into the area of stress determination around the pipe for combined bendin: loads; therefore, predicted maximum stresses were added in the most adverse manner as a conservative approach.

## Applied Loads

The static loads used for the analysis included the total pressure, thermal loadings for a temperature rise and fall of $288^{\circ} \mathrm{K}\left(60^{\circ} \mathrm{F}\right)$, gravity loads, and steady wind loads at $44.7 \mathrm{~m} / \mathrm{s}$ ( 100 mph ). Solutions were obtained for the independent loading conditions as well as for the total combined loads. In this manner, the stress contributions for the separate and combined loadings were obtained for comparison with the allowable working stress criteria given in references 2 and 3 .

## Analysis Procedure

The analysis procedure is depicted in the flow diagram of figure 6. Note from the flow diagram the incorporation of the flexibility and stress intensification factors. As stated previously, the bending flexibility in the elb, w regions was accounted for by reducing the section modulus of the bar elements which make up the curved pipe sections.

Since NASTRAN cannot recover the combined stresses for either straight or curved sections of pressurized pipe, it became necessary to write a separate stress calculations program. This program uses the input of element forces iani moments and generates the combined pressurized pipe stresses (e.g., hoop E enses are accounted for along with torsional stresses) and also applies : stress intensification factors in the elbow regions. Once the combined resses are calculated for the highest loaded elements, these values are then ampared with the allowables and guideline vaiues of references 1 to 3.

## DISCUSSION OF RESULTS

The results of the NASTRAN analysis proved to be quite beneficial not only for verifying the adequacy of design but also for identifying potential problem areas and for efficient selection of anchor point lccations ard pipe bend radii. For example, one early finding in the analysis identified an overstressed situation for the gooseneck at the last row of air storage bottles nearest the main header. In this instance, an error in the design calculations had resulted in a pipe length selection that was too short. Had the NASTRAN analysis not been performed the error probably would have gone unnoticed with failure likely.

## General Stress Results

In general the calculated stresses throughout the system were within the required working allowables of references 1 to 3 and in only a few isolated areas equaled or slightly exceeded the conservativf combined loading stress guidelines given in reference 1 . (The calculated stress values are not presented or discussed in detail for reasons of brevity and lack of significance within the framework of the present paper.) Based on the NASTRAN calculations, the design was acceptable; however, the design was also examined in view of obtaining stress reductions in particular areas of concern. As it turned out, the stress condition of the greatest concern occurs in the last goosenecks nearest the $0.61-\mathrm{m}$ ( 24 in .) main header. The higher stresses occur in these goosenecks as a result of thermal and pressure expansion in the main header pipe. Two options considered for reducing these stresses were (1) to relocate the anchor point and (2) to select a more desirable bend radius for the goosenecks. These options are examined in the following subsection.

## Analysis of Potential Stress Reductions

Two selected studies on stress reduction in the gooseneck pipes are discussed in this section. Other studies were made which proved 20 be useful for identifying local problem areas but are beyond the scope of the present paper.

Anchor point location. - The main header line and manifolding to the air storage bottles are illustrated in the schematic of figure 7. The point of fixity is located at $x=17.07 \mathrm{~m}$ ( 672 in. ) (support tower) with guide locations as indicated. It should be noted that a guide support is designed to allow the pipe to slide (longitudinally) while providing constraint in all other directions.

The basic behavior which leads to the previously mentioned high stresses in the last row of distribution lines (goosenecks) is thermal and pressure expansion of the main header. The local deformation behavior of a row of goosenecks due to the main header expansion is illustrated in figure 8. The fixity at $x=17.07 \mathrm{~m}$ ( 672 in .) leads to pipe expansions buth toward the origin $x<17.07$ ( 672 in.) (negative) and toward the air storage ioctie field $x>17.07 \mathrm{~m}$ ( 672 in .) (positive). These expansions significantly influence stresses in the gooseneck lines and in the main header elbow located at the origin. Therefore, a logical way to reduce the gonseneck stresses, at the expense of increasing the elbow stresses, would be to relocate the anchor point.

In order to examine the main header expansion behavior, the point of fixity was removed which yields the deflections along the header for pressure and temperature expansion as shown in the graph of figure 7. Note from the curves of figure 7 that a node point ( $\Delta x=0$ ) exists at $x=27.94 \mathrm{~m}$ ( 1100 in .). The node point is ideal for anchor location for the statics load problems as it would be equivalent to the no-fixity case.

In order to explore the stress situation at the particular points of concern, the anchor point locations were varied which geve the stress plots in figure 0 . By combining stresses due to thermal plus temperature expansion, it can be seen that a significant stress reduction is obtained by moving the anchor point toward the bottle field. At the same time the stresses are observed to rise in the main header elbow. For example, the combined streases in the $0.038-\mathrm{m}$ ( $1 \frac{1}{2} \mathrm{in}$. ) pipe can be reduced by 50 percent by locating the anchor at $x=31.09 \mathrm{~m}$ (1224 in.) (extrapolated point) at the expense of a 33 -percent increase in the elbow. The need to have a complete fixity in view of dynamic blowdow effects and at the same time give a much reduced static stress situation would suggest locating the anchor at $x=31.09 \mathrm{~m}$ ( 1224 in .).

Bend radius selection for gooseneck geometry. - Another example of stress reduction via NASTRAN analysis is shown in figure 10. The $0.038-\mathrm{m}$ ( $1 \frac{1}{2} \mathrm{in}$.) gooseneck between the $0.15-\mathrm{m}$ ( 6 in. ) manifold pipe and bottle (assumed as the point of fixity) was initially designated with a length of 0.53 m ( 21 in .) from manifold to bottle instead of 1.52 m ( 5 ft ). As previously mentioned, the preliminary NASTRAN analysis resulted in unacceptably large stresses, which ultimately led to a parametric study to determine the best design. A space limitation imposed a maximum of $1.52 \mathrm{~m}(5 \mathrm{ft})$ available for the length from manifold to bottles, whereas the bottle spacing imposed a maximum radius of bend of 0.46 m ( 18 in .) for the 0.038 m ( $1 \frac{1}{2} \mathrm{in}$.) gooseneck. Intuitively, one might think that the maximum radius of bend would provide the lesser stress; however, the stresses are seen to result primarily from the displacement of the main header as previously described. This displacement imposes a large moment at the bottle connection (fixed point in fig. 10), and thus the longer the moment arm, or rather the length from manifold to bottle, the smaller the stress. Figure 10 shows the calculated stresses in the goosenecks as a function of the radius of bend for the given 1.52 m ( 5 ft ) length from manifold to bottle. The input for the study was the displazement of the gooseneck at the manifold end for a selected bend radius of 0.20 m ( 8 in .). This displacement, associated with the maximum combined for both the temperature and pressure
expansion, of the main header was assumed constant and independent of bend radius. Although the data are not depicted in figure 10 , the stress increases in the bend and straight section as the 1.52 m ( 5 ft ) length from header to bottle is decreased. Also, the standard minimum radius of bend for a $0.038-\mathrm{m}$ (I $\frac{1}{2}$ in.) pipe as specified in reference 2 is 0.19 m ( $7^{\frac{1}{2}} \mathrm{in}$.) ; thus, the selected gooseneck design was for a $0.19-\mathrm{m}$ ( $7 \frac{1}{2}$ in.) radius of bend and a length of 1.52 m ( 5 ft ) from manifold to bottle.

## COMPARISON OF NASTRAN WITH SNAP

The parallel SNAP analysis was performed for a number of reasons. Chief among these was the need to gain further experience to provide further checkout of the SNAP "statics" program (ref. 4). Also, the SNAP analysis served as a backup solution for NASTRAN and gave a basis for comparing and/or verifying numerical results.

The NASTRAN and SNAP structural models were developed by Gerringer and Faison, respectively, so that the analyses were independent; however, the basic element representations were used for both models. It should be noted that the SNAP model did not include the new $0.20-\mathrm{m}$ ( 8 in .) and $0.25-\mathrm{m}$ ( 10 in .) lines shown in figure 1 ; however, for comparison solutions the aforementioned lines were removed from the NASTRAN model.

The parailel analysis proved to be quite useful for uncovering modeling and loads input errors. Also, the numerical results agreement was very good as cne would expect.

From a computer cost point of view, SNAP was found to be much more economical for the study. Typical comparative execution times and cost per run for a combined loads case on the Control Data 6600 computer system are as follows:

|  | NASTRAN | SNAP |
| :--- | :--- | ---: |
| Execution time, sec. . . . . | 550 | 120 |
| Cost per run, dollars. . . . . 207 | 15 |  |

These comparisons show the NASTRAN execution time is greater by a factor of about 4.5 and costs about seven times as much as the SNAP run. These comparisons should, of course, be recognized as that for a particular static problem solution rather than a general observation. SNAP apparently attains its low execution costs througn the use of a direct elimination procedure (see ref. 5) which affords substantial savings when compared with constant or variable-width band matrix, artive column, or partitioning solution methods. Information distributed by the author of reference 5 points out that in run-time comparison studies no other program was found to execute as fast as SNAP; in very large problems, very substantial differences in run time (e.g., factors of 10 or more) have often been observed.

The NASTRAN application to the new LaRC piping and manifolding system supports the adequacy of design in view of applied stress criteria. The analysis defined the static behavior of a complex piping system and significantly impacted the design in several areas.

Based on the experience gained in this application, it is believed that NASTRAN can be used as a powerful tool for design evaluation of complex piping systems. However, major additioral needs for NASTRAN to be used as an efficient piping analysis tool are identified as (l) development and inclusion of curved beam elements and (2) stress recovery subroutines for pressurized pipes and curved pipe sections subjected to combined bending loads.

The parallel analysis using the SNAP program gave very good agreement in numerical results. However, SNAP proved to te much more economical for this particular problem application.
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Figure 2.- Existing overhead line.


Figure 3.- Perspective of NASTRAN model.


Figure 4.- Modeling of $90^{\circ}$ pipe bend.


Figure 5.- Stress components for in-plane and out-of-plane bending.



Figure 7.- The $0.61-\mathrm{m}$ ( 24 in.) header deflections with fixity removed. Dimensions are in m (in.).


Figure 8.- Deformation behavior of goosenecks due to header movement.


Figure 9.- Stress variations with change in anchor point location.


Figure 10.- Stress variations in $0.0381-\mathrm{m}$ ( $1 / 2 \mathrm{in}$.) pipe with changes in bend radius.


#### Abstract

THERMAL DISTORTION ANALYSIS OF A DEPLOYABLE PARABOLIC REFLECTOR

By Lloyd R. Brock and George H. Honeycutt NAsA Goddard Space Flight Center




SUMMARY

The Goddard $\stackrel{\leftrightarrow}{c}$ Space Fight Center has performed a thermal distortion analysis of the Advanced Technology Satellite (ATS-F) $9.144 \mathrm{~m}(30 \mathrm{ft}$.$) diameter parabolic reflector using NASTRAN$ Level 15.1. The same NASTRAN finite element model was used to conduct a $1 g$ static load analysis and a dynamic analysis of the reflector. In addition, a parametric study was made to determine which parameters had the greater:- effect on the thermal distortions. This paper describes the method used to model the construction of the reflector and presents the major results of the analyses.

## INTRODUCTION

The ATS-F is the latest in a series of spacecraft designated as Advanced Technology Satellites. This 3-axis stabilized synchronous satellite has been designed as a multiple mission system to allow for numerous communications, meteorological and scientific studies.

The ATS-F spacecraft is shown in the launch configuration in Figure 1 and in the orbital configuration in Figure 2. The predominate feature of the spacecraft is a 9.144 m ( 30 ft .) diameter parabolic dish high gain antenna. The success of many of the spacecraft experiments depends on maintaining the design surface contour of the parabolic reflector after deployment. In addition, the spacecraft control system must adhere to stringent pointing and slewin. requirements for $R-F$ beam positioning.

The surface contour of the reflector is distorted in orbit by the thermal environment of space. It is necessary to predict what these distortions will be in order to assess the R-F performance of the reflector. As there is no practical or realistic ground test that will provide this data it was necessary to resort to analytical methods. Accordingly, GSFC has performed a thermal distortion analysis of the ATS -Y reflector using NASTRAN Level 15.1 for selected thermal load cases that produces the required reflector distortions.

As a partial check on the validity of the NASTRPN model a lg static deflection analysis was also accomplished. The results
were compared with an actual measurement of the lg deflections to provide some information on the accuracy of the model.

To help determine which parameters were most important in controlling the thermal distoitions, a parametric study was made. In this study the effects of the mesh, ris temperature, and rib thermal gradients were varied to determine the relative magnitude of the effects on the thermal distortions.

In addition, the fine pointing and slewing requirements nesessitated obtaining the dynamic characteristics of the reflector. With only slight modification to the static NASTRAN model the first ratural frequency and mode shape were obtained to provide information for design of the control system.

The prime contractor for the ATS-F spacecraft is Fairchild Space and Electronics Company: the subcontractor for the parabolic reflector is Lockheed Missiles and Space Company. Both of these organizations provided information which made these analyses possible.

## REFLECTOR DESCRIPTION

## General

The deployed reflector is composed of 48 flexible ribs hinged to the spacecraft hub at 7.5 degree increments as shown in Figure 2. A woven copper coated dacron merh serves as the reflective Rurface and is connected betweer each rio at the top edge of the rib. When stored fur launch, the ribs are wrapped around the hub with the mesh carefuily folded between the ribs. The packaged reflector is enclosed by a series of donrs that are secured by a circumferential restraining cable. When the restraining cable is severed, the elastic energy stored in the ribs is released causing the ribs to unwrap to the deployed position. During deployment the ribs pivot freely about the hinges at the hub; when fully deployed the hinges are locked. The reflector is designed so that there is always a small tension load acting on the mesh keeping it taut during orbit.

## Rib Description

An indivisal reflector rib is shown in Figure 3. $T$. rib tapers in width $\because$ am its attachment at the hub to the outer edge of the reflectur The cross section of the rib normal to the parabolically curved principal axis is of semi-lenticular siape and also varies along the rib. Each rib is made from a single piece of aluminum sheet with varying diameter holes cut out along its length. The d.oles are pruviced to permit the heat input from the sun to pass freely through the rib to prevent excessiveiy
severe thermal gradients.

## Mesh Description

The R-F reflective mesh is constructed from copper coated dacron yarn bundles overcoated with a thin silicone sealant. The warp yarn running in the lcngitudinal direction (radially along the rib) is made from double strand dacron, 10 pair/cm while the filling yarn in the transverse direction (circumferential from rib-to-rib) is made from single strand dacron 12.5 strands $/ \mathrm{cm}$. This form of construction makes the woven mesh behave nonisotropically and consequently have material properties (modulus of elasticity and the thermal coefficient of expansion) that differ in each principal direction. Tests on the mesh have revealed that Poisson's ratio is essentially zero for this material in both directions indicating that the yarns in either direction behave independently of one another when each is loaded individually.

Hub Description
The aluminum hub, Figure 4, is composed of two ring sections connected every 7.5 degrees by risers located midway between each rib. The reflector is protected in the folded position by a cover as shown in Figure 4. This cover provides no significant load carrying structure to the hub. The rib hinge attachment to the hub is also illustrated.

Attachment of the hub to the spacecraft is provided by the mounting assembly indicated in Figure 5. This assembly, located every 90 degrees, provides for a rigid attachment of the hub to the spacecraft except for the rotation that is allowed to take place at the hinge. The purpose of this method of attachment is tc assist in the isolation of the antenna from any structural motion created by the spacecraft.

FINITE ELEMENT MODEL

## Rib Model

The finite element model of the rib is shown in Figure 6 where each of the 48 ribs have been represented by 10 bar elements making a total of 480 rib elements. A significant feature of the rib model is that the offset between mesh attachment point and the rib centroidal axes is retained. The effect of this offset is to introduce a twisting moment about the rib longitudinal axis when the rib is loaded in the lateral (circumferential) direction by mesh loads and a bending of the rib about a circumferential axis when loaded in a radial direction by the mesh. This offset is shown in Section A-A of Figure 6.

The shear center of the rib and the rib centroidal axis do not coincide. Prior to the formulation of the 10 element rib model a much more detailed plate element model of a single rib was generated which simulated the shear center offset. Various thermal gradients were applied to this model to determine the resulting twist anc warp of the rib. The results of this analysis indicated that the offset shear center causes only slight twist and warp of the free rib. Because the mesh would act to resist the twist of the rib, the restraining force of the mesh would tend to further minimize the effect of twist or varp on the thermal deformations. Therefore, it was concluded the effect of the shear center offset is minimal and can be neglected.

The reflector deflection resulting from thermal or gravitational loads is determined for grid points at the mesh attachment point to the rib.

Hinges are provided at the hub for attachment of the ribs to the hub and to allow the ribs to rotate to their fully deployed configuration. These hinges become fixed at deployment. For this reason the rib hinges were fixed in the model.

Mesh Model
The reflector mesh has been modeled by membrane elements capable of carrying in-plane tension loads. Each mesh section between ribs has been subdivided into 10 trapesoidal membranes that are attached to each corner to the grid points located at the rib edge. The nonisotropic properties of the mesh have been reflected in the mode: parameters; the mesh thermal coefficients of expansion and modulus of elasticity are given as functions of temperature.

Hub Model
The hub is modeled with bar elements as shown in the hub segment depicted in Figure 7. A centroidal axis offset of the upper and lower hub rings at the hinge has been provided in order to position the hinge elements in their proper location. Four attachment points are provided for securing the hub to the spacecraft. This attachment allows rotation of the hub in the direction of the hinges as in the actual construction by using the pin flag option in NASTRAN.

COMPLETE FINITE ELEMENT MODEL
The complete finite element model, Figure 8, is composed of the hub, mesh, and rib models discussed previously. This figure was obtained by using the plot module of NASTRAN. A total of 1404 elements connected between 728 grid points are used to model the complete reflector. As every grid point is allowed to
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ave 6 degrees of freedom, with the exception of 4 grid points rat are fixed simulating the spacecraft, there are 4,344 total zgrees of freedom.

In the static analysis the decomposition of the stiffness atrix (semi-bandwidth of 15 terms with 87 active columns and 14 wws) consumed the bulk of the computer time. Run time using tandard core on the IBM 360-95 for one static load case was 15 inutes, 10 minutes of which was used decomposing the stifiness atrix.


In the dynamic analysis, using the inverse method eigenalue extraction routine obtaining one eigenvalue used about 35 inutes of the total run time of 38 minutes.

## lg ANALYSIS

A $\lg$ load in the $-Z$ direction was piaced on the reflector n order to check out the finite element model and to provide a fomparison with static deployment test results of the actual
eflector. Reflector deflection results are presented as plots f the vertical ( $Z$ ) deflection of the rib tip at 4.572 m ( 180 in .) fadius versus rib number. Figure 9 illustrates the rib numbering ystem. The $1 g$ NASTRAN result and actual test results are compared解 Figure 10. This comparison indicates good agreement with the Ftual test results was achieved.

## ORBITAL THERMAL DEFLECTION ANALYSIS

## Thermal Load Input

A reference temperature of $294^{\circ} \mathrm{K}\left(70^{\circ} \mathrm{F}\right.$ ) was assigned to each lement to define the as-assembled temperature. Orbital temperaure distribution for the various orbit hours served as the thermal load input for the finite element model. The temperatures for each ib segment ( 10 segments per rib) were determined for an upper node $T_{1}$ ) and a lower node ( $\mathrm{T}_{2}$ ). These temperatures were averaged in he GSFC analysis to define the temperature assigned to the rib lement in the longitudinal direction. The rib gradient across he rib was calculated using $\left(T_{1}-T_{2}\right) / d$ where $d$ is the distance etween the upper and lower nodes (see Figure ll). Each mesh lement and each grid point was assigned a temperature; for those rid points where nodal temperatures were not defined a linear nterpolation was made.

The effect of the spacecraft attachment to the deployed eflector is presented by a set of initial displacements at the lour attach points.

## REPRODUCIBIIITY OF THE ORIGINAL PAGE IS POOR.

## Thermal Deflection Results

Although the deflection results for 12 orbit hours were determined, only those resulting from orbital thermal loads developed during orbit hours 5, 12 , and 24 for Beta $=0^{\circ}$ will be presented as they provide a representative sampling of the total results. Figure 12 presents the satellite orientations for various orbit hours and defines the orbit angle Beta.

- Orbit Hour 12, Figure 13 - The reflector is completely shaded by the earth and is very cold. The shrinkage of the reflec tor caused the rib tips to deflect to their maximum value.
- Orbit Hour 24, Figure $1=$ - The reflector sees its least severe thermal load. As a consequence its deflections are a minimum.
- Orbit Hour 5, Figure 15 - One half of the reflector is shaded by the other half. Because of this effect, the thermal gradient developed across the rib is relatively large and takes the shape plotted in Figure 16. Note that the plot of the thermal gradient across the rib corresponds closely to the plot of the deflected shape of the reflector; compare Figures 15 and 16.

PARAMETRIC VARIATION STUDY
In an effort to determine the relative effect of various model parameters on the deflection of the reflector, a parametric variation study was conducted on the finite element model. The temperature distribution present during orbit hour 5 , Beta=0 was used for the five cases investigated.

Case 1 - This case determined the reflector deflection with the mesh removed and with the thermal gradient across the width of the rib set equal to zero. The resultant deflection, Figure 17, i: caused by the rib temperatures and iadial rib gradient only and is relatively small.

Case 2 - The mesh has been removed and only rib temperatures and gradients are present, both radially along the rib axis and across the width of the rib. The results of this variation are shown in Figure 18. Note that the deflections are large and the shape of the plot of the rib deflections again agrees, as expec ed with the shape of the plot of the average depthwise temperatu:e gradient as shown in Figure 16.

Case 3 - The radial mesh elements have been removed and only circumferential mesh elements are preseni. The rib temperatures and radial temperature aradient are present along the rib, but the gradient across the width of the rib has been set equal to zevo. Deflection results are shown in Figure 19. Although there are cumference of the reflector ranging from $116^{\circ} \mathrm{K}\left(-251^{\circ} \mathrm{F}\right)$ to $269^{\circ} \mathrm{K}$ $\left(25^{\circ} \mathrm{F}\right)$, the net effect on the mesh is that a uniform tension is created in each circumferential band. This statement is substantiated by the results which indicate a uniform deflection is created at the outer edge of the reflector.

Case 4 - The circumferential mesh elements have been removed fand there is no depthwise rib gradient; the radial mesh elements remain, as well as the rib temperatures and radial rib gradients. Figure 20 presents the results. The net effect of the radial mesh can be obtained from subtracting Case 1 results from this case, Case 4. It would appear that the deflections caused by the radial mesh element are insignificant for this case.

Case 5 - The effect of varying the depthwise rib gradient is shown in Figure 21. The results of 3 parametric changes are shown: no gradient, actual gradient, and 3 times the actual gradient. The major impact the rib gradient has on the deflection is evident.

## DYNAMIC ANALYSIS

The finite element model was used to determine the first torsional frequency of the deployed reflector. Comparison of the NASTRAN result of 1.18 Hz with a value obtained from a modal survey test of 1.15 Hz indicates good agreement.

A motion picture of the torsional mode was obtained by the proper adjustment of the amplitude in repeated plots of the modal displacements in the plot routine and repeating them sequentially on 16 mm film.

## CONCLUSION

NASTRAN has proven to be a most valuable tool in conducting the thermal distortion analysis. Because of the capability built into NASTRAN the parametric study was easily accomplished by the alteration or addition of a few input cards The value of the data obtained far outweighed the cost of the additional computer time required. The results of this analysis supplied valuable information on the performance characteristics of the parabolic antenna and provided insight into the structural interactions of the various parts of the reflector.

The results of the $1 g$ analysis compared favorably with available test results which provided some confidence that the model was satisfactory. Again with but a few card changes and using 4 different rigid format the first torsional natural frequency and mode shape were obtained.

## 3 学

 ${ }^{2}$The addition of a beam element capable of handling the offset shear center effect would have saved the considerable time and effort expended to prove it had little effect in this problem. It is recommended that this capability be added to NASTRAN.
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Figure 13. Rio Deflection Orbit Hour 12 Beta $=0^{\circ}$


Figure 14. Rib Defiection Orbit Hour 248 eta $=0^{\circ}$
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Figure 15. Rib Deflection Orbit Hour 5 Beta $=0^{\circ}$


Figure 16. Average Depthwise Thermal Gradient Orbit Hour 5 Beta- $0^{\circ}$


Figure 17. Case 1-Effect of Rib Temperatures
Orbit Hour 5 Beta $=0^{\circ}$
No Mesh, No Depthwise Rib Gradient
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Figure 19. Case 3-Effect of Circumferential Mesh
Orbit Hour 5 Beta $=0^{\circ}$
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Figure 20. Case 4 - Effect of Radial Mesh
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Figure 21. Case 5-Effect of Varying Depthwise Rib Gradient Orbit Hour 5 Beta= $0^{\circ}$
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# STRUCTURAL ANALYSIS OF LIGHT AIRCRAFT USING ITASFIRAN 

By Michael T. Wilkinson and Arthur C. Bruce
Louisiana Tech University?

The finite-element method has been used extensively for the analysis oi major aerospace structures. However, there seems to have been little application of the method to light aircraft generally desicnated in the homebuilt or sport category. There are two principal reasons for the lack of utilization of computer methods in this area. First, designers of homebuilt aircraft have limited awareness of the ability of the method. Second, the high cost generally associated with any computer analysis frightens potent dial. biers away. The purpose of the present study was to determine whether application of NASTRAN to the structural analysis of light aircraft can be economically justified.

For a particular application a NASIRAN model has been made of the "Batty Ace" D model, a homebuilt design whose plans are distributed by the Ace Aircraft Company, Asheville, North Carolina. The basic design consists of a fabric-covered tubular steel fuselage and tail section. The wing is a fabriccovered spruce frame utilizing a Clark-Y airfoil. The aircraft is single place and designed for engines ranging from 48 to 63 kW ( 65 to 85 hp ).

The NASTRAN model of the craft is shown in figure 1 . It consists of 193 grid points connected by 352 structural members. All members are either rod or beam elements, including bending of unsymmetrical cross sections and torsion of noncircular cross sections. The model also contains pretensioned members to account for the preloaded drag wires on the wing and tail sections.

In the determination of the mass of the craft, consideration was given to both structural and nonstructural mass. The nonstructural mass consisted of such items as engine, fuel, instruments, pilot, wheels, fabric, and paint. This nonstructural mass made up approximately 83.4 percent of the total mass and was included by using numerous concentrated masses. The portion of the mass due to fabric, paint, welds, nails, and control wires amounted to 9.3 percent of the total mass and was "smeared" across the entire raft.

The aerodynamic loads applied to the Baby Ace were in accordance with FAA regulations governing the utility category aircraft. Using the flicht envelope specified in these regulations, several flight conditions were selected, including a 4.4 g stall condition at the maximum angle of attend of $19^{\circ}$ and a 4.4 g nonstall pullup at a low angle of $1.8^{\circ}$. In each case the mailysis included the inertia relief feature of NASTRAN. The lift, drag, and aerodynamic moment of the wing were calculated in a consistent manner from the performance curves of the Clark-Y airfoil. Furthermore, aerodynamic forces
were also applied to the tail section, assuming zero pitching acceleration. All loads were entered as concentrated forces at the grid points, and these forces were distributed over the wing and tail in a statically equivalent manner.

A sumary of the results is presert?y boing made. Preliminary analysis ficicates ihat approximately 71 percent of the members have a factor of safety in excess of 5. No structural inadequacies have been determined at this time. Thus, it appears that the aircraft L. everdesigned. Should further study of the data confirm this conclusion, areas will be designated where the weight can be reduced to save money and improve flight performance.

In addition, this problem is being studied by means of the substructure feature available in Level 15.


Figure 1.- Structural members of Baby Ace.

# TRANSIENT ANALYSIS USING CONICAL SHELL ELEMENTS 

By Jackson C. S. Yang, Jack E. Goeller, and William T. Messick

Naval Ordnance Laboratory

## SUMMARY

The use of the NASTRAN conical shell element in static, eigenvalue, and direct transient analyses is demonstrated. The results of a NASTRAN static solution of an externally pressurized ring-stiffened cylinder agree well with a theoretical discontinuity analysis. Good agreement is also obtained between the NASTRAN direct transient response of a uniform cylinder to a dynamic end load and one-dimensional solutions obtained using a method of characteristics stress wave code and a standing wave solution. Finally, a NASTRAN eigenvalue analysis is performed on a hydroballistic model idealized with conical shell elements.

## INTRODUCTION

One of the principal areas of interest at the Naval Ordnance Laboratory is high-speed water entry of naval ordnance. In order to achieve gtable water entry (no broaching) at low entry angles off the horizontal, the nose is frequently made blunt so that the impact force is nearly axial. The rise time of the impact force can be quite small, depending on the entry angle. Hence, a transient analysis of structural response is required. This paper deals with an analysis of a ring-stiffened hydrobalifstic model which is designed to impact the water at very high speeds. The NASTRAN conical shell element appeared to be useful since many of the models tested at NOL are axisymmetric, monocoque structures of contour shape which are exposed to external pressure and axial and transverse loads. However, there has been little reported use of this element. Reference 1 illustrates its use in a modal analysis of a ring-stiffened shell and demonstration problem 1.5 (reference 2) is a static loading of a uniform cylindrical shell. In order to gain confidence in the use of the conical shell element before modeling the hydroballistic model, simple structures were analyzed and the results compared to theoretical values. NASTRAN runs were made on the CDC 6400 computer at NOL using Level 15.1.1.

| A | cross-sectional area of shell |
| :---: | :---: |
| E | modulus of elasticity |
| $F_{0}$ | constant end load on cylindrical shell |
| h | thickness of cylindrical shell |
| L | length of cylindrical shell |
| m | mass per unit length of cylindrical shell |
| $M_{\mathbf{x}}$ | axial moment per unit length |
| R | radius of neutral axis of circular cylinder |
| $t$ | time |
| s | rise time of force pulse |
| $\mathbf{u}$ | axial displacement |
| x | axial distance |
| $\delta$ | displacement of circular shell at junction with ring stiffener |
| $v$ | poisson's ratio |
| $\sigma_{\phi}$ | hoop stress |
| $\sigma_{X}$ | axial stress |
| $\omega_{\boldsymbol{r}}$ | rth eigenvalue in circular frequency |

## EXTERNALLY PRESEURIEED RING-PTIFPENED CYLINDER

The ring-stiffened shell section of a hydrobaliistic model was analysed to determine the stresses when it is exposed to external pressure during launch in the gas gun. A midsection consifuing of three typical bays was analyzed. The shell was assumed to be clamped at ach and (no presesure applied at onds). Figure 1 depicts the finite elements umed in synthesizing the NASTRN model of the ring-stiffened cylindrical shell. The overall model had 96 rings (or grid circles) and 95 elements, yielding a total of 471 degrees of freedom for each harmonic.


## RESPONSE OF UNIFORM CYLINDER TO DYNAMIC AXIAL LOAD

In a typical water-entry body, the structure is exposed to transient loading and the body must be considered as free-free. Before proceeding to actual modeling of the complex structure involving stiffening rings, etc., several simplified structural models were investigated and comparisons made with known classical solutions. Rigid format nine, "direct transient analysis," was used in the NASTRAN program. Figure 6 depicts the finite elements used in synthesizing the NASTRAN model of the cylindrical shell. The overall model had 21 rings (or grid circles) and 20 elements, yielding a $+0 t-1$ of 42 degrees of freedom for each harmonic. The zeroth harmunic was used in the problem since the loading was axisymmetric.

The transient dynamic stresses, element forces, and deflections were obtained for selected elements and rings. Three cases of dynamic loads were applied to one end of the cylindrical shell. The dynamic loads consist of a constant force with two different rise times and a trapezoidal pulse. These dynamic loads are specified on TABLED1, TLOAD1, and DAREA cards. The structure was considered as having free-free boundary conditions. Comparisons of the NASTRAN results were made with one-dimensional stress wave code which uses the method of characteristics and also a one-dimensional closed form standing wave solution. These latter solutions do not include the effect of hoop stress as the NASTRAN element does.

The standing wave solution was obtained for a frfe-free bar loaded at the end $x=0$, by a force which is a ramp to time to and a constant $F_{0}$ after to. The displacement of the bar is given by (see reference 4)

$$
\begin{aligned}
& 0 \leq t \leq t_{0} \\
& u(x, t)=\frac{F_{0}}{m L t_{0}} \frac{t^{3}}{6}+\frac{F_{0}}{E A I}\left(\frac{t}{t_{0}}\right)\left[\frac{(L-x)^{2}}{2}-\frac{1}{6} L^{2}\right] \\
&-\frac{2 F_{0}}{m L t_{0}} \sum_{r=1}^{r=\infty} \frac{s i n}{\omega_{r}} \operatorname{\omega r} t \\
& t_{0} \leq t\left(\frac{r \pi x}{L}\right) \\
& u(x, t)=\frac{F_{0}}{m L}\left[\frac{t_{0}^{2}}{6}+\frac{t^{2}}{2}-\frac{t_{0} t}{2}\right]+\frac{F_{0}}{E N L}\left[\frac{(L-x)^{2}}{2}-\frac{1}{6} L^{2}\right]
\end{aligned}
$$

$$
-\frac{2 F_{0}}{m L t_{0}} \sum_{r=1}^{\infty} \frac{\sin \omega_{r} t-\sin \omega_{r}\left(t-t_{0}\right)}{\omega_{r}{ }^{3}} \cos \left(\frac{r \pi x}{L}\right)
$$

$$
\text { where } \omega_{r}=r \pi \sqrt{\frac{E A}{m L Z}}
$$

The first term is the rigid body motion. The second term may be hooked upon as the static deformation; the series represents the farmonic oscillation terms. The stress can be computed from

$$
\sigma_{x}=E \frac{\partial u}{\partial x}
$$

Figure 7 shows a comparison of displacement at the end ( $x=0$ ) where the force is applied and at the midspan ( $x=152.4$
fm ). The NASTRAN solution follows the simplified theoretical polution reasonably well. Figure 8 shows a comparison of the exial stress at the neutral axis of the first element and the fuidspan element. This axial stress was used since the theoretical Bolution ignores bending stress. The comparisons are, in general, pot bad. There appears to be some long-time effect, but this finight be due to the rather large element size used in the NASTRAN polution. Figures 9 and 10 show similar comparisons, except a phorter rise time was used on the loading functions. Figure 11 phows a comparison of axial stress at the first element and midspan element for a trapezoidal loading pulse. Again, the comparison with the one-dimensional stress wave thecry is reasonably good.

## EIGENVALUE ANALYSIS OF HYDROBALLISTIC MODEL

The hydroballistic model and the finite element discretization le shown in Figure 12. The length of the model is 345.12 cm and the body diameter is 34.29 cm . It consists of a thick-walled Eitanium nose section and ring-stiffened aluminum mid and tail sectionn. The aluminum skin is .794 cm thick. Four equally ppaced fins are atteched to the midsection and four to the tail section.

The blunt nose of the model causes the load at water impact to be nearly axial. Therefore, the axial mode of vibrotion of the model was examined. Figure 12 show the 74 ringe and 74 Fonical shell elements used to represent the model. The neutral exis of some of the elements has been moved instean of retaining the original positions and using MPC's to connect the ringe.

The reason is that in a static analysis of a clamp band which had MPC'd rings at disco:atinuities in section, an ill-conditioned stiffness matrix was obtained. The "epsilon sub E" check yielded values on the order of one. Since the changes in stiffness of the hydroballistic model sections were even more severe, it was thought that for a first solution, a slight loss in accuracy from modifying the model would be acceptable.

The eigenvalue analysis was performed for axial vibration by allowing radial and axial displacement and axial rotations at each ring. Thus, a 222-degree-of-freedom model was analyzed. The first ten modes of vibration are given in Table 1 . The fundamental mode of 282 cycles per second seems reasonable. Shifting the neutral axes of some shell sections yielded a well-conditioned matrix with the "epsilon sub E" check having a value of $3 \times 10^{-13}$.

The transient response to an axial impulse will be obtained and the results compared to the data obtained from the instrumented hydroballistic model with a water-entry velocity of 305 meters per second.

## CONCLUSIONS

The results obtained from using the NASTRAN conical shell element agree well with theory. Using a 90-degree orientation for the conical shell element and an MPC for representing a ring ntifferer yields excellent results. However, using MPC's to connect discontinuities in neutral axis radii can lead to illconditioned matrices.

Using the conical shell element in static analyses is routine. However, in the process of applying rigid format nine (Airect transient analysis) to conical elements, a number of nor-standard procedures must be practiced in order to obtain the results. The p field in the DAREA bulk data card must be determined by the following formula:

$$
P=\text { ring } I D+10^{6} *(\text { Harmonic }+1)
$$

In the case control deck, reference to "grid points" is by the same formula. In the executive control deck, an alter must be used to switch to Sort 1 output. This enables the output to be printed in an orderly fashinn.

It is hoped that some of the bugs encountered in using the conical shell element will be eliminated so that more use can be made of it. For axisymmetric structures subjected to loads which may be accurately expressed with a small number of
harmonics, it is less costly to use this element than to model with a large number of plates.
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## Table 1 - Eigenvalues for the Hydroballistic Model

| Mode Number | Eigenvalue (cycles/second) |
| :---: | :---: |
| 1 | 0.0 |
| 2 | 282 |
| 3 | 644 |
| 4 | 843 |
| 5 | 1365 |
| 6 | 1692 |
| 7 | 2300 |
| 8 | 2582 |
| 9 | 2975 |
| 10 | 3194 |
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# DYNAMIC ANALYSIS OF A LONG SPAN, CABLE-STAYED FREE'NAY BRIDGE USING NASTRAN 

By W. L. Salus and R. E. Jones Boeing Aerospace Company

M. W. Ice<br>Boeing Computer Services, Inc.

## SUMMARY

The dynamic analysis for earthquake- and wind-induced response of a long span, cablestayed freeway bridge by NASTRAN in conjunction with post-processors is detcribud. Details of the structural modeling, the input data generation, and numerical results are given. The influence of the dynamic analysis on the bridge design is traced from the project initiation to the development of a successful earthquake and wind resistant configuration.

## INTRODUCTION

During the summer of 1972, plans were formulated to design and build a new freeway bridge in Seattle, Washington, crossing the lower Duwamish waterway. This structure, called the West Seattle Freeway Bridge, is to provide a four lane highway and public transit connection between the city and the nearby residential and commeicial area of West Seattle. The Duwamish waterway at this location is navigable by large vessels and the bridge is required to be both high and long, so as not to interfere with the water traffic. For these and esthetic reosons, a cable-stayed design was desided upon. Figure 1 illustrates the initial design concept(1). Planview and elevation view curvafures are required by the orientations of the connecting freeway approach strjetures. The main foundation, supporting the tower from which the cables are suspended, is located near the edge of the waterway channel, and all foundations are supported by piles driven into the deep, soff, saturated soil at the site. The initial design incorporated a deck structure consisting of a slab supported by girders and a rigid.-frame type of tower structure, as shown in the figure.

Because of Seattle's location in an earthquake zone, and because bridges such as the West Seattle design are subject to wind-induced oscillations, it was decided by the Seattle City Engineering Department to conduct a thorough dynamic analysis. The Boaing Company was engaged to perform this analysis.
(1) Configuration and detail design data shown in this paper were provided by the firm of Knoerle, Bender, Stone, and Associates, Inc., Consulting Engineers, Seattle, Washington; retained by the City of Seattle to perform the engineering design for the West Seattle Freeway Bridge project.

The initial work plan included analyses of a number of different bridge preliminary designs, including both concrete and steel deck constructions, in support of the development of a firal structural design concept. Finite element analysis was decided upon. The need for parameter studies of the configurations of the deck, pile foundations, and the tower and pier structures was forseen. Thus, a large number of analyses, with little setup time between them, was anticipated, and a simple computer model was desired. However, the nature of the deck design, particularly the combination of girders with a long span curved in both elevation and planform, suggested that a complex structural behavior might occur, requiring a correspondingly careful structural modeling. Therefore it was decided to perform two types of analyses, the first quick and simple, representing the deck structure as a single curved beam, and the second more detailed, representing the structural components of the deck by individual finite elements in the computer model. Figures 2 and 3 are computer plots which illustrate these two models. Though Figure 3 is quite crowded with element lines, the individual girder web and flange elements can be seen at the right end of the span. A verification of the validity of the data computed with the simple model was planned to be obtained by a comparison of its modes and frequencies with those of the complex mode. This, in addition to arranging the coriputer coding to facilitate converience in parameter studies, constituted the overall work slan for the structural modeling.

The specific goals of the dynamic analysis were the calculation of earthquake-induced stresses in the structure and the calculation of the critical windspeeds at which aerodynamically induced unstable deck oscillations could occur. Predictions of these data were made on the sequence of bridge designs which were generated as the project developed. It was found that both earthquake-and wind-induced responses are critical design conditions, and that the initial types of design configurations were not capable of withstanding these responses (Refsience 1). On the basis of these early evaluations, criteria were developed for achieving dynamically satisfactory designs. Principally, these criteria specified the frequencies of the structural vibration modes to avoid large earthquake response and specified the deck torsional stiffness and the shape of the deck cross-section to avoid wind-induced unstable oscillations.

The criteria led to a modification of the deck cross-section to the slant-sided, multicell closed section shown in Figure $4 a$ and to a madification of the tower to the walltype configuration shown in Figure 4b. Designs incorporating the features of Figure 4 are satisfactory for both wind- and earthquake-induced dynamic response. Currently, additional studies are underway to optimize this basic design for earthquake resistance by adjusting its vibration mode frequencies to avoid the known frequencies of principal earthquake excitation. This work has achieved a significant reduction in the required reinforcing steel. The detail design phose of the work will continue to be supported by dynamic analysis until the design is finalized, in the fall of 1973.

This paper discusses those aspects of the work which ore associated with the finite element idealization and the modal anclysis. This work has bean done with the NASTRAN system, which has proved to be a highly effective tool in this application.

## SELECTION OF NASTRAN

The NASTRAN system has several features which are advantageous for this problem, leading to its choice over other available structural analyzers. Several of these features are mentioned briefly in this section; others are discussed in more detail in later descriptions of the finite element idealizations. The use of combined cylindrical and cartesian coordinates was helpful in modeling the combined circular arc and straight line geometry of the bridge planform. The ability to specify nonstructural mass on the CBAR elements was useful since structural data were provided in the form of mass per running foot on major structural members. The multi-point constraint feature was particularly useful for representing the connectivity between different portions of the bridge structure. In particular, this was nesessary to represent proper connections of the deck structure to the supporting cables, piers, and the tower, and to represent the footing connections to the piles. Multipoint constraints were also used in the more complex model (called the 3D model) to connect the individual girders to the deck slab. The NASTRAN plotting feature was used to obtain pictorial descriptions of the structural vibration modes. In the case of seismic analysis this is particularly imporfant, because seismic response is strongly dependent on both the shape and the direction jof principa! modal motions. Hence, pictorial data permit a quick, ұualitative assessment of the likely seismic importance of the structural modes. And finally, since the seismic and flutter analyses were done by additional processing of the results of the modal analysis, a convenient data access system such as the NASTRAN cileckpoint/ restart tape feature was required. Thus NASTRAN appeared to be particularly well suited to the technical requirements of the problem.
Additional motivation for using NASTRAN was provided by the availability of Boeing's input language, SAIL, which has been odapted for NASTRAN input. Most of the bulk fata were generated automatically by the use of SAIL. Bridge geometric data were provided in equation form, which can be coded directly in SAIL's automatic grid point generation format. In addition, SAIL has the capability to generate data within special (parameter-controlled) subroutines, called external data generators. External data generators were used to generate NASTRAN multi-point constraint equations, the girder plus slab deck simulation of the 3 D model, and the pile foundation simulations. These dato generation routines are designed such that a set of input parameters conrols the generation of data. By changing a few of these parameters, a complete new set of data can be produced, simulating a new design concept. Through such automatic input generation it was possible to obtain rapid turnaround of analyses to support the design development.
A separate computer program was written to perform the seismic onalysis, using the response spectrum analysis method. This analysis requires the mode shapes, frequencies, generalized mass, and internal element forces produced in the modal analysis. The NASTRAN checkpoint/restart tape provided access to these data. Since NASTRAN hormally does not checkpoint element forces, a simple Alter was used to checkpoint the element force file OEFI.
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BEAM (STICK) FINITE ELEMENT MODEL

Purpose
To perform dynamic analysis in support of design trade studies, a simple model of the bridge structure, easily modified and with reasonably short run time, was set up. Called the "stick" model, it uses simple, beam type representations of all structural components. Because of the simplicity if this model, it was possible to make parametric studies of important parameters, such as the tower stiffness and the earth lateral resistance to pile motions, in order to ussess the importance of these factors early in the program.

## Description of the Model

There were two basic configysations from which the parameter studies were made: the steel bridge alternate and the concrete bridge alternate. The models of each of these configurations included the tower, piers (four piers in the steel model, three in the concrete mudel), the footings, piling, and earth springs to represent lateral earth resistance to pile motions, and the deck itself. The modeling of the piers, footings, piles and earth springs was of primary importance in seismic response. The deck modes and consequently the deck modeling were of primary interest in the flutter analysis. The finite element modeis inciuded the main span portion of the overall bridge structure, which is defined by the locations of which the deck bending continuity with the approach spans is ferminated. This arrangement resulted in analyzing the main span plus several shorter adjacent -sans, as required for the particular configuration in question.

Figures 5 and 6 illustrate the steal and concrete finite element models. The outward appearances of the 'wo models are alike except that the concrete model has one less pier and a slightly modified tower appearance. In reality, however, the deck properties obviously change as do the grid point locations and all mass and stiffness properties.

The derk geometry in the plan view is a straight line for somewhat less than half the span and a circular arc for the remaining part. The steel bridge initially analyzed is 1215 feet long and the concrate bridge is 1040 feet long. The deck describes a parabolic are vartically with a peak elevation of 156 feet. The deck structure consists of the concrete slab of the roodbed and the integrally constructer: .. crete or steel supporting girders. The outermost girders are of fascia box constr, . an. Figure IC showe a typical cross section for the concrete olternate. The section properties change along the span as required by the design moments and the applicable design code looding conditions.

The tower supports the deck through pin supports. The four cablo stays attach to the top of the tower and to the deck 175 feet or either side. The pisrs support the deck by roller type supports which permit relative ongitudinal motions. The tower and pier footings are supperted on pile groups which vary in size with 306 piles maximum for
the tower and 66 piles minimum for one of the piers.
The piling simulation is shown by Figure 7. Both pile elements and elements representing earth lateral stiffness are employed. Four simulated piles can provide a correct representation of pile group behavior, and this number was chosen to keep to a minimum the number of eloments in the model. Each of the four piles ir a simulated pile group consists of two ".BAR elements, and is fixed at the base (called the point of fixity) and provided with four sprinys (oriented parallel and perpendicular to the span) ro resist motion relative to the surrounding earth. In the figure, for simplicity, earth springs are shown on only one pile. The point of fixity is determined from a detailed pile deflection anclysis*, and is the uppermost point at which zero pile bending slope occurs together with a very small pile deflection.

The earth spring element properties are defined by effectively integrating the distributed earth lateral stiffness over a pile length which is considered tributary to c particular pile grid point. The application of earth lateral resistance at only two points on the pile is an approximation of a tyre customarily made in discrete element analysis, and would not nurmally be a cause for concern. In the present case, however, because lateral earth stiffness was found to be a very important parameter, it was desired to verify the adequacy of the discrete representation. This was accomplished by comparing pile deflections computed for the two grid point pile to those obtained for a many grid point many earth spring representation. The two grid point pile was fourd to predict deflection within $10 \%$ at the top of the pile. This accuracy $i_{3}$ suitable for the dynamir a,1alysis, and furtiner refinement wi:hin the framework of linear elastic analysis does not oppear worthwhile.

The simulated pile and earth spring stiffnesses in the finite element model are determined to provide the actual combined stiffness of the entire pile group. Denoting by $k_{h}$ the earth spring stiffness which would be computed for one actual pile within a pile group, the following is the spring stiffnesses required in the finite element simulation.

$$
k_{h_{\text {model }}}=k_{h} \cdot N \cdot \frac{1}{4}
$$

$N$ is the number of piles in the grcup. The $1 / 4$ factor distributes the total group earth lateral stiffiness to the four simulatat piles. In addition, the piles are located withis: the footing orea (Figure 7) such that the noments of inertia of 10 simulated pile oreas about the footing longitudinal and transverse axes match those of the actual pile group. This provides simulation of pile group bending stiffnesses. The use of $N$ in the $k_{h}$ formula would appear to presume that all piles in the group sustain equal lateral loads from the earth. Since this is known to be untrue, an adjustment was made in the $k_{h}$ earth property to ocrount for group pile action. The combination of group action and vibratory behovior in the earthqual was accounted for by taking $k_{h}$ to be one-siath the static, single pile value. This adjustment is based on reported research on group pile

Fr. Point of fixity and earth lateral siffness dato were provided by the firm of Shonnon and Wilson, Soil Mechenics and Foundation Engineers, Seattle, Washington.
action ${ }^{(1)}$. However, in application to a particular pile group, such a factor is reecessarily arbitrary, and it was felt necessary to evaluate the sensifivity of the structural behavior to variations in $k_{h}$. To accomplish this, a number of computer runs were made with widely varying earth spring stiffnesses. It was found that modal and earthquake response data are very sensitive to changes in earth spring stiffness for the case of relatively soft springs, with structural internal loads generally increasing with increasing spring stiffness. The final recommended spring stiffnesses are quite high, however, and in this range of values the modal and response data are reasonably insensitive to earth stiffness modifications.
The use of beam elements to represent the deck structure is an accurate idealization for all deformations except torsion. In the case of deck torsion, because of the torsionbending behavior of the girders, a beam representation is necessarily approximate. The nature of the torsion-bending action is such that the effective torsional stiffness of the deck depends on the torsional mode shape, or wave length, to which the deck is subjected. This situation makes it possible to determine the deck torsional stiffness with acceptable accuracy by calculating the stiffness to correspond to the deck torsional vibration mode of greatest interest. The deck torsional modes are important principaily because of their possible involvement in unstable aerodynamic motions (flutter). Therefore, the deck torsional stiffness was chosen specifical!'y to obtain accurate modal data for the lowest (most flutter-critical) deck torsional mode. The half wave length (one lobe) of this mode (see Figure 1) is about 200 feet. Using this length, and postulating reasonable girder bending deformations in participation with deck torsional deflections, the girder torsion-bending contributions to the deck effective torsional stiffness were determined. These contributions are summed with the true torsional stiffness contribution, i.e., those of the slab and the closed box stiffness of the fascia girders, to obtain the total approximate deck torsional stiffness.

This procedure necessarily leaves higher deck torsional modes with less accurate (too low) torsional stiffnesses, and in general leaves overall bridge modes somewhat in error. These errors are negligible since, in the former case, only the lowest deck torsion mode was found to be a possible flutter candidate, and in the latter case the overall bridge modes are dominated by tower and deck bending and gross deck translational influences. It should be noted again that the torsion approximations were necessitated by the need for a simple, rapidly computed model. To completely resolve the deck torsion problem, as was done in the 3D model, wouid have sacrificed the utility of the stick model in the rapid turnaround design support activity. This was an unsatisfactory alternative. Moreover, calculations of the stick and 3D model modes confirmed the accuracy of the approach used.

## Coding Details

The SAIL (Structural Analyzer Input Language) input language (Reference 2) was used in conjunction with NASTRAN bulik datā in setting up the structural idealization. Details of the coding are described briefly below.
(I) This adjustment was provided by the firm of Shannon and Wilson.

1. Geometry: In using SAIL, the bridge geometry was programmed in the same form as it was provided by the design engineers. The grid point coordinates were coded in terms of "nose stations", the independent coordinate employed to measure distances along the deck cen' ،line. The input was greatly simplified through the use of NASTRAN's multiple coordinate systems. Cylindrical coordinates were used for the portion of the bridge to the left of the tower in Figures 5 and 6, which is a circular are in planview. The remaining straight segment of the bridge was input in the rectangular cartesian coordinate system. In the vertical plane, the deck describes a parabolic arc of the form

$$
Z=155.7-\frac{(\text { Nose Sta }-17070 .)^{2}}{36666.67}
$$

which was coded directly into the SAIL input deck. An important advantage of the SAIL input lies in the fact that variable gridpoint locations and variable numbers of elements are handled in so simple fashion that generation of multiple idealizations is a minor task.
2. Multiple Point Constraints: MPC equations were found to be a convenient and $\overline{\text { powerful }}$ Fool in representing the various connectivities encountered in the bridge structure. Structural ideclizations using MPC equations are described briefly below.
(a) The cables are rigidly attached to the deck at offset nodes.
(b) The deck is attached to the tower structure in such a manner that all degrees of freedom except deck vertical bending rotation are required to be compatible. In addition, the deck elastic axis is offset (vertically above) its supporting cross member in the tower structure, because of the depths of the girders, the cross member, and the bearing fitting hardware.
(c) Similar to the tower attachment described above, the vertically offset deck attachment to the piers was enforced by MPC equations. In this case the connectivity between the longitudinal motions of the dock and the piers was in some designs pinned and in some designs represented by a roller support.
(d) All footings are connected to the upper ends of the piles by full fixity conditions enforced by MPC equations.
(e) In the complex (3D) deck idealization discussed later, MPC equations provided the connectivity between the girder webs and the deck slab representation.
The repetitive nature of MPC equations suggests their generation by a subroutine. This is discussed briefly under item 3., below.
3. External Data Generators (EDG):
(a) The external data generator is a feature within SAIL which provides a subroutine type of input generation capability. It is most conveniently used for multiple generations of large groups of similar elements and/or grid points. In the present problem, this situation occurs for the pile foundations. The pile group, including the footing, is a set of 25 elements,

29 grid points, plus multipoint and single point constraint conditions. All of these input data are prepared by the EDG, in the manner of a subroutine, needing only onf, set of coding for any number of foundation designs to be generated. The use of the EDG permits simple and rapid parameter studies on items such as stitfnesses, dimensions, etc., of the pile foundations.
(b) The extensive use of multiple point constraints was simplified by creating EDG's specifically for the generation of MPC equations. This was done for both cylindrical and rectangular cartesian coordinate systems. The parameter set for the EDG consists of a list of the two or more nodes to be constrained. The EDG recovers the coordinates corresponding to these nodes and automatically calculates the constraint equations for a full six degree of freedom connectivity. This is particularly useful when cylindrical equations are employed and in parametric studies where grid point changes would otherwise require numerous, potentially erroneous, hand calculations. The EDG for the pile group generation, described above, calls the EDG for MPC equations as required to fix the piles to the footings.

Computation Details
The steel bridge idealization shown in Figure 5 was analyzed in 23 different configurations corresponding to various design changes and parameter studies. The basic model consisted of 199 grid points, 95 CBAR elements, and 80 CONROD elements. There were 166 MPC equations which in combination with boundary conditions and matrix reductions reduced the tigenproblem to 158 th order. The runs averaged 6 minutes CPU time on the IBM 370 to extract the eigenvalues by Givens' Method and compute 70 modes. About one-third of the computer time was spent in applying the MPC equations. The basic concrete bridge idealization shown in Figure 6 was analyzed in 5 different configurations. The model consisted of 167 grid points, 94 CBAR elements, and 64 CONROD elements. There ware 149 MPC equations which in combination with boundary conditions and matrix reductions reduced the eigenproblem to 143 rd order. The runs averaged 5 minutes 48 seconds CPU time on the IBM 370 to extract the eigenvalues and compute 70 modes.

## THREE-D MODEL

## Purpose

Although the stick model was conceived to be acceptably accurate for both the seismic and flutter studies, a refined idealization, the 3D model, was set up for the concrete alternate to verify the stick model accuracy. The model was called 3D in reference to the idealization of the bridge deck by a slab element (represented as a beam) and individual girder web and flange elements. The beam type idealization of the tower, piers, footings, and piles is unchanged from the stick model. A computer plot of the structure is shown on Figure 3.

As discussed earlier, the weakness of the stick model lies in its simulation of deck torsional stiffness as that of a single member, while in reality the built-up deck resists torsion largely through girder bending. Therefore, the 3D model has as its purpose the accurate representation of girder bending participation in the overall deck deformations.

```
Description of the Deck Model
```

Figure 8 shows schematically three types of behavior of a slab-girder deck. The first two apply to a bridge curved in planform, and the last applies for either straight or curved decks. All indicate that deck bending, either vertical or horizontal, will couple with torsion. The three cases are explained in the text of the figure. Basically, the tcoupling results from two facts: (1) in curved decks, torsion results in lower flange motion roward or away from the center of curvature, with a consequent tendency toward hoop stresses; (2) in horizontal bending of slab-girder configurations, the elastic shear forces are aligned with the shear center of the section (above the deck) while the inertia forces are aligned with the mass center. The tendency toward coupling of bending and torsion which is described by the figure will affect vibration modes by tending to make the mode shapes three-dimensional in character and difficu!t to identify as pure bending or torsional motions.

In order to represent these coupling tendencies in the finite element mode, it is necessary to meet several requirements:

1. Individual girder flanges must be represented in at least axial and horizontal bending properties.
2. Diaphragms, cross-bracing, and girder web lateral bending stiffness, all of which control lateral motion and therefore hoop forces in the flanges, must be modeled.
3. Flanges must be properly "driven" by the webs; therefore webs must be attached to the slab in such a way that continuity of displacement and rotation components is provided.
4. Structural masses should be properly located.

All of these requirements were met except the fourth. In the - wocation of the masses, to simplify the computational problem, the deck mass properties were concentrated at the centerline of the slab. For the designe studied, however, the resulting error in mass
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placement was very small.
Figure 9 shows the elerients used in the 3D model. The deck slab is represented as a beam having axial, vertical and horizontal bending and shear, and torsional stiffnesses. The centerline of the slab is assigned the deformational freedoms of the deck structure, which are the six linear and rotational displacements. All deck motions are constrain to these six freeoums. The fascia box girders have a closed cell torsional stiffness. This stiffness was added to the torsional stiffness of the deck slab. Flanges are represented by beam elements which have axial and horizontal bending and shear stiffnesses. The handling of the webs presented difficult problems. It is known, and was further verified by calculations, that the NASTRAN plate elements with bending, shear and direct stress stiffnesses are of poor accuracy when used as web elements of girders, particularly for unsymmetrical cross sections. The erroneous behavior arises from the me brane stiffness of the plare. In order to avoid this difficulty, the girder webs were represented by combining shear-only plates with bending plates whose only siffness is lateral bending. Because the latter plates cannot maintain the spacing between the flanges and the deck, posts are used at the ends of the elements. The axial-force stiffnesses (areas) of the girder webs are assigned to the deck slab and to the lower girder flanges such that: (1) the elastic axis of the composite deck in vertical bending is preserved; (2) the bending moment of inertia of the web of each girder about the composite deck elastic axis is preserved. These conditions provide accuracy in girder ans deck bending and torsional behavior. Axial stretching stiffness of the total deck structure, an unimportant factor in the modal analysis, is approximated by these conditions.

## Coding Details

As with the stick model, the 3D model made use of both external data generators and multiple point constraints. The geometry was complicated by the banking of the bridge deck (superelevation). Again due to the repetitive nature of the input, SAIL was uniquely suited for data preparation. The principal coding problem is the generation of gr point and constraint data for the nine girders.

The deck centerline geometry and the variable superelevation were computed within the SAIL coding, using the equations and data provided by the designers. Using the computed centerline and superelevation geometrical data in the input parameter set, along with component structural data, the deck structure EDG was called. The EDG set up the upper girder web (and flange) grid points, the lower girder web (and flange) grid points, the girder flange and web elements, the MPC equations which serve to couple the girder elements to the six freedoms of the deck centerline, and in addition defined the freedoms to be reduced in the eigensolution. The MPC equations rigidly connect the upper girder web grid point freedoms to the six freedoms of the grid points on the deck slab centerline. The EDG is called once for each nose station at which a deck grid point is located, ithus significantly reducing the magnitude of the coding task. This idealization in effect imposes deck cross-sect ional bracing (diaphragms) at each dec grid point. This is a correct requirement since the designed diaphragms are located at approximately the same nose station spacing as are the deck grid points.

## Computational Details

The 3D concrete bridge model shown in Figure 3 was subjected to modal analysis. The finite element idealization consisted of 623 grid points, 242 CBAR elements, 280 CONROD elements, 207 CQUADI plates, and 207 CSHEAR webs. There were 1945 MPC equations which in combination wi th boundary conditions and matrix reductions reduced the eigenproblem to 149 th order. A CPU run-time of 19 minutes and 20 seconds on the IBM 370 computer was required to extract the eigenvalues by Givens' Method and to compute 20 modes.

## SEISMIC AND FLUTTER ANALYSES

The seismic analysis was performed by the response spectrum method. The full details of this method are outside the scope of this paper. Portions of the overall methodology are described in Reference 3. The earthquake input data used are in the form of response spectra, and are specifically derived for the West Seattle site conditions.

The bridge response was determire $d$ in terms of its normal vibration modes. The response spectrum method provides maximum individual modal responses to the earthquake excitation. Riodal summation is required over very few modes, for most earthquake analyses, and is done either as an absolute value sum or a root-square-sum, based on judgement and recommendations from past experience (Ref. 3)

The response spectrum method uses for input the modal analysis data, consisting of vibration mode period, generalized mass, and mode shape. In particular, modal response depends on the degree of coupling between the mode and the uniform vector field which describes the motions of the earthquake. This aspect of the seismic analysis requires the accessing and processing of very large amounts of structural and modal data. A new computer program, used as a NASTRAN post processor, was written to perform the work. This program obtains all needed data from the NASTRAN checkpoint/restart tape. The set of data read from the tape consists of files EQEX. V, GPDT, MGG, LAMA, PHIG, and OEFI. The complete modal and seismic analysis san be done in a single computer run, or the NASTRAN and seismic runs can be done separately. The seismic post processing program was found to be very convenient and provided a rapid analysis tool. Overnight furnaround on combined modal and seismic onalyses was routinely obtained.

Flutter analysis was done for two types of flutter mechanisms: (1) single degree of freedom stall flutter; and (2) classical bending-torsion flutter. The calculations were done by existing Boeing flutter analysis programs, based on theoretical methods which are beyond the present scope. Aerodynamic data were obtained from wind tunnel tests on madels of the various bridge deck sections, and modal data were obtained from the NASTRAN analyses. A subroutine within the seismic program was used to read the normal modes from the NASTRAN checkpoint/restart tape and to punch out on cards the required rotation and vertical translation displacements of the deck.

[^0]
## TYPICAL NUMERICAL RESULTS

## Seismic Analysis

Each modal analysis computer run provided complete modal data, including element internal loads, and also SC4020 plots of the mode shapes. Figures 10 and 11 are computer plots of the modes which were predicted to be the most important seismic motions of the West Seattle bridge. The plots shown are for the concrete alternate, but all configurations show essentially the same principal types of motions. The first is a lateral swaying and the second a combined '.ongitudinal - vertical motion which is strongly influenced by the cables. The latter is the bridge fundamental mode. These modes are important ;eismically for two reasons: (1) their modal frequencies lie in a range of strong seismic input; (2) their mode shapes involve essentially unidirectiona! motions of the major bridge masses, thus obtaining strong coupling with the uniform seismic excitation.

Figures 12 and 13 show tower moments and shears which were computed for the initial steel and concrete designs. The moments and shears shown are those resisting a lateral swaying motion, and are caused primarily by modes of the type of Figure 11. The stresses for the concrete alternate are larger than those for the steel due mainly to the greater deck mass of the concrete design and the close proximity of the concrete modal period to a period of strong seismic excitation. These results proved excessively severe for strength design purposes.

As described earlier, the dynamic analysis was continued in support of trade studies for the development of a design configuration which is satisfactory for earthquake conditions Figure 14 shows the results obtained for a set of seven designs which differ from one another primarily in tower configuration. All designs utilize a steel deck structurf. From these results tower alternate $A$ was chosen as the recommended configuration . The figure lists the modes and modal periods which are critical for both longitudinal and transverse earthquake excitations, and gives the resulting maximum tower bending moments. The curve shown in the lower right corner of the figure is the earthquake response spectrum used in the calculations.

As discussed earlier a matter of concern was the effect of the approximation of the deck torsional stiffness on the accuracy of the stick model modes. It was for this reason that the 3 D model was used to compute a more accurate set of modal data. Figures 15 and 16 show 3D model modes corresponding to the stick model modes of Figures 10 and 11. The agreement in mode shape is excellent. Figure 17 shows the lowest 3D model mode in which deck torsion is important. This mode shape justifies the manner of computation (the choice of wave length) of the stick model deck torsional stiffness which was described earlier. Figure 18 shows a comparison of stick model and 3D midel modal data for the first ten modes for the concrete alternate. The frequencies are tabulated together with a brief description of the modal motions. Note that in several cases corresponding modes have changed order slightly, due to small changes in closely spaced frequencies. A careful study of all modal data has shown that in the 1 The defining of these configurations and the choice of tower alternate $A$ were done by the firm of Knoerle, Bender, Stone, and Associates, Inc.
et of the first ten modes only the ninth stick model mode fails to agree closely with a :orresponding 3D model mode. All other modes show good agreement in both mode hape and frequency.

## :lutter Analysis

-he flutter wind speeds were determined for the initial concrete and steel designs and or the current configuration which has been optimized for dynamic response conditions. :or the initial concrete and steel designs, respectively, single degree of freedom stall lutter was predicted at steady horizontal windspeeds of 77 miles/hour in the lowest orsion mode and 46 miles per hour in the fundamental vertical bending mode. For the ,ptimized design a torsion stall flutter speed of 244 miles per hour was predicted, with he improvement primarily a result of improved aerodynamic shope of the deck section and increased torsional stiffness of the closed box girder design.

## -ONCLUSION

the results of the dynamic analyses showed that the initial bridge designs were deficient n their ability to withstand a major earthquake or a sustained high wind condition. through the early dynamic analysis parameter studies, however, the directions required or fruitful design modification were defined. A continuing program is in progress to mplement these modifications into the design. This work has resulted in a bridge coniguration which is satisfactory in resistance to both seismic and wind-induced motions. Furrently, further design trade studies in conjunction with dynamic analysis are underway to optimize the design of the lower portion of the tower and the bridge foundation or improved earthquake resistance.

This use of the NASTRAN system in the field of civil engineering structures has demonfrated a potential for such applications. The benefits of such sophisticated analysis appear particularly great in consideration of the complex structural configurations and bevere design conditions which are becoming increasingly common in the field of civil zangineering structural design.
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## NASTRAN ANALYSIS OF THE

## 1/8-SCAIE SPACE SHUTTLE DYNAMIC MODEL

By Murray Bernstein, Philip W. Mason, Joseph Zalesak, David J. Gregory, and Alvin Levy

Grumman Aerospace Corporation

## INTRODUCTION

The Space Shuttle configuration has more complex structural dynamic characteristics than previous launch vehicles primarily because of the high modal density at low frequencies and the high degree of coupling between the lateral and longitudinal motions. An accurate analytical representation of these characteristics is a primary means for treating structural dynamics problems during the design phase of the Shuttle program. The $1 / 8$-scale model program was developed to explore the adequacy of available analytical modeling technology and to provide the means for investigating problems which are more readily treated experimentally. The basic objectives of the $1 / 8$-scale model program are
(1) To provide early verification of analytical modeling procedures on a Shuttle-like structure
(2) To demonstrate important vehicle dynamic characteristics of a typical Shuttle design
(3) To disclose any previously unanticipated structural dynamic characteristics
(4) To provide for development and demonstration of cost effective prototype testing procedures

This paper constitutes a progress report on the program to date.
The work described herein has been conducted primarily under contract for the NASA Langley Research Center.

DESCRIPTION OF STRUCTURAL MODEL

The model is designed to represent the important structural dynamics characteristics of a Shuttle-like vehicle while keeping the fabrication costs low.

The general arrangement of the model is shown in figure 1. The original basis for the design was a $21.35 \mathrm{MN}(4.8 \times 106 \mathrm{lb}$ ) GIOW, 55.474 m ( 182 ft ) long parallel burn configuration (Grumman Design 619). Subsequently, under Rockwell International sponsorship, the forward soiid rocket booster to external tank attachment design was modified to a single point connection representing the RIC prototype as of nocember 1972.

Figure 1 illustrates a mock-up of the $1 / 8$-scale model which is approximately $7.315 \mathrm{~m}(24 \mathrm{ft})$ from the external tank nose cone to the solid rocket hooster tie-down plane. The total model is composed of 4 major comporents: the Orbiter, external tank, and two solid rocket boosters. The Orbiter is shown in figure 2, without the cargo bay doors, and in figure 3 with the cargo bay doors and nonstructural plastic fairings that complete the contours of the vehicle.

Figure 4 shows the Orbiter fuselage under assembly and figure 5 is a NASTRAN plot of the finite-element model. The fuselage structural model is approximately 3.543 m ( 11.625 ft ) long, contains 21 frame stations, and is constructed of 2024 aluminum. The bottom shell of the fuselage is 0.635 mm ( 0.025 in .) thick while the side walls and top shell are $0.508 \mathrm{~mm}(0.020 \mathrm{in}$. ) thick. The cargo bay doors are made up of segments of 0.4064 mm ( 0.016 in .) aluminum sheet that are attached to the frames. The details of the attachment to the frames prevent the doors from resisting fuselage bending but allow them to act in resisting shear.

The fuselage frames in the region of the cargo bay are constructed of aluminum sheet that has been bent to form a channel section. The tapered side wall channel section and the lower portion are attached back to back to form a U-shaped frame. The major bulkheads are or stiffened sheet construction.

The delta wing shown in figure 6 consists of 6 spars and 4 ribs that are formed from $0.8128 \mathrm{~mm}(0.032$ in.) 2024 aluminum sheet. The covers are $0.5080 \mathrm{~mm}(0.020$ in. ) thick. NASTRAN plots of the finite-element model are shown in figures 7 and 8.

The fin structure, which includes only the structure from the fuselage to the center of gravity of the physical fin model, contains 3 spars and a closure rib. The webs are $0.8128 \mathrm{~mm}(0.032 \mathrm{in}$.$) thick while the covers are$ 0.5080 mm ( 0.020 in.) thick. NASTRAN plots of the finite-element model are shown in figures 9 and 10.

A NASTRAN plot of the cargo bay doors is shown in figure 11 and a schematic illustrating the connection of the door shell to the door frames is shown in figure ? 2.

The axternal tank contains four main components, the iox tank, intcr tant skirt, LH tank, and the aft tank skirt. A NASTRAN plot of the entire structure is shown in figure 13. The totai structure is approximately 6.858 m ( 270 in. ) long and has a radius of 0.5029 m ( $\therefore 9.8 \mathrm{in}$. ). The ortiter interstage points are located totally within the $\mathrm{LH}_{2}$ part of the external ank; the forward $l_{1}$ terstage at station 148.756 transmits vertical and side loads while the aft center-line interstage at station 245.7536 transmits thrust and side load. Inclined bars also at station $245.75 j 6$ connect with the orbiter at B.L. 13.75 and with the tank at B.L. 16.4631 to provide the necessary determinute supports. The solid rocket booster is connected to the tank at the forward end at the inter tank skirt. . This pin connection transfers rertical, side, and all drag loads. The aft tank/SRB interstage is located at tank station 270.988 and consists of 3 bars capable of transmitting vertical and side load as well as roll moment.

The liquid oxygen tank, figure 14, is a shell of revolution composed of a conical shell, a cylindrical shell, and two quasi elliptical end domes which are each formed from two tangential spherical segments. The overall length is 1.98 m ( 78 in .). The tank is 2219 aluminum and all shell segments are welded at the joints. The primary gage is 0.508 mm ( 0.020 in .) with the Lower dome being $0.406 \mathrm{~mm}(0.016 \mathrm{in}$.$) , and the total tank structure is con-$ nected to the inter tank skirt via a Y-ring located at the aft end of the cylindrical portion of the tank.

Figure 15 shows the liquid oxygen tank connected to the inter tank skirt and to the forward tank/SRB interstage. Figures 16, 17, and 18 show additional details of the external tank structure. The LOX tank is of monolithic construction whereas the remainder of the external tank is of ring stifianed sheet construction, the sheet being thickened where large drag loads exist. The $\mathrm{LH}_{2}$ tank is 2024 aluminum and the overall length is $4 . \hat{\mathrm{c}} 7 \mathrm{~m}$ ( 168 in. ). The chem-milled tank skin thickness is primarily $0.406 \mathrm{~mm}(0.016 \mathrm{in}$.$) and typically increases to 0.635 \mathrm{~mm}(0.025 \mathrm{in}$.$) in$ load carrying areas such as che orbiter interstage connections.

The solid rocket booster consists of a cylinder, a forward tank/SRB interstage, shown in figure 15, and an SRB aft skirt as shown in figure 19. The cylinder is 2024 aluminum and is approximately 3.7338 m ( 147 in. ) long, 5.080 mm ( 0.2 in. ) thick, and has a radius of 0.2477 m ( 9.75 in .).

A more complete description of the model lesign is presented in Reference 1. The significant structural dynamic characteristics to be represented in a model for various problem areas which are the basis for a model design are described in Reference 2.

## ANALYTICAL MODELING PROCEDURE

Basic Prilosophy

The entire vehicle has been analyzed by using NASTRAN. In setting up the model and analysis procedures the following guide lines were established:
(1) The model should be of sufficient refinement to adequately predict overall dynamic behavior. No attempt would be made to try to predict local panel motions.
(2) The detail of modeling should be of sufficient refinement to allow us to predict internal load distributions that would be adequate for a preliminary design of the structure. Although we had no intention of computing internal loads we considered the analysis to be representative of an actual prototype design situation and we were interested in how NASTRAN would blend into a design environment.
(3) The total structure would be analyzed by employing substructuring techniques to see how well this aspect of IIASTRAN would blend into a design environment. NASTRAN could, in principle, of course handle the entire structure as a single unit, but we did not feel that this represented a realistic situation.
(4) Separate analyses of the LOX and SRB were performed to investigate the hydroelastic and viscoelastic capabilities of NASTKAN.
(5) The NASTRAN weight analysis capability was used to calculate the individual component and total weights for the nonfluid portions of the model. A supplementary weight check was condicted and the NASTRAN results adjusted where necessary. Structural grid points were used as dymamic mass points using Guyan reduction as required. This procedure differs from Grumman's usual practice, which is to establish a weights model independent of the structural model. By this arproach, unit loads on the weights model mass points are then beamed to appropriate structural node points. The dynamic model is then the same as the weights model or is a subset of it. This procedure inherentiy results in a small dynamic model and additional reduction schemes are not nesessary. The equivalent


#### Abstract

reduction takes place in the beuming of the unit loads from the weights model to the structural model. This method was not used because it would have required more extensive alters to the NASTRAN rigid formats, it would not use NASTRAN weight analysis capability, and it would have produced basic mode data at non physical points which might hinder test correlation.


## Overall Analysis Flow

A schematic diagram of the analysis flow is shown in figure 20. As indicated the Orbiter was divided into five substructures: fuselage, cargo doors, fin, wing, and payload. Tne external tank was divided into two substructures: the LOX tank and the aft portion of the external tank that consisted of the inter tank skirt, $\mathrm{LH}_{2}$ tank and aft tank skirt. The solid rocket booster was handled as a single unit consisting of the forward skirt, propellant cylinder and propellant, and the aft skirt.

In the analysis each of the five Orbiter substructures was analyzed to produce reduced stiffness and mass matrices for selected dynamic points and interface attachment points. Modes for these components were then obtained with the interfaces held, the exception to this being the fuselage which was analyzed in a free-free state. This was done to aid in checking and to help understand the behavior of the combined vehicle. The five substructure stiffness and mass Litrices were then merged to form total Orbiter mass and stiffness matrices. These matrices were again reduced by "freeing up" the substructure interiace points to yield finai stiffness and mass matrices that were used in the modal analysis.

As mentioned earlier, seperate analyses were run on the LOX tank and the SRB to study the hydroelastic capability of NASTRAN and to investigate the effect of the viscoelastic properties of the propellant on the damping characteristics of the SRB. In the overall flow the SRB matrices $h$ re first reduced and then merged with the Orbiter and external tank matrices to form a total Shuttle system of equations. The IOX tank was not reduced in this process.

The aft portion of the external tank was reduced, analyzed seperately, and merged with the other components in forming the total Shuttle system of equations.

## Substructuring Frocedure

The basic substructuring procedure for combining elements as presented in the NASTRAN User's Manual has been followed with som? minor changas in the assumptions used, and with more exiensive DMAP alters. These alters are written for both Rigid Format 3 which permits the use of more efficient eigenvalue analysis procedures while assembling the orbijer model and also for Rigid Formit 7. The latter is required because the hydroelastic model of the 10 , tank results in nonsymnetric mass and stiffness matrices which cannot be treated in Rigid Format 3. The viscoelastic properties of the propeliant also are accurately represented in Rigid Format 7.

The analytical model is assembled in two phases. Tue flow diagram for the analysis is shown in figure 21. In the first phase, each substructure is analized and checked separately. The output from this phase is assembled onto a copy tape for the symmetric and ant:symmetric cas ss and then coupied in Phase 2.

The following changes to the basic substructuring assumptions have been made in formulating this procedure:

Any external supports present are included in the Analysis Set (a-set).

Any zero stiffness degrees of freedom and symmetric or antisymmetric boundary constraints at the model plane of symmetry, are included in the Single Point Constraint Set. No other degrees of freedom are included in this set.
Masse; which are associated with zero stiffness degrees of freedom will be lost unless these degrees of friedom are "beamed" to adjacent points using Multipoint Constraints.

The interface degrees of freedom may be sequenced differently and in different coordinate systems in any two substructures to be coupled. Multipoint Constraints are used to relate the appropriate degreas of freudom irrespective of local coordinate systems or initial sequencins.
although the general theory presented in the NASTRAN User's Manual for substructuring is correct, it does not provide analy:is checks at various critical points in the procedure. Structural plots provide analysif checks in this substructuring procedure but ais not considered sufficient for verifying more than structural tupology.

The following checks have been incorporated in the analysis by means of extensive DMAP alters:

> A rigid body check is made in Phase l afte.: the generation of the reduced stif 'ness and mass matrices. Temporary rigid body suppo cs are inciuded in the deck as SUFORT cards for this purpose.
> The structural transformation matrices $G m$, Go and D are used to generate equilibrium matrices for the various con traint cets e:cept single point constraints. These equilibrium matrices represent resultants about a chosen origin due to unit applied loads at the appropriate degrees of freedom.
> Provision is made to compute either free-free modes or free modes with the substructure held at th. interfece. This is necessary if each substructure is to be checked independently in Phase 1 .
> A rigid body mass matrix relative to the basic origin is computed and compared with the general mass matrix calculated by the Grid Point Weight Generator. This sheck verifies that no mass lias been lost in the reduction process.

The DMAP statements to perform these functions for Rigid Format 3 are presented in the Appendix.

Finite Element Model

The number of grid points and elewents used in the five 0 - :ter substructures are show in table 1. The fuselage shell structura unz modeled uoing CQDMOMP elements, a new element in NASTRAN but one that has been used widely at G.uman. It is essentially a quadrilateral that is composed of four triangles which have a coumon central node definsü by the intersection of lines that connect the midpoints of the spposite sides $f f$ the quadrilateral. The four corner nodes need not lie in a plane. The fuselage $U$ Irames (see figures 4 and 5) and keel were idealized using CROD and CSHEAR elements. Here erfective cap areas were calculated for the CROD elements to represent the appropriate bending behavior. CBAR elements with appropilate offsets were used to represent thin ring type frames such as the engine compartment closure frame (see Eigure 2).

The webs in the wing ribs and spars (see figures 6, 7, and 8) were idealized with CSHEAR elements. Again the effective rib and spar bending materi玉l was incoroorated into CROD elements in the upper and lower covers. The covers themselves were represented by CQDMEM2 elements and some CTRMEM elements that occur at the leading edge. Intermediate node lines that lie between the spar and rib node lines were established to further refine the grid used in the covers. The geometry of these lines is essentially set by the location of fuselage frames.

The idealization of the fin follows closely the same scheme used in the wing (see figures 9 and 10).

The shell portion of the cargo bay door (figure 11) was idealized using CQDMEM2 elements with the exception of a few CQUAD2 elements that were required for local stability to provide an attachment point of the doors to the fuselage. The door frames were idealized as CSHEAR and CROD elements. Note that these frames contain two webs (figure 12), one common lower cap, and two upper caps that connected to the forward and aft shell segments. This allows the doors to breath in longitudinal direction.

Although provision was made for testing four paylosd configurations, the analysis included only one that represented the full up payload of $289 \mathrm{kN}(0.5000 \mathrm{lb})$. The stiffened box section payload was reprosented by a series of CBAR elements. The payload is shown mounted in the ruselage in figure 2.

The fluid in the LOX tank was represented by a network of four concentric fluid rings, 13 levels deep. The shell was idealized as CQUAD2 and CTRIA2 plates while the Y-ring was represented by CBAR elements. The shell was divided into $22 \frac{1}{2}^{\circ}$ segments in the circumferential direction and 17 stations in the meridional direction.

The aft portion of the external tank (figure 13) was modeled using CQUAD2 elements to represent the shell. Double frames exist at the fornard and aft portions of the inter tank skirt and an additional longitudinal node line is picked up in this region to account for the SRB drag attachment and the stiffening that exists in the shell. Five heavy frames exiat in the eft external tank; the first at STA 99. 28 which is the forward tank/SRB interstage; the second at STA 148.756 which is the orbiter forward interstage; the third and fourth at stations 229.156 and 245.7536 which pick up the orbiter aft interstage fitting; and the fitrth at station 270.988 whinh is the aft tank/SRB interstage.

These heavy frames have internal struts to provide additional stiffening to the interstage attachment points (figure 18). The remainder of the frames are light and are included to prevent shell buckling. In the prototype design, the real shell was stiffened in the longitudinal direction. In the model this stiffening plus the skin thickness was lumped to yield an effective thickness which was then scaled to the dimensions of the $1 / 8$-scale model. This was done for the sake of economy in constructing the $1 / 8$-scale model.

The solid rocket booster finite element idealization consists of CQUAD2 plate elements (containing membrane and bending properties) to represent the skin, straps, and plates; three-dimensional elements to represent the propellant; and offset bar elements to represent tne frames and longerons. A NASTRAN generated plot of the outer shell is shown in figure 22 along with the frame stations. The thickness of the forward skirt varies from I to 6 mm ( 0.040 to 0.230 in .), the propellant cylinder thickness is 5 mm ( 0.1875 in. ) and the aft skirt thickness is 2 mm ( 0.062 in .). The propellant is modeled by three layers (in the radial direction) of three-dimensional elements whose properties are $\mathrm{E}^{\mathrm{I}}=172.37 \mathrm{MV} / \mathrm{m}^{2}\left(25 \times 10^{3} \mathrm{psi}\right), \quad v=0.49, \quad \rho=1716.15 \mathrm{~kg} / \mathrm{m}^{3}$ ( $0.062 \mathrm{lb} / \mathrm{in} 3$ ) and a structural damping factor $\beta=0.52$ where $\beta=G^{\prime \prime} / G^{\prime}=E^{\prime \prime} / E^{\prime} \quad\left(E=E^{\prime}+E l l, G=G^{\prime}+G^{\prime \prime}\right)$. The total weight of the structure and propellant is $11 \mathrm{kN}(2520 \mathrm{lb})$.

## ANALYTICAL RESUITS

## Orbiter Component Analysis

The analysis of the separate components conducted as part of Phase 1 is used to establish confidence ir the finite element models at that level. The NASTRAN generated weights were compared with those determined independently and discrepanci $\geqslant s$ were rectified. The vibration eigenvalues and eigenvectors were calculated for the components restrained at their supports, or free, whichever seemed most applicable. These were examined and any departure fromanticipated results was investigated. This check helped uncover problems in the way constraints were specified and some other data difficulties. The lowest frequency modes cbtained during these component analyses were as follows:


Total Orbiter Analysis

After the individual components were analyzed, the entire orbiter vehicle was coupled and a vibration analysis was performed in Rigid Format 3. PLOTEL elements were used to connect the grid points retained for plotting purposes. In order to examine the deformation more readily, both a side view and a bottom view were plotted for each mode. Only the latter includes the payload. The deformed shape was plotted together with the $X, Y$, and $Z$ vectors from the underformed location. The first two elastic modes are shown in figures 23 to 26 . The first mode at 53.0 Hz exhibits fuselage vertical bending, fin pitching, and wing motion. Wing motion appears to be due to flexibility in the root restraint and the deformed shape is almost a straight line. The maximum motion point is at the fin tip and results from pitching of the back part of the model. The second elastic mode at 62.6 Hz is principally wing bending with some payload and fuselage vertical bending.

Initial comparisons with test data indicate that there is more flexibility in the fin and wing attachment in the physical model than was allowed for in the analydes. The oroiter finite element model is readily adapted to exploring these effects and several runs were made varying the fin attachment. Results showed that the aft frame in the orbiter offers little stiffness to the aft fin spar in the vertical direction, but the forward frames are very significant. The first symmetric mode calculated with the forwand frame vertica. furces eliminated from the NASTRAN model is show in figures 27 and 28 . The frequency dropped from 53.0 to 48.0 and the relative deformation of the fin is easily noted.

$\mathrm{LO}_{2}$ Tank Analysis

The full $\mathrm{LO}_{2}$ tank model, with no omits, was analyzed for the zeroth and first harmonics only for the frequency range from 8 riz to 135 Hz . This frequency range was selected to avoid calculating the slosh modes which were not considered significant in our anaiysis. The modes obtained can be most readily characterized by the variation in pressure.

SUMMARY OF HYDROEL工STIC MODES
[1/8-scale LO2 tank]

| Frequency, Hz | Cheracteristic pressure pattern |
| :---: | :---: |
| Zeroth pressure harmonic (circumferential pressure $=\cos 0 \theta$ ) |  |
| 22.9 | No nodal surfaces |
| 75.2 | 1 node at about miatank |
| 91.5 | 2 nodes |
| 115.2 | 3 nodes |
| First pressure harmonic (circumferential pressure $=\cos 1 \theta)$ |  |
| 19.2 | No nodal surfaces |
| 60.5 | 1 node |
| 110 | 2 nodes |
| 134.3 |  |

The corresponding grid point deformation for the original structural idealization indicated irregularities associated with the finite element model of the lower dome. Since the pressure gradations in the lower hydroelastic modes were relatively uniform, it appears suitable to investigate the effecta of dome finite element size and geometry using static pressure loading to save computer time. The static loading produced deformations very similar to those in the fundamental hydroelastic modes. One modification attempted, the use of memhrane elements in place of plate elements, gave no appreciable improvement. The original finite element grid was then refined by adding wore elements, and the geometry was corrected. The resulting deformation pattern was considered acceptable. The cuirent version of the tank dome finite element represent..tion is shown in figure c9. Both the undeformed shape and the pattern under a uniform oressure of $6.9 \mathrm{kN} / \mathrm{m}^{2}$ (1 psi) are shown.
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In assembling the external tank molel, the $\mathrm{LH}_{2}$ tank including the skirts at both ends was analyzed as an empty free shell. Vibration modes resulting from these computations indicated that above the first bending mode at 139.2 Hz , the modes of the central portion of the $\mathrm{LH}_{2}$ tank in the areas of the light frames exhibited radial deformation typical of shell modes in cylinders.

An interesting comparison of the NASTRAN calculated weights and those determined independently hy a weights engineer is as follows:

Tank weight as calc.alated from structural drawings, including fittings, fasteners, etc. . . . . . . . . . . 603.2 is (135.6 1b)

Finite-element model weight (twice the half tank weight) . . . . . . . . . . . . . . . . 589.4 N c.g. position aft of forward dome as calculated by weights engineer . . . . . . . . . . . . . . . . 1.901 m ( 75.14 in.$)$ c.g. position as calculated by NASTRAN for the finite element model . . . . . . . . . . . . . . . . . 1.912 m ( $75.29 \mathrm{in)}$.


The weight of the $\mathrm{LH}_{2}$ is distributed as nonstructural mass in the CQUAD2 and CTRTA2 elements.

After the $\mathrm{LH}_{c}$ tank model is checked, it is reduced and coupled with the $\mathrm{IO}_{2}$ model. Analysis for this coupled structure has not yet been completed.

SRB Analysis

In order to obtain a guide for the finite element idealization of an empty tank, the $S R B$ was modeled as a cylinder of radius 0.25 m ( 10 in .) and length 5.08 m ( 200 in. ). The finite element idealization consisted of 21 bays along the length and 12 bays around the circumference. The following table represents a comparison of results between NASTRAN using the Givens method, Grurman's STARS-2V program, and NASA Langley's SRA program (refs. 3 and 4, respectively). The STARS-2V and $S \nmid$ programs are based on thin-shell orthotropic theory. The accuracy of the NASTRAN results are relatively good for the lower modes and depend upon tine lelative complexity of the eigenvectors.

EMPTY CYLINDER VIBRATTON ANALYSIS

| Frequency, Hz |  |  | \% Error |
| :---: | :---: | :---: | :---: |
| STARS-2V | SRA | NASTRAN (householder method) |  |
| 52.0 ( $n=2,1 s t)$ | 51.56 ( $\mathrm{n}=2,1 \mathrm{st}$ ) | 55.2 | 6 |
| 52.4 ( $\mathrm{n}=2,2 \mathrm{nd}$ ) | 51.66 ( $n=2$, end) | 54.9 | 5 |
| 66.6 ( $\mathrm{n}=2,3 \mathrm{rd}$ ) | 66.04 ( $\mathrm{n}=2,3 \mathrm{rd}$ ) | 73.9 | 11 |
| 119.3 ( $\mathrm{n}=1,18 \mathrm{t}$ ) | 120. $\because 6$ ( $\mathrm{n}=1,1 \mathrm{st}$ ) | 122.5 | 3 |
| 120.4 ( $\mathrm{n}=2,4 \mathrm{th}$ ) | -- | 171.8 | 42 |
| 147.1 ( $\mathrm{n}=3,1 \mathrm{st}$ ) | -- | 165.1 | 12 |

The undampea vibrational modes for the full cylinders are tabulated in the tables that follow. The modes of most interest are the lst and 2nd bending modes and the longitudinal rod and thickness shear rode. Figures $30(a)$ and $30(b)$ show cross sectional views of the vibrational motion, and figures $31(a)$, $31(b)$, and 31 (c) show orthographic views of the motion obtained from the NASTRFN analysis. The first table also includes the results for sirple beam theory for the modes of interest (bending and longitudina?) based on the composite properties $0^{\circ}$ the tank. Using a structural damping factor of 0.52 for the propellant elements, the complex eigenvalues for the lowest bending and longitudinal modes were obtained (Rigid Format 7) and compared with the undamped modes as tabulated in the second table. Simple beam theory (no shear) predicts a value of $1 / Q=0.028$, which agrees with the bending mode. The difference between this value and that for the longitudinal mode is due to the thickness shear effects. (See figure $30(\mathrm{~b})$. ) It was found that the damped vibrational analysis was run more efficiently by analying the undamped system first in order to narrow the search range. However, computer rining times were still quite long.

VIBRATION ANALYSIS OF FULL PROPELLANT CYLINDER

| Mode | Frequency, Hz |  |
| :--- | :---: | :---: |
| $n=1, m=1$ | NASTRAN | Simple beam theory |
| $n=0$, torsion | 56.4 | 58.4 |
| $n=1, m=2$ | 171.4 | 161.0 |
| $n=0$, longitudinal | 196.1 | 180.2 |

VIBRATION ANALYSIS USING DAMPED SOLID FINITE EIEMENTS

| Node | Frequency, Hz |  | Damping value, <br> $1 / Q$ <br> (a) |
| :---: | :---: | :---: | :---: |
|  | Undamped | Damped | 0.027 |
| Bending - lst <br> Longitudinal - lst | 56.38 | 56.39 | .056 |

a $I / Q=\eta$ where $\eta$ is the equivalent damping constant; c.f., Tong, Kin N.: Theory of Mechanical Vibrations. John Wiley \& Sons, Inc., 1960, p. 15.

## Total Vehicle Analysis

At the time of this writing, vibration analysis results for the completely coupled shuttle configuration were not availahle.

## NASTRAN EXPERIENCES

## Hydroelastic Analysis

Some difficulties were encountered in attempting to run the hydroelastic analysis. Eefore setting up the $1 / 8$-scale model $\mathrm{LO}_{2}$ tank, the program was run for a small problem containing 86 degrees of freedom in the analysis a-set. After this had been run successfully, the $10_{2}$ tark which had 717 a-set degrees of freedom, was modeled and submitted for computation. 4 summary of the difficulties encountered : conducting the larger hydroelastic analysis are as follows:
(a) Hydroelastic problems will not run in Level 15-5 of NASTRAN. A system $\varnothing C l$ error occu:"s while executing module GKAD. This error has been reported to NSMO and is listed as SPR $\perp v ،$ '.
(b) Often only a single Eigenvalue is extracted, using the Inverse Power Method, although more are present. This we now feel is a function of incorrect completion codes. This error is now listed as SPR 995.
(c) Fluid rings must be input in ascending order on RINGFL cards or program terminates with error No. 2001. This error has been reported to NSMO and is listed as SPR 1017.
(d) Fluid element identification numbers are limited in size to approximately 30000 or less, Numbers greater than this cause a $\varnothing C 5$ system error in Module TAl. This error is now IIsted as SPR 1016.
(e) BAROR card causes fatal error in hydroelastic analysis. This error has been reported to NSMO.
(f) Data block MAA is not pooled correctily in module SMPc in Level 15.1. This causes fatal errer 1105 if program is checkpointed. (Problem runs without checkpoint). This error has been reported to NSMO.

One continued difficulty was the large amount of computer running time required for the eigenvalue solutions in Rigid Format 7.

No information is available efther in the literature or from NSMO regarding the reduction of the number of D.O.F. when using fluid elements in hydroelastic problem. And yet, if shuttle hydroelastic analyses are to be accomplished in moderate computer time then a major reduction seems advisable. In order to determine i: i a reduction is possible, a small hydroelastic problem was usei. It was found that using the internally generated fluid F int rumbers on OMIT cards did not violate any NASTRAN rules and the $\operatorname{singram}$ ran successfully to completion. These internal numbers may be calculated following the rules in the NASTRAN User's Manual or an unreciuced problem may be run as far as GP4 with diagnostic 21 turned on.

A review of the frequencies shown in the following table indicates that the results are comparable for the lower frequency modes.

EFFECT OF REDUCING FLUID POINTS IN HYDRUELASTIC ANALYSIS
[Simple 1/8-segment of hemispherical tank, total degrees of freedom $=154]$

| Mode | Frequency, Hz |  |
| :---: | :---: | :---: |
|  | No omitted points <br> analysis D.O.F. $=85$ | Omitted fluid points <br> analysis D.0.F. $=77$ |
| 2 | 283 | 292 |
| 3 | 421 | 436 |
| 4 | 536 | 544 |
| 5 | 606 | 698 |

For the empty propellant cylinder the inverse power melhod found erroneous roots and left out some roots. These roots were subsenuently found using the Givens method and the erroneous roots did not appear. The Givens method generally did not work for large problems on level 15.5 but did work on level 15.1. The damped vibrational analysis, using Rigid Format 7, gave a fatal error message after finding the eigenvalues. The eigenvalue running times tended to be long ( 1000 CPU seconds on an IBM $370 / 165$ for 176 reduced D.O.F. using the DFT method). These errors did not occur for very small prototype problems. Other difficulties that were encountered included erroneous fatal messages; for example, a U602 message was encountered for a singular matrix. These errors also seemed to be a function of the large size problems under consideration.

## Orbiter Coupling Analysis

Once the DNAP alters were debugged, essentially no major problems were encountered as far as obtaining results for the orbiter. The inco:porated checks and plots proved to be major aides in "debugging" the input data to Phase 1. Experience with the various alters 18 listed below:
(1) Incorporating the rigid body checks in phase 1 is essential in determining if there are any erroneous constraints in the substructures.
(2) If the rigid body check is not satisfactory and the erroneous constraint is limitted to a single constraint, then printing the reduced rigid body support stiffness $[X]$ and obtaining from it the resultants of the rigid body forces helps in locating the coordinates of the erroneous constraint.
(3) If the trouble is caused by MPC's then the resultants of the m-set loads helps in locating MPC errors.
(4) If MPC's and SPC's are in error, mode plots are helpful in locating erroneous SPC's and sometimes MPC's.
(5) If free-free modes are obtained, then printing the nember forces and/or SPC forces for the rigid body modes m: y help in locating the erroneous constraint since the structure should be free of stress.
(6) Mode plots in phase 1 have helped in determining whether the appropriat nodes have been selected as dymamic degrees of freedom. In some cases "soft spots" were accidentally selected for the a-set and these caused local motions to show up in the mode plots.

In order to obtain plots in the coupling run (phase 2) it is suggested that grid points rather than scalar points be used in the coupling phase. PLOTEL elements were then used to connect the grid points creating a pseudostructure that is suitable for plotting. The grid points established in phase 2 were the grid points that are associated with the substructure a-set degrees of freedom. All nonstrainable D.C.F. were removed by SPC's. It should be noted that each substructure had a unique grid point numbering system so that the grid cards in the a-set of each substructure could be duplicated and incorporated in phase 2. Common interface points were made common by MPC's.

If necessary the a-set of a given substructure was increased so that a more realistic plot could be obtain $\epsilon$. This also necessitated having $x, y$, and $z$ D.O.F. at all points to se plotted so that all significant motion is displayed.

To prevent lnss of mass, it is recommended that mass should not be assigned to grid points having nonstrainable D.O.F., such as, intermediate grid points in a planar frame. If assigning mass to such nodes is necessary, then MPC's should be used instead of SPC's to remove the singularity from the stiffness matrix; this will conserve the total mass distribution.

One of the fallouts of our analysis of the $1 / 8$-scale mod 31 has been a further evaluntion and demonstration of the program thet is scheduled to eventualiy replace our own in-house syster. Partly as a result of this work, we believe that NASTRAN is ready to handle the analysis of large aerospace vehicles such as the shuttle. We would like to point out, however, some additional features associated with NASTRAN which must be given consideration.
(1) The learning curve for NASTRAN is rather flat. If you want to be in a position of making extensive alters to the rigid formats, and anv aerospace company faced with large complex problems must be in this position, then the investment in learning time is large. Future levels of NASTRAN should concentrate on building a system trat is more easily altered. We feel that it is far more important to devote NASTRAN funds to developing a sound basic system than to adding capability for solving specialized problems.
(2) Our in-house developed postprocessor for converting srlected NASTRAN element corner forces, for example, membrane elements and rod-shear panel assemblies, has been complete」 (available from level 15.5). Although not used on the $1 / 8$-scale model analysis this program is a necessity if we are to obtain internal member loads in a form required by our designers.
(3) Experience in running large problers in NAST:AN should be established prior to antual run submissions. Adequate time should be provided for iilitculties encountered the first few times a new probler i. ran. The availability of experienced computer systems anily capable of assisting in such difficulties helps min :isilly $\because$ expediting NASTRAN analyses.
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APPENDIX

NASTRAN SUBSTRUCIURING ANAJYSIS FOR NORNAL MODES AIMERED RIGID FORMAB 3 FOR PHASE 1 OR 2

Incorporated New Bulk Parameters

| (1) | NOSUB | Number of substructuras to be coupled in this run. Default $=1$, which indicates a phase 1 run, where one substructure will be reduced. |
| :---: | :---: | :---: |
| (2) | TPCOPY 20 | Will put reduced stiffness and mass matrix (Kaa \& Maa) on tape FrPT. Defcul ${ }^{+}=-1$ |
| (3) | TPITAME | Label name of INPT. Use only when TPCOPY $\geq 0$ |
| (4) | RMODE 20 | Causes restrained free modes to be obtainef. The isairaints are defined in an input colum partition watrix [CPAJC], which will partition the a-set inlo $J$ \& $C$ set3. Default $=-1$. In this case free-free modes will be obtained if there is a SUPORT card in the BUIK data, defining the risid body supports. Although \{CPAic] in not used when FMODE $=-1$, it must be defined in the BUIX data. It is sufficient to definc it as a $1 \times 1$ matrix. Also, don't forget the FIGR card if modes are to be abtainca. |
| (5) | TPNANE9 | Label name of INPO, which contains the column partition vector, reduced stiffness, and mass for each reduced substructure. The colinm partition vectors are used to merge the reduced stiffness and mass of each reduied substructure into a common pseudnstructure lineup. Use this parameter only when BOSUB>i. |
| (5) | TPCOPYN2C | Will put thr pseudostructure eigenvalues and eigenvectors in substructure lineups on tape (INPI, INP2, etc.) for further processing, in this case final substructure mode shapes. Default $=-1$. |
| (7) | TPTANTEN | Common label name of INPI, INP2, etc. Use caly wion TPCOPYRZO. |

The following input matrices must be defined in the BULK data on DMI cards whether they are needed or not. If they are not needed, defining them as a $1 \times 1$ matrix will suffice.
(1) EQR Matrix

This matrix expresses the resultants about an origin, due to unit rigid body support loads. The rigid body degrees of freedom are defint on the standard NASTRAN SUPORT card. The EQR matrix is necessary if the checks, which are incorporatra in the ALTKRS, are to be performed. The origin chosen, should be the same origin defined on the standard GRDPNT parameter card.

## CPAJC Matrix

This matrix is used when restrained-free modes are to be obtained ( $\mathrm{RMODE}=1$ ). This matrix is a column partitioning vector which defines the restrained degrees of freedom from the analysis set (a-set) degrees of freedom.

## IMPORTANT NOTE:

When doing a coupling run, where all substructures have been reduced and on tape, it was necessary to input in the BUIK data at least one element, to prevent a fatal error in module TAl. A thin, string-like rod will suffice. The element must be counted as a substructure so that the new NOSUB parameter was increased by one.

Alters Incorporated (General Flow)






ABEL ER23
PRINT PARAMETER
NOINP
If this is not a coupling run, elements must be defined in BUIK.


Possible Cause of Error If coupling run, the NOSUB parameter must be input in BULK.




Note: $E Q R$ must be defined in BULK. A $1 \times 1$ matrix will suffice.
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```
J|MR
LOM%
FADAM //C.V,SIJH/V.N.PASSI/V.N.PASS/C.iv.2
INOUTTI/CJGI.KI.MI..N.N.O/C.N.O $
COND L37,DASSI & SKIJ TMLJT IFFIRST DASG
JUMP L.ITA
I.ARFL
MEFGE, ..NI,COSI,/Kr,TS/C.N.-1/C,N.2/C,N.6
MEOGE. ...\I.COSI.MMGTE/C,N,-1/C,N,P/C,N,G
LABFL L$7A
CUND LSTA,DABSI & GKID TA L37Y IFFFIRST DASS
MFQCF. ...KI,COGI, KKrGI/C,N,-1/C.N.P/C.N.6
MFOGF. ...VI,CD;I, /MOGI/C,N,-1/C,N,P/C,N,6
ADD <GGS.<GSI/KKGT b
FOUIV KGT.<GGS/TRIJE
ADD MGGS.MGGIMGGTE
FOJIV MGT,MrOGSTRIJE.
LAGFL L!?:1
TADAM //C.V.ADI/V.N.DASS/V,V,PASS/C,N,I
PARAM //C,N,SUZ/V.N,SKIP.R/V,Y,NOSUE/V,N,PASS
CONO L37C.VGELMT
PARAM //C.V,SU3/V.N.SKIE?/V.N.SKIP2/C,N.I
LAI'EL L?`?
GCNN LI7.].SK[O)
INFOT LOJOE7.4
LAAFL L*70
CHKPNT KGGS.MGGS
A\capO <GGX,KGOS/KGGY &
AND veg, पGG;/agoy*
CHKPNT KGGY,MGGY
FOUIV <r:gY,KG;/vNOFNL &
#
ALTEP 4n.4)
SMA: GFI,KGGP/K'S';/V.N.LUSET/V,N.NOGENL/V,N,NOSIMP
At.T&R 49.47
ADO MGS.NVGOハた.Y.ALNHA=(74&.4.0.O) %
MATGIDOTPL,USET.SIL.WIGG/C.N.G
FOUIV KGG.KNV/YOCFI/MGGY,MNN/MPCFI
ALTEQ 49
CONO L.{).COUJLE
JUMP LHO4
L.AMEL L4?
AI.TER ER,5O
MCF2 USFT.GM,KGJ,MGTSY.. IKNN,MNN, &
ALTER 74
SFFNAT KA\,\AA.,./NC,N,IDRINT
$
Al TED M4
```
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```
PURGF COFVA/IMIT/COMSF/#INGLF/CFCMN/MOC=1
VFC UGET/OPAPL/C.N.A/C.N.F/C.N.L b
COND LCOI.JMIT
VFC USFT/CO= A/F.,N.F/C.N.O/C.N.A b
LAPFL LEN1
COND LCNE.SIVGL:
VFC USET/C?\SFハC.N.N/C.N.N/C.N.F f
|AMFL LCD?
COND LCD3.MJCFI
VEC WSET/CORMN/CN,GIC.N.M/C.N.N&
LABFI LC'S3
CHKDNT COEIJA,CNNGF.CFORMN, CIPALLL
MURGF EOT/OMIT/E\A/MOC=1
TRNSD DY/JMT
MFYAD EJR.NAT.ノE'ULC,N.CMC.N.INC.N.C.
MFRGF EOR,.FI'.,COARL,MMAN,N,IK,N,T/C,V,2
FOJIV EOM. EDFITAIT
C.ONT LP4A.OMIT
TONGP GO/ATV
mpYAN E\A,GOT, EOIIת,N,N/C.N,1/C,N,N
MFQGF FOU.,FOA..CWFTA./FOF/C.NN.1/C.N.2/E.N.?
LABFL L944
FOIIV EOF,EOV/SIVILY
COND LRAG.SIVISLS
```



```
LARFL L94%
LOUIV EJV.EOG/AOCFI
COND LE&C,MOCFI
TRNSO GY/GAT
MPYAD FON,GMT,/こ)1/(.N,D/R.N,1/C.N.O
MERGE FTM,,FON,.C,OMN,/FTG/K,N,I/C,N,?バ,N,Z
LAFEL LOAC
CHKPNT EXL,EIA,EJJ,EIF,HON,FOM,FIG
TONSN EJR/FJRT
MATGOP TOR.USET,SIL,F.OTT/IC,V.Y
MPYAD <L', DM,KTR/KIC.N,I *
MATGPR GIM,USFT,SIL.X//C..J.T
MEYYAD FOQ,X,IEX/C,N,OM,N,I/C,N,N &
THVSD EXIEXT
MATGPN GDL,USET,IIL,FXT//R.N.Q
CONN LO4N.MOCFI
TUNSP EOMPFOMT
MATGPR GPL,USET,SIL,OOMT/M,V,M
LAF3FL L!4?
THNSP EJV/EINT
MATGPR GDL.USFT,IIL,FONT/IC.N,N
TRNSS EOCPEOGT
```
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s ASSUME CJNVERSITV OF MASS TN L4S = 3&%.4
```




1 AHFL LE\＆


1．AHEL 1．K\＆？
Al TFO RM，9\％




 WEAO KJJ．VJJ．． SAVF NEITiV
EOUIV LIMJ．LIVA／PRUE
CHKPVT LAMJ．，3HIJ．MJ．חFIGSJ

SAVF CA＇2Jン？
MFQGF OHIJ．．．こOAJCノOHIJA／C．N．I／C．N．O／C．N．？
FOUIV $\quad$ IIJA．Jiti／TPU＝
CHKOHT $\quad$ HIJA，DHII，LAMA
JUMP LG3
L．AFEL L9）
（IND FIVISORFI：T
MFAD KAA，MAA，Vマ，DM，FFO，USET．CASFCC／LAMA，FHIA，NN，UEIGS／C．N．MODES／V，N． VFIrv t
ALTFQ 91．31
CPKPNT LAMA，DFIA，UM，OFICS＊
$A$ TFR 93
LAHEL LG3
－
AITFQ 112
トIJPEF CPGK．KK，Aく，OHIAK／CTLFLE
CIND FIVIS．CJUPLE
INPUTTI $\because, O / C, N,-I / C, N, G / V, Y, T$ NNAMEQ \＆RFWIND INOT
คARAM／／C，V，VIT／V，N，INP＝1 $\$$
JUMP L＿（1）112
LAGFL LOMI112


CUNC LII2A．T．OCTOVN
ПUTPUTI LAWA．＇MIAK．．A／C．N．$=1 / V, N, I N D / V, Y$ ITPNAMEN
JUMP LI12
LAFEL LI124
MATPRN DHIAK．＊．， $1 /$
LAHEL L112
PARAM／／C，V．AOD／V．N．INP／V，N．INP／C．N．I S
PARAM／／E．$V, S I J T V, N, S K L U O P / V, Y, N O S U B / V, N, I N P$
COND LII2E．NTFLYT

PARAM //C.V.S.JQ/V.N.SKLOIJ/V.N.SKLOOR/C.N.I
LABEL LII?
COND FINIS.SKLJTT
REPT LOJP 11 I?.
FNDALTFR
CFN?


|  | Ho. |  |  |  |  |  |  | TOTAL | SYMM. | ASE | ANMI -SY | M. CASE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| COMPOMESTI | $\begin{aligned} & \text { GRID } \\ & \text { POITIS } \end{aligned}$ | $\underset{\text { CBAR }}{\text { No. }}$ | No. CQDNENE | No. CSHEAR | No. | No. CTRMEM | Nc. CQUAD2 | No OF MEMBERS | D.O.F. AFTER SPC \& MPC | D.0.F. AFTER GUYAN | D.O.F. AFTER SPC \& MPC | D.O.F. AFIER GUYAN |
| PAYLOAD | 12 | 8 | - | - | - | - | - | 8 | 24 | 24 | 26 | 26 |
| FIS | 59 | - | 24 | 22 | 65 | - | - | 111 | 101 | 25 | 99 | 24 |
| WIIE | 192 | - | 149 | 81 | 187 | 8 | - | 425 | 531 | 183 | 531 | 183 |
| D00:s | 134 | 9 | 20 | 64 | 178 | - | 16 | 287 | 396 | 26 | 384 | 26 |
| FUSELAGE | 537 | 93 | 336 | 172 | 616 | 7 | - | 1224 | 1417 | 246 | 1368 | 222 |
| TOTAL $\frac{1}{2}$ ORBITER | 934 | 110 | 529 | 339 | 1046 | 15 | 16 | 2055 | 2469 | 504 | 2408 | 481 |
| ORBLIER ANALYSIS | 215 | CONTAINS 125 PLOTEL ELEMENTS |  |  |  |  |  |  | 400 | 339 | 378 | 324 |


| COMPOMETI | $\begin{gathered} \text { Ho. } \\ \text { GRID } \\ \text { POINIS } \end{gathered}$ | FIUID <br> POINTS | $\begin{gathered} \text { No. } \\ \text { CBAR } \end{gathered}$ | NO. | No. CQUAD2 | No. CTRIA2 | No. CHEXAI | No. CFLUID | TOTAL <br> No. OF <br> NEMBERS | SYMM. CASE |  | ANTI-SYMM. CASE |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  | D.O.F. AFIER SRC MPC | $\begin{aligned} & \text { D.O.F. } \\ & \text { AFTER } \\ & \text { GUYAN } \end{aligned}$ | $\begin{gathered} \text { D.O.F. } \\ \text { AFTER } \\ \text { SPC \& MPC } \end{gathered}$ | D.O.F. AFTER GUYAT |
| S R B | 755 | - | 99 | - | 268 | - | 432 | - | 799 | 3214 | 212 | 3114 | 212 |
| $\mathrm{LH}_{2} \mathrm{TATK}$ | 215 | - | 135 | 26 | 172 | 16 | - | - | 349 | 1107 | 216 | 1111 | 194 |
| IOX TARK | 137 | 51 | 8 | - | 112 | 16 | - | 50 | 186 | 766 |  |  |  |
| $\begin{aligned} & \text { TOIAL } \frac{1}{2} \\ & \text { BOOSTER } \end{aligned}$ | 1107 | 51 | 242 | 26 | 552 | 32 | 432 | 50 | 1334 | 4987 |  |  |  |
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fi ure 7. - nowdin plot of wine rib and spar shear weks.


Figure 9.- NASTRAN plot of $f$ in webs.




Figure 12.- Schematic of cargo door joints.


Figure 13.- NASTRAN plot of external tank.
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Figure 2i.- Flow diagram for NASTRAN subetructuring to obtain normal modes (Rigid Format 3).

Figure 22.- Solid rocket booster idealization.
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Figure 26. - Second elastic symmetric mode of orbiter showing bottom surface and payload. 62.6 Hz .

Figure 27.- Iirst elastic symmetric mode of orbiter with forward fin spar cut. 48.1 Hz.



(a) First and second free bending modes.

Figure 30.- Shape for SRB modes.

(b) Free longitudinal rod mode showing longitudinal thickness shear deflection. 196.0 Hz .

Figure 30.- Concluded.
?空

(b) Second free bending
mode. 173.0 Hz .
de. 173.0 Hz .

(c) Longitudinal mode
showing some tor-
sion. 196.1 Hz .

Figure 31.- Shapes for SRB bending modes.
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# SEISMIC ANALYSIS OF NUCLEAR POWER PLANT STRUCTURES 

by<br>James Chi-Dian Go<br>Computer Sciences Corporation


#### Abstract

Primary structures for nuclear power plants are designed to resist expected earthquakes of the site. Two intensities are referred to as Operating Basis Earthquake and Design Basis Earthquake. These structures are required to accommodate these seismic loadings without loss of their functional integrity. Thus, no plastic yield is allowed.

This paper describes the application of NASTRAN in analyzing some of these seismic induced structural dynamic problems and shows that NASTRAN, with some modifications, can be used to analyze most structures that are subjected to seismic loads. A brief review of the formulation of seismic-induced structural dynamics is also presented.

Two typical structural problems were selected to illustrate the application of the various $m$ hods of seismic structural analysis by the NASTRAN system.

\section*{INTRODUCTION}

This paper describes the basic formulation and the method of solution by NASTRAN for the structural responses due to seismic disturbances. Some illustration problems are also presented. The discussion is primarily aimed at nuclear power plant structures; however, it could be applied to other types of structures since the seismic requirements on nuclear power plants are more stringent than most other siructures.

\section*{ANALYTICAL FORMULATION}

The seismic loading is described by the ground acceleration, A(t). Disregarding the soll-structure interaction effect, the structure is subjected to the ground acceleration at its foundation. Thus, the equation of motion for the structure can be expressed as


$$
\begin{equation*}
[M]\{\dot{X}\}+[C]\{\dot{X}\}+[K]\{X\}=-[M \mid\{\alpha\} A(t) \tag{1}
\end{equation*}
$$

where
[M] mass matrix
[C] damping matrix
[K] stiffness matrix
$\{x\} \quad$ displacement matrix
$\{\alpha\} \quad$ directional cosines ihat relate $\{x\}$ to $A(t)$
A(t) ground acceleration
Expressing equation (1) by normal mode coordinates, we reduced it to the following uncoupled equation:

$$
\begin{equation*}
M_{i} \ddot{Y}_{i}+2 \lambda_{i} M_{i} \omega_{i} \dot{Y}_{i}+K_{i} Y_{i}=-r_{i} M_{i} A(t) \tag{2}
\end{equation*}
$$

where
[ф] characteristic matrix
$\{x\} \quad\{\phi]\{y\}$
$\{\dot{\mathrm{x}}\} \quad|\phi|\{\dot{\mathrm{Y}}\}$
$\{\mathrm{X}\} \quad|\phi|\{\ddot{\mathrm{Y}}\}$
$M_{i} \quad\left\{\phi_{i}\right\}\left[{ }_{M} \mid \phi_{i}\right\}=$ Generalized maas for the $i^{\text {th }}$ mode
$\lambda_{i} \quad \frac{\left\{\phi_{i}\right\}^{T}\left[C \mid \phi_{i}\right\}}{2 \omega_{i}\left\{\phi_{i} \mid T M\right]\{\phi\}}=$ Damping ratio for the $i^{\text {th }}$ mode
$\Gamma_{i} \quad \frac{\left.\left\{\phi_{i}\right\}^{\mathrm{T}}\right]_{\mathrm{M}} \mid\left\{\phi_{\alpha}\right\}}{\left.\left\{\phi_{i}\right\}^{\mathrm{T}}[\mathrm{M}] \mid \phi_{i}\right\}}=$ Participation factor for the $\mathrm{i}^{\text {th }}$ mode
$\omega_{i} \quad$ Undamped circular frequency of the $i^{\text {th }}$ mode
$\left\{\phi_{i}\right\} \quad$ Mode shape matrix of the $i^{\text {th }}$ mode
$\left\{\phi_{i}\right\}^{T}$ Transpose of $\phi_{i}$
$\omega_{i}$ and $\left\{\phi_{i}\right\}$ are calculated from:

$$
\begin{equation*}
|\mid K]-\omega^{2}[\mathrm{M}| |=0 \tag{3}
\end{equation*}
$$

## ME THODS OF SOLUTION

The NASTRAN system offers the following methods of solution:
(1) Rigid Format 3; Mode Shape Analysis:

The frequencies of the structure are obtained by Rigid Format 3 . From these frequencies an equivalent static load is estimated to facilitate the preliminary design and analysis. The Uniform Building Code accepts this approximate analysis without further analysis by spectrum method or transient ethod
(2) Rigid Format 9; Direct Transient

The degrees of freedom of the structure are condensed by Guyan reduction. The mass of the structure is distributed and input via CONM2 cards. The forcing function, $-A(t) M_{1}$ is input by TLOAD1 cards, where $A(t)$ is the ground acceleration history and $\mathrm{M}_{\mathrm{i}}$ the concentrated mass specified by CONM2 cards. The time function, $A(t)$, is specified by TABLE1 carcis, and the scale factors of DAREA cards are set equal to the numerical values of $M_{i}$.
(3) Rigid Format 8 or 11; Direct Frequency Responses or Model Freg̣uency and Random Response

The mass of the structure is distributed at the active DOF and input via CONM2 cards. The loading is input ky RLJAD1 cards. The loading is equal to $-\mathrm{SA}(\mathrm{f}) * \mathrm{M}_{\mathrm{i}}$ where $S A(f)$ is the seismic spectrum, $M_{i}$ is the mass at DOF $i$, and $f$ are the frequencies. $\mathrm{SA}(\mathrm{f})$ is input by TABLED1 and $\mathrm{M}_{\mathrm{i}} \mathrm{ky}$ DAREA cards as scale factors. These analyses should be performed by restarting from Rigi ${ }^{4}$ Format 3 run.

## ILLUSTRATION PROBLEMS

(1) Heat Exchanger (Test Model)

The heat exchanger structure as shown in Figure 1 is analyzed according to Uniform Building Code, UBC. The trequencies were obtained by Rigid Format 3. An equivalent static load was computed according to UBC and static analysis was made unde: the combined loaings of this equivalent seismic load, thermal loads and differential air pressure. Reci.is of this combined lnading was compared with other specifled combined loadings. IJder this seismic analysis, this heat exchanger is only cualified es a separate test unit and not as a part of any nuclear power plant.

## (2) Shielding Structures

Figures 2 and 3 show the NASTRAN model of an interim fuel element decaying shielding system. This system consists of a cover plate, a neutron shield, and a thermal shield. The transport equipment which is movable and locked on the cover when in use is considered as nonstructural mass. The cover plate, the neutron, and the thermal shield are modeled by plate elements and connecting bars by bar elements. This model has about 1200 DOF and was condensed tc about 250 UOF by Guyan reduction. The difference between the fundamental frequency of the original model and of the Guyan model is less than $1 \%$.

## CONCLUSION

From the experiences pased on these analyses, it is obvious that NASTRAN can be used to analyze structural dynamics under seismic loads. The NASTRAN system has no limitation on the structural model size as imposed in most other general purpose structural analysis programs. Other advantages in using the NASTRAN system in dealing with seismic analysis are:

Restart and loading combinations
Flexible I/O format
Model applicable to all computers and analysis
Complete selection of analysis methods

We did not make any cost comparison with any other programs; however, we believe the overall cost (man-hours plus computer charges) are lower than other major programs.


...

Figure 1.- Heat exchanger (test unit).

Figure 2.- Undeformed structural model.

# BLADE DYNAMICS ANALYSIS USING NASTRAN 

By Peter S. Yuo

Avco Lycoming Division
Stratford, Connecticut

## SUMMARY

The complexities of turbine engine blade vibration are compounded by blade geometry, temperature gradients, and rotational speeds. Experience indicates that dynamics analysis using the finite element approach provides an effective means for predicting vibration characteristics of compressor and turbine blades whose geometry may be irregular, have curved boundaries, and be subjected to high temperatures and speeds.

The NASTRAN program was chosen to help analyze the dynamics of normal modes, rotational stiffening and thermal effects on the normal modes, and forced responses. The program has produced reasonable success. This paper presents the analytical procedures and the NASTRAN results, in comparison with a conventional beam element program and laboratory data.

## INTRODUCTION

Accurate prediction of blade vibration in axial-flow compressors and turbines is one of the most important design steps in the development of modern gas-turbine engines. This prediction includes the calculations of blade natural frequencies and modes, rotational stiftening and thermal effects on the normal modes, and the blade forced responses. Vibration analyses performed previously with the use of beam element theory and a lumped mass approach were found to be inadequate because of the structural complexity in advanced blade design. The NASTRAN (NASA STRUCTURAL ANALYSIS) finite element method, modeling by plate elements, has produced reasonable agreement with the measured data, and therefore a computerized blade geometry generator has been developed to reduce the structural idealization effort. This development is incorporated with other dynamic analyses using NASTRAN.

## NASTRAN BLADE DYNAMICS ANALYSIS PROCEDURE

A complete dynamics analytical procedure primarily for determining blade frequencies and modes using NASTRAN (Level 12.0) has been developed at Avco Lycoming Division. An outline of the theoretical approaches is described as follows:

1) An automated blade geometry generator using streamline definition is provided as a NASTRAN preprocessor, which constructs a grin-point pattern following the blade streamline flows and/or curved boundaries. This generator produces an accurate NASTRAN model of an irregular blaje configuration, and it minimizes the input data preparation.
2) After the geometry of a blade is generated, NASTR.AN normal mode analysis (Rigid Format \#3) is used to perform the static natural frequency and mode shape calculations (no rotational stiffening effect). The eigenvalue extraction method (Inverse Power) is selected to determine the roots within a frequency range of interest. The results of the calculation for natural frequencies and modes are examined for design use.
3) The effect of rotational (inertia) stiffeniry on the natural frequencies and mode shapes of a rotating blade must be considered in the analysis. This is achieved, within the NASTRAN program, by introducing the preload stiffening effects ("differential stiffness" terms) into the free-mode calculations (Reference 1 ).
4) Temperature variations in a blade will affect the structural stiffness and therefore the eigenvalue solutic Temperature distribution is reflected by material property changes, so the effect of temperature gradier can then be accounted for in the normal mode analysis with or without rotational stiffening effect.
5) The calculated eigenvectors from the previous analyses may be utilized as input data to the related mo of the NASTRAN program for a forced response analysis. An example of such an application is the NASTRAN transient analysis using the modal formulation method.

## DESCRIPTION OF NASTRAN BLADE MODEL GENERATOR

A computer program to automate a blade structural model has been provided as the NASTRAN preproces The model generator provides a punchout or a printout or both for all necessary definitions in a form suitable 1 NASTRAN bulk data input (Reference 2). This input includes the GRID space coordinates, CTRIA2 definition PTRIA2 properties, MPC constraint conditions, etc.

The program takes a blade geometry defined by a set of aerodynamic flow streamlines and the associated blade profiles (airfoils) to form a NASTRAN finite element model. The model grid-point pattern follows the streamline flows or the curved boundaries, or both, of the structure. The object of the model design is to oldi an accurate blade model definition and to minimize the bandwidth of the gridwork for best computing efficient Finite elements with nearly equilateral triangles are formed by interconnecting the grid points. This interconne, tion represents the middle surface of the curved blade, which has a rectangular XYZ-coordinate system referred the axial, tangential, and radial directions of the rotating machine. The calculation procedure for finite element presentation involves the following:

The program,

1) Determines the camber-line of a blade section given on a nonplanar surface.
2) Divides the camber-line and the blade length into segments according to an input percent value.
3) Calcuiates the cross-sectional thickness at each grid point location, starting at the leading edge and termin. ing at the trailing edge.
4) Interconnects the grid points between the two adjace: $t$ blade sections to form finite elements with nearly equilateral triangles, starting from the tip and ending at the hub.
5) Transfers the initial vertical axis of a section to be coinciuent with the blade stacking line forming a rectangular XYZ-coordinate system referred to the axial, tangential, and radial direction of a rotor.
6) Deletes the rotational degree of freedom normal to the blade surface by defining multiple-point-constraint (MPC) conditions at each grid point. This constraint will eliminate the grid-point singularities.

As a demonstration related to the above calculation procedure, Figure 1 shows: a) a typical airfoil turbi blade section, b) the composite view of the airfoil profiles, and c) the two-dimensional blade model plotted by the generator.

Another example shown in Figure 2 is an undeformed compressor blade model with a streamline grid-point rattern. This figure was generated by the NASTRAN program in orthographic projection with the use of the vASTRAN prepr jcessor.

## RESULTS

Normal Mode Analysis

NASTRAN normal mode analysis (Rigid Format \#3) was performed to determine the natural frequencies and modes of both compressor and turbine blades of representative confir -ations. The blades analyzed are variable in geometry and are assumed cantilevered at their root fixity with complete boundary singlepoint constraints.

## A) Compressor Blade Example

A compressor blade whose characteristics are a wide chord and thin section geometry (Figure 3) was chosen to demonstrate the NASTRAN calculations. This full-size blade has an approximate geometry as follows: aspect ratio $=1.75$ (blade length/chord length at tip), twisting angle $=$ 31 degrees (at the tip), and the maximum thickness taper ratio $=0.35$ (tip/hub). Table 1 presents a summary of vibration data obtained from: 1) NASTRAN (using finite plate elements), 2) lumped mass vibration program analysis (using beam theory, Reference 3), and 3) shaker test of the actual blade.

Figures 3 and 4 show the resonant frequencies and nodal patterns (zero deflection lines) determined by the shaker test while using a stroboscope, hand-held vibration pickup, and oscilloscope.

The corresponding NASTRAN orthographic projections of the undeformed and deformed models are shown in Figures 5 and 6.

## B) Turbine Blade Example

A shaker test was conducted with a power turbine blede, in a manner similar to the iest with the compressor blade, to determine the resonant frequencies and vibration modes of a 10 X size castaluminum model. The measured data were then used to confirm those from the NASTRAN analysis for the actual engine blade size by applying an equivalent scale factor.

The test model on its shaker mounting and the NASTRAN model generated by the preprocessor are shown in Figures 7 and 8, respectively.

Table 2 represents the results (natural frequencies and mode shapes) obtained from NASTRAN as well as by measurements.

## Blade Rotational Stif ming Calculations

The present NASTRAN normal mode analysis is limited to nonrotating structures. However, the effect of rotational stiffening on the natural frequencies of a rotating blade can be included by using the program's DMAP (Direct Matrix Abstraction Program) feature. This objective is achieved by altering the origiral computational sequences so that the terms of the "differential stiffness" can be combined with the structural stiffnew matrices (References 1 and 4).

## REPRODUCIBIIITY OF THE ORIGINAL PAGE IS POOR.

The effect of rotational stiffening in the rotational field of a compressor blade (Figure 3) has been demonstral ed. The frequency increase with respect to rotational speed are plotted on an excitation diagram (Figure 9). This data is compared with the corresponding data computed by an in-house vibration program, which employ the "transfer matrix" technique applied to a lumped parameter model of the beam.
3) Blade Modal Transient Response

The performance of the NASTRAN modal transient response (Rigid Format \#12) was investigated with the use of the existing compressor blade model (Figure 5). The program's general functions were demonstrated by several computer runs with simplified dynamic loadings, so that the tirr. -dependent forced responses of a blade may be studied in plots of displacement, velocity, and stress versus time. One of such plots, illustrating transient motion resulting from an arbitrary loading and damping, is shown in Figure 10 as an example.
4) Blade Thermal Variation Effect

The combined effect of high-temperature gradients associated with rotational speed fields on the dynamic characteristics of a turbine blade must be analyzed. The steady-state thermal variations within the structure will be reflected by material property changes from element to element. By superposing the thermal and centrifugal influences, the simulation of engine operating environments for a turbine blade can be accomplisher No numerical example is presented here.

## DISCUSSION OF RESULTS

1) From the results summarized in Table 1, the NASTRAN finite element method has proved to be superior in accuracy to the vibration program employing beam theory. The use of a conventional beam element to idealize a blade structure will result in two inherent restrictions related to the beam theory: 1) neglecting warping displacements (i.e., plane sections remain plane), and 2) assuming no chordwise flexibility (i.e., each section retains its cross-sectional shape). The exclusion of warping constraints has significantly decreased the torsional rigidity, and therefore the torsional frequencies, of the beams. For the compressor blade analyzed, deviations of 29 and 30 percent compared with NASTRAN were found for the first and second torsional frequency respectively. However, a torsional frequency increase of more than 100 percent has been reported in thin-walled beams with open cross sections due to the inclusion of the warping effect (Reference 5).

The second restriction (above), assuming no cross-sectional deformation of the beem elements, introduces considerable errors in bending modes of higher order. The errors are particularly high for the blades with low aspect ratio and thin cross section, where the blade chordwise deformations must not be neglected.
2) The overall correlation between the laboratory measurements and NASTRAN normal mode analysis has been reasonably good, especially in the case of compressor blades, and for the frequencies of lower modes. Deviation of rusults attributed to mechanical tolerances, methods of measurement, and thickness approximation in model idealization may be expected. One of the significant differences is the turbine blade mode No. 4 (Table 2), which has not been identified by the NASTRAN in the search of eigervalue solutions (Inverse Power Method). However, since test modes 4 and 5 show small distinction between their nodal patterns, it suggests that the additional laboratory confirmations are desirable before any conclusions may be made regarding the missing mode.
3) In the excitation diagram (Figure 9), the rotational stiffening effects obtained from the beam element model and the plate element model (NASTRAN) are compared. To simplify the comparisons, however, the bending frequency curves (dashed) generated by the beam program are assumed to be coincident with NASTRAN data at the zero speed so that the trend of frequency incieases predicted by both programs can be compared directly. The NASTRAN-computed points at 12,000 and 20,000 rpm show a reasonable relation with the results from the beam program. Variation exists in the second blade bending mode; in this case NASTRAN indicates a smaller frequency gain. The difference could be attributed to the coupling effect between the NASTRAN second bending and first torsion modes because of their closeness in frequency. In addition, the centrifugal stiffening effect on torsional modes has also been predicted by NASTRAN (neglected in the beam program because of lack of elastic axis information), although the percentages of increase are relatively smaller.

The natural frequencies are observed to increase as the product (rotational speed) ${ }^{2}$ (disk radius) increases since centrifugal force is a stiffening influence. However, the amplitude of frequency increase is alsn a function of blade aspect ratio and blade setting angle (Reference 6). The present study does not have sufficient data to evaluate these individual parameters, but it is felt that the plate finite element method will reflect the similar trend as experienced by the beam theory for these parameters.
4) In the forced response plot (Figure 10), the blade is acted on by an external harmonic force (arbitrary amplitude) having a frequency of 60 Hz which is 8.8 times as slow as the first mode of the blade ( 529 Hz ). The cosine function periodic force is applied at a grid point on the leading edge in X -direction. The predicted transient response is constructed for a selected point on the tip. As shown in the plot, the total response at any instant between 0 and 0.022 seconds consists of the damped free vibration superposed on the forced motion. The displacement of the free vibration will, after a short time, disappear due to damping offect. Only the forced motion may continue. The higher frequency ( 529 Hz ) appearing in the response corresponds to the first mode of the blade. Two lowest natural modes were introduced into the modal formulation transient response analysis.

## CONCLUOING REMARKS

The automated blade geometry generator has significantly simplified the data preparation effort for the NASTRAN program. However, due to the generalized nature of this program (Level 12.0), the computing efficiency associated with eigenvalue extraction is low so that its use is costly.

NASTRAN finite element modeling using a plate element has provided an effective mear: for predicting hlade vibrations This conclusion is based on a comparison of results obtained from the NASTRAN proyram with experimental results and classical theory.
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Table 1. Summary of Compressor Blade Vibration Data
Tand

| Moste No. | Mode Name | Natural Frequencies, Hz |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 1. NASTRAN | 2. Vibration Program (Beam Theory) | 3. Shaker Test |
| 1 | 1st Bending | 529 | 540 | 486 |
| 2 | 2nd Bending | 2026 | 2100 | 1856 |
| 3 | 1se Torsion | 2125 | 1650 | 2130 |
| 4 | 3rd Bending | 4483 | 4850 | $\begin{aligned} & 3410 \\ & 3940 \\ & 4200 \\ & \hline \end{aligned}$ |
| 5 | 2nd Torsion | 4871 | 3740 | $\begin{aligned} & 4730 \\ & 5300 \end{aligned}$ |
| 6 | 4th Bending | 6173 | 8400 | - |

## Table 2.TURBINE BLADE VIBRATION DATA COMPARISONS NATURAL FREQUENCY AND MODES

SHAKER TEST-TURBINE BLADE MODEL ( $10 \times$ SIZE)

NASTRAN RESULTS ENGINE BLADE ( $1 \times$ SIZE)

MODE SHAPE MODE SHAPE
NATURAL FREQUENCY, Hz
-The Listed Model Blade ( $10 \times$ Size) Frequencies Are in Terms of the Equivalont Actual Engine Blade at Room Teninerature

 Generated by the Preprocessor 0
Figure 1.- Illust ration of plots obtained from the blade model generator.
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FIRST TORSION
Shaker-test - wide-chord compressor-blade-measured natural frequencies and nodal patterns (modes 1, 2, and 3).

zH 9581
SECOND BENDING

Figure 4.- Shaker-test - wide-chord compressor-blade-measured natural frequencies and nodal patterns (modes 4, 5, and 6).
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Figure 6.- NASTRAN model - wide-chord compressor-blade-measured
natural frequencies and mode shapes (modes 3,4 , and 5).



Figure 9.- Excitation diagram of the wide-chord compressor blade showing the rotational stiffening effects.

A NASTRAN DMAP ALTER FOR DETERMINING A LOCAL

# STIFFNESS MODIFICATION TO OBTAIN A SPECIFIED EIGENVALUE 

By William R. Case, Jr.
NASA Goddard Space Flight Center

SUMMARY

This paper describes a technique, which has been programmed as a DMAP Alter to Rigid Format 3, for determining a stiffness natrix modification to obtain a specified eigenvalue for a ptructure. The stiffness matrix modifications allowable are Fhose that can be described as the product of a single scalar wariable and a matrix of constant coefficients input by the user. Fhe program solves for the scalar variable multiplier which will yield a specified eigenvalue for the complete structure (pro(rided it exists), makes the modification to the stiffness matrix, and proceeds in Rigid Format 3 to obtain the eigenvalues and eigenvectors of the modified strveture.

## INTRODUCTION

The motivation for devising a technique for determining a Hocal stiffness modification to obtain a specified eigenvalue stemmed from several launch loads analyses performed at the goddard Space Flight Center in which these analyses were updated using data from hardmount spacecraft vibration tests. quite pften, spacecraft are attached to their launch vehicle via a Marmon type clamp band. Generally, the clamp bind attaches the spacecraft to an adapter section which in turn is bolted to the launch vehicle. However, the stiffness of the clamp band is often not known well enough to make an accurate analytical prediction of the fundamental mode of the spacecraft adapter structure when cantilevered from the base of the adapter, as it is in the spacecraft vibration tests. Thus, the original launch loads analyses are updated to reflect these discrepancies once the modes of the spacecraft-adapter structure have been measured in tests.

Updating any finite element model to agree with modal data obtained from tests usually requires a trial and error process in which some local stiffness is adjusted until the fundamental mode of the model agrees with the test data. However, if a value for the local stiffness exists which will give the finite element mociel the measured eigenvalue, then this stiffress can be found analytically.

The DMAP Alter presented computes the value of the stiffness (or stiffness change) and adds this to the original stiffness matrix for the finite element model. The program then proceeds in Rigid Format 3 to compute the remairing eigenvalues and eigenvectors for the finite element model.

THEORETICAL DESCRIPTION

In real eigenvalue analysis, NASTRAN solves for the eigenvalues and eigenvectors for the analysis (or $U_{a}$ ) degrees of freedom from

$$
\begin{equation*}
\left[K_{a a}-\lambda M_{a a}\right]\left\{v_{a}\right\}-0 \tag{1}
\end{equation*}
$$

The stiffness matrix for the $U_{a}$ degrees of freedom is obtained from the original $U_{g}$ degrees of freedom through the application of constraints and Guyan reduction. The stiffness matrix $\mathrm{K}_{\mathrm{gg}}$ for the $U_{G}$ degrees of freedom can be considered to be the sum of two matrices

$$
\begin{equation*}
K_{g g}=K_{g g_{0}}+\Delta K_{g g} \tag{2}
\end{equation*}
$$

where $K_{g_{0}}$ contains the stiffnesses for the finite element model which will not be modified and $\Delta K_{g q}$ contains all of those stiffnesses that will be modified. The modification technique described in this paper is one in which the stiffnesses to be modified are all proportional to some scalar variable, which will be denoted as $\beta$. Thus, $\Delta \mathrm{K}_{\mathrm{gg}}$ can be written as

$$
\begin{equation*}
\Delta K_{g g}=\beta K_{g g}^{\prime} \tag{3}
\end{equation*}
$$

where $K^{\prime}$ gg are the values of the $\Delta \mathrm{K}_{\mathrm{gg}}$ coefficients per unit value of the scalar vari-ible $\beta$. The $K^{\prime}$ matrix could represent, for example, the portion of the finit ${ }^{g}$ element model represented by several beam elements of the same cross section whose moment of inertia we wanted to vary. In this case, $\beta$ would be the moment of inertia of those beams and $K^{\prime}$, would be the stiffness coefficients for these beams per ${ }^{g}$ nit moment of inertia.

In gereral, $\Delta \mathrm{K}_{\mathrm{gg}}$ can be any portion of the finite element model whose stiffness coefficients vary proportionally to scme known variable. This variable could not, therefore, be the thickness of plate elements since the bending stiffness varies as the cube of the thiciness while the transverse shear and membrane stiffnesses vary with the first power of the thickness. If, however, the plates were pure bending plates ino membrane or transverse shear), then all of the stiffness coefficients would vary with the cube of the thickness and we would be able to express the stiffness of those plate elements by an equation of the type in equation (3) where $\beta$ could be taken as the cube of the thickness or the bending rigidity $D$.

Thus, considering only those applications in which the stiffness matrix for a portion of the structure can be represented as in equation (3) where $\beta$ is a single scalar variable, the stiffness matrix for the complete structure (eq. (2)) becomes

$$
\begin{equation*}
K_{g g}=K_{g g_{0}}+\beta K_{g g}^{\prime} \tag{4}
\end{equation*}
$$

The stiffness matrix in equation (4) can be reduced to the analysis set of degrees of freedom $U_{a}$ through the application of multi and single point constraints and through the Guyan reduction of the omitted points as mentioned above. The only restriction in the DMAP Alter presented herein is that the degrees of freedom that have stiffnesses thut will be modified are not allowed to belong to the " 0 " set (omitted coordinates).

Following the normal procedures for reducing from the $\mathrm{U}_{\mathrm{g}}$ to the $U_{a}$ degrees of freedom (with the restrictions mentioned above), the eigenvalue problem as stated in equation (1) can be written as

$$
\begin{equation*}
\left[K_{a a_{0}}+\xi K_{a a}^{\prime}-\lambda M_{a a}\right]\left\{u_{a}\right\}=0 \tag{5}
\end{equation*}
$$

The problem is to find a value of $\beta$ that will result in one of the eigenvalues (usually the first nonzero eigenvalue) attaining a specified value, say $\lambda_{1}$. Setting $\lambda$ equal to the specified value $\lambda_{1}$ in equation (5) results in the equation

$$
\begin{equation*}
\left[\left(K_{a a_{0}}^{\left.\left.-\lambda_{1} M_{a a}\right)+\beta K_{a a}^{\prime}\right] \quad\left\{U_{a}\right\}=0}\right.\right. \tag{6}
\end{equation*}
$$

In order for there to be a nontrivial solution to equation (6), the determinant of the coefficient matrix must vanish. This will result in a polynomial in $\beta$ equal to zero, that is,

$$
p(\beta)=0
$$

Thus, the solution for the value of $\beta$ that will provice a specified eigenva!ue (provided such value of $\beta$ exists) may be obtained by solving an eigenvalue problem, using equation (6), for $\beta$. This can be readily accomplished in NASTRAN using the module READ by inputting to READ the matrix ( $\mathrm{K}_{\mathrm{aa}}-\lambda_{1} \mathrm{Maa}_{\mathrm{aa}}$ ) as the "stiffness" matrix and the matrix $K^{\prime}$ aa as the "mass" matrix. The resulting "eigenvalue" found by READ will be the value of $\beta$ that will provide the stiffness modification necessary for the structure to have the real eigenvalue $\lambda_{1}$.

It should be pointed out that there is no guarantee that the process will always work. There may be no modificaicion of the portion of the structure we are attempting to modify that will result in the specified eigenvalue $\lambda_{1}$. However, the analyst can often tell, by comparison of his original finite element modes with those obtained from tests, what portion of the model appears to be too stiff or too flexible. In these instances, the procedure outlined in this paper for determining the stiffness
hodification should relieve the analyst of the burden of making irbitrary changes in the stiffnesses and solving repeated eigenhalde problems until the model agrees with the test. Since the :echnique outlined is one in which a stiffness change is deterfined which will provide one eigenvalue equal to a specified balue, it appears that it will be most useful when there is disagreement between the original modei and test results in a fundamental mode. It should also be mentioned that the stiffness change, while providing a specified fundamental mode, will obviously yield higher modes different from those obtained from the original or unmodified finite element model. There is no juarantee that these new higher modes will agree any better with the test modes than those from the original model.

## INPUT TO THE PROGRAM

The data deck required to make a run to modify part of the btructure and obtain the resulting eigenvalues will be discussed in terms of changes to a normal deck for Rigid Format 3, real figenvalue analysis.

## Case Control Deck

Two subceses are required. In the first subcase, a METH $\quad \mathrm{D}$ fard selects an EIGB bulk data card which will be used for the igenvalue extraction for $\beta$.

The second subcase contains the normal case control cards hat the user would have in any Rigid format 3 run including a ETHOD card which selects the EIGR bulk data card for the real igenvalues $\lambda$. The result of this subcase will be the normal ceal eigenva ue analysis output with one of the modes equal to the specified eigenvalue (to be specified in the Bulk Data Deck).

Bulk Data Deck
. Input of the normal finite element model of the structure which would be used in a real eigenvalue analysis. From this finite element model the stiffness matrix $\mathrm{K}_{9 g_{0}}$ will be built by NASTRAN. This could be the identical cards used to
describe the structure if an original modal analysis had been performed and the user were now rerunning it to modify part of the structure. In this case, the value of $\beta$ determined in the current run would be the change in stiffness of the modified part of the structure. Included in these cards, of course, is the EIGP card requested hy subcase 2 which will find all desired modes subsequent to the modification.
2. DMIG input of $K^{\prime} g^{\circ}$
3. EIGB card requested by subcase 1 for finding the "eigenvalue" B. The normalization for the eiqenvector must be MASS. If the scalar variabie multiplier of $\mathrm{K}_{\mathrm{gg}}$ is, for example, the moment of inertia of some of the beam elements, then the search range should be the range over which the user expects the change in this variable to lie (change witin respect to the value that is in the finite element model in item 1).
4. A PARAM bulk data card with parameter name = FREQ and value equal to the frequency (in Hz ) of the mode the user wishes to specify.

DMAP ALTER DESCRIPTION

Appendix A lists the DMAP Alters to Rigid Format 3, Level 15.1.0, required to solve for the stiffness modification, to assemble the new stiffness matrix, and to proceed in Rigid Format 3 to obtain all of the desired eigenvalues and eigenvectors of the modified system. Several of the Alter statements are discussed in the appendix to clarify their function. In general, all the DMAP modules used but onn are standard DMAP modules described in the NASTRAN User's or Programmer's Manuals. The module SCALAR, however, is a new module written and added to NASTRAN at the Goddard Space Flight Center and will be an available DMAP module in level 16 when it is released. Basically, this is a module that accepts matrices as input and will output one coefficient of the matrix as a NASTRAN complex, single or double precision parameter that can be used, for example, in the DMip module ADD to multiply other matrices by. This was needed since the only way the scalar value of $B$ could be obtain.3d as data that could be used in subseguent DMAP statements was in the matrix

KHHK output from module GKAM following the eigenvalue extraction for $\beta$. The module SCALAR was used to extract $p$ from KHHK. The matrix KHHK is the "modal stiffness" matrix found from the eigenvalue run to obtain $\beta$. If tre normalization on the EIGB bulk data card requests normalizition to unit modal mass, then the coefficient in KHHK will be $\beta$.

SAMPr.E PROBLEMS

Using the DMAP Alter program, two sample problems have been run. Figure 1 shows a beam finite element model of the UK-5 spacecraft and adapter to be flown on the Scout vehicl?. The spacecraft and adapter are attached via a Marmon clamp, which in this finite element model is modeled as a scalar spring. In the original analysis, the model contained no scalar spring element for the clamp band and the adapter and spacecraft were assumed rigidly connected. The fundamental bending mode obtained from this finite element model was 43 Hz . Subsequent tests of the system indicated that the first mode was at 33 Hz and that the Marmon clamp did not appear "infinitely" stiff. Thus, the model vas modified by including a spring between the adapter and spacecraft. The second run, made to determine the value that the spring should have to obtain a 33 Hz zirst bending mode contained the following changes:

1. removal of the MPI rigid constraint at the adapter/spacecraft interface that was used in the original analysis to simula ie zero bending flexibility at that joint.
2. addition of DMIG matrix input of a scalar sfring stiffness matrix per unit value of stiffness:

represented by the grid points and rotational degrees of freedom to which the scalar spring connects
3. EIGB bulk data card to find $k_{s}$ ( $\beta$ is $k_{s}$ in this problem) with eigenvector normalization to MASS
4. PARAM FREQ bulk data card with value 33 Hz (complex single precision)

The data deck for this run is listed in Appendix B. The output from subcase 1 gave the value of $k_{s}$ needed to obtain a 33 Hz first bending mode, namely, $4.3 \times 10^{9} \mathrm{~N} / \mathrm{m}\left(24.5 \times 10^{6} \mathrm{lb} / \mathrm{in}\right)$. Subcase 2 then was executed to obtain the eigenvalues and eigenvectors for the system with this spring in the model. The resulting eigenvalues were a 33 Hz first mode with the second mode changing, in this case, by only a few percent from that obtained from the original model.

Figure 2 shows another problem run using the DMAP Alter. In this case, the structure is a stiffened plate simply supported on all four sides. The plate is stiffened with an I-beam whose area and offset distance are specified but whose moment of inertia (about the beam centroidal axis) may be varied. The problem is to determine the moment of inertia of the beam that will give a 40 Hz first symmetric bending mode of the structure. The structure was modeled with a $5 \times 5$ mesh of grid points equally spaced in one quadrant of the plate. The DMIG matrix $\mathrm{K}_{\mathrm{gg}}$ in this problc 7 consisted of the stiffness of the beams (due to the bending moment of inertia only) for all of the grid points to which the beams were attached. The Bulk Data input for the finite element model consisted of the normal input for such a structure but with zero bending inertia for the beams (the area and offset distance were input on the CBAR cards). The first subcase solved for the moment of inertia of the beams that would result in a 40 Hz first symmetric bending mode of the structure. This was determined as $855.8 \mathrm{~cm}^{4}$ ( $20.56 \mathrm{in}^{4}$ ). Subcase 2 then proceeded to obtain the eigenvalues and eigenvectors of the modified system and it was determined that the first mode was at 40 Hz .

## :CKNOWLEDGEMENT

The help of Mr. Reginald Mitchell of tie Guddard Space Flight Center is greatly appreciated for his programming efforts in writing the module SCALAR needed in the DMAP A.iter.

APPENDIX A

## DMAP ALTER FOR DETERMINING LOCAL STIFFNESS CHANGE TO OBTAIN A SPECIFIED EIGĖNVALUE (RIGID FORMAT 3)

```
    1 ALTER 45
    2 MTRXIN ,MATPOOL,EQEXIN,SIL,/DKGGP,&/V,N,LUSET/V,N,NODKP/
        CoNoO/CoNgO S
    3 SAVE NODKP $
    4 MATGPR GPL,USET,SIL,DKGGP//C,N,G/R.NOG $
    5 ALTER 48
    6 EQUIV DKGGP,OKNNP/MPCF1 $
    7 ALTER 58
    8 MCE2 USET,GM,OKGGP,:,/DKNNP,:, $
    9 ~ A L T E R ~ 6 1 ~
    10 EQUIV DKNNP,DKFFP/SINGLE S
    11 ALTER 64
    12 UPARTN USET,DKNNP/DKFFP,,,/C,N,N/C,N,F/C,N,S $
    13 ALTER }6
    14 SQUIV OKFFP,OKAAP/OMIT S
    15 ALTER }7
    16 UPARTN USET,DKFFP/DKAAP,O/C,N,F/C,N,A/C,N,O S
    17 ALTER 75,76
    18 ADO MAA./MAAI/C,Y,FREQ S
    19 ADD MAAL,/MAAZ/C,Y,FREQ 5
    20 ADO MAAZ,KAA/DAA/C,N.(39.47842.0.0)/C.N.(-1.0.0.0) S
    21 DPO DYNAMICS,GPL,SIL,USET/GPLD,SILD,USETD,.,.,:,EED,
        EQUYN/V,N,LUSET/V,V,LIJSETO/V,N,NOTFL/V,N,NODLT/
        V,NONOPSUL/V,N;NOFRL/V,NONONLFT/V,NONOTRL/
        VONONOEED/C,N,I23/V,N,NOUE S
```

| 22 | Save | NOEED \$ |
| :---: | :---: | :---: |
| 23 | COMD | ERKORZ,NDEED |
| 24 | CHKPNT | EED \$ |
| 25 | READ |  |
| 26 | SAVE | NEIGV $\$$ |
| 27 | OFP | LAM/,K,OEIGSK, , , //V,N,CARONOK |
| 28 | save | CARDNOK $\$$ |
| 29 | GKAM | ,PHIAK,MIK,LAMAK,, ,, CASECC/MHHK, ,KHHK,PHIOHK, <br> $C, N,-1 / C, N, 1 / C, Y, L F R E \widehat{T}=0,0 / C, Y, H F R E Q=0.0 / C, N,-1 /$ <br>  |
| 30 | SCALAR | KHHK//CsNol/CoN, I/V.N.BF.TA \$ |
| 31 | SAVE | BETA S |
| 32 | ADD | DKAAP,KAA/KAAT/V,N,BETA \$ |
| 33 | COND | LBL6.REACT \$ |
| 34 | RBMG1 | USET•KAAT, MAA/KLL,KLR,KRR,MLL,MLR,MRR S |
| 35 | ALTER | 85,90 |
| 36 | READ | KAAT,MAA,MR,DM,EEU,USET,CASECC/LAMA,PHIA,MI,OEIGS/ C,N:MODES/V,N:NEIGV/C.N. 2 |
| 37 | SaVE | NEIGV \$ |
| 38 | CASE | CASECC,/CASEX2/C,N,TRAN/V,N,REPEATT $=2 / \mathrm{V}, \mathrm{N}$, NOLOOP S |
| 39 | ALTER | 105,105 |
| 40 | SDR2 | CASEX2,CSTM,MPT,OIT,EQEXIN,SIL., BGPOP,LAMA,QG, PHIG,EST, $7, O 0 G 1, O P H I G, O E S 1, O E F 1, P P H I G / C, N$,REIG $\$$ |
| 41 | ALTER | 109,109 |
| 42 | PLOT | PLTPAR,GPSETS,ELSETS,CASEX2,BGPDT,EQEXIN,SIP,,PPHIG/ PLOTX2/V,N,NSIL/V,NoL.USET/V,N:JUMPPLOT/V,N,PLTFLG/ VINiPFILE S |

43 ENDALTER

## DESCRIPTION OF DMAP ALTER STATEMENTS

2. MTRXIN reads DMIG cards which contain the coefficients of the $K_{g q}$ matrix input by the user. These are the stiffness ${ }^{\text {coefficients (for the portion of the structure }}$ which will be modified) per unit value of the parameter that they vary with. These can easily be determined by running Rigid Format 1 , up through GP4, with the bulk data containing all grid points, coordinate systems, and elements for the portion of the model to be modified.

5-16. These Alters perform the reduction on the $K^{\prime}$ gg matrix at the same location in Rigid Format 3 that the reductions are performed on the stiffness matrix for the remainder of the structure ( $\mathrm{K}_{\mathrm{g} g_{0}}$ ).
18-20. Formulate the matrix $K_{a a^{-}} \lambda_{1} M_{\text {aa }}$ using the input parameter FREQ which is FREQ $=\frac{1}{2} \sqrt{\lambda_{1}}$. That is, $F R E Q$ is the frequency in Hz of the mode we are specifying the eigenvalue for.
25. Solve an eigenvalue problem for $\beta$ using the buckling option in READ. The resulting "modal stiffness" matrix, KHHK, which will be output from module GKAM, will contain $\beta$ on the diagonal since the eigenvector normaiization on the EIGB bulk data card is a normalization on unit modal mass.
29. GKAM outputs the matrix KHHK.
30. SCALAR (discussed above) extracts a value from KHHK and outputs it as a parameter (BETA).
32. ADD formulates the total stiffness $K_{a a_{o}}+\beta K^{\prime} a^{\prime}$
36. READ extracts the eigenvalues and eigenvector of the modified system, one of which will be the specified eigenvalue $\lambda_{1}$

APPENDIX B

```
    CASE CONTROL AND BULK DATA DECKS FOR UK-5 S/C - ADAPTER STIFFNESS MODIFICAT
TITLE = UKS SPACECPAFT AND EH SECTION
SUBTITLE = CANTILE/ERED muDE SHAPES (LATERAL)
LABEL = STIFFNESS CALCULATION FOR CLAMP BAND FOR 33 HZ FIRST BENDING
ECHO = UNSORT
MPC = 52
SUBCASE 1
    METHOD = 1
SUBCASE 2
    METHOD = 2
        OUTPUT
            VECTOR = ALL
            ELFORCE = ALL
            SPCF = ALL
BEGIN BULK
S LATERAL mODES
$
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline GRDSET & & & & & 0. & 1. & \[
\begin{aligned}
& 1345 \\
& 0 .
\end{aligned}
\] & & \\
\hline EIGB & 1 & INV & 5. +6 & 5. +7 & 1 & 1 & & 1.-4 & -EIG \\
\hline -EIGl & MASS & & & & & & & & \\
\hline EIGR & 2 & INV & 25. & 400 . & 3 & 3 & & 1.-4 & -EIG \\
\hline -EIG2 & MaX & & & & & & & & \\
\hline PARAM & GRDPNT & 0 & & & & & & & \\
\hline Param & WTMASS & . 002 & & & & & & & \\
\hline \multicolumn{10}{|l|}{5} \\
\hline \multicolumn{10}{|l|}{5 EH SECTION} \\
\hline 5 & & & & & & & & & \\
\hline GRID & 501 & & 47.77 & 0 。 & 0. & & 123456 & & \\
\hline GRID & 502 & & 44. & 0 . & 0 . & & & & \\
\hline GRID & 503 & & 40. & 0. & 0. & & & & \\
\hline GRID & 504 & & 37.27 & 0. & 0 。 & & & & \\
\hline CBAR & 5001 & 5001 & 502 & 501 & & & & & \\
\hline CBAR & 5002 & 5002 & 503 & 502 & & & & & \\
\hline CBAR & 5003 & 5003 & 504 & 503 & & & & & \\
\hline PBAR & 5001 & 5001 & 2.634 & 94.4 & 94.4 & 72.6 & . 989 & & +850 \\
\hline PBAR & 5002 & 5001 & 2.138 & 59.5 & 59.5 & 45.8 & . 989 & & - 850 \\
\hline PBAR & 5003 & 5001 & 1.710 & 29.2 & 29.2 & 22.4 & . 989 & & +850 \\
\hline +85011 & & & & & & & & & -850 \\
\hline - B5021 & & & & & & & & & -850 \\
\hline + 850.31 & & & & & & & & & -850 \\
\hline
\end{tabular}
+85012 . 185 . 185
+85022 . 185 . 185
*B5032 .185 .185
MAT! 5001 1.*7 1.+7 .3
S
CONSTRAIN S/C - ADAPTER INTERFACE GRID POINTS TO BE THE
S SAME EXCEPT IN ROTATIONAL UEGHEE OF FREEDOM
\begin{tabular}{llllllll} 
MPC & 51 & 504 & 1 & 1.0 & 601 & 1 & -1.0 \\
MPC & 52 & 504 & 2 & 1.0 & 601 & 2 & -1.0
\end{tabular}
```




THEORETICAL MODE SHA FOR $k_{g}=4.3 \times 10^{9} \mathrm{~N} / \mathrm{M}$ $124.5 \times 10^{6} \mathrm{LB} / \mathrm{IN}$
 $f=33 \mathrm{HZ}$
--- THEORETICAL MODE SHA FOR $k_{s} \rightarrow \infty$ $f=43 \mathrm{HZ}$

O MODE SHAPE FROM UK-5/ADAPTER VIBRATI TESTS $f=33 \mathrm{HZ}$

Figure 1.- Clamp-band stiffness modification to ohtain 33 Hz first bending mode for the UK-; spacecraft and adapter.


Figure 2.- Stiffener EI modification to obtain 40 Hz first mode ror the simply supported stiffened plate.
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# nastran multipartitioning and "ON e-Shot" substructuring 

By Alvin Levy<br>Grumman Aerospace Corporation, Bethpage, New York

## SUMMARY

For intermediate size problems where all the data is acesle, the present method of substructuring in three separate phases ir static analysis) is unneccessainily cumbersome. The versait of NASTRAN's DMAP and internal logic lends itself to find; a practical alternative to these procedures whereby selfattained special-purpose ALTER packages can be written to be run one pass. Two examples are presented here under the titles of tipartitioning and "one-shot" substructuring. The flow of tipartitioning resembles that of the present three-phase subsuturing. The basic effect is to partition the structure fo substructures and operate on each substructure separately. s can be used to reduce the bandwidth of a given problem as 1 as to store information which will allow a change to be made one of the substructures in a later run. This latter prolure is carried out in a second program titled "one-shot" subfucturing.

## INTRODUCTION

At present, in order to use NASTRAN substructuring for a antic analysis, the user must perform a three-phase analysis on 6 structure as discussed in reference 1. In Phase I, the stiffss and load matrices are computed and saved for each substrucre. This requires a separate computer run for each substrucFe. Phase II merges the reduced matrices from Phase I and mputes the substructure boundary (a-set) displacements. This quires the input of one tape for each substructure, an ALTER ckage to suit the given problem, and user-generated partition coors or unltipoint constraints. In Phase III, each substrucre is restarted by using as input the asset displacements computed Phase II and Phase III gives as output the final solution. Once ain, this procedure requires a separate run for each substructure.

One of the useful applications of substructuring is to allow the user to make changes to one or more of the substructures and regencrate sclutions with a minimum of man and machine effort. This application requires the user to execute one Phase I run for each substructure change, one Phase II run, and as many Phase III runs as there are total substructures.

Some of the practical difficulties encountered at present are summarized as follows:

1) Each phase must be run consecutively and this increases the real-time requirements.
2) For Phases I and III each substructure must be run independently. This increases the cost.
3) The user must take care in handling the tapes and restart dictionaries used in the various phases.
4) For Phase II, the user must write a DMAP ALTER to suit the given problem. This requires taking into account the number of substructures involved. The user must also input a partition vector for each substructure.
5) If a substructure is changed and the problem rerun, the three phases must be run consecutively once again.

For many large-scale problems encountered, especially where information is gathered at different locations, this procedure will be practical, but for many cases of intermediate ard large size problems where all the data is accessible and fits within the storage capacity of the computer, this procedure seems unnecessarily cumbersome.

A practical alternative to these procedures is to write special purpose programs through the use of DMAP ALTER packages, each suitable for a given ueed and each self contained in one program to be run in one pass. Examples of this are presented in the present paper and are ti.tled multipartitioning and "one-shot" substructuring. Tiese procedures contain the following features:

1) Only DMAP ALTER statements are involved so that no additional capahilities need be included in NASTRAN, although some are suggested in order to make the methods more effi ent and flexible.
2) The complete substructuring (multipartitioning) analysis can be carried out in one run.
3) If a change is made in one of the substructures the program only requires as input the changed substructure and again gives a complete analysis of the entire structure in one run.
4) The rules for setting up the program for a given problem do not require the user to make any changes in the DMAP ALTER package.
5) The need for partition vectors has been eliminated.
6) The instructions to be followed for generating the required Case Control and Bulk Data Decks are simple.
7) There is a minimum of tape handling and no restart dictionaries required.

At present the ALTER packages presented here for static analyWis carry the limitation that when making changes to a given substructure for a follow-up substructure analysis, the elements adFacent to the boundary points (a-set) must be unchanged in stiffhess because the contribution due to these elements cannot be distinguished in forming $\left[\overline{\mathrm{K}}_{\mathrm{aa}}\right]$. (See fig. 1.)

MULTIPARTITIONING AND ONE-SHOT SUBSTRUCTURING
The program flows for multipartitioning and one-shot substructuring are given in figure 1 and the specific DMAP ALTER packages are given in figures 2 and 3. In the multipartitioning package the entire data for a completa structure is given as input, along with the a-set points used to partition the structure
and the grid points which are contained in each substructure. The program then partitions the stiffness matrix by isolating each partitioned substructure. The individual substructures are then operated on separately as if the boundary degrees of frecdom (a-set degrees of freedom) are completely fixed. The interaction effects are then summed and the a-set points are solved for. This information is then passed back to each substructure and the solution for each substructure is carried out. It can be seen that this method follows the normal procedure of substructuring without having to form partition vectors for each subsiructure. The overall effect is to partition the stiffness matr: s as would normally be done by using the partitioning (ASET or OMIT) feature, but the name multipartitioning comes from the similarity between the present method and the method of partitioning coupled with resequencing of nodes which results in a reduction of the bandw dth. A demusistration of this method is shown in figure 4. Figure 4(a) represe .ts a finiteelement idealization where the nodes are numbered to produce the minimum bandwidth. The idealization is partitioned ints two sections as shown. Figure 4(b) represents the initial structure before partitioning and figure $4(c)$ after partitioning. The bandwidth has been reduced from 7 (assuming one degree of freedom per node) to 6 . If we use the methods of multipartitioning the two subdivisions are treated separately; thus, the bandwidth is reduced $t$, 4 as shown in figure $4(\mathrm{~d})$. This reduction could also be accomplished by usirg the method of partitionang (fig. 4(c)) along with reordering the nociss as shcinh in figure 4(d).

We can now make a $\dot{i s} \bar{a} \mathrm{i}, \mathrm{i} \in \mathrm{i}_{\mathrm{a}}$ one of the substructures and repeat the znalysis. Only the di.hi for the changed substructure is required, along with the stored inf ormation (on tape) of the old complete structure. Required calculations for the new structure are carried out (see fig. 1) and the complete analysis of all the substructures proceeds as before.

## USER PROCEDURES

The user proceduses will be given by sonstration. Figure 5(a) represents a structure to be unalyzed by the preseat methods. The
structure is subdivided into three substructures and we are interested $\therefore$. two different loading conditions. The three substructures are shown in figure 5(b). (An intermediate solution for the three substructures fixed at the a-set points is included in the ALTER package.)

The Executive Control Deck contains the multipartitioning ALTER package (fig. 2). The Case Control Deck and Bulk Data Deck are shown in figure 6. The Bulk Data Deck wi.l be discussed first. The elements, grid points, loads, and property cards are as usual. The ASET card defines the boundary points of the substructures. The boundary conditions (simply supported in this case) are placed on the grici point identifications (for simplicity). All the grid points not included in the a-set are placed on SPC cards as follows: those contained in substructure $i$ are placed in SPC set number $100+\mathrm{i}$ (see SPC and SPC1 cards) and then added together so that SPC set $j$ contains all points not in substructure $j$ (see SPCADD cards). This method is used in the program to partition out each substructure. One auxiliary device must be mounted (INPT) for the multipartitioning program. If information is to be retained for subsequent use (e.g., to change one of the substructures) then three additional tapes must be mounted ('NP3, INP4, and INP5), and a parameter TAPE=1 must be defined. (See PARAM card.) With a slight modification to the DMAP ALTER packages, this can be reduced to one additional tape. The Case Control Deck first defines sets corresponding to the nodes and elements contained within each substructure. If these sets are omitted, the output for a given substructure will contain null values for quantities cor sponding to nodes and elements not contained in the given substructure but contained in the total substructure. The subcase definitions are as follows: the first digit refers to the substructure and the second digit corresponds to the load case (e.g., SUBCASE 31 corresponds to substructure 3 load case 1). The subcase sequence is as shown, i.e., each subcase is defined as many times as there are loading conditions, where the number of subeases must be the same for each substructure. The subcase numbering system is only suggested as a mnemonic to be used for ordering the rubrases correctl

Figure 5(c) represents a ch age in geometry of substructure 2. Any change can be made (geometry, material properties) so long as
the elements adjacent to the a-set points remain unchanged in stiffness. The Executive Control Deck now contains the one-shot substructuring ALTER package (fig. 3). The Bulk Data Drck contains only the new substructure and load conditions along with the a-set poinis for the complete structure (fig. 7). The ASET card must contain the same numbsr of degrees of freedom as in the original multipartitioning run and the a-set points contained in the changed substructure must occupy the same relative position as; before. For this purpose fictitious grid points (or scalar points) must be defined and constrained on SPC cards. Two parameters are defined in the Eulk Data Deck. NUMSUB is set equal to the total numiver of substructures and SUBPIUM is set equarl to the numioer of tine substructure to be changed. The Case Control Deck contains one subca:e for each : sad condition and the number of load conditions must be the same as in the original multipartitioning run.

## CONCLUDING REMARKS

It nas been shown that using NASTRAN's DMAP capabilities one can write AL"ER packages to handle special cases of rubstructuring to be run in a single pass, without the use of new modules. These programs result in a saving of computer cost and real time as well as lessening the chance of error due to data handling. However, greater versatility could be obtaine. 1 if some additional capabilities were included in the NASTRAN program. These capabilities include set definitions for elements, grid points, and a-set (and 0-set) degress of freedom.

In connec'ion with "partitioning" methods a recent publication (ref. 2) should be of interest.
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Figure 1.- Scheme for multipartitioning and one-shot substructuring.

```
ALTER 1.1
BEGIN NO.\ STATIC ANALYSIS-SERIES MI-MULTIPARTITIONINGS
ALTER 50
PARAM //CONONOP/VON,PI=-1
PARAM //C,NONOO/VON,TRUE=-L S
PARAM /ICONONOP/VIY,TAPE=-1 S
s inItIALIzE tape - write larel and rewind
OUTPUT1, ....//C,N,-1/C.V.O/C.N:TPO&
COND TPNOLITAPE
s Information to be saved for subSEouevt quns- if not desiqed set
5 TAPE=-1 ON PARAM BULK DATA CARD
OUTPUT1. ....//C*N,-L/C.N.3/C,N,TP3 $
OUTPUT1: ....//C,N,-I/C.N.4/C.N.TP4 S
OUTPUT1, ....//CNN,-1/C.N.5/C.N.TPS S
LABEL TPNOI
ALTER 54
$ FORM PARTITION VECTOR G(L.COMP)
VEC USET/V/C,N,G/C,V,L/C,N,COMP S
CHKPNT V S
s FORM PARTITION VECTOR FIL.COMPI
VEC USET/VFLCICONAF/CONOLICON.COMSS
CHRPNT VFLC S
PRTPARM //CONIO S
ALTER }7
$ PARTITION OUT L-SE?
s l-SET is SAmE FOR AlL SUBSTRUCTURES
UPARTN IJSETOKFF/KLLB.,KAOO/C.N.F/C.N.A/C.NIO S
CHKPNT RLLBOKAO S
ALTER A4
JUMP LBL7s
ALTER 94
PARAM //C.NOSUB/VONONULL/C.N.-I/VONOPIS
CONO LBLNIPNULL
S INITIALIZE KLLT TO NULL . FIRST PASS ONLY
ADD KLL,/KLLT/CON:(0.0.0.0) $
CHKPNT KLLT S
COND TPNOZ,TADE
OUTPUTI KLLB,I.,//C,N:OICINOSS
LABEL TPNO2
lAAEL LBLNI
COND TPNO3.TADE
OUTPUTI KAO,GO:&.// C,N,O/CINISS
GABEL TPNOS
ADD KLLOKLLT/KLLX/$
CMKPNT KLLX $
EQUIV KLLX*RLLT/TRUE $
CHKPNT KLLTS
COND LBGSA,PIS
s Subtract kllb :ROM kLLT EAGH pasS after the first
s FIRST PASS GIVES TOTAL COVTRIBUTION OF KLLB
S SINCE L-SET IS SAME FOR ALL SUBSTRUCTURES
AOD KLLT,RLLB/KLLXX/C,N,11.0.0.O1/GON,1-2.0.0.01 s
CHRPNT KLLXXS
EOUIV KLLXXOKLLT/TRUE S
GHKPNT KLLT S
LABEL LBLSA
GLTER 96
S PARTITION OUT L-SET
S b-SET IS SAME FOR ALL SUBSTRUCTURES
PARTNPG,OV/PLBOIOICINIINGNI2ICONIZS
CHRPNT PLE S
ALTER 100.101
SSG2 USET,GM,YS,KFS,GO,OPG/,PO,PS,PL S
CHRPNT PO&PSIPL S
```

Figure 2.- DMAP ALTER package for multipartitioning.

```
AGtER 102
COND LBLN2,NULL
s INITIALIZE PLT TO NULL, FIRST PASS ONLY
MOD PLO/PLT/C,N,10.0.0.01 &
CHKPNT PLT $
CONO TPNOG,TAPE
OUTPUT1 PLB...O//C.N.O/C.N.4 S
LABEL TPNO4
LABEL LBLNZ
TRNSP GO/GOT S
COND TPNOS.TAPE
OUTPUTL GOT,POPO,I/CONOO/C,NOL S
LABEL TPNOS
ADD PL,PLT/PLX/ s
CHKPNT PLX S
EQUIV PLX,PLT/TRUES
CHKPNT PLT &
COND LBLIOA.PI s
    SUBTRACT PLE FROM PLT EACH PASS AFTER THE FIRST
    FIRST PASS GIVES TOTAL CONTRIBUTION OF PLB
    SINCE L-SET IS SAME FOR ALL SUBSTRUCTURES
ADD PLT,PLB/PLXX/C,N:11.0.0.0)/C.N.(-1.0.0.0) S
CHKPNT PLXX S
EQUIV PLXX,PLT/TRUEs
CHKPNT OLT S
LAREL LBLIOA
FBS LOO.VOO.PO/UOOV s
CHKPNT UOOV s
MATPRN UOOV,PO...//S
MATGPR GPL USET,SIL OUOOV/ICON*O S
MATGPR GPLIUSETOSILDPO/ICOHIO S
ALTER 1G3.111
PARAM //C,N&ADD/V,N&PI/V,N*PI/CON&1 S
OUTOUTI USET UOOVIGO,PG,//CONIOICONOOS
ALTER 118
SOLVE KLLT,PLT/ULLB/CONO1 $
CMKPNT ULLB S
MATPRN ULLB.PLT.KLLT." // $
PARAM //CONONOP/VONONSKIPI=1 S
INPUTTI/O.../C.N.-3/C.N.O/CON:SUB
LAREL LBLIIO
INPUTTI NUSETI.UNOVI,GOM,PEL,/C.PI.O/CONDO S
SDRI USETI,PGI ULLE OUOOVI, GO4.,..NUGV,PGG./V,NONSKIPI/C,N,STATICS S
CHKPNT UGV,PGG S
MATPRN UGV,PGG|,,// s
PARAM //C,N,ADD/V,N,NSKIPI/V,N,NSKIPI/C,Nod s
PARAM //C,HOSUB/VON,PINOH,PI/C,N,IS
COND LBLBO,P1 $
REPT LEL110.100 s
JUMP ERRORI $
LABEL LBLAO S
PARAM //C,NINOT/VONOTESTI/VONOPIS
COND ERRORSOTESTI S
SDR2 CASECS,CSTM,MPPT.,EOEXIN,SIL., EDT,BGPOT, PGG. .UGV,ESST, /OPGL , OUGVL,
OESd,OEFIO/CONOSTATICSS
OFP OPG1,OUGVI,OES1,OEF2.://V,NICARDNO S
SAVE GARDNO
PRTPARM //RON,OS
COND TPNOG,TAPE
OUTPUTI CASECGOCSTMOMPT,EQEXINOSIL//CINDO/GONIS S
OUPPUTI EDT,BGPDT,PGG,EST,/1GONOO/C,N,S S
INPUTT1 %.ONCON:O-3/CON:3/CON:TP3 s
INPUTTI /O.../CON,GS/EON,G/C,N:TP4
INPUTTI /:OO/CONI-3/CON.S/CNN,TPS s
LAREL TPNOG
GAREL YPNOG
ALTER 1/9.126
ENOALTER
```

Figure 2.- Concluded.

```
ALTER 1:2
BEGIN NO.I STATIC ANALYSIS-SERIES MI-ONE SHOT SUBSTRUCTURING S
ALTER 50
PARAM //C*N*NOP/V*N*PI=-1
PARAM //C*N*NCP/V,N*TRUE=-l s
S SUBNUY = NO.OF SURSTRUCTURE TO BE CHANGED.DIFAULTF=1 CORR& TO NO CHANGE
S NUMSUB = NO. OF SUBSTRUCTURES - ONLY USED IF SUBNUM POSITIVE
PARAM //C,N:NOP/V Y SUBNUM=-1 S
PARAM //C,N:NOD/V,Y,NUMSUB=1 S
PARAM //C.N:SUB/V,N.NUMS1/V.Y.NUMSUB/C,N.L S
PARAM //C,V:SUB/V,N:SUQ1/C.N:I/V.Y.SUBNUM S
PARAM //C.NONOT/VON.OUTP/V,Y,SUBNUM &
ALTER 54
S FORM PARTITION VECTOR GIL:COMPI
VEC USET/Y/C,N,G/C,N,L/C,N,COMP S
CHKPNT V &
S FORIA PARTITION VECTOR FIL.COMPI
VEC USET/VFLCICONOFICONOLICON,COMPS
CHKPNT VFLCS
PATPARIM //CONOOS
ALTER 7S
S PARTITION OUT L-SET
S L-SET IS SAME FOR ALL SUBSTRUCTURES
UDARTN USET:KFF/KLLB:OKAO:/C:N:F/C:N:A/CON:O S
CHKPNT KLLB&KAO S
ALTER 84
JUMP LBL7 S
ALTER 96
s PARTITION OUT LESET
L-SET IS SAME FOR ALL SUBSTRUCTURES
PARTN PG*,V/PLB**,/C,N,I/C,N:2/C,N*2 5
CHKPNT PLS S
ALTER 100.101
SSG2 USET.GM*YS*KFS,GO**PG/,PO,PS,PL S
EHKPNT PO.PS,PL S
ALTER }10
F8S h20.UOO.PO/UNOVS
CHKPNT UOOV s
MATPRN UOOV.PO***//$
MATGPR GPL,USET.SIL.UOOV//C.N:O S
MATGPR GPL,USET,SIL,PO/IC,N,O S
ALTER 103.111
PARAM //C,NOADD/V,N:PI/V,N,PI/C.N:I S
ALTER 118
COND LBOUT SUBNUM s
OARAM //C:NOSUB/VON.PI/V.YONUMSUB /C.N.L S
|NPUTTL /O,O/CONOES/C,N&S S
INPUTTL /OOO/CON:-3/C:N:4 S
INPUTTI /RLLEI*:*/C.N:O/C:N:3 S
INPUTTI /PLBL,O:ICON:O/C:NO4S
ADD KLLEI*/KLLT/$
ADD PLB2,/PLT//s
LABEL FMKPL $
COND LBLSUE SUE1 S
MPYAD KAO,GO,KLLT/KLLTXZ/C,N*O S
EQUIV KLLTXZ,KLLT/TRUE *
MPYAO GO,FODPLT/PLTXZ/CON,L S
EQUIV PLTX2.PLT/TRUFS
PARAM //CONOSUE/VONOSUEI/V,NOSUEI/CON:1OO S
- SKIP UNWANPED INFORMAIION OF NON CMANGED SUBSTRUCTURES
INPUTTI /DUMI,OUMZ,O/CONOO/CONOSS
```



```
JUMP LBI11 S
LAREL LBLSUB S
INPUTTS /KAOL.GOL*:O/CON,O/CONOS S
INPUTTI /GOTI,POL,NICONOO/CONOHS
```

Figure 3.- DMAP ALTER package for one-shot substructuring.

```
MPYAD KAOL,GOL:KLLT/KLLTX3/C,N*O S
EQUIV KLLTX3&KLLT/TRUE S
MPYAO GOTL,POL,PL,/PLTX3/C,N:O S
EQUIV PLTX3:PLT/TRUE S
PARAM //C,N,ADD/V,N,SURI/V,N,SUBL/C.N.I S
LABEL LE111 S
PARAM //C,N:SUB/V,N,NUMSI/V,N:NUMSL/C,N.I S
COND LBOUT NUMSI $
REPT FMKPL.100 S
LABE: LBOUT $
SOLVE KLLT&PLT/ULLB/C,N*I s
CHKPNT ULLE S
MATPRN ULLB,PLT*KLLT*:// S
PARAM//CONONOP/VONONSKIPLEL S
INPUTTI /:*,/C,N,-3/C.N.O/C,N,SUB S
PARAM //C,N,SUB/V,N,SUBL/C,N:L/V,Y,SLQNUM $
LABEL LEL110
INPUTT1 /USETL,UOOVI.GO4,PGL,/C.N.O/C.N.O S
COND LSLNM.SURIS
JUMP LBLOO S
LABEL LBLNM s
EQUIV ULLB,ULX2/TRUE/UOOV1,UOX2/TRUE/PGL,PGX2/TRUE S
JUMP LBLNO S
LABEL LBLOO S
$ CREATE NULL MATRICES FOR NON CHANGED SUBSTRUCTURES
ADD ULLB,/ULX1/C,N:1-1.0.0.01 s
ADO ULLB:ULXI/ULX2 s
ADO UOOV1,/UOX1/C,N:(-1.0.0.0) $
ADD UOOVl:UOX&/VOX2 / s
ADD PG1./PGX1/C.N*(-1,0.0.0) s
AOD PGI.PGXI/PGX2/$
PARAM //C,N,ADO/VONONSKIPI/VONONSKIPI/CON:I S
PARAM //CBN;SUB/V,N:SUBL/V,N:SUEL/C,N:100 S
LABEL LBLNO S
SORI USET I,PGX2.ULX2.UOX2.,GO4**:*/UGV,PGG*/V.N.NSKIPI/C.N.STATICS S
CHKPNT UGVPPGG S
MATPRN UGV PPGG;*//f S
PARAM //C,N,ADD/V,NONSKIPI/VINONSKIPI/C,NOL S
PARAM //C,NOSUB/VIN,PI/V,N:PI/CON,I S
PARAM /IC,N:ADDIV,N:SUBI/V,N:SU8I/CON.L S
COND LBL8ODP1 $
REPT LBL110.100s
JUMP ERROR\ $
LABEL LAL8O S
PARAM //CON,NOT/V,N,TESTJ/V,N&PLS
COND ERRORSITESTI S
INPUTT1 /O:,/CON,=3/C,N+S S
INPUTYI /CASECCI,MPTL.EOEXINI SILI.BGPDTI/C.N.O/C.N.5 S
INPUTT1 /PGGI*ESTI**/CON*O/C,N*5 $
SOR2 CASECCI*,MPTI**EOEXIN&,SILI**BGPDTI*PGG*,UGV,ESTI*/OPGII,*
    OUGVIL,OESILOOEFII,/CONISTATICS S
OFP OPGIL,OUGVII,OESLI, OEFLI**//VON.CARDNO S
SAVE CARDNO S
PARAM //C,NBNOP/VONONSKIPGEI %
SORI USET,PGOULLB:UOOV,OGO,OOTUGVNOPGN,/V,NONSKIPG/C,NISTATICS S
SOR2 CASECC,CSTM,MPT, EOEXIN,SIL.,EDT,BGPDT,PGN.,UGVN,EST,/OPGI.,
OUGV&,OESI, OEFI,/C,N,STATICS S
OFP OPGL,OUGYI,OESI,OEFIF*//VANOCARDNO $
SAVE CARONO S
PRTPARM //C,N,O S
INPUTT1 /O.O/CON:=3/CON.S/CON,TPS S
INPUTTI /OOH/CBN*=3/C,NBG/C,N:TP4S
INPUTT1 /O-:O/C*N,=3/C,N,S/C,N,TPS S
ALTER 119.126
ENDALTER
```

Figure 3.- Concluded.


Figure 4.- Example of multipartitioning to reduce bandwidth.

c) Change in geometry and load conditions on substructure II.

[^2]```
TITLE=MULTIPARTITIONING
SUBTITLE=BEAM DIVIDED INTO THREE SUBSTRUCTURES
SET 1=1 TMRU 5
SET 2=5 THRU 9
SET 3=9 THRU 13
SET 4=1 THRU 4
SET 5=5 THRU 8
SET 6=9 THRU 12
DISP = ALL
STRESS = ALL
FORCE = ALL
OLOAD=ALL
SUBCASE 11
    LABEL = SUBSTRUCTURE ONE,LOAD ONE
        SPC = 1
D1SP=1
OLOAD=1
STRESS=4
FORCE=4
SUBCASE 12
    LABEL = SUBSTRUCTUAE ONE,lOAD TWO
        SPC = 1
DISP=1
OLOAD=1
STRESS=4
FORCE=4
SUBCASE 21
    LABEL I SUBSTRUCTURE TWO,LOAD ONE
        SPC = 2
            LOAD = 1
D1SP=2
OLOAD=2
STRESS=5
FORCE=S
SUBCASE 22
    LABEL SUBSTRUCTURE TWO.LOAD TWO
        SPC - 2
            LOAD = 2
DISP=2
OLOAD=2
STRESS=S
FORCEES
SUBCASE 31
    LABEL : SUBSTRUGTURE TMREE,GOAD ONE
        SPC - 3
DISP=3
OLOAD=3
STRESS=S
FORCE=6
SUBCASE }3
    LABEL SUBSTRUCTURE THREE|LOAD TWO
        SPC=3
DISP=3
OLOAD=3
STRESS=5
FCPCEEG
```

Figure 6.- Example problem Case Control and Bulk Data Decks for multipartitioning.


Figure 6.- Concluded.

```
TITLE=ONE SHOT SUBSTRUCTURING
Subtitle=Change in substructure two
DISP=ALL
OLOAD=ALL
    FORCE=ALL
SUBCASE 21
    LABEL=SUBSTRUCTURE TWO,LOAD ONE
    LOAD=1
SUBCASE 22
    LABEL=SUBSTRUCTURE TWO,LOAD 2
    LOAD=2
BEGIN BULK
ASET 101 126 103 126
CBAR 101 200 101 102
\begin{tabular}{lllll} 
CBAR 102 & 200 & 102 & 203
\end{tabular}
FORCE 1 102 0 1.0
GRDSET 
GRID 101 0.0
GRID 102 100.0
GRID 103 200.0
MATI 200 1.0+8 0.0
MOMENT 2 102 0 1.0
PARAM NUMSUB 3
PARAM SUBNUM 2
PBAR 200 200 60.0 500.0
ENDDATA
```

Figure 7.- Example problem Case Control and Bulk Data Decks for one-shot substructuring.

NORMAL MODE ANALYSIS Of a ROTATING GROUP uy

LASHED TURBINE BLADES Y SUBSTRUCTURES

By A. W. Filstrup<br>Westinghouse Research and Development Center

## SUMMARY

A group of 5 lashed identical steam turbine blades is studied through the usc of single level substructuring using NASTRAN Level 15.1. An altered version, similar to DMAP Program Number 3 of the NASTRAN Newsletter, of Rigid Format 13.0 was used. Steady-state displacements and stresses due to centrifugal loads are obtained both without and with consideration of differential stiffness. The normal mode calcilations were performed for blades at rest and at operating speed. Substructuring lowered the computation costs of the analysis by a factor of four.

## INTRODUCTION

Triangular plate elements have been used by Westinghouse and others (see Ref. 1) in NASTRAN to analyze rotating turbine blades.

There was a need to analyze a group of five lashed $0.79-m$ (31-inch) steam turbine blades for operation at 60 revolutions per second. Steady-state displacements and stresses were needed as well as the natural frequencies, mode shapes, and stress patterns.

Based on NASTRAN calculations on a single $0.79-m$ blade with associated lashing wires, it was decided that a finite element mesh of 700 CTRIA2 elements and 407 giid points would be usisd to represent each turbine blade. The root flexibility was approximated by 11 CELAS2 elements.

It was discovered that approximately two hundred degrees of freedom would be required in the a-set for each blade using Guyan reduction, if accurate stress results were to be found for the modes to be evaluated. Whether or not Guyan reduction was to be used and whether the inverse power or Givens method were used for the eigenvalue extraction, it was apparent that calculation costs would have been prohibitive if substructuring were not used.

This pap:r describes the successful substructuring analysis of the group of blades. Thr steady-state stresses were obtained for operation at 60 revolutions per second and the natural frequencies were obtained for the first
nine modes at both 0 revolutions per second and at 60 revolutions per second.

## METHOD OF ANALYSIS

The finite element mesh used to represent a turbine blade or substructure is shown in Fig. 1. The middle sections of the lashing wires and airfoil are si Each lashing wire actually resembles a variable thickness plate more than a wirt The auxiliary program which produces these plots views normal to the middle surface of the lashing wire. The airfoil is highly twisted, and near the base it is highly curved. No one viewing angle could provide a clear representation of element layout. Thus the auxiliary program which produces the element geometry and isostress plots opens up each cross section. Different scales are used for the lashing wires than for the airfoil in figure 1.

Each blade or substructure has 407 grid points. The 2442 degrees of freedom associated with these points are reduced through single point constraint and omits to an a-set of 301 degrees of freedom. One hundred twenty of these degrees of freedom are at the tips of the lashing wires and are required for connecting adjacent blades or substructures. Sixty degrees of freedom are common between adjacent blades.

The combined matrices for the group of five biades then has 1505 less four times sixty or 1265 degrees of freedom. Single point constraints to remove rotations about the normals to the surface of the exterior lashing wires reduce the system of equations to be solved to 1245 . The half-bandwidth is 301 with no active columns. No secondary Guyan reduction was performed to reduce the number of degrees of freedom as the resulting bandwidth would have to be significantly larger than 301 for accurate results. The inverse power method with shifts was used to solve the eigenvalue problems.

The identical. substructure concept as described in Sec. 1.10 .5 of reforence 2 was used. Five phases were required as shown in figure 2. In some cases it was decmed advisible to use more than the one user tape shown butween phases. Even though the differential stiffness would be sonewhat different for each of the five substructures, only one (the center blade) was generated in Phase III and used in Phase IV. This approach reduced the total calculation costs by about 20\%. The i.maccuracies of this approximation were folt to be about the same as those due to some of the other approximations made. Runs IV and $V$ were split into several parts to enable shorter individual runs.

The meah for the airfoil was generated by a preprocessor computer program. The meshes for the platform and the two lashing wires were generated by hand. Thr isostress lines for the centrifugal loading and for the scaled eigenvectors for the airfoil and lashing wires were plotted with a postprocessor computer program which reads images of punched element stress cards. A STRESS (PRINT ,PUNCH) = ALL
card was placed 1a the Case Control Deck. However, job control cards were used to etore the card images on two disks and to prevent the punching of cards. Over two hundred thousand card images were produced in the Phase $V$ runs. An
intermediate program was written to enable the isostress plotting program to handle the stress information on the disk more efficiently.

Table 1 shows the calculation times for the stibstructuring analysis for each phase. The mesh was generated on a CDC 6600 computer and the other runs were made on an IBM 370-165 computar.

Table 2 shows the projected calculation times for the analysis of five blades without substructuriag provided enough disk space were available which is extrexely doubcful. In addition, checkpointing and restarting would be essential due to the extremely long total running times. However, level 15.1 NASTRAN requires that this be done on a single physical tape which obviously would not hold enough information. The user would be requited to use DMAP statements to transfer data from one run to mother on user tapes rather than checkpoint tapes. Even then, some matrices might be too large to fit on a single tape.

When costs of the CALCOMP plotter are added to the computer costs shown, the total cost for a nonsubstructuring analysis, if possible, would have been abcut four times the total cost of the substructuring analysis performed in this study.

The arrangement of the NASTRAN decks including the Executive Control Decks are shown in the appendix.

## RESULTS AND DISCUSSION

The natural :requencies, mode shapes, and stresses for the first nine modes of a group of five lasher rotating steam turbine blades were $f$ ind. The natural frequencies, in general, agreed well with experimental values.

A Campell Diagram was frepered to determine possible resonances during various operating conditions.

The pseudo steady-state deformations and stresses due to the centrifugal forces at operating speed were found. This enables the calsulatiuns if the fluid flow through the row of blades through the passages that actually occur in operation and not through the passages in the undeformed condition. Thus, NASTRAN provides the designer of flexible turbine blades with a tool to belp obtain near optial fluid flow characteristics between the airfoils.

A sample isostress piot for wie of the surfaces for one of the bades for one of the modes is shown in figure :-

## RECOMMENDATIONS

1. NASTRAN Level 15 with its substructuring capability can and should be used for many structural problems.
2. When preparing data for large problems, a mesin generator computer program should be used as much as p'sible.
3. For very rigid rotating turbine blades or blade groups, Rigid Formats 1 and 3 will give accurate results and should be used. For more fiexible blades, Rigid Formats 4 and 13 , which include the differential stiffness matrix should be used. For even more flexible blades, it may be necessary to ALTER the centripetal acceleration matrix (see Ref. 3) into Rigid Formats 4 and 13.
4. In order to encourage more users to use the substructure capability of NASTRAN and in order to reduce the effort of the user in creating and checking DMAP packages and substructuring data, it is urged that substructuring be made more automatic (see Ref. 4).
5. Rigid Format 13 should be documented in the NASTRAN documentation.
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CONCLUSIONS

1. The determination of the natural frequencies, mode shapes and states of stress for lashed rotating and non-rotating steam turbine blades is feasible using the general purpose computer program NASTRAN.
2. Substructuring can greatly reduce the computer costs of large problems. For the analysis performed here, the total computer expenses including mesh generation and stress plotting were one-fourth what they would have been without substructuring. The NASTRAN runs cost one-sixth as much using substructuring than they would have cost without substructuring.
3. Choice of the proper root flexibility is important to produce accurate frequencies and stresses for all modes.
4. Mode shapes and isostress lines for the fifth through ninth modes varied significantly between those found at 0 revolutions per second and those found at 60 revolutions per second. This variation is due both to the flexibility of the blade group and to the coupling between modes as the frequencies are close together. Tine mode shape of the fifth mode at zero revolutions per
second is similar to the mode shape of the sixtin mode at 60 revolutions per second.
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## APPENDIX

```
NASTEGM SINSTHIICNJES ANELYS:S
O!EEEERDTISL STICFQESS MICAL ANN STATIC SOLUTION
IrfvTICAL sumStavictigass
LISTlar. ne ---rnase l---
    (INITIAI SIJHSTEUETUEE ANALYSISI
```

ID RIEFMCD,PHESEI
DIAG2,a, Da $^{2}, 14$
ADP RISP
Timf $\geq 5$
snl $1^{2}$.n
CHKPN:T YFS
ALTEF 60,40
SMAS R,EI,KGGX/KGC,/V,N.LUSFT/V,N,NLIGENL/V,N:NOSIMD\$
ALTER 76
Jume LRLXs
A!TER 78
LAPFL LFLX!
ALTER RS
FBS inn.uun, pn/ucevs
CHKFMT UNOV:
OUTPIJT1 KAA, PL, PAEVECT!,PARVFCT?, DARVECT3//C,N,-I/C,N,OS
DUTPUTI FARVECT\&, DARVECT5.,NIC,N1,O/C,N, U\&
ALTEE 67145
ALTER 15! :5?
ENOALTER
CEND
ICASE CONTECL OFCKI
BEGIN B!LK
I!arline all yra-sjary gto tufal gata plus the surstructuring
matelx RFERATMES 1
enccata
END. INCLISE THIS CARD FOR IHM 3OO/370
---TCMHENTS--.
DISP APPROACH.
ALL AP:ALYSIS SET DEGREES DE FGEEDOM SHOULD RE INCLUDED ON ASET CARDS.
PAETITIOAINT, VECTOFS WHICH PECVICE THE INFORMATION DF HOW THESE
SURSTQUETHFES ARE TIEN TOTETHER. MUST PE included in RULK oeta cahcs.

```
NASTREN SURC*FIITIJFF ANGLYSIS
SIFF'RENTIAI SIIFFNESS MDDAL AN: STATIC SMLUTION
ICENTIT,AL SUSSTCUITURES
LISTIPG OF ---PHASE IT---
    ISTATIC SIJPSTVIFTIRF ROUPIIDG ANALYSISI
```

```
i: [igry.NM,DHAcEz
T|Mf 3,7
ADP {MAD
Olar 2.a.1`.14
pr「!!N%
```



```
IVDUTTI/KAA,PL.../C,NO-2/C.ll.14 IHPI
FILE KAA=SAVY/PL={AVEN
LAgr. LCOOQT:
INDUTT! /&,.,./C.N,0/r.,N!.14
MEFGE, ..,KAA.E./KGCTTS
MOD Kr,G,KNC,T/KT&
FOUIV KT, KG,G/TEIIE&
MFFGF, PPL,..,E/PG:/C.N.+1S
ADN PC,.PC,T/OT:
EQUIV PT,PC,/TRIJE:
OEFT LTNP9O.4*
DARTA KGG,SOCV,/KRED.../C.N,-1&
DAETN PG, SPCV/PRED.../C.N,I4
SOLVE KCPC,DRED/ILVT/C,N,I&
MATOEN ULVT....//&
mFoge, ILVT.....SARV/IMVTT/C.N.ls
MATAEN ULVTT....//&
* WQITC NSEEIS TAOF FRR PHASE 3 NATA DFCONEOY.
INPUTT! /,.../C,N,-3/C,N.IS INO!
INOUTT1/..../r.NN,2/r.N.ls INFEI
CuTrut!,...,//C,N,-19
LAHEL LOCPSB&
[NPHTT1 1Q..../r,N.O/F.N.1&
MATOEN O.,.,//*
DAETM ULVTT.,Q/,ULV.,/C,N.1&
NATPRN ULV....//&
nutruti R.JLV...//8!NRT
QEDT LONDFO,二1
OUTPIJT1, ,..,//r.".-3!
ENT:
**N!
    CASE CRATGCL O:rk
RFGIN aUIK
    ifrlilte mathix rongatings
fvCra*a
FNIC: (JNCLINE THIS (AQO FOD IRN ?G)/at)
    -m-C.MNEATS.--
    DMAF ADPTOARH.
    QEPEATINO LONOS.
    AOTITINVAI SINGLE POINT C.JNSTRAINTS ARE APPLIEN VIA MATEIX PARTITION.
    DIRTITIONIAG VRCTOF SOCV MIIST RE INCLUDED IN BULK DATA DECK.
    THE BIJLK DATA DECK MUST IARLUJE THE OMI CARDS FOR THE INITIALI-
    IATION TE KGIG AN\cap PG.
```

```
vegtain SuBSTRIITTHRE ANGLYSIS
DIFFEDPITIAL STIFFARSS MADAL ADD STATIC SOLUTICV
IDEvIICAI. GUHSTRIJRTIOES
IICTINC CFF ---pHASE !II---
    ISTATJE DATA GECTVEPY AND INIT:AL MIEFERENTIAL STIFFNESS:
```



```
OIAC, 2.e,!3.14
AOP OICD
SOL 13.0
CHKFNT YES
time 7n
ALTEE 3.7
ALTEP 10.93
INPUTT: /,.,,IC,N,-:4
DiJPIT1,...,//C,`,-1/C,N,!&
QIO:M //C,N,N\capP/V,N,MAEK=?%
SAVE MAEK'
pafla//C.N.NDP/V.*aALASF=? s
jume lmafges
IAPEL LINRGOs
DAFEM //C,A,ARO/V,:,FLAME/V,N,NLA:F/C,`,:S
pgTEAEM //C.".,J/C, Mi,BLALE &
INP|TTI /E,UIV...NCN:.O!
AL'EP 103
EILE KRLL=SMVE/MA:= SAVE/OPL=SAVE&
OARGM //r.N.CIBB/V,N:NNOK/V,N,"ARK/R,N,1&
ORTPARM //C.N1,N/P, `,"AFK$
CONE רIFF?,\becauseAEK!
JUMP SKIDOF&
L:BEL DIFF3,
PAFLM //C.N,ADC/V.N,M&RK/V,N,MAFK/R,DV,IOOR
ALTEO 104
SAvE rSceSET&
ALTEQ 105.105
ALTER 106.107
SDHIV KCTG,KOVNI/MDCE?/MFG,MVM/MOCF2&
ALTFG lOE,log
ALTER 110,110
MCE? IISET,GN,KDGR,MM,r.,./KCINN,VNN,,&
ALTEP 114.114
ALTER IlS.l1A
SCEI USET,KDNN,MHN,,/KDFF,KDES,KDSS,MFF,,S
ALTEO 1!7.!17
```

```
PIMENT KDFS &
ALTFH 1?0.120
ALTEF 124.124
ALTER 125
FOUIV DL,PEL/RSCOSET/PS.PM;/ISROSET/YS,YBS/DSCNSET/UODV.UGOLV/
OSCOSET.
CHKPATT PBL,OBS,YBS.UBOCVS
PACAM //C,N,MPY/V,N,NDSKIP/C,N,O/R,N.OS
DSMG2 MPT,KLA,KTAAA,KFS,KDFS,KSS,KDSS,PL,PS,YS,UJOV/KPLL,KBFS,KBSS,
    PRL,PPS,YBS,IIQOOV/V,N,NDSKIP/V,V,QEPEATO/V,N,DSCJSET:
CAVF NHISKIP,R&FEATH $
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TABLE 1
Calculation Times for Substructuring Analysis of 5 Lashed 80-cm (31-in.) Steam Turbine Blades

| Phase | Description of Run | Computer <br> Field <br> Length | CPU Seconds or CP Seconds | CRU Hours or CS Seconds |
| :---: | :---: | :---: | :---: | :---: |
| 0 | Ceneration of Airfoil Mesh Using MESH6 | ${ }_{20000}^{6500} 8$ | 427 | 462 CS |
| I | Generation of Matrices for Substructure | $\begin{aligned} & 370 \\ & 500 \mathrm{~K} \end{aligned}$ | 872 | 0.940 CRU |
| II | Combination of Matrices and Solution of Reduced Static Elastic Problem | $\begin{aligned} & 370 \\ & 500 \mathrm{~K} \end{aligned}$ | 502 | 0.704 CRU |
| III | Preparation of Output Displacemen's, Forces and Stresses for Static Elastic Problem and Generation of Substructure Differential Stiffness Matrix | $\begin{aligned} & 370 \\ & 500 \mathrm{~K} \end{aligned}$ | 2457 | 3.042 CRU |
| IV | Static Differential Stiffness Reduced Solution | $\begin{aligned} & 370 \\ & 520 \mathrm{~K} \end{aligned}$ | 683 | 0.923 CRU |
|  | Determination of Eigenvalues and Reduced Eigenvectors for Modes 1, 2, 3, 4 and 8 at 3600 rpm | $\begin{aligned} & 370 \\ & 520 \mathrm{~K} \end{aligned}$ | 3852 | 2.128 CRU |

TABLE 1 (Continued)

| Phase | Description of Run | Computer Field Length | CPU Seconds or <br> CP Seconds | CRU Hours or CS Seconds |
| :---: | :---: | :---: | :---: | :---: |
| IV Contd. | Determination of Eigenvalues and Reduced Eigenvectors for Modes 5, 6, 7. 8, and 9 at 3600 rрm | $\begin{aligned} & 370 \\ & 520 \mathrm{~K} \end{aligned}$ | 3592 | 4.472 CRU |
|  | Determination of Eigenvalues and Reduced Eigenvectors for Mode 4 at 3600 rpm | $\begin{aligned} & 370 \\ & 520 \mathrm{~K} \end{aligned}$ | 1384 | 1.780 CRU |
|  | Determination of Eigenvaluzs for Movies 1, 2, 3 and 4 at 0 rpm . No reduced Eigenvectors | $\begin{aligned} & 370 \\ & 520 \mathrm{~K} \end{aligned}$ | Computer | Error-No Charge |
|  | Determination of Eigenvalues and Reduced Eigenvectors for Modes 5, 6, 7 and 8 at 0 rpm | $\begin{aligned} & 370 \\ & 520 \mathrm{~K} \end{aligned}$ | 3487 | 4.177 CRU |
|  | Determination of Eigenvalues and Reduced Eigenvectors for Modes 7, 8, 9 at 0 rpm | $\begin{aligned} & 370 \\ & 520 \mathrm{~K} \end{aligned}$ | 2084 | 2.546 CRU |
| V | Stress Recovery for Static Differential Stiffness and Modes 1, 2, 3, 4 and 8 at 3600 rpm | $\begin{aligned} & 370 \\ & 500 \mathrm{~K} \end{aligned}$ | 1179 | 1.866 CRU |
|  | Stress Recovery for Modes 5, 6, 7, 8 and 9 at 3600 rpm | $\begin{aligned} & 370 \\ & 500 \mathrm{~K} \end{aligned}$ | 860 | 1.400 CRU |

TABLE 1 (Continued)

| Phase | Description of Run | $\begin{aligned} & \text { Computer } \\ & \text { Field } \\ & \text { Length } \end{aligned}$ | CPU Seconds or CP Seconds | CRU Hours or CS Seconds |
| :---: | :---: | :---: | :---: | :---: |
| V Cont. | Stress Recovery for Modes 5, 6, 7 and 8 at 0 rpr | $\begin{aligned} & 370 \\ & 500 \mathrm{~K} \end{aligned}$ | 742 | 1.214 CRU |
| VI | Separate Data on the Two Discs Used to Enable Plotting in Smaller Runs. 2 Runs | 370 | 100/run | . $400 \mathrm{CRU} / \mathrm{run}$ |
| VII | Stress Plotting on both Surfaces of Airfoil of Either Maximum and Minimum Principal Stresses or $X$ and $Y$ Stresses Using MASPLT. $3 C$ Runs. | $\begin{aligned} & 370 \\ & 350 \mathrm{~K} \end{aligned}$ | 137/run | . 150 CRU/run |
|  | Stress Plotting on both Surfaces of Outer Lashing Wire of Maximum Principal, Minimum Principal, X and 7 Stresses Using NASPLT. 15 Runs. | $\begin{aligned} & 370 \\ & 350 \mathrm{~K} \end{aligned}$ | 75/run | . 099 CRU/run |
|  | Stress Plotting on Both Surfaces of Inner Lashing Wire of Maximura Principal, $X$ and $Y$ Stress Using NAEPLT. 15 Runs. | $\begin{aligned} & 370 \\ & 350 \mathrm{~K} \end{aligned}$ | 69/run | . 094 CRU/run |
| TOTAL |  |  | 28600 | $\begin{aligned} & 462 \text { CS } \\ & 33.4 \text { CRU } \end{aligned}$ |

table 2
 on the IBM 370-165 Assuming Adequate Disk

| Phase | Description | Field Length | CPU Seconds | CRU Hours |
| :---: | :---: | :---: | :---: | :---: |
| 0 | Generation of Airfoil Meshes | - | - | - |
| 1 | Form Matrices | 500K | 1260 | 1.4 |
| II | Solve Elastic Static Problem | 500K | 1170 | 1.5 |
| Iİ | Output Elastic Results and Create Differential Stiffness Matrix for Blade Set | 500K | 10500 | 7 |
| IV | Differential Stiffness Static Solution | 500K | 1170 | 1.5 |
|  | Natural Frequencies and vectors (13 Modes) $\quad$ Eigen- | 850K | 8000/mode | 11/mode |
| V | Stress Recovery | Same as with Substructuring |  |  |
| VI | Separation of Data on Discs | Same as with Substructuring |  |  |
| VII | Plotting Isostress Lines | Same as with Substructuring |  |  |
| TOTAL |  |  | 124000 | 162 |
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Figure 2 - Substructure Runs for Static or Dynamic (Natural Frequency) Analysis, with Differential Stiffness, of Identical Substructures.


SUBSTRUCTURE ANALYSIS TECHNIQUES AND AUTOMATION
By Carl W. Hennrich and Edwin J. Konrath, Jr.

Software Sciences, Inc. Hampton, Virginia

## SUMMARY

A basic automated substructure analysis capability for NASTRAN is presented which eliminates most of the logistical data handling and generation chores that are currently associated with the method. Rigid formats are proposed which will accomplish this using three new modules, all of which can be added to Level 16 with a relatively small effort.

## INTRODUCTION

Prior to Level 15, no real substructure analysis capability existed in any NASA released version of the NASTRAN program. With the pre-release of Levels 8 and 11 , users began expressing the desirability and necessity for a substructure analysis capability. Several user organizations attempted, with limited success, to accomplish substructure analysis by using the checkpoint/restart capability of NASTRAN coupled with the direct matrix abstraction (DMAP) appriach. Other organizations utilized user-developed utility modules and Rigid Format DMAP alter packages, thus iaking advantage of the Rigid Formats whenever possible.

The latter method with an expansion of user options was adapted by NASA for inclusion in Level 15 and is fully described in Section 4.3 of the Theoretical Manual (reference 1) and Section 1.10 of the User's Manual (reference 2). The casual user may well be quite frustrated with this method since its generality requires the user to design a specific approach for the problem at hand. This involves externally generated partitioning vectors as well as DMAP alter packets which are often unfamiliar to the engineer user. In addition, little assistance is provided in the form of qualitative verification of the hand-generated coupling data or of the resulting coupled matrices. The probability of undetected user-generated errors in this process is therefore rather high. Furthermore, the user must develop customized DMAP packages for any problem that does not match the currently published substructure alter packages.

The currently available Level 15 technique was intended as a general but preliminary capability. The upgrading of this capability with user conveniences and qualitative data checks has been requested by many. As NASTRAN's substructure analysis capabilities are improved, serious users will explore many different approaches. Several techniques and utility module designs developed by necessity will be discussed for use with Levels 15 and 16. Along these lines, several aids are suggested herein. Some take advantage of existing code and capability while others indicate the need for additional user-developed utility modules as well as modifications to several existing modules. The techniques discussed are intended for the casual engineer user and are therefore used somewhat more rigidly than might normally be expected with utility modules. It is hoped, however, that the concepts described will stimulate other serious user teams to develop structurally-oriented and utility modules to ease the difficulties encountered in carrying out an effective substructure analysis.

All new and modified routines and modules are based on the Level 16 version of NASTRAN currently undergoing validation. Many of the techniques described are valid for Level 15, however, and can be installed in that level with slightly more difficulty since many Level 16 features will also have to be installed. It should be possible for a reasonably competent experienced team to install the capability described with a nominal effort.

SYMBOLS

K
$p$
$u$

G

M

Subscripts:
f
a
0
g

Stiffness matrix
Load vector matrix
Displacement vector matrix
Transformation matrix
Mass matrix

Free (unconstrained) set
Analysis (boundary) set
Omitted (interior) set
All degrees of freedom set

Superscripts:

$$
\begin{array}{ll}
\text { T } & \text { Transpose operator } \\
-1 & \text { Inverse operator } \\
\mathbf{i} & \text { Substructure index } \\
0 & \text { Related only to the omitted (interior) set }
\end{array}
$$

Other Symbols:
Pre-red'ction portion of a matrix
Matrix
\{ \}
Matrix of vectors
$\wedge$
Related to pseudomodel.

Symbols ar pearing in the appendices are defined in the appropriate appenaix as necessary.

OBJECTIVE AND SCOPE

A sample substructure analysis model is shown in figure 1. The grid points on the top surface of this model which are to be coupled are identified by letters. Substructure analysis implicitly assumes that each substructure is analyzed separately and subsequently combined with other previously analyzed substructures to form a pseudostructure as shown in figure 2. Once the pseudostructure is solved, the detailed solutions for each of the substructures may be obtained by a set of data recovery runs. The objective of the techniques and new capability to be presented herein is to define a basic substructure analysis capability which will require a minimum amount of asor-generated data and logistics.

With this objective in mind, the scope will be limited to providing a basic capability; therefore, many desired features will be omitted in order to focus attention on the fundamentally important capabilities. In the discussion that follows, the lin' tations that result from this restricted scope will be identified. It should be kept in mind that most, if not all, of these limitations can be removed by additions to the basic capability once it is implemented.

The theory, utilization and programming aspects of NASTRAN's substructure analysis capabilities are discussed in references 1-3. Necessary and desirable features of any substructure analysis capability have been given by many, including papers presented at the first Users' Colloquium (references 4 and 5). For ease of reference, the basic theory is given in the following section as an aid to the interested reader.

The difficulty in carrying out a substructure analysis with NASTRA: lies in the logistical procedures rather than with any inherent deficiency with NASTRAN itself. This logistic problem is illustrated in fiqures 2 and 3 where the number of runs and retainable data files is seen to be large. The data requirements for substructure analysis in Levels 15 and 16 and for the capability described in this paper, which we shall designate Level 16.X, are tabulated in table 1.

The major disadvantages to the current (Level 15) substructure analysis capability of NASTRAN are:

1. The user must generate partitioning vectors
2. A DMAP alter packet appropriate to the problem being run must be created.

These disadvantages can be overcome relatively easily if a few modest restrictions are imposed. This will be illustrated for the two most commonly used rigid formats, Static Analysis and Normal Modes Analysis which, when upgraded as described herein, will not require the generation of alter packet to run.

The restrictions that will be imposed are listed in table 2 and are summarized here.

1. Only one (1) level of substructure analysis is supported, consisting of a maximum of twenty (20) substructures.
2. The degrees of freedom at coupled boundary points must agree in number, meaning and direction.
3. The internal sequence of all points on the boundary between any two substructures must be the same.
4. All subcases must be defined in all runs.
5. Output may be obtained during Phase II for any degrees of freedom present as identified by the pseudostructure map printout (see fig. 4).

Advantage features provided are:

1. If the grid points of the substructures are numbered uniquely, the user may request automatic coupling to occur. If exceptions occur, they may be handled by means of bulk data.
2. The minimum required data are the DTI data cards defining the number of substructures present and other logistical control information.
3. If topologically equivalent substructures are present, only one needs to be input; coupling data cards will be required in this case since ti.e grid points are no longer unique.

Level $16 . X$ overcomes the most serious obiections by providing an automated capability. This capability is implemented by the addition of new modules, rigid formats, and a user-oriented data table specification. These facets are discussed in the sections which follow the theoretical discussion. As far as the rigid format is concerned, the new modules appear as structural matrix assemblers similar to SMA3 with the substructures appearing internelly as arbitrarily defined super elements.

## THEORY

The basic theory used as a basis for the implementation of substructure analysis is presented here for the convenience of the reader. Full treatment is given in Section 4.3 of the Theoretical Manual (reference 1). The NASTRAN set notation will be employed.

For static analysis, the free ( $f$ ) degrees of freedom of the substructure are allocated to the a-set, which contains all boundary degrees of freedom, (i.e., degrees of freedom which are to be coupled to similar degrees of freedom at some grid point in another substructure), and the o-set, which contains the non-boundary degrees of freedom. The equilibrium equatirns are written as

$$
\left[\begin{array}{c:c}
\bar{k}_{\mathrm{aa}} & k_{\mathrm{a} 0}  \tag{1}\\
\hdashline k_{0 a} & k_{00}
\end{array}\right]\left\{\begin{array}{l}
u_{a} \\
\hdashline u_{0}
\end{array}\right\}=\left\{\begin{array}{l}
\bar{p}_{a} \\
\hdashline p_{0}
\end{array}\right\}
$$

from which

$$
\begin{equation*}
\left[K_{a z}\right]\left\{u_{a}\right\}=\left\{P_{a}\right\} \tag{2}
\end{equation*}
$$

where
and

$$
\begin{align*}
{\left[\dot{x}_{a \mathrm{a}}\right] } & =\left[\bar{k}_{a \mathrm{a}}\right]+\left[G_{0}\right]^{\top}\left[K_{o a}\right]  \tag{3}\\
\left\{P_{a}\right\} & =\left\{\bar{P}_{a}\right\}+\left[G_{0}\right]^{\top}\left\{P_{o}\right\}  \tag{4}\\
{\left[G_{0}\right] } & =-\left[K_{00}\right]^{-1}\left[K_{o a}\right] . \tag{5}
\end{align*}
$$

Also, the displacements of the interior points are given by
where

$$
\begin{align*}
& \left\{u_{0}\right\}=\left\{u_{0}^{0}\right\}+\left[G_{0}\right]\left\{u_{a}\right\}  \tag{6}\\
& \left\{u_{0}^{0}\right\}=\left[K_{00}\right]^{-1}\left\{P_{0}\right\} \tag{7}
\end{align*}
$$

Equations 3, 4, 5 and 7 can be carried out in Phase I. Equation 2 must be deferred to Phase II where the missing contributions to [ $K_{a a}$ ] from the other substructures are available. Equation 6 consists of two parts, one of which (equation 7) is evaluated in Phase I. The other part depends on the solution generated in Phase II. Equation 6 is therefore done in Phase III.

In Phase II, the substructure boundary matrices $\left[K_{a a}^{i}\right]$ and $\left\{P_{a}^{i}\right\}$, which are brought in from User Files generated by the Phase I runs, are expanded to pseudomodel q-size.

$$
\begin{align*}
& {\left[K_{a z}^{i}\right] \rightarrow\left[\hat{K}_{g g}^{i}\right]}  \tag{8}\\
& \left\{P_{a}^{i}\right\} \rightarrow\left\{\hat{P}_{g}^{i}\right\} \tag{9}
\end{align*}
$$

and added to form

$$
\begin{align*}
{\left[\hat{K}_{g g}\right] } & =\sum_{i}\left[\hat{X}_{g g}^{1}\right]  \tag{10}\\
\left\{\hat{P}_{g}\right\} & \sum_{i}\left\{\hat{P}_{g}^{1}\right\} \tag{11}
\end{align*}
$$

from whith a normal solution proceeds.

After the solution $\left\{\hat{u}_{g}\right\}$ is obtained, the boundary displacements are simply extracted by

$$
\begin{equation*}
\left\{u_{a}^{\mathfrak{i}}\right\}-\left\{\hat{u}_{g}\right\} \tag{12}
\end{equation*}
$$

The merge and partitioning operations defined by equations 8,9 and 12 require information identifying degrees of freedom in each substructure with corresponding degrees of freedom of the pseudomodel.

For normal modes analysis, the mass matrix is arbitrarily reduced via the Guyan reduction

$$
\begin{equation*}
\left[M_{a a}\right]=\left[\bar{M}_{a a}\right]+\left[M_{o a}\right]^{\top}\left[G_{0}\right]+\left[G_{o}\right]^{\top}\left[M_{o a}\right]+\left[G_{0}\right]^{\top}\left[M_{o 0}\right]\left[G_{0}\right] \tag{13}
\end{equation*}
$$

described in reference 6 and carried into Phase II in the same way as [ $K_{f a \mathbf{a}}$ ].
In dynamics rigid formats, the viscous and structural damping matrices are similarly treated.

## NEW MODULE DESCRIPTIONS

Three new modules are presented in this section which form the basis for the automation of the basic automatic substructure analysis technique. These modules can be either added to DMAP alter packets currently being utilized or to new rigid formats as will be shown in the following section.

The three new modules are:
SSMA
SSVE
UDBR
Substructure Matrix Assembler
Substructure Vector Extractor
User File Data Block Recovery
Descriptions of these modules are presented on the following pages using the format prescribed for Section 5 of the NASTRAN User's Manual.

1. NAME: SSMA (Substructure Matrix Assembler)

1I. PURPOSE: Generates matrices from substructures -

1. Obtaias substructure matrices and other data from designated User files.
2. Assembles g-sized stiffness, mass, viscous damping, structural damping and/or load vector matrices for all substructures designated.
3. Outputs appropriate diagnostic and information messages and summary information.
III. DMAP CALLING SEQUENCE:

SSMA $\quad$ GEDM4,UFTABLE / K,M,B,K4,P,PSD / C,Y,PDPT / C,Y,GENSAME /
$V, N, L U S E T ~$
IV. INPUT DATA BLOCKS:

GE.PM4 - Contains SAME data
UFTABLE - User File information
V. OUTPUT DATA BLOCKS:
$K, M, B, K 4, P-S t i f f n e s s$, mass, viscous damping, structural damping and load vector matrices

PSD - Pseudostructure data table
iv PARAMETERS:
FDPT - Integer-input, default $=1$.
$=+1$, print pseudostructure map
$=-1$, do not print map
GENSAME - Integer-input, default $=-1$. $=-1$, coupling data is taken from GEBM4
$*+1$, automatic coupling based on grid point identification numbers will be employed (GEMM4 data is also used if present).

LUSET - Integer-output, default=0. Number of degrees of freedom in pseudostructure g-set.
VII. REMARKS:

1. SSMA will read User Files INPT, INP1, INP2, ---, INP9 as specified by the data on UFTABLE.
2. Any or all outputs may be purged.
3. GEOM4 may be purget if GENSAME $=+1$.
4. UFTABLE may not be purged.
5. NAME: SSVE (Substructure Vector Extractor)
II. PURPOSE: Generates a User File containing substructure boundary displacement vectors.
III. DMAP CALLING SEQUENCE:

SSVE PSD,LA,UGV // \$
IV. INPUT DATA BLOCKS:

PSD - Pseudostructure data table (generated by SSMA)
LA - Eigenvalue table
UGV - Displacement vector
V. OUTPUT DATA BLOCKS: None
VI. PARAMETERS: None
VII. REMARKS:

1. Companion module to SSMA, requires pseudostructure data table (PSD) output from SSMA as input.
2. SSVE will write a User File on INFT, INPI, INP2, ..., or INP9 as specified by the data block UFTABLE and passed to the module via PSO.
I. NAME: UDBR (User File Data Block Recovery)
II. PURPOSE: Recovers data blocks from a giver User $\mathrm{Fi}_{7}^{\text {: } \text { according to }}$ information contained on a directory data block (the first data block on the file).
III. DMAP CALLING SEQUENCE:
!IDBR / DBI,DB2, UB3,DB4,DBد / C,Y,SUBID / C,Y,UNIT / C,Y,USRTPIDZ S
IV. INPUT DATA BLOCKS: None
V. OUTPUT DATA BLOCKS:

DBi - Data Blocks recovered by module.

V1. PARAMETERS:
SUBID - Integer-input,default=0. Substructure identification number.

UNIT - Integer-input, default=0. Permanent file code as follows:

| 0 | INPT |
| :---: | :---: |
| 1 | INP1 |
| 2 | INP2 |
| $\cdot$ | $\cdot$ |
| $\dot{9}$ | $\quad$. |
| $\dot{9}$ | INPS |

USRTPID2 - BCD-input, default=XXXXXXXXX. User File identification :ode.
VII. REMARKS:

1. The User file is assumed to have been genersted by module S:VE.
2. The number and kind of data blocks recovered depends on the directory data block contents.

## REPRODUCIBIIITY OF THE ORIGINAL PAGE IS POOR.

NEW RIGID FORMATS

In order to simultaneously use the new utility modules previously defined nd to relieve the user of the burdensome chore of preparing DMAP alter packets, few rigid formats have been developed, one for each major analysic capability. ©tatic Substructure Analysis, Rigid Format 16, is given in Appendices B, C and I where the solution subset numbers 1, 2 and 3 are indicative of Phase I, II and III, respectively. If subset 0 (sce Appendix A) is used, an ordinary Static inalysis will result. Normal Modes Substructure Analysis, Rigid Format 17, is llustrated for Phase II by Appendix E. These new rigid formats are fully :ompatible with all existing displacement rigid formats, including restart capability, as defined by Rigid Format Series $N$ which is scheduled for Level 16 of NASTRAN.

Many of the DMAP instruction sequences contained in these rigid formats an be used by current level 15 users with appropriate caution.

USER DATA REQUIREMENTS

The Phase II coupling process requires that matrices and data tables generated in several Phase I runs be recovered from User Files. Many possible Hata input configurations are possible, depending on the sequence of Phase I funs and reruns which led up to the Phase II analysis. In order to allow the greatest amount of flexibility in the automated process, a table data block containing user file information will be used to control the Phase II assembiy process. This can ultimately be generated from a Case Control packet. For the purposes of the current design, however, this table will be assumed to be input via DTI bulk data cards as illustrated in figure 8 and described in some detail in Appendix F. The UFTABLE data block that results will be required input to module SSMA previously discussed. Future expansion to include control of the load assembly process, as well as features not currently envisioned, is basily accomplished since the records of table data blocks are open-ended.

## ¿USAGE

The usage of the capability just presented is shown by the sample data decks in figures 5, 6, 7 and 8. It is to be emphasized that, within the limitations previously described, the burden on the user is minimal. The primary requirement is that the small UFTABLE data block be prepared on DTI cards for input to Phāse II. Job control language is still necessary, of course, and will not be discussed here since the subject is not only machinedependent but usually highly installation-dependent as well.

The user accomplishes substructure matrix generation (Phase I) as presently described in the Level 15 User's Manual without the alter packet. The new modules SSMA and SSVE are used to automate the matrix coupling (Phase II) and thereby eliminate the chore of generating complicated DMAP alter packets. No longer must the user supply the input, merge, add, and equivalence statements for the coupling of each matrix of every substructure. Now one module (SSMA) replaces all of the above-mentioned DMAP statements. The user supplies only substructure names and identification values via bulk data cards to inform SSMA how many substructures are being coupled and to relate the substructures to user-supplied coupling data. The substructure's parameter value is used to indicate the presence of identical substructures. The user may also include user file labels from Phase I, names of matrices to be read from each user file, and, when tapes are used, the installation's tape code when requesting multiple-reel tapes. All tape changes and mount requests are handled similarly to the current NASTRAN user tape modules with the exception that the user is uninvolved once the installation's job control language requirements are met. NASTRAN with one module (SSMA) now requests user tapes, verifies the correct mounting and builds all the coupled matrices, taking full advantage of any identical substructures that exist. Module SSVE is similaı iy used to request an output tape and uncouple the substructure solution vectors.

As a final indication of the usefulness of the techniques developed, the sample problem used in reference 2 is presented in Appendix G. It is seen that truly little effort is required on the part of the user to prepare data for a substructure analysis using Level $16 . \mathrm{X}$ features.

## FUTURE IMPROVEMENTS

Once the basic capability becomes implemented, an environment will exist with respect to which improvements can be made. Several of these potentially useful improvements are described in the paragraphs which follow.

One early addition should be to provide data checking capability for points being coupled between substructures. These checks will require that additional geometric information about boundary grid points be carried forward from Phase I. This information can then be automatically recovered in Phase II via SSMA and either used inside that module or passed out of the module in the form of data blocks to be used by other new modules.

Another improvement which can be added relatively easily to the basic capability is the ability to introduce and symbolically manipulate and generate geometrically related loading conditions in Phase II. This also requires the availability of additional geometric information in Phase II. At this point,


#### Abstract

it will be possible to introduce direct matrix input as a representation of loading conditions. This capability will complement the existing capability for users who may desire to input loading matrices generated by programs external to NASTRAN.

The ability to relate degrees of freedom of the pseudostructure to externally designated degree of freedom descriptions in Phase II requires only that the correspondence be known. Since this information is contained in the ASET data blocks input from the Phase I runs, it is easy to conceive of a translator module which will accept data referencing external degrees of freedom (e.g., SPC, ØMIT, FØRCE cards) and generate equivalent data blocks containing internal pseudostructure degree of freedom descriptions. With this capability, analyses of pseudostructure models can be carried out as if they were simple structures.

Non-conforming boundaries can be handled with an extra transformation step. If [ Q ] is chosen so that the transformed displacement vector


$$
\begin{equation*}
\{u\}^{*}=[Q]^{\top}\{u\} \tag{14}
\end{equation*}
$$

has the desired sequence but the same values, then

$$
\begin{equation*}
[Q]^{-1}=[Q]^{\top} \tag{15}
\end{equation*}
$$

and the conformable matrices and vectors are easily computed as

$$
\begin{equation*}
[K]^{*}=[Q]^{\top}[K][Q] \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\{P\}^{\star}=[Q]^{\top}\{P\} \tag{17}
\end{equation*}
$$

After solution, the reverse transformation is merely

$$
\begin{equation*}
\{u\}=[Q]\{u\} * \tag{18}
\end{equation*}
$$

Since [Q] has an extremely iow density, NASTRAN's sparce matrix multioly routines will carry out the indicated computations most efficiently. The essential task is the generation of the [ Q ] data. With suitable arbitrary conventions, this can be accomplished within the module SSMA and included in the PSD ciata block for transfer to other modules such as SSVE where the reverse transformation can be made.

Multi-level substructure analysis, while not covered explicitly by the scope of this effort, can be obtained with a small modification to the existing capabiiity herein defined. In this case, the ASET data block output from Phase II will contain both the pseudostructure degrees of freedom and the
equivalent Phase I external degree of freedom designations. Since several Phase I external degree of freedom designations may exist for each Phase II degree of freedom, the data block becomes somewhat more complex but no essential new difficulty is encountered. Once the correspondence recognition feature is accomplished, multi-level substructure analysis capability essentially becomes open-ended with no real limit to the possible number of levels. Since the degree of freedom correspondence is automatically carried forward at each level, it will be possible to returr. directly to the original substructures in any data recovery phase. In addition, the substructure formed at any level can be analyzed by itself. Figure 9 illustrates this process.

A user convenience improvement would be to replace the DTI form of the input of the table UFTABLE described earlier with a Case Control Deck packet similar to the structure plotter request packet. This will require new code in the Input File Processor (IFP) portion of the preface which will read the data cards, analy. e them for correctness and form the UFTABLE data block. When implemented, the present requirement for a dummy UFTABLE input for subset 0 will be eliminated. The language specifications can be made as user-oriented as desired since IFP will interpret the statements and form the UFTABLE data block. At such time as the data block UFTABLE is added to the FIAT as a recognized output from the preface, an EQUIV DMAP instruction will be needed in the rigid formats if DTI input is also to be available.

Another enhancement will be to allow the coupling of individual degrees of freedom at a grid point rather than all unconstrained degrees of freedom as will be done in Level 16. This task is not dependent on anything presented in this paper but can be done at any time since it merely involves the definition of a new data card similar to the present SAME card (see figure 10) and the addition of minor processing logic in the Level 16 module PVEC.

Several other improvements which will either remove restrictions or extend the capability can be envisioned. The important point is that any or all of these improvements can be relatively easily made once the basic capability is operational.

## CONCLUSION AND RECOMMENDATIONS

An approach has been presented by which basic automatic substructure analysis can be added to NASTRAN. It is suggested that this technique can be implemented in Level 16 with a relatively small level of effort. While the resulting capability will not completely satisfy all potential users, it is felt that most substructure analyses will be encompassed. Furthermore, reasonable extensions of the techniques presented can be made which will result in any degree of further sophistication, convenience and automation that can be supported by resources that are made available for this purpose.

Subset 0 of Rigid Format 16 contains all DMAP instructions for Static Substructure Analysis. If run without subsets 1, 2, or 3, a complete static analysis will result which is equivalent to Rigid Format 1. Selection of one of the subsets 1, 2 or 3 , however, reduces Rigid Format 16 to a DMAP sequence which wil! automatically solve Phase I, II or III of Static Substructure Analysis. These subsets are displayed in Appendices B, C and D . The DMAP compilation listing of S $\$ \operatorname{LL} 16,0$ constitutes the remainder of this Appendix, including an explanatory description of the DMAP similar to that found in Section 3 of the NASTRAN User's Manual.

```
KIGIU FORIAAT LVAAF LISTING
SERIES N *** OASIC STATIC SUBSTRUCTURE ANALYSIS ***
RIGIO FORMAT 16 - SUBSET LERO
    NASTKRNNSOURCEPPOGGPAMCOMPILATILN
DMAP-UMAP IWSTRUCTION
iNU.
    1 BEGIN NO.16 BASIC STATIC SUBSTRUCTURE ANALYSIS - SLKIES N *
    2 FILE LLL=TAPF}
    3 FILE UG=APDEND/PGG=APPENU/UGV=APPEIVU/GM=SRVE/KNIV=SAVE $
    4 JUMP PHŻOKI s
5 PGRAM //C,N,ADD/V,N,PHASEZ/C,N,O/C,N,T-1$
    6 SSMA UEUYL,UFTABLE/KGGPS,I,"PGPS,PSUAIG/C,Y,PNTUFT/C,Y,GENSAME/ V,N,
    7 SAVE LUSET S
    y CHKPNT KGGPS:PGPS,PSDATA$
    9 LABEL FH2BKI &
10 GP1 GEUM1,GGOM2./GPL,EQEXIN,GPOT,LSIF,GGPUT,SIL/V,N,LUSET/ V,N,
        NUGPUT $
11 SAVE LUSETS
12 CHKPNT GPL,EQEXIN,GODT,CSTM,BGPOT,SIL:
13 GP2 GOM2,EOEXIN/ECTS
14 CHKPNT ECT &
15 PARAML PCUO//C,N,PRES/C,N,/C,N,/C,N,NV,IV,NCPGUE&
16 PURGE PLTSETX,PLTPAD,GPSETS,ELSETS/MUPLUUS
1 7 \text { CCNO HL.NUDCOR S}
18 PLISET PCUD,EQEXIN,ECT/PLTSETX,PLTPAGgUPSETS,ELSET\/V,N,NSIL/ V,N,
        JUMPPLOT=-1 S
19 SAVE NSIL.JUMODLOT $
20 PRTMSG PLTSETX//$
21 PARAM //CPN,MPY/V,N,PLTFLC/C,N,1/C,N,I *
22 PMRAM //CON,NPY/V,N,PFILE/C,N,O/C,N,U $
23 CGNO P1.JUMPDLOT
24 PLUTT PLTPAQ,GPSETS,ELSETS,CASECC,BURUT,EGEAIN,SIL,OITPLUTXI/ V,N,
```
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## APPENDIX A

```
KIGIO FONAAT UMALT LISTING
SERIES N*** EmSIL STATIC SUESTRUCTURE ANALYSIS ***
RIGIU FUNMAT 10 - SUASET ZERO
```



```
DMAP-UMAP INSTKUCT】'JN
NU.
    NSIL/V,N,LUSET/V,N,JUMPPLOT/V,N,PLIFLG/V,IV,HFILE*
25 SAVE JUMPPLOT,PLTFLG,PFILE$
26 PRTMSG PLOTXI//s
27 LAUEL H1 $
28 CAKPNT PLTPA?,GPSETS,ELSETS S
29GP3)GEUM3,EQEXIN,GEOM2/SLT,G.TT/V,IV,l|LUKAV S
30 SAVE NGGRAV $
31. PGKAM //C,N:AND/V,N,NOMGG/V,N,NOGRAV/V,Y,GKDPINT=-1 $
32 PUKGE MGG,MELN,MDICT/NOMGGS
33 CHKPNT SLT.GPTTS
34 TA1 ECT,EPT,PGPOT,STL,GPTT,CSTM/EST:NLI,GHELT,/V,F,LUSET/, V,N,
NUSIMP/C,N,I/V,N,NOGENL/V,N,GEIVEL &
```



```
36 PARAM //C,N:AND/Y,N,NOELMT/V,N,NUGENL/V,N.NUSIMP &
37 CONO EKRUR4&NOELMT $
38 PURGE KUGX,GPST/NOSIMP/OGPST/GENEL &
39 CHKPNT CST.GPECT,GEI,GPST,OGPST S
40 OPTPK1 MPT,EPT,FCT,OIT,EST/OPTPI/V,N,PRLNT/V,N,TSTANT/V,N&LUUNT S
41 SAVE PRINTITSTART,COUNT $
42 CMKPNT OPTPLS
4 JUMP LOUPTSD $
44 LAOEL LUOPTOP $
45 LUNO LGLI,NOSIMP %
46 PARAM //C,N,ADO/V,N,NOKGGX/C,N,I/C,N,O $
47 EMG EST,GSTM,MPT,OIT,GEOM2,/KELM,RUAGI,MELM,MUILI.:/V,N:NUKGGX/ V,
N,NOMFG/C,N,/C,N,/C,N,/C,Y,COUPNA\S/L,Y,LPdAR/Ci,Y,CPKUD/C,Y,
CPQUAOI/C,Y,CPQUAD2/C,Y,CPTFIMLIE,Y,GPTKAMZ/ G,Y,EPIUBE/C,Y,
GPGOPLT/C,Y,CPTRPLT/C,Y,C&TRBDC &
```


## APPENDIX A

```
GIGID FONMAT UM&口 LISTING
SEKIES N *** HASIG ETATIC SURSTRUCTURE ANALYS&S ***
RIGIU FUR:HAT 16 - SUQSET ZERO
    NASTRANGSOURCEPPRCGRAMLUNPLLATIUN
UMAP-DMAP INSTRUCTION
Nu.
48 SAVE NOKUGX,NDAGGs
49 CHKPNT KELM,KDICT,MELM,MOICT s
SO COND JMPKEG,NDKGGX s
51 EMA UPECT,KCICT,KELAIKKGGX,GPST$
52 CHKHNT KGGX,GPST &
53 LABEL JMPKUG $
54 CONO JMPMGG,NOMGG$
55 EMAA GPECT,MDICT,MELM/MGG,/C,N,-1/N,Y,WTMASS=1.0 $
56 CHKPNT MGGG
57 LABEL JMPMUGS
5% CGIND LOLl,GRDPNT &
```



```
60 GPNGS BGPOT,CSTM,FQFXIN,MGG/CGPWG/V,Y,GKOPNI/C,Y,WIMASS:
61 D:P OGPWG.,.,I//V,N,CARONOS
62 LABEL LBLI $
63 EQUIV KGGX,KGG/NOGENL *
64 CHKPNT KUGG
65 CUND LOLIIA,NOGENL $
66 SMA3) GEI,KGGX/KGG/V,N,LUSET/V,N,NOUCNL/V,N,NLSIMP *
67 CHKFNT KUGG$
6B LABEL LOLIIA*
69 JUNF PH2BK2
70 LDO KGG,KGGPS/KGGT`
71 EQUIV KGUT,KGG/OLLSSE2%
72 CHKPNT KGG $
73 LABEL PHZOK2 $
```



```
RIGID FURIAAT LMAF LISTINGG
RIGIU FOKMAT 16 - SUBSET 2SRD
    NASTRRANSSUURCEPRKOGRAMWUMPILATINN
OMAP-OMAP INSTINUCTION
    NU.
\begin{tabular}{|c|c|c|c|}
\hline 98 & CHKPNT & AFF & \\
\hline 99 & LONO & LHLS,SINCLE & \\
\hline 100 & SCED & USEI;KNN, , /KFF,KFS;KSS, \% & \\
\hline 101 & CHAPNT & KFS,KSS,KFF S & \\
\hline 102 & LABEL & LUL3 5 & \\
\hline 103 & EUUIV & KFF,KAA/OMIT & \\
\hline 104 & CHKPNT & KAA \$ & \\
\hline 105 & cono & Lbls,omits & \\
\hline 106 & SMP1 & USET,KFF, , /GO,KAA,KOC,LOD, ...t & \\
\hline 107 & CHKPNT & UJ,KAY,KCO,LCOs & \\
\hline 108 & Label & LELS & \\
\hline 10\% & CNu: &  & \\
\hline 110 & CHKPNT & KLL \({ }^{\text {b }}\) & \\
\hline 111 & PAKAM & //C, \(/\), SUS/ \(V, N, P H A S E L / C, N, O / C, Y, S U U I D=0\) & \$ \\
\hline 112 & COND & -HL7, PHASEI & \\
\hline 113 & \(C\) CiND & LOLG.REACT & \\
\hline 114 & COMGD & USET,KAA,/KLL, KLR,KRR,I, & \\
\hline 115 & CHKPNI & KLL, KLP,KRR s & \\
\hline 116 & LABEL & Lotos & \\
\hline 117 & a8mL2 & KLH/LLL & \\
\hline 118 & CHKPNT. & LL6 & \\
\hline 119 & CCND & L8L7,REACT & \\
\hline 120 & RHMG3 & LLGOKLR,KDR/OM & \\
\hline 121 & CHKPNT & DM \$ & \\
\hline 122 & LAUEL & 1817 & \\
\hline 123 & 5Sul & SLT, OGPOT, CSTM,SIL,EST,MPT,GPTI,ELT,MLG LUSET/V,N,NSKID & G\&んAJEこG, ULT/PG/V,N, \\
\hline
\end{tabular}
```

```
RIGIO FURMAT UMAP LISTING
SERIES N *** bASIC STATIC SUBSTRUCTURE AlJALYSID***
RIGID FURMAT 16 - SUSSET LERO
    NASIRPANSOURCEPRRGGRAMGLMPLLGTIUN
UMAP-UMAP INSIKUCTION
    NU.
124 JUMP PH2OK3 $
1<5 AOU PG.PUPS/PITYS
126 tNUIV HGT,PG/DHASE?&
127 LABEL PHZOR?s
128 CHKPIT PG:
129 EQUIV PG.PL/NOSET $
130 CHKPNT PL $
131 CUNO LELIO,NOSETS
132SSG2 USET,GM,YS,KFS,GO,OM,PG/UR,PO,FS,FL *
133 CHKPNT GR,FU,PS,PLS
134 LABEL LOLJO $
```



```
136 SSGS LLL,KLL,PLILCO,KOU,PO/ULV,UCCV,NULV,KUUV/V,N,GMIT/VIY,IRESE-1/
VINONSKIPIVIN,EFSIS
137 SAVE EPSI &
138 SHKPNT ULVIUDOV,RULV,RUOV &
139 CCNO LBL9.IPESS
140 MATGPR GPL,USET,SIL,RULV//C,N,L $
141 MATGPK GPL,USET,SIL,RUCV//C,N,O $
142 LABEL LBLYs
143 JUKPP PHJOKL s
144 LABEL PH1BK' $
145 COND SKIP.OMIT s
146 Fos, LU0.,00/voNVX
147 EOUIV UOOVX,UCIV/PHASE: &
148 GHKPNT UUOV s
1&9 LABEL SKIPS
```

| RIGIU FUKMAT UMAF LISTINGSCRIES |  |  |  |
| :---: | :---: | :---: | :---: |
| RIUIU FOKMAI Lu - SUASFT LERO |  |  |  |
| NASTRANSOURCEPROGRAMGUMP1LKT1UN |  |  |  |
| OMAP-UMAP INSTAUCTION NU. |  |  |  |
| 150 | GUTPUT | ASET,KLL, PL, ///C,N,-1/C,N,O/C, Y, USkTrIUS* |  |
| 121 | PAYAM |  |  |
|  | Unesis | /ULVA,.../C, Y, SUBID/C, Y,UNIT/心, Y, USitPluc * |  |
| 153 | equiv | ULVX, ULV/OHASE3s |  |
| 154 | CHKPNT | ULV* |  |
| 155 | LABEL | Prisukl s |  |
| 150 | S0n1 | LSET,PG,ULV, UOOV,YS,GO,GM,PS, KFS, NSS, Wh/UGV,FGG,WG/V,N,NSKIP/ C,N.STATICS |  |
| 157 | ChKPint | UGV,PGG |  |
| 158 | CUND | LBLE,REPEAT |  |
| 159 | REPT | L6L11.103 \$ |  |
| 160 | JUMP | ERRORI |  |
| 161 | PARAM | //C,N,NOT/V,N,TEST/V,N,REPEAT* |  |
| $\ln 2$ | CONU | ERRORS, TEST |  |
| 163 | LAdEL | L6L8 |  |
| 164 | CHKPNT | UG \$ - |  |
| 105 | JUAP | PH2日K4 8 |  |
| 66 | SSVE | PSUATA, , UGV// \$ |  |
| 167 | Ladtl | PH2OK4 3 |  |
| 168 | (SOR2) | LASECC, CSTM,MPT, DIT, ECEXIN, SIL,UFTI,COT, OGPUT, OGG,UGV,EST, ,PGG/ CPGL, UOHI, OUGV1, OESI, OEFI, PUGVI/C, NOSTAIJWS |  |
| 169 | COND | Lblufpic Iunt \$ |  |
| 170 | UPTPR2 |  |  |
| 171 | Eoulv | ESTL.EST/COUNT/CPTPZ,OPTPI/CCUNT \$ |  |
| 172 | CONU | I,OOPENDIPRINT |  |
| 173 | label | L8LOFP |  |
| 174 | PAKAM |  |  |

## APPENDIX A

```
KIGIU HOKMMT DMAR IISTING
SERIES N*** DASIC STATIC SUBSTRUCIURIE ANALYSSS ###
migiu furimat lo - SUBSET 2ERO
    NASTKMNSOUGECEPROGRAMGUMFILATIIUN
UMAP-,MMAP INSTINUCTION
    NU.
```



```
176 SAVE CARUND:
177 COND H2,JUMPPLOT s
178 PLOT PLIF.N,TPPSETS,ELSETS,CASECC,BUFUT,EEEXIN:SLL,PUGVI,OUPECT,OES1/
    PLUIX?/V,H,NS!L/V,N,LUSET/V,N,JدMNPLUI/V,N,FLTHLG/V,N,PHILE &
179 SAVE fFluts
180 PATMSG PLUIX?// b
1&1 LADEL F2s
182 LABEL LUUPEND $
183 CONO FINIS,COUNT S
184 REPI LOOPTOP.100s
185 JUMP FINSS S
186 LAUEL ENKJN's
101 PRTPGAM //C,N,-I/C,NOSTATICS:
188 LAGEL. ERRUK? 
189 PRIPARM //C,N:-2/P,N,STATICS $
190 LABEL ERRUR3
191 PRIPARM //C,N,-3/C,N,STATICS:
192 LABEL EARURS
193 PRTOAKM //C,NI-4/C,N,STATICS S
194 LANEL ERRUK!S
195 PRTPARM //G:N:-G/C:N,STATICS 
190 LABEL FINIS *
197 ENU S
    * FHU ERRGKS FOUND = EXECUIE NASTPAN PMLGAAM**
```
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## Description of DMAP Operations for Basic Static Substructure Analysis

6. SSMA analyzes and/or generstes coupling data and forms coupled substructure matrices $\left[K_{g g}^{p s}\right]$ and $\left\{P_{g}^{p s}\right\}$.
7. GP1 generates coordinate system transformation matrices, tables of gric point locatior.s, and tajles for relating internal and external grid point i:umbers.
8. GP2 generates Elenent Connection Table with internal indices.
9. Go to DMAP No. 27 if no plot package is present.
10. PLTSET transforms user input into a form used to drive structure plotter.
11. PRTMSG prints error messages associated with structure plot..r.
12. Go to DMAP No. 27 if no undeformed stricture plot request.
13. PLQT generates all requested undeformed structure plots.
14. PRTMSG prinis plotter data and engineering data for each urideformed plot generated.
15. GP3 generates Static Loads Table and Grid Puint Temperature Table.
16. TAl generates element tables for use in matrix assembly an: stress recovery.
17. GO to OMAP No. 192 and print error message if no elenaits have been defines.
18. $\operatorname{APTPRI}$ property optimization module for level 16.
19. GO to DMAP No. 62 if there are no structural elements.
20. EMG generates structural element indirix taices and dictionaries for later assembly.
21. Go to dmaf No. 53 if no stiffness matrix is to be assenbled.
22. EMA assembles siiffness matrix $\left[\mathrm{K}_{\mathrm{gg}}^{\mathrm{x}}\right]$ and Grid Point Singularity Table.
23. Go to DMAP No. 57 if no mass matrix is to be assembled.
24. EMA assembles mass matrix $\left[{ }^{[ }{ }_{90}\right]$.
25. Go to OHAP No. 62 if no wefght and balance request.
26. 60 to DMAP No. 188 and nrint error message if ne mass matrix exists.
27. GPKG generates weight and baiance informotion.
28. DFP formats weight and balance information and places it an the system output file for printing.
29. Equivalence $\left[K_{99}^{x}\right]$ to $\left[K_{99}\right]$ if no general elements.
30. Go to Dusp No. 68 if no general elements.
31. SM3 adds general eif.. its to $\left[K_{99}^{x}\right]$ to obtain stifiness matrix $\left[K_{99}\right]$.
32. ALu $\left[K_{99}\right]$ and $\left[K_{99}^{p 5}\right]$ to form $\left[K_{99}^{\text {total }}\right]$.
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71. Equivalence $\left[k_{g g}^{\text {total }}\right]$ to $\left[K_{g g}\right]$ if coupling phase.
72. Go to next DMAP instruction if cold start or modified restart. LBLIl will be altered by the Executive System to the proper location inside the loop for unmodifiea restarts withir the loop.
73. Beginning of Loop for additional constraint sets.
74. GP4 generates flags defining members of various displacement sets (USET), fnrms multipoint constraint equations $\left[R_{g}\right]\left\{u_{g}\right\}=0$ and forms enforced displacement vector $\left\{Y_{s}\right\}$.
75. Go to DMAP No. 190 and print error message if no independent degrees of freedom are defined.
76. Go to DMAP No. 88 if general elements present.
77. GPSP determines if possible grid point singularities remain.
78. Go to DMAP No. 88 if no Grid Point Singularity Table.
79. DFP formats the tabie of possible grid point singularities and places it on the system output file for printing.
80. Equivalence $\left[\mathrm{K}_{\mathrm{gg}}\right]$ to $\left[\mathrm{K}_{\mathrm{nn}}\right.$ ] if no multipoint constraints.
81. Go to DMAP No. 96 if MCE1 and MCE2 have already been executed for current set of multipoint constraints.
82. MCE1 partitions multipoint constraint equations $\left[R_{g}\right]=\left[R_{m}!R_{n}\right]$ and solves for multipoint constraint transfomation matrix $\left[G_{m}\right]=-\left[R_{m}\right]^{-1}\left[R_{n}\right]$.
83. MCE2 partitions stiffness matrix

$$
\left[k_{g g}\right]=\left[\begin{array}{c:c}
\bar{k}_{n n} & k_{n m} \\
\hdashline k_{m n} & k_{n m}
\end{array}\right]
$$

and performs matrix reduction

$$
\left[k_{n n}\right]=\left[\bar{k}_{n n}\right]+\left[c_{m i}^{\top}\right]\left[k_{m n}\right]+\left[k_{m n}^{\top}\right]\left[G_{m}\right]+\left[G_{m}^{\top}\right]\left[k_{m m}\right]\left[G_{m}\right] .
$$

97. Equivalence $\left[K_{n n}\right]$ to $\left[K_{f f}\right]$ if no single-point constraints.

99 Go to DMAP No. 102 if no single-point constraint:.
100. SLEl partitions out single-point constraints

103. Equivalence $\left[K_{f f}\right]$ to $\left[K_{a a}\right]$ if no omitted coordinates.
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105. Go to DMAP No. 108 if no omitted coordinates.
106. Silfl partitions constrained stiffness matrix

$$
\left[k_{f f}\right]=\left[\begin{array}{c:c}
\bar{k}_{a a} & k_{a 0} \\
\hdashline k_{0 a} & k_{00}
\end{array}\right],
$$

solves for transformation matri: $\left[G_{0}\right]=-\left[K_{00}\right]^{-1}\left[K_{0 a}\right]$
and performs matrix reduction $\left[K_{a a}\right]=\left[\bar{k}_{a a}\right]+\left[K_{o a}^{\top}\right]\left[G_{o}\right]$.
109. Equivalence $\left[K_{a d}\right.$ ] to [ $K_{\ell \ell}$ ] if no free-body supports.
112. Go to DMAP No. 122 if initial substructure data reduction (Phase I).
113. Go to DMAP No. 116 if no free-body supports.
114. RBMG1 partitions out-free body supports

$$
\left.r k_{a \mathbf{a}}\right]=\left[\begin{array}{c:c}
k_{\ell \ell} & k_{\ell r} \\
\hdashline k_{r \ell} & k_{r r}
\end{array}\right]
$$


119. Go to DMAP No. 122 if no free-body supports.
120. REMG3 forms rigid body transformation matrix

$$
[0]=-\left[k_{2 \ell}\right]^{-1}\left[k_{l r}\right]
$$

calculates riaid body check matrix

$$
[x]=\left[k_{r r}\right]+\left[k_{\ell r}^{\top}\right][0]
$$

and calculates rigid body error ratio

$$
\varepsilon=\frac{\|x\|}{T \frac{k_{r r} \|}{}}
$$

123. SSG1 generates static load vectors $\left\{P_{\mathbf{g}}\right\}$.
124. Add $\left\{P_{g}\right\}$ and $\left\{P_{g}^{\mathrm{PS}}\right\}$ to form $\left\{P_{9}^{\text {total }}\right\}$.
125. Equivalence $\left\{P_{g}^{\text {total }}\right\}$ to $\left\{P_{g}\right\}$ if coupling phase.
126. Equivalence $\left\{P_{g}\right\}$ to $\left\{P_{\ell}\right\}$ if no constraints applied.
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132. SSG2 applies constraints to static load vectors
and calculates determinate forces of reaction $\left\{q_{r}\right\}=-\left\{P_{r}\right\}-\left[D^{\top}\right]\left\{P_{g}\right\}$.
133. Go to DMAP No. 144 if intial substructure data reduction (Phase I).
134. SSG3 solves for displacements of independent coordinates

$$
\left\{u_{\ell}\right\}=\left[K_{\ell \ell}\right]^{-1}\left\{P_{\ell}\right\}
$$

solves for displacements of omitted coordinates

$$
\left\{u_{0}^{0}\right\}=\left[K_{00}\right]^{-1}\left\{P_{0}\right\}
$$

calculates residual vector (RULV) end residual vector error ratio for independent coordinates

$$
\begin{array}{r}
\left\{\Delta P_{2}\right\}=\left\{P_{2}\right\}=\left[\dot{K}_{\ell l}\right]\left\{u_{\ell}\right\}, \\
c_{2}=\frac{\left\{u_{2}^{\top}\right\}\left\{\Delta P_{2}\right\}}{\left\{P_{R}^{\top}\right\}\left(u_{l}\right\}}
\end{array}
$$


$\left\{\operatorname{To}_{0}\right\}-\left(P_{0}\right)-\left[K_{00}\right]\left\{u_{0}^{0}\right\}$,

$$
\begin{aligned}
& \left\{P_{g}\right\}=\left\{\begin{array}{c}
\bar{P}_{n} \\
- \\
0 \\
n_{m}
\end{array}\right\}, \quad\left\{P_{n}\right\}=\left\{\bar{P}_{n}\right\}+\left[G_{m}^{\top}\right]\left\{P_{m}\right\} \quad, \\
& \left\{P_{n}\right\}=\left(\begin{array}{c}
\bar{p}_{f} \\
- \\
P_{s}
\end{array}\right\}, \quad\left\{P_{f}\right\}=\left\{\dot{P}_{f}\right\}-\left[K_{f s}\right]\left\{Y_{s}\right\}, \\
& \left\{P_{f}\right\}=\left(\begin{array}{c}
\bar{P}_{a} \\
-P_{0}
\end{array}\right\}, \quad\left\{P_{a}\right\}=\left\{\bar{P}_{a}\right\}+\left[G_{0}^{T}\right]\left\{P_{0}\right\}, \\
& \left\{P_{a}\right\}=\left\{\begin{array}{c}
P_{2} \\
- \\
P_{r}
\end{array}\right\}
\end{aligned}
$$

$$
\varepsilon_{0}=\frac{\left\{u_{0}^{\top}\right\}\left\{\delta P_{0}\right\}}{\left\{P_{0}^{\top}\right\}\left\{u_{0}^{0}\right\}}
$$

139. Go to DMAP No. 142 if residual vectors are not to be printed.
140. MATGPR prints the residual vector for independent coordinates (RULV).
141. MATGPK prints the residual vector for omitted coordinates (RUQV).
142. Go to DMAP No. 149 if no omits.
143. FBS solve for displacements of the omitted coordinates

$$
\left\{u_{0}^{0 x}\right\}=\left[K_{00}\right]^{-1}\left\{P_{c}\right\}
$$

147. Equivalence $\left\{u_{0}^{0 x}\right\}$ to $\left\{u_{0}^{0}\right\}$ if initial substructure data reduction (Fhase 1).
148. QUTPUT1 write a user file on INPT containing analysis set information, $\left[K_{\ell \ell}\right]$ and $\left\{P_{\ell}\right\}$
149. UDBR recover $\left\{u_{\ell}{ }_{\ell}\right\}$ from coupling phase user file for substructure SUBID (Phase III)
150. Equivaience $\left\{u_{\ell}{ }_{\ell}\right\}$ to $\left\{u_{\ell}\right\}$ for substructure data recovery.
151. SOR1 recovers dependent displacements

$$
\begin{array}{ll}
\left(\begin{array}{l}
u_{\ell} \\
-u_{r}
\end{array}\right\}=\left\{u_{a}\right\}, & \left\{u_{0}\right\}=\left[G_{0}\right]\left\{u_{a}\right\}+\left\{u_{0}^{0}\right\}, \\
\left(\begin{array}{c}
u_{a} \\
- \\
u_{0}
\end{array}\right)=\left\{u_{f}\right\}, & \left\{\begin{array}{l}
u_{f} \\
\frac{y_{s}}{s}
\end{array}\right\}=\left\{u_{n}\right\}, \\
\left\{u_{m}\right\}=\left[G_{m}\right]\left\{u_{n}\right\}, & \left(\begin{array}{l}
u_{n} \\
-- \\
u_{m}
\end{array}\right\}=\left\{u_{g}\right\},
\end{array}
$$

and recovers single-point forces of contraint

$$
\left\{q_{s}\right\}=-\left\{p_{s}\right\}+\left[K_{f s}^{\top}\right]\left\{u_{f}\right\}+\left[K_{s s}\right]\left\{Y_{s}\right\} .
$$

158. GO to DMAP No. 163 if all constraint sets have been processed.
159. Go to DMAP No. 76 if dditional sets of constraint nee to be processed.
160. Go to DMAP No. 186 and print error message if number of loops exceeds 100.
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162. Go to DMAP No. 194 and print error message if multiple boundary conditions are attempted with improper subset.
163. SSVE partitions $\left\{u_{g}\right\}$ into substructure solution vectors and forms user file.
164. SDR2 calculates element forces and stresses ( $\varnothing E S 1, ~ \emptyset E S 1$ ) and prepares load vectors, displacement vectors and single-point forces of constraint for output (QPG1, DUGVI, PUGVI, plGGI).
165. $\operatorname{\text {QPTPR2}}$ preperty optimization module for Level 16 .
166. Go to DMAP No. 182 if no property optimization print control.
167. $9 F P$ formats tables prepared by SDR2 and places them on the system output file for printing.
168. Go to OMAP No. 181 if no deformed structure plots are requested.
169. PLDT generates all requested deformed structure plots.
170. PRTMSG prints plotter data and engineering data for each deformed plot generated.
171. Go to diâr No. 197 if property optimization looping is finished.
172. Go to DMAP No. 44 if property optimization looping is not finished.
173. Go to DMAP No. 197 and make normal exit.
174. STATIC ANALYSIS ERRDR MESSAGE N $\emptyset .1$ - ATTEMPT TЯ EXECUTE MORE THAN 100 LgQPS.
175. STATIC ANALYSIS ERRQR MESSAGE ND. 2 - MASS MATRIX REQUIRED FQR WEIGHT AND BALANCE CALCULATIPNS.
176. STATIC ANALYSIS ERROR MESSAGE NO. 3 - ND INDEPENDENT DEGREES GF FREEDPM HAVE REEN DEFINED.
177. STATIC ANALYSIS ERROR MESSAGE ND. 4 - ND ELEMENTS HAVE BEEN DEFINED.
178. STATIC ANALYSIS ERTQR MESSAGE NQ. 5 - A LQQPING PRQBLEM RUN QN NQN-LQQPING SUBSET.
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RIGID FORMAT DMAP LISTING FOR SQL $16,(1,7,8,9)$
STATIC SUBSTRUCTURE ANALYSIS PHASE I

Subset 1 of Rigid Format 16 reduces the rigid format to a DMAP sequence which solves Phase I of static substructure analysis. No new modules of interest are included. ØUTPUT1, DMAP No. 150, is used to transfer the reduced boundary matrices onto User Files from which they are recovered in Phase II. The compilation listing of this DMAP sequence constitutes the remainder of this Appendix. Subsets 7, 8 and 9 remove non-essential capabilities for the purposes of this presentation. These capabilities, which may be utilized if desired, are:

Subset

7
8
9

Capability
Structure plotter
Grid Point Weight Generator
Property optimization

Appendix A contains a full listing of Rigid Format 16.
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```
RIGIO FUKM&T UMAP LISTINS
SEKIES N *** BASIL STATIC SUBSTRUCTURE ANALYSIS ***
RIGID FGRMAT 10 - SUBSET ONE, SEVEN, EIGHT, NJIVE
```



```
UMAP-UMAP INSTKUCTIOIN
NO.
1 BEGIN RO.IO BASIC STATIC SUESTRUCTURE GIVALYSIS - SIRIES N*
2 FILE LLL=TAPE*
10 GPL
                                    GEGMI,GEOM2,/GPL,EQEXIN,GPDT,GSTM,OUHUT,SIL/V,N,LUSET/ V,N,
                                    NOGPUT $
11 SAVE huSET $
12 CHKPNT GPL,EQEXIN,GPOT,CSTM,BGPUT,SIL;
13GGP2 GEOM2,EQEXIN/ECT S
14 CHKPNT ECT S
29 GP3 GEOMS,EZEXIN,GEOM2/SLT,GPTT/V,N,NUGRAV S
30 SAVE NUGRAY s
51 PARAM //C,N,ANO/V,N,NOMGG/V,N,NOGRAV/V,Y,GKUPINT=-1 $
32 PURGE MGG,MELM,MDICT/NOMGG $
33 CHKPNT SLT.GPTTS
34 TAL EGT,EPT,BGPDT,SIL,GPTI,CSTM/EST,GCD,WOECT,/V,IV,LUSET/ V,N,
                                    NUSIMP/C,N,I/V,N,NOGENL/V,N,GciveL $
35 SAVE NOSIMP,AOGENI.,GFNEL $
36 PAKAM //C,N,AND/V,N,NDELMT/V,N,NOGEIV/V,N,NUSLMF &
37 COND ERROR4.NOCLMT $
3& PURGE KGGX,GPST/NOSIMP/OGPST/GENEL *
39 CHKPNT EST,GPECT,GEI,GPST,OGPSTS
45 CONO LULI,NCSIMP$
46 PARAM //C,N,ADD/V,N,NOKGGX/C,N:I/C,N,O:
47 EST,GSTM,MPT,OIT,GEOMZ,/KELM,KULLT,MLLM,MUILT,:/V,N,NOKGGX/ V,
                                    \thereforeNONGG/C,N,/C,N,/C,N,/C,Y,COURMASS/L,Y,CYOME/C,Y,CYNGD/C,Y,
                                    C.WUAOI/C,Y,CPQUAJ2/C,Y,CPTRIML/C,Y,LPTKIAZI C,Y,GPTUSE/C,Y,
                                    CFWUPLT/T,Y,CPTPPLT/C,Y,CPTRQSC
4% SAVE NOKGGX,NOMGG
49 CMKPNT KELM,KOTCT,MELM,MOICT s
```
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```
P.IGID FOrMAT LIMAP LISTING
SEKIES N *** EASIC STATIC. SUBSTRUCTURE ANALYSAS ***
KIGIUG fORMAT ló - SUBSET ONE, SEVEN: EIGHTg NINE
    NASTRRANSOURCEPRROGRAMGUMFILAIIUN
UMAP-UMAP INSTRUCTION
    Nu.
\begin{tabular}{|c|c|c|}
\hline 50 & COND & JMPKGG, NOKGGX \\
\hline 51 & EMA & GFECT,KDITT,KELM/KGGX,GPST \\
\hline 52 & CHKPNT & KGGX,GFST \\
\hline 53 & LABEL & JMPKUG \$ \\
\hline 54 & COND & JMPMGG, NDMGG \\
\hline 55 & EMA & GPECT, MOICT, MELM/MGG, \(C, N,-1 / \sim, Y, N T M A S S=1.0\) \% \\
\hline 50 & CHKPNT & MGG \$ \\
\hline 57 & LAdEl. & JMPMGG \\
\hline 62 & LAGEl & LBLIs \\
\hline 63 & EQuiv & KSGX, KGG/NGGENL \\
\hline 64 & CHKPNT & KGG \\
\hline ご & C0:30 & ivisia, itcoivis \\
\hline 66 & SMA3 & GEI, KGGX/KGG/V,N,LUSET/V,N, NOUENL/V.IV, NLSIMR s \\
\hline 67 & CHKPNT & KuG * \\
\hline 68 & LABEL & L-LI:4 \\
\hline 74 & PAiAM & //C,N,MDY/V,N,NSKIP/C,N,O/C, N, O \\
\hline 77 & \(6 \mathrm{C4}\) & \begin{tabular}{l}
CASEGC, CEOM4, EOSXIN,SIL,GPDT/RG,YS,USET,ASET/V,NILUSET/ V,N, \\
 REPEAT/V,N,NOSET/V,N,NQL/V,N,NUA/C,Y,SUUIU \$
\end{tabular} \\
\hline 78 & save & MPCF1, MPCF2,SINGLE,OMIT,REACT, NSAIP,KEPEAT, NCSET, NUL, NOA S \\
\hline 79 & CONO & ERKUR3,NOL \({ }^{\text {s }}\) \\
\hline 80 & PARAM &  \\
\hline 61 & purge & KRR,KLR, OR, DM/REACT/GM/MPCFI/GU, RUU,LUU,FU, UOUV,RUUV/OMIT/PS, KFS,KSS/SINGLE/OG/NOSR s \\
\hline 82 & CHKPNT & KRR, KLR, QQ, OM, GM, GO, KCC, LUO, PL, ULGV, RUUV, PS, RF \(\triangle, K S S, G G, U S E T, F G\), YS,ASET \\
\hline 83 & COND & LUL4, GENEL \\
\hline 84 & GPSP & GPGOGPST,USET, STL/OGPST/V, N, NULPST \\
\hline
\end{tabular}
```
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```
    RIGIU FORIAAT UMAP LISTTNG
    SERIES N *** DASIC STATIC SUBSTPUCTLRE ANALYSIS *F*
    KIGIU FOKRMAT IO - SUASET ONE, SEVEN, EIGHT, NIINE
        NASTKKNNSMURCESPRGGRAMGUMFILIATIUN
UMAP-UMAP INSTKUCTION
    NU.
© SAVE nUGPSts
    86 COND LBL4,NOGPSTS
    87 OFP UGPST.....//V,N,CARONO S
    88 LABEL LOL4S
    89 EUUIV KGG,KNN/MOCFI$
    90 GHKPNT K.dN's
    y1 CONU LELC,MPIFFS
9C WCE2 USET,DG/GH$
93 CHKPNT GM:
94 MCE2 USET,GM,KGG,.,/KNN.,.$
95 CHKPNT KNN*
OG LAREL LAL?
97 EQUIV KINNOKFF/SINTIEE
y8 CHKPNT KFF b
99 CCNO LBL3.SINGLE$
100 SCELSNET,KNN...IKFF,KFS. ISII,$
101 CHKPNT NFS,KSS,KFF:
102 LABEL LBL3 s
103 EOUIV KFFIKAM/OMITS
104 CHKPNT KAA $
LO5 CONU LBLS.OMITS
106SMF1S USET,KFF,.,/GO,KAA,KCC,LOO,.NOD:
107 CHKPNI GU,KAA,KDO,LCOE
108 LADEL LELS*
107 EQUIV KAA,KLL/AEACTS
110 GHKPNT KLL*
```
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```
kIGIU fUKMAT U.亻AF LISTING,
SEKIES N *** OMSIC STATIC SUBSTFUCTURE ANALYSIS ***
KIGIU FURMAT 1% - SUBSET DNE, SEVEN, EIGHT, NINE
```



```
UMAP-UMAP INSTKUCTION
    NU.
111 PARAM //C,N,SUY/V,N,PHASEI/C,N,O/C,Y,SUOIU=O
112 CONO LULT,DHASEIS
113 COND LBLG,REACT :
114 RGMGD USET,KAA,/KLL,KLR,KRR,I,S
115 CHKPNT KLL,KLR,KRQs
116 LABEL LSLG s
117 RBMG2 KLL/LILS
128 CHKPNT LLL $
119 CCND LBLT.REACTS
120 RGMG3 LLL,KLQ,KRR/OM S
121 CHKPNT UM$
i<̌< LADELL LOLT;
123 SSGI SLT,BT,PDT,CSTM,SIL,EST,MPT,GFIT,ELT,MGG,GASECC,ULT/PG/V,N,
LUSET/V,N,NSKIF&
128 CHKPNT PLS
129 EUUIV PG,PL/NOSET S
130 CHKPNT PL s
131 CONU LOLIO,NOSET s
132SSG2 USET,GM,YS,KFS,FO,OM,PG/OR,PO,HS,HL &
133 CHKPNT UR,PU,OS,PL $
134 LADEL LBLIOs
145 COND SKIPIOMIT S
14% FBS LOO.,POIUNOVX
14% EQUIV UOOVX,VOOV/PHASEI&
14& CMKPNT LOLV & -
149 LASEL SNIP $
150 UUTPUTD ASET,KLL,PL,,//C,N,=1/C,N,O/C,Y,USNTFIUS:
```


## APPENDIX B

```
RIGID FORIAT LMAP LISTING
SERIES N F** GASIC STATIC SUBSTRUCTURE ANALYSIS ***
RIGIO FORMAT LU - SUBSET ONE, SEVEN, EIGHT, NAIVL
    NASTKANSGURCESPROGRAMGUUMPILAITIUN
DMAP-DMAP INSTRUCTION
NU.
185 JUMP FI.&IS S
1&B LABEL ERKOR2 s
16y PRTPARM //C,N:-2/C,N,STATICS*
190 LABEL ERROR3 $
191 PRTPARM //C,N,-Z/C,N,STATICS:
192 LABEL ERROR4S
193 PRTPARM //C,N,-4/C,N,STATICS $
196 LADEL FINIS S
197 ENO *
    **NO ERRURS fOUNO - EXECUTE NASIRAN PIUURAM**
```


## APPENDIX C <br> RIGID FORMAT DMAP LISTING FOR SOL $16,(2,6,7,8,9)$ <br> STATIC SUBSTRUCTURE ANALYSIS PHASE II

Subset 2 of Rigid Format 16 reduces the rigid format to a DMAP sequence which solves Phase II of static substructure analysis. The new modules of interest are SSMA, the Substructure Matrix Assembler, DMAP No. 6, and SSVE, the Substructure Vector Extractor, DMAP No. 166. The compilation listing of this DMAP sequence constitutes the remainder of this Appendix. Subsets 6, 7, 8 and 9 remove non-essential capabilities for the purposes of this presentation. These capabilities, whi n may be utilized if desired, are:

Subset
6

7
8
9

Capability
Checkpoint
Structure Plotter
Grid Point Weight Generator
Property optinizaticn

Appendix A. contains a full listing of Rigid Format 16.
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```
RIGIO FURMAT U.4AP LISTING
SEKIES N ** bISIG STATIC SUMSTRUCTURE ARALYSIS **&
kIGIU FORRIAT lo - SURSET TwT, SIX, SLVEN, Ei..lT, wdive
    NAETRRANSOURTREPROGRAMGUMH1L'ATIUN
DMAPOUMAP INSTKULT&ON
    Nu.
50 CUNO JMPNUE,NTOKGGXs
51 EMA GPECT,KEICT,KELM/KGUX,GPST $
53 LAJEL JMPKGF,s
54 COLD JMPMGO,FIOMGG $
55 EMÁ UPECT,MDITT,MELM/MGG,/C,N,-1/L,Y,WITMSS=1.0 $
57 LAOEL JMPMGF, $
02 LADEL LGLI*
O3 EUUIV KLGX,KGG/NOGENL:
OS CUNO LdLILA,NOGENLS
06 SMA3) UEI,KGGX/KGG/V,N,LUSET/V,N,NOUEIGL/V,NONUSAMP &
ba LABEL LuLIl:*
```



```
71 EUUIV KGGT,KGrIPHASEZ:
74 PARAM //C,N,MPY/V,N,NSKIP/C,N,O/C,N,O
75 IUMP LBLILS
76 LABEL LBLIls
77 GP4 CASECC,GEOMA,EOFXIN,SIL,GPOT/AG,YJ,USET,ASLT/V,N,LUSET:' V,I:,
```



```
KLPEAT/V,N,NOSET/V,N,NCL/V,R,HUA/L,Y,SUGIU.
7% SAVE MPCFI,MPRFZ,SINGLE,OMIT,REAET,NSAIP,NEPLAI,PUSET,NUL,NOA &
79 COND ERRURS.NOL:
SO PARAM //C,N,AND/V,NONOSR/V.N,SINGLE/V,N,RLACT S
8d PURGE KRR,KLP,GR,OM/RFACT/GM/MPCFI/UU,KLU,LOUSPU,VOUV,NUOV/UAII/PS,
KHS:KSS/SINSLE/OG/NOSK:
8 EvUIV KLG,KNN/MPCFI %
91 CONU LBLŻ,MPCFZ &
92 UGED\ USEI:DG/TOMS
94 MCEL USEY,GM,KGG%:./KNNFODS
```


## APPENDIX C

```
KIGID raRMAT UMAP LISTING
SERIES N *** biSIC STETIC SUBSTRUCTURE ANALYSIS ***
RIGIL FONMAT 16 - SUGSET THO, SIX, SEVEN. LIGHT, NIINE
    NASTRRANSCURCEPROGRAMMUMPLILATINN
UMAP-UMAP IINSTKUCTI:ON
    NJ.
    96 LABIL LBLZ &
    97 EGUIV KNN,KFF/SINGLE $
    99 COND LGLS:SINGLE:
10U SCEL USET,KNN,,,/KFF,KFS,KSS,.,$
102 LAUEL LBL3%
103 EQUIV KFFIKAA/OMITS
105 CUIVD LBL5,OMITS
100 SMP1 USET,KFF,,,/GO,KAA,KCC,LOO,.,I.%
LU8 LABEL LBL5 s
109 EOUIV RAA,KLL/REACT $
&13 -OND LOLG,PEATT $
```



```
116 LASEL LBLO S
117 RBMG2 KLL/LLL *
119 CONU LBLT,DEACTS
120 LK:4G3 SL,KLR,KRR/DM
122 LASEL LAL7 $
1&3 SSGLSNST,OGPOT,CSTM,SIL,EST,MPT,GPTT,EUT,MGG,CASLCC,OIT/PG/V,N,
LUSET/V,NINISKI!$
125 AOD PG&PGOS/PGT$
126 ENUIV POT,PG/PHASE2$
1<9 EUUIV PG,PL/NOSET $
131 GCivi- LOLIU,NOSET S
132 USG2 USET,GM,YS,KFS,GO,OM,PG/OR,PO,PS,PL
134 LABEL LGLIOs
236 SSG3)LLL,KLL,PL,LCO,KOO,POIULV,UCCY,KULV,KUOV/V,N,UMIT/V,Y,IRES=-1/
V,N,NSKIP/V,N,EPSI $
```


## APPENDIX C

```
    RIGID FURMAI UMAF LISTING
    SEKIES N *** BASIC STATIC SUBSTKUCTURE ANALYSIS ***
    RIGIU FUKMAT 16 - SIBSSET TWO, SIX, SEVEN, cIGHT, NINE
        NASTKHNSOURCEPRROGRAMLOMPILETLON
    OMAP-UMAP INSTKUCTION
    NU.
137 SAVE EPSIS
139 GUND LULg,IRES $
140 MAIGPK GPL,USET,SIL,RULUL//C,N,L $
141 MAJGPK GPL,USET,SIL,RUOV//C,N,O$
142 LAUEL LaL9 $
156 SOR1 USET,PG,ULV,UOOV,YS,GO,GM,PS,NFS,KSS,WR/UOV,PGG,JG/V,N,NSKIP/
    C,N.STATICSS
158 CUTOU LELE,KEPEAT S
159 REPT LULLI,100$
100 JUMP ERRURI s
161 PARAM //C,N,NOT/V,N,TEST/V,N,REPEAT $
162 CUINU ERRUKE,TEST S
163 LABEL LBL8 $
166 SSVE PSUATA,,UGV//S
104 SUK2 LASECC,CSTM,MPT,DIT,EQEXIN,SIL,GFTT,LUT,GGPUT,,QG,UGV,EST,,PPGG/
    UPGL,OOG1,OUGVL,OESI,OEFI,PUGVI/G,N,SIATACS !
174 PARAM //C,N,MPY/V,N,CARONU/C,N,O/C,N,O &
175 OFP UUGV&,OPG1,OQG1,OEF1,OESI,//VIN,GAKUIVU $
176 SAVE CARONO $
185 JUMP FINIS $
186 LA.EL EKRURI S
187 PRTPARM //C,N&-I/C,N,STATICS s
188 LABEL EMRUR2 $
189 PKTPARM //C,N,-2/C,N,STATICS s
190 LAUEL ERROK3 s
191 PRTPAKM //C,N:-3/C,N,STATICS s
194 LABEL ERROR? $
```


## APPENDIX C

```
RIUIU FORMAT LMAP LISTING
StRIES N *** d&SIC STATIC SUBSTRUCTURE ANALYSIS ***
RIGIO FUKMAT 16 - SUBSET TWO, SIX, SEVEN, LIUHT, wANE
NASTRANSTURCEPRCCGRAMLUMPILLATIUN
OMAP-OMAP INSTRUCTION
NU.
185 PRTPARM //C,N,-5/C,N,STATICS$
196 LAÓEL HINIS s
47 END $
```

**NO ERRUKS FDUND - EXECUTE NíSTRAN PR̃aukam**

## APPENDIX D

RIGID FORMAT DMAP LISTING FOR SøL $16,(3,6,7,8,9)$
STATIC SUBSTRUCTURE ANALYSIS PHASE III

Subset 3 of Rigid Format 16 reduces the rigid format to a DMAP sequence which solves Phase III of static substructure analysis. i new module of interest is UDBR, the User File Data Block Recovery, DMAP No. 152. The compilation listing of this DMAP sequence constitutes the remainder of this Appendix. Subsets $6,7,8$ and 9 remove non-essential capabilities for the purposes of this presentatiun. These capabilities, which may be utilized if desired, are:

Subset
6
7
8
9

Capability
Checkpoint
Structure Plotter
Grid Point Weight Generator
Property optimization

Appendix A contains a full listiig of Rigid Format 16.

## APPENDIX D

```
RIGIU FUKMAT UMAP LISTTNG
SERIES N *** DASIC STATIC SUBSTRUCTURE ANALYSIS ***
KIGIU FOKMAT lo - SUBSET THPEE, SIX, SEVEN, &IUHI, NINE
    NASIRANNSOURCEPRROGRAMLOMNILATIIUN
DMAP-OMAP INSIKUCTION
    Nu.
    1 OEGIN NO.16 RASIC STATIC SUBSTRUCTUNE AMALYSIS - SERIES N*
    FHILE LLL=TAPES
10 GP1 GEOMI,GEDM2./GPL,ENEXIN,GPOT,CSTH,OGPUT,SIL/V,N,LUSET/ V,N,
        NUGPUTS
11 SAVE LUSET $
12 CHKPNT GPL,EQEXIN,FPDT,CSTM,BGPDT,SIL*
13 GPZ GEUMZ,EJEXIN/ECT S
69GP3 ULOM3,EQFXIN,GEOM2/SLT,GPTT/V,iN,FUGGRNV &
30 SAVE NOGRAV $
31 PAKAM //C,N,ANO/V,N,NOMGG/V,N,NOGRAV/V,Y,GKDPNT:-1 s
3 2 \text { PURGE MGG\&MELM,MOICT/NOMGG \$}
34 TAL\ LCT,EPT,GT,POT,SIL,GPTT,CSTM/EST,ULI,GPECT,NV,N,LUSET/ V,N,
        NUSIMD/C,N,I/V,N,NOGENL/V,N,GENEL *
35 SAVE NOSIMP,NOGENL,GENEL &
36 PARAM //CgIV,AND/V,N,NOELMT/V,N,NOGENL/V,N,NLSIMP &
37 COND ERROR4,NOELMT $
38 PUKGE KGGX,GPST/NOSIMP/OGPST/GENEL *
45 CONO LGLI,NOSTMP $
46 PARAM //CPN,ADD/V,N,NOKGGX/C,N,1/R.N,O:
47 EMG EST,CSTM,MPT,OIT,GEUMZ,/KEGM,KULLT,MELM,MDILT,I/V,N,NCKGGX/V,
        N,NU{GG/C,N,/C,N,/C,N,/C,Y,CR」PMmSS/G,Y,GRGAZ/C,Y,CPKUD/C,Y,
        CPNUADI/C,Y,CPOUAUZ/C,Y,CPTRAMA/L,Y,GPTKIAZ/ L,Y,CPTUBE/L,Y,
        CPNOPLT/C,Y,CPTRPLT/C,Y,CPTRRSU*
4 SAVE NOKGGX,NOMGG $
50 COND JMPKGF,NOKGGX $
51 EMA GPECT,KDICT,KELM/KGGX,GPST:
53 LAOEL JMPKGG
54 CONO JMPMLSG,NOMGG $
```

```
RIGIU FORMAT LIAAP LISTING
SERIES N *** EASIC STATIC SUBSTRUCTURE ANALYدIS ***
KIGIU FORMAT LO - SUBSET THREE, SIX, SEVEN, EIGMT, NINE
NASTRRANSOUPCEPROGKAMGUMPILLAIIUN
UMAP-DMAP INSTKUCTION
NU.
55 EMA GPECT,MDICT,MELM/MGG,/C,N,-1/G,Y,WTMASS=1.0$
57 LABEL JMPMGG $
62 LAGEL LELI %
63 EQUIV KGGX,KGG/NOGENL &
&5 COND LBLILA.NOGENLS
SMA3SGEL,KGGX/KGG/V,N,LUSET/V,N,NOUENL/V,N,NOSIMP &
6B LABEL LELIIAS
74 PARAM //C,N,MPY/V,N,NSKIP/C,N,O/C,N,O&
77GP4 CASECC,GEOML,EQEXIN,SIL,GPOT/KG,YS,USEI,MSET/V,N,LUSET/V,N,
                                    MPCF1/V,N,MPCF2/V,N,SINGLE/V,N,LMIT/V,N&'NEACT/V,I%,NSNIP/V,N,
                                    KEPEAT/V,N,NOSEI/V,N,NOL/V,N,NUA/L, Y, 二UBIU b
78 SAVE MPCFI,MPCF2;STNGLE,OMIT,REACT,NSKIP,KEPEAT,NUSET,NUL,NUA S
ì Cuní EkKürsinil *
80 PARAM //C,N*AND/V,N,NOSR/V,N,SINGLE/V,N,REMCT:
81 PURGE KRK,KLP,OP,DM/REACT/GM/MPGFI/GU,KUL,LUU,PU,ULUV,KUOV/OMIT/PS,
                                    KFS,KSS/STNGLE/QG/NOSRS
A3 CONO LBL4,GENEL S
A4 GPSPS GPL,GPST,USET,SIL/OGPST/V,N,NUGKST S
85 SAVE NUGPST $
86 CUNO LEL4.NOGPSTS
*7 OFP OGPST.,...//V,N,CARDNC $
88 LABEL LBL4$
89 EUULV KGG,KNN/MPCFI*
91 CONO LBLZ,MPCFTS
92 HCELS USET,DG/GMS
94 MCE2 USET,GM;KGG,.,/KNN,..*
96 LABEL LdL2 s
97 EQUIV KNN,KFF/SINGLE $
```


## APPENDIX D

```
KIGIJ fORGAT UMAP LISTING
SERIES N *** OASIC STATIC SUBSTRUCTURE ANALYSIS ***
gigiu foriat 16 - SUBSET THREE, SIX, SEVEN, EAUHT, NINE
    NASTRRANSOURCEPROOGRAMUUMPLLATIIUN
UMAP-UMAP INSTHUCTIGN
    NO.
    99 CONO LBLS,SINGLE:
100 SCEI USET,KNN,,,/KFF,KFS,KSS,#, $
102 LABEL LBL3 $
103 EQUIV KFFOKAA/OMIT S
105 COND LBL5,OMIT &
IUG SMP1) USET,KFF,,,/CO,KAA,KCC,LOU,.,.'$
10B LAZEL LdL5 s
109 EGUIV KAA,KLL/REACTs
113 CONU LBLG,CEACTS
114 USET,KAA,/KLL,KLP,KRRIO.*
116 LABEL LaLGs
117 KBMG? KLL/LII &
119 COND LALT,REACT s
120 LGMG3 LLL,KLR,KRR/OM*
122 LAÖEL LGLTS
1<3 SSG1S SLT,AGPOT,CSTM,STL,EST,MPT,GPTİ,EUT,MGG,GASECC,OIT/HG/V,N,
    LUSET/V,N,NSKIP$
129 EQUIV PG,PL/NOSET $
131 COND LBLIO,NOSET $
132 SSG2 USET,GM,YS,KFS,GO,DN,PG/OR,PO,PS,PL :
134 LAHEL LHLIO S
136 SSG3 LLL,KLL,PL,LCC,KOD,PO/ULV,UCOV,RULV,KUUV/V,N,UMAT/V,Y,IRESE-1/
V,N,NSKIP/V.N,EPSI &
137 SAVE EPSI %
139 COND LGL9,TRES s
140 MATGPR GPL,USET,SIL,RULV//C,N,L $
141 MATGPK GPL,USET,SIL,RUNIV//C,N,O$
```


## APPENDIX

```
    RIGIO FUKMAT LMA.P LISTING
    SERIES N *** GRS&C STATIC SUBSTRUCTUKL ANALYSAS ***
    RIGIO FOKMAT LS - SUBSET THREE, SIX, SEVEN, LIGHT, NINE
        NASTRAANSOURCFPRRCGRAMGUMPILATIUN
    OHAP-UMAP INSTRUCTION
    NU.
142 LAbEL LBL9 $
151 PAKAM //C,N,ADD/V,N,PHASE3/C,N,O/C,N,-1 S
132 UL&K) ULVKI.../C,Y,SURID/C,Y,UNIT/L,Y,USRTPID2&
153 EGUIV ULVX,ULV/PHASE3$
156 SURI USET,PG,ULV,UCOV,YS,GC,GM,PS,NFS,KSS,WK/UGV,PGG,NG/V,N,NSKIF/
    C,N:STATICS $
161 PARAM //C,N,NOT/V,N,TEST/V,N,REPEAT $
162 CLND ERRURS,TEST $
168 SUK2 CASELC,CSTM,MPT,DIT, EQEXIN,SIL,UPTT,EUT,GGPUT,,GG,UGV,EST,,PGG/
    UPGL,OQG1,OUGVI,CESI,CEFI,PUGVI/L,N,STATICSS
174 PARAM //C,N,MPY/V,N,CARDNO/C,N,O/C,N,U&
175 DFP OUGV1,OOR1,OOG1,OEF1,OES1,//V,N,CAFUINO
17S SAUE GAgQHOT:
165 JUMP FINISS
188 LABEL ERKUR? s
189 PRTPARM //C,N,-2/C,N,STATICS &
190 LABEL EKROR3 S
191 PRTPARM //C,N,=?/C,N,STATICS$
172 LABEL EFROR4 S
193 PRTPARM //C,N,-4/C,N,STATICS:
194 LABEL ERROR5 $
195 PRTPAKM //C,N,-5/C,N,STATICS S
190}\mathrm{ LABEL FINIS$
197 ENO s
    **NO ERRCRS FOUNO - EXECITTE NASTRAN PKUGGAM**
```


## APPENDIX E

RIGID FORMAT DMAP LISTING FOR SøL $17,(2,6,7,8)$
NORMAL MOUES SUBSTRUCTURE ANALYSIS PHASE II

Subset 2 of Rigid Format 17 reduces the rigid format to a DMAP sequence which solves Phase II of normal modes substructure analysis. The new modules of interest are SSMA, the Substructure Matrix Assembler, DMAP No. 5, and SSVE, the Substructure Vector Extractor, DMAP Ne. 127. The compilation listing of this DMAP sequence constitutes the remainder of this Appendix. Subsets 6, 7 and 8 remove non-essential capabilities for the purposes of this presentation. These capabilities, which may be utilized if desired, are:

Subset
Capability
Checkpoint
Structure Plotter
Grid Point Weight Cenerator

## APPENDIX E

```
RIUIU FURMAT LMAP I.ISTING
SERIES N **F GASIC NODMAL MODES SUGSTRUCTURE WIJALYS:S ***
RIGIU FOPMAT 17 - SUQSET TWO, SIX, SEVEN, LJUMT
    NASTKANSOURCEPRROGRAMGUMH1LATIUNN
DMAP-UMAP INSTRUCTION
NO.
```



## APPENDIX E

```
GIGID ROKMAT UHAP LISTING
SGRIES N *** EASIC NOGMAL MOUES SUESTRUCTUKE ANALYSIS ***
RIGIJ FUKMAI 17 - SUGSET TWO, SIX, SEVEN, EJUMT
    NASTRRANSNURCEPROGRAMGUMPILAGTION
UMAP-UMAP INSTKUCTION
NO.
45 LAOEL JMPKGG $
46 CONO ERRGRI,.1O4GGS
47 GMA UPEGT,MCIT:,MELM/MGG,/C,N,-1/L,Y,MTMASS=1.0$
52 LABEL LYLLs
53 EQUJV KGGX,KGG/NOGENLS
34 CTMPINI KÖGS
55 COND LGLII,NCGENL &
56 SMA3 GEI,KGGX/KGG/V,N,LUSETIV,N,NOUCIVL/V,IN,NLSIMS:
58 LAOEL LELLJs
60 ADU NGG,KGGPS/KGGTS
6) EQUIV KGGT,KGG/DHASE2%
AZ AON MGG.Mrgocimger:
64 EOUIV MLGT,MGG/PHASES$
65 CHKPNT MKGS
67 PARAM //CON,MPY/V,N,NSKIP/C,N,O/C,N,N&
66 CPP4P CASECC,GEOM4,EQEXIN,SIL,GPOT/NG,EUSET,ASET/V,N,LUSET/V V,N,
    MNCSI/V,N,MPCF2/V,N:SINGLE/V,M,UHIIT/V,N,NERLI/V,N,NSK/P/V,N.
    AEPEAT/V,N,NOSET/V,H,NOL/V,N,NUA/L,Y,SUGIUS
O9 SAVE MHCFI,MPCF2,SINGLE,OMIT,REACT,ISNIP,REPPGT,NOSET,NOL,NOA S
70 CUND ERKUR?NNDL &
11 PURGE KRR,KLR,OM,MLP,MR/REACT/GM/MPCFI/UU/UNIT/KFS/SINGLE/UG/NUSE: &
79 EQUIV KGG,KNN/MDCFI/MGG,MNN/MPCFI&
8) CONU LBLZ,MPCFZ$
E2 (HCEL USET,RGIGM &
84 MCE? LSET,GM,KGGG,MGG.,/KNN,MNN,O&
66 LAEEL LUL2 $
87 EQUIV KNN,RFF/SINFLEIMNN,MFF/SINGLE:
```


## APPENDIX E

```
RIGID FORMAT UMAP LISTING
SERIES N ### LASIC NOPMAL MODES SUBSTRUCTUNE mIVALYSIS ***
RIUIO FURMAT 17 - SUBSET TWO, SIX, SEVLN, EIGHT
    NASTRRANSCUPCESPROGRAMCNMMPLATIUN
DMAF-JMAP INSTKUCTION
    NU.
    09 CONO LBLS,SINGLE $
    90 SGE! USET,KNN,MNN,,/KFF,KFS,,MFF:,:
92 IABEL LBL3 &
93 EQUIV KFFIKAA/RMITS
94 EQUIV MFF,MAB/OMITS
96 CONO LBL5.DMIT $
97SMP1 LSET,KFF,.,1GO,KAA,KDC,LOO,.,N:$
99 SMP2SSET,GO,MFF/MLAS
101 LAUEL LELS s
106 CCNU LOLO.PEACT:
107 COMOD USET,KAA,MAA/KLLINLR,KRR,MLL,MLK,MKK S
100 (MMTE XI!!L!:
111 LBAFS LLL,KLP,KRR/CM
113 UBMG4 UM,MLL,MLR,MPR/MR &
115 LROEL LGLO $
116 (1PU)UYNAMICS,GPL,SIL,USET/GPLU,SILU,USETUOROOO,OEEU,EVUYA/V,N,
LUSET/V,N,LUSETD/V,N,NDTFL/V,N,NUULT/V,N;NCPSOL/V,N,NOFRL/ V.
N,AUNLFT/V,N,NOTRL/V,N,NCEEU/L,N,/V,N,NUUE;
1:7 SAVE NUEEUS
118 CONO EKRURZ,NOEEDS
120 HEAU KMA,MAA,MZ,DM,EED,USET,CASECC/LAMA,FHIA,ML,OEIGS/C,N,MODES/V,N,
        NEIGV$
121 SAVE NEIGVS
123 FAKAM //C,NOMDY/V,N,CARDNO/C,N,O/C,N,O $
124 OFP LAMA,OEIGS.:.0//V.N.CARONO S
<25 SAVE GAKUNO &
127 SSVE FSUAIA,LAMA,PHIAN/:
133 GLNO HIIISONEIGV S
```


## APPENDIX E

```
RIGIU FUMHAI WMAO LISTING
SEKIES N *** BASIC NCONAL MOCES SUBSTRUCTUKE AIVALYSIS ***
hlGiu FUKMat 17 - SUSSET TwO, SIX, SEvEN, EIUNT
    NASIKGNSOUACEPROGGRGMGGMPILLITION
DMAP-UMAP INSTKULTION
NO.
```



```
136 PARAM //C,N,SUR/V,N,SCALAA/V,N,SIL/VINILUSETS
137 EGIIV SIL,SIP/SCALAR/RGPCT,EGPDP/SCALAN:
139 CUNO LELT.SCALARS
140 (HLTBEAR EUFUT,SIL/BGPDP,SIP/V,N,LUSET/VOV,LUSEP $
141 SAVE luSEPs
143 LABEL LBL7:
14% SUR2 CASELC,CSTM,MOT,OIT,EJEXIN,SIL,O,OGPUP,LGMAFWU,PHIGIEST,,I,
UNGL,OPHIG,OESI,OEFI,PPHIG/C,PONEIG&
149 OFP UPHIG,OQGI,OEFL,OESI,./IV,N,CmRUNU 
250 SAVE CARUINO $
156 JUMP FINISs
157 LADEL ERRUR! $
150 PRIPAKM //C,N,-1/C,N,MOOESS
159 bAdEL ERRUR2 S
160 PRIPARM //C,N,-2/C,N,MODES &
101 LAdEL ERRUR? :
162 PRIPARM //C,N,-I/C,N,MODES S
163 LAOEL FINISS
164 ENJ S
**NO ERRORS FJUNO - EXECUTE NASTRAN OKUGRAM**
```


## APPENDIX F

UFTABLE USAGE W!TH RIGID FORMATS 16 AND 17

Subset 0 requires a dummy form of the direct input table UFTABLE as shown:

| DTI | UFTABLE | 0 |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| OTI | UFFTABLE | 1 |  |  |  |  |  |  |

Subsets 1 and 3 do not need or use UFTABLE.
Subset 2 requires UFTABLE for information about the Phase I user ifles, identification of identical substructures, and, if desired, a user defined label for the coupling phase output user file. The content of the table will vary depending oin where the Phase I materials were generated (e.g., Rigid Format 16 subset 1 or Rigid Format 1 with alters). The minimum data requirements are illustrated in example a. below with example b. showing the form for identifying items generated by rigid folmats other than the coupling phase ilgid format.

EXAMPLE a. (four substructures, $N=4$ )

| Card | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | DTI | UFTABLE | 0 | 4 | 16 |  |  |  |  |  |
| 2 | DTI | Uftable | 1 | 2 |  | IMPI | WIDGET02 |  | EHDREC |  |
| 3 | DTI | LSTA3LE | 2 | 4 |  | INP2 | WIOGETO4 |  | ENDREC |  |
| 4 | DTI | UFTABLE | 3 | 6 |  | INP3 | WIDGETO6 |  | ENDREC |  |
| 5 | DTI | UFTABLE | 4 | 9 |  | INPA | HIDGET09 |  | ENDREC |  |
| 6 | OTI | UFTABLE | 5 | 0 |  | INPT | WDGTPH2 |  | ENC.:EC |  |

EXAMPLE b. (five substructures, $N=5$ )

| Card | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | DT1 | UFTABLE | 0 | 5 | 17 |  |  |  |  | +A00 |
| 2 | 071 | UTTAGLS | 1 | 10 |  | 14P1 | graupa |  | EHERES | +AO1 |
| 3 a | D11 | UFTABLE | 2 | 13 |  | JNP4 | PLT4 | 104823 | HaMES | $+\mathrm{AO}^{\text {\% }}$ |
| 36 | +102 | A | AS 38 | K | KLLI3 | M | M1325 |  | ENDREC | +A03 |
| 4 | DT1 | UFTABLE | 3 | 23 | 1: |  |  |  | ENDREC | $\pm$ An4 |
| 5 | DTI | UFTABLE | 4 | 16 | 10 |  |  |  | ENDREC | + +05 |
| 63 | DTI | UFTABLE | 5 | 237 |  | INP3 |  |  |  | $\pm$ A06 |
| 60 | +A06 | A | 3 | K | 1 | M | 2 |  | ENDREC | $+{ }^{+} 07$ |

## APPENDIX F

## Remarks:

1. Card 1 defines the trailer for UFTABLE. Field 4 specifies that the table has $N$ sutstructures. SSMA will use the information in field 5 to recognize that the tables were prepared for use with Rigid Format 16 and 17 for examples a and $b$ respectively.
2. Cards starting with card 2 define records 1 thru $N$ of UFTABLE, where $N$ is the number of substructures. Field 4 gives the substructure identification number for use with the Phase II SAME bulk data cards and the Phase III data recovery module UDBR. Field 6 gives the GING file name for the User File containing the data for each substructure. Field 7 contains the User File Label for SSMA verification. Field 8 contains an optional tape reel identification number.
3. Optional data (shown in example b on card 3) is input whenever the data blocks required are not in the expected order on the User File as defined by the convention established for the Rigid Format being utilized. In the example, the ASET data block has the name ASI3B, the stiffness matrix has the name KLLI3 and the mass matrix has the name M134F.
4. In example a, card 6 defines the User File Label and GIND file name to be used by SSVE when writing the Phase II output onto a User File. In example b, since five substructures are present and no card 7 is input, default values will be automatically implied.

As an illustration of the automation that is introduced as a result of this new capaibility, the example used in the NASTRAN User's Manual (reference 2, p. 1.10-2 (6/1/72)) will be presented here. The sketch below shows the model for the problem being soived.


Substructure 1
Substructure 2

(2) Grid point numbers
[3] Element numbers
(a) $=6.096 \mathrm{~m} \quad(240 \mathrm{in})$

$$
\begin{aligned}
& E=207 \mathrm{GPa} \quad\left(30 \times 10^{6} \mathrm{psi}\right) \\
& I=2.08 \times 10^{-4} \mathrm{~m}^{4}\left(500 \mathrm{in}^{4}\right) \\
& P=4.448 \mathrm{kN}(1000 \mathrm{lb})
\end{aligned}
$$

## ATPENDIX G

The following data deck is used for Phase I of substructure l:

| ID | PHASE QNE \$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TIME | 2 |  |  |  |  |  |  |
| CHKPNT | YES |  |  |  |  |  |  |
| APP | DISP |  |  |  |  |  |  |
| SQL | 16,1 |  |  |  |  |  |  |
| CEND |  |  |  |  |  |  |  |
| TITLE $=$ PHASE ¢NE - SUBSTRUCTURE 1 -RIGID FøRMAT 16 |  |  |  |  |  |  |  |
| SPC $=101$ |  |  |  |  |  |  |  |
| begin bulk |  |  |  |  |  |  |  |
| ASET | 3 | 126 |  |  |  |  |  |
| CBAR | 1 | 10 | 1 | 2 | 1.0 |  | 1 |
| CBAR | 2 | 10 | 2 | 3 | 1.0 |  | 1 |
| GRID | 1 |  |  |  |  | 345 |  |
| GRID | 2 |  | 240. |  |  | 345 |  |
| GRID | 3 |  | 480. |  |  | 345 |  |
| MATI | 11 | $30 .+6$ |  |  |  |  |  |
| PARAM | SUBID | 10 |  |  |  |  |  |
| PARAM | USRTPIDI | BEAMS 1 |  |  |  |  |  |
| PBAR | 10 | 11 | 60. | 500. |  |  |  |
| SPC | 101 | 1 | 12 |  |  |  |  |
| ENDDATA |  |  |  |  |  |  |  |

Ihe tollowing data aeck is used for Filase i uf substiaucturc 2:

| ID | PHASE ONE \$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TIME | 2 |  |  |  |  |  |  |
| CHKPNT | YES |  |  |  |  |  |  |
| APP | DISP |  |  |  |  |  |  |
| SOL | 16,1 |  |  |  |  |  |  |
| CEND |  |  |  |  |  |  |  |
| TITLE = PHASE QNE - SUBSTRUCTURE 2 - RIGID FØRMAT 16 |  |  |  |  |  |  |  |
| SPC $=201$ |  |  |  |  |  |  |  |
| L@AD $=202$ |  |  |  |  |  |  |  |
| BEGIN BULK |  |  |  |  |  |  |  |
| ASET | 3 | 126 |  |  |  |  |  |
| CBAR | 3 | 10 | 3 | 4 | 1.0 |  | 1 |
| CBAR | 4 | 10 | 4 | 5 | 1.0 |  | 1 |
| CBAR | 5 | 10 | 5 | 6 | 1.0 |  | 1 |
| FgRCE | 202 | 3 |  | 1000. | -1.0 |  |  |
| FORCE | 202 | 4 |  | 1000. | -1.0 |  |  |
| GPID | 3 |  | 480. |  |  | 345 |  |
| GRID | 4 |  | 720. |  |  | 345 |  |
| GRID | 5 |  | 960. |  |  | 345 |  |
| GRID | 6 |  | 1200. |  |  | 345 |  |
| MATI | 11 | 30. |  |  |  |  |  |
| PARAM | SUBID | 20 |  |  |  |  |  |
| PARAM | USRTPI | BEAM |  |  |  |  |  |
| PBAR | 10 | 11 | 60. | 500. |  |  |  |
| SPC | 201 | 6 | 2 |  |  |  |  |
| ENDDATA |  |  |  |  |  |  |  |

## APPENDIX G

The following data deck is used for Phase II.

| ID | PHASE TWØ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TIME | 2 |  |  |  |  |  |
| APP | DISP |  |  |  |  |  |
| SøL | 16,2 |  |  |  |  |  |
| CEND |  |  |  |  |  |  |
| TITLE $=$ | PHASE TWØ | F 7 |  |  |  |  |
| BEGIN |  |  |  |  |  |  |
| DTI | UFTABLE 0 | 2 | 16 |  |  |  |
| DTI | UFTABLE 1 | 10 |  | INP3 | BEAMS 1 | ENDREC |
| DTI | UFTABLE 2 | 20 |  | INP7 | BEAMS2 | ENDREC |
| DTI | Uftable 3 | 0 |  | INPT | BEAMPH2 | ENDREC |
| PARAM | GENSAME 1 |  |  |  |  |  |
| Endoata |  |  |  |  |  |  |

The NASTRAN Data Deck for the Phase III analysis of substructure 1 is given as follows:

```
ID PHASE THREE $
TIME 2
APP DISP
S@L 16,3
READ CARDS FRQM 3 $ RESTART DICTIQNARY FRDM UNIT 3
CEND
TITLE = PHASE THREE - SUBSTRUCTURE 1 - RIGID F@RMAT 16
OISP = ALL
ELFQRCE = ALL
QL@AD = ALL
SPCFDRCE = ALL
bEgIN bULK
PARAM USRIPID2 BEAMPH2
EmDDATA373
```


## APPENDIX G

The NASTRAN Data Deck for the Phase III analysis of substructure 2 is given below:

```
ID PHASE THREE $
TIME 2
APP DISP
SOL 16,3
READ CARDS FR@M 92 $ RESTART DICTI@NARY FR@M UNIT 92
CEND
TITLE = PHASE THREE - SUBSTRUCTURE 2 - RIGID F\emptysetRMAT 16
DISP = ALL
ELF@RCE = ALL
\emptysetL\emptysetAD = ALL
SPCFORCE = ALL
BEGIN BULK
PARAM USRTPID2 BEAMPH2
ENDDATA
```
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TABLE 1 DATA REQUIREMENTS

| ITEM |  | LEVEL 15 | LEVEL 16 | LEVEL 16.X |
| :---: | :---: | :---: | :---: | :---: |
| " | - dMAP Alter Packet | Required | Required | None |
|  | - CHKPNT File | Tape | Tape (or Disk) | Disk (or Tape) |
|  | - Uutput User File | Tape for Module gUTPUTI | Tape (or Disk) for Module QUTPUTI | Disk (or Tape) for Module qutputi |
| " | - DMAP (cr Alter Packet) | Required | Required | None |
|  | - Input User Files | Tape(s) for Module INPUTil | Tape (or Disk) for Module INPUTTI | Disk (or Tape) Automatically Processed by Module SSMA |
|  | - Treatment of Identical Subroutines | Possible bv DIAP | Handled ty Module PVEC Parameters and DMAP Alters | Autonatic via Simple User Data |
|  | - Coupling Information | USER CREATED (GOOD LUCK!) | Generated by Modules PVEC/VEC | Automatically Generated |
|  | - Pseudomodel Description | User Supplied | Can be Obtained from PVEC on Extra Run | Automatic |
|  | - Output User Fiie | Tape for Module QuTputi | Tape (or Disk) for Module QUTPUTI | Disk (or Tape) Automatically Processed by Module SSVE |
|  | - DMAP Alter Packet | Required | Required | None |
|  | - Restart file | Tape | Tape (or Disk) | Disk (or Tape) |
|  | - Restart Dictionary | Cards Required from Phase I | rards Required from Phase 1 | Can be Requested from Ext. File |
|  | - Input User File | Tape for Module INPUTTI | Tape (o. Disk) for Modu . INPUTTI | Disk (or Tape) for Module UDBR |

TABLE 2
ASSUMPTIONS AND RESTRICTIONS

- Only one (1) level of substructures is allowed.
- The Number of substructures may not exceed twenty (20).
- Coordinate systems of points to be coupled are parallel This is not verified by program.
- Degrees of freedom at two points to be coupled are the same. Exceptions can be handled via multipoint constraints in Phase II.
- The sequence (internal) of points along the boundary between any two substructures is the same.
- All subcases must be defined in the Case Control Decks for all runs.
- Static loads applied geometrically must be defined in Phase I. Loads may be applied to the pseudostructure degrees of freedom in Phase II in the usual way.
- Output obtained in Phase II must be requested using pseudostructure degree of freedom identifiers.
- Only a single boundary condition is considered; geometrically specified boundary conditions must be defined in Phase I.

(For clarity, only connected points on the top surface are shown.)

FIGURE 1. SAMPLE STATIC SUBSTRUCTURE ANALYSIS PROBLEM MODEL

FIGURE 2. SUBSTRUCTURE ANALYSIS RUN FLOW


SUBSTRUCTURE ANALYSIS DATA LOGISTICS (STATICS)
FIGURE 3.

The pseudomodel map shown below wa; generated by module PVEC for the structure shown in figure 1.

| Internal | Substructure Identification Number |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| DQF | 2 | 4 | 6 | 9 |
| 3 |  |  | $6013-3$ | $9001-3$ |
| 6 |  |  | $6016-3$ | $9004-3$ |
| 9 |  |  | $6019-3$ | $9007-3$ |
| 12 |  | $4001-3$ | $6021-3$ |  |
| 15 |  | $4002-3$ | $6022-3$ |  |
| 18 |  | $4004-3$ | $6024-3$ |  |
| 21 |  | $4005-3$ | $605-3$ |  |
| 24 |  | $4006-3$ | $6026-3$ | $9014-3$ |
| 27 |  | $4007-3$ | $6027-3$ |  |
| 30 |  | $4008-3$ | $6028-3$ |  |
| 33 |  | $4009-3$ | $6029-3$ | $9017-3$ |
| 36 |  | $4013-3$ |  | $9021-3$ |
| 39 |  | $4016-3$ |  | $9024-3$ |
| 42 |  | $4019-3$ |  | $9027-3$ |
| 45 | $2002-3$ | $4022-3$ |  |  |
| 48 | $2003-3$ | $4023-3$ |  |  |
| 51 | $2004-3$ | $4024-3$ |  |  |
| 54 | $2005-3$ | $4025-3$ |  |  |
| 57 | $2006-3$ | $4026-3$ |  |  |
| 60 | $2007-3$ | $4027-3$ |  |  |
| 63 | $20 c 8-3$ | $4028-3$ |  |  |
| 66 | $2009-3$ | $4029-3$ |  |  |

Notes:

1. For clarity, only the " 3 " degree of freedom is shown.
2. Single-point constraints have been applied to point 1 in substrurture 2 and point 3 in substructure 4.

FIGURE 4. PSEUDOMODEL MAP

```
        ID PHASE ONE
        TIME
                                10
CHKPNT YES,DISK
APP DISP
(1) SOL 16,1 $ BASIC STATIC SUBSTRUUCTURE ANALYSIS
CEND
    {Case Control Deck}
BEGIN BULK
    {Structural Data for Substructure}
(2) PARAM SUBID 10
(3) PARAM USRTPIDI ABC
ENDDATA
```


## Notes:

1. Solution subset 1 is used for Priase I ru: $;$.
2. User-specified substructure identification number.
3. User-specified User file identification code.

FIGURE 5

## LEVEL 16.X PHASE 1 DATA DECK

ID PHASE ..... TWD
TIME ..... 10
APP DISP
(1) SDL 16,2 \$ BASIC STATIC SUBSTRUCTURE ANALYSIS

    CEND
        \{Case Control Deck\}
    BEGIN BULK
(2) $\quad$ DTI definition of User File Data\}
(3a) PARAM GENSAME -1
(4) PARAM PRTOPT i
$\{$ Coupling Data (can be optional)\} ENDDATA

## Notes:

1. Solution subset 2 is used for Phase II runs.
2. User-specified data providing
a. Number of substructures
b. Identification numbers for both real and identical substructures
c. User File Data Location Information and Identification Codes

3a and b. Coupling Information
(a) GENSAME $=+1$ means coupling data automatically generated
GENSAME $=-1$ means coupling data supplied by user via SAME cards (fig. 10).
(b) See figure 8.
4. Pseudostructure map print option.

FIGURE 6
LEVEL 16. X PHASE II DATA DECK

# ID PHASE THREE 1 IME 10 APP DISP <br> (i) S $\quad$ IL $16,3 \$$ BASIC STATIC SUBSTRUCTURE ANALYSIS <br> (2) READCARDS FRgM $3 \$$ RESTART DICTI@NARY FRgM UNIT 3 CEND <br> $\{$ Case Control Deck\} <br> BEGIN BULK <br> (3) PARAM USRTPID2 XYZ 

## Notes:

1. Solution subset 3 is used for Phase III runs.
2. The Problem Tape Dictionary is recovered from Unit 3.
3. User-specified User File Identification Code from Phase II.

FIGURE 7
LEVEL 16.X PHASE III DATA DECK

USER FILE COUPLING DATA
FIGURE 8.


Description: Defines grid or scalar points which are to be coupled in a substructure analysis.

Format and Example:

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| SAME | $S$ | $G$ | $S$ | $G$ | $S$ | $G$ | $S$ | $G$ | $a b c$ |
| SAME | 3 | 79 | 4 | 216 | 6 | 93 |  |  | $A B C$ |


| $+B C$ | $S$ | $G$ | $S$ | $G$ | etc. |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $+B C$ | 7 | 42 |  |  |  |  |  |  |  |

Alternate Form
etc.

| SAME | $S$ | $G 1$ | "THRU" | $G 2$ | $S$ | $G 1$ | "THRU" | G2 | +abc |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SAME | 10 | 1 | THRU | 60 | 20 | 101 | THRU | 160 | ABC |
| \begin{tabular}{\|l|c|c|c|c|c|c|c|c|}
\hline
\end{tabular} |  |  |  |  |  |  |  |  |  |
| +abC $B C$ | $S$ | G1 | THRU" | G2 | etc. |  |  |  |  |

etc.

Field
S
G, G1, G2

## Contents

Substructure identification number (Integer $>0$ )
Grid or Scalar point identification number (Integer $>0$; G1 < G2)

## Remarks:

1. Up to four grid or scalar points (in four different substructurns) may be coupled by a single card. As many continuation cards as required may be used.
2. No degrees of freedom of coupled points may be members of the o-set.
3. The substructure identification numbers should be written in as cending order.
4. If two SAME cards are to be joined, the highest numbered substructure entry on the first one should be repeated on the second one.
5. If the alternate form is used, all of the grid and scalar points $G 1$ thru G2 are assumed. Each G1 THRU G2 sequence must define the same number of points.

FIGURE 10. SAME CARD DESCRIPTION

# NÀSTRAN CYCLIC SYMMETRY CAPABILITY 

By R. H. MacNeal and R. L. Harder<br>The MacNeal-Schwendler Corp., Los Angeles

and J. B. Mason
NASA Goddard Space Flight Center

SUMMARY

The paper describes a recent development for NASTRAN which facilitates the analysis of structures made up of identical segments symmetrically arranged with respect to an axis. The key operation in the method is the transformation of the degrees of freedom for the structure into uncoupled symmetrical componets, thereby greatly reducing the number of equations which are solved simultaneously. A further reduction occurs if each segment has a plane of reflective symmetry. The only required assumption is that the problem be linear. The capability, as developed, will be available in Level 16 of NASTRAN for static stress analysis, steady state heat transfer analysis, and vibration analysis.

The paper includes a discussion of the theory, a brief description of the data supplied by the user, and the results obtained for two example problems. The first problem concerns the acoustic modes of a long prismatic cavity inbedded in the propellant grain of a solid rocket motor. The second problem involves the deformations of a large space antenna. The latter example is the first application of the NASTRAN Cyclic Symmetry capability to a really large problem.

## INTRODUCTION

Many structures, including pressure vessels, rotating machines, and antennas for space communications, are made up of virtually identical segments that are symmetrically arranged with respect to an axis. There are two types of cyclic symmetry as shown in Figures 1 and 2: simple rotational symmetry, in which the segments do not have planes of reflective symmetry and the boundaries between segments may be general doubly-curved surfaces, and dihedral symmetry, in which each segment has a plane of reflective symmetry and the boundaries between segments are planar. In both cases, it is most important for reasons of economy to be able to calculate the thermal and structural response by analyzing a subregion containing as few segments as possible.

Principles of reflective symmetry (which are not, in general, satisfied by cyclically symmetric bodies) can reduce the analysis region to one-fourth of the whole. Principles of cyclic symmetry, on the other hand, can reduce the
analysis region to a single segment in the case of dihedral symmetry and to a pair of segments in the case of simple rotational symmetry. Neither accuracy nor generality need be lost in the process, except that the treatment is limited to linear relationships between degrees of freedom.

Special procedures for the treatment of Cyclic Symmetry have recently been added to NASTRAN under the sponsorship of the Goddard Space Flight Center. The procedures will be available in Level 16 of NASTRAN. This paper includes a discussion of the theory, a description of the special input data, and the solutions of example problems. More complete information, including detailed descriptions of new functional modules and DMAP ALTERS for Rigid Formats 1 and 3, is contained in Ref. 1.

The use of cyclic symmetry will allow the analyst to model (i.e., make a NASTRAN Bulk Data Deck for) only one of the identical substructures. There will also be a large saving of computer time for most problems.

## THEORY

Two types of cyclic symmetry are shown in Figures 1 and 2, where they are called rotational symmetry and dihedral symmetry. The latter term is borrowed from Herman Weyl who used it in his matnematical treatment of symmetry, Ref. 2. Note that dihedral symmetry is a special case of rotational symmetry. In both cases, the body is composed of identical segments, each of which obeys the same physical laws. The distortions (deflections or temperature changes) of the segments are not independent, but must satisfy compatibility at the boundaries between segments. Cyclic transforms will be defined, which are linear combinations of the distortions of the segments. The transformed equations of compatibility are such that the "transformed segments" are coupled singly or in pairs which can be solved independently. This feature results in a significant reduction of computational effort beyond the normal possibilities of substructure ana!ysis.

In tiee theory given below, the form of the transformation is not derived, but just stated. The validity of the method is then demonstrated. A step-bystep inductive derivation of the transformation will be found in Ref. 3. The theory will be presented first for the more general but simpler case of rotational symmetry, after which the additional special features for dihedral symmetry will be introduced.

## Theory for Rotational Symmetry

The total body consists of N identical segments, which are numbered consecutively from 1 to $N$. The user supplies a NASTRAN model for one segment. All other segments and their coordinate systems are rotated to equally-spaced positions about the polar axis. The boundaries must be conformable; i.e., when the segments are put together, the grid points and the displacement coordinate systems of adjacent segments must coincide. This is easiest to insure if a
cylindrical or spherical coordinate system is used, but such is not required. The user will also supply a paired list of grid points on the two boundaries of the segment where connections will be made. For static analysis the user may also supply a set of loads and/or enforced displacements for each of the N segments.

The two boundaries will be called sides 1 and 2 . Side 2 of segment $n$ is connected to side 1 of segment $n+1$, see Figure 1 . Thus, the components of displacement satisfy

$$
\begin{equation*}
u_{1}^{n+1}=u_{2}^{n} \quad n=1,2, \ldots, N \tag{1}
\end{equation*}
$$

where the superscript refers to the segment index and the subscript refers to the side index. This applies to all degrees of freedom which are joined together. We also define $u^{n+1}=u^{1}$, so that Equation 1 will refer to al? boundaries. Equation 1 is the equation of constraint between the physical segments.

The rotational transformation is given by

$$
\begin{gather*}
u^{n}=\bar{u}^{o}+\sum_{k=1}^{k_{L}}\left[\bar{u}^{-k c} \cos (n-1) k a+\bar{u}^{k s} \sin (n-1) k a\right]+(-1)^{n \cdot 1} \bar{u}^{-N / 2}  \tag{2}\\
a=2 \pi / N, \quad n=1,2, \ldots, N
\end{gather*}
$$

where $u^{n}$ can be any component of a displacement, force, stress, temperature, etc., in the $n^{\text {th }}$ segmen:. The last term exists only when $N$ is even. The summation limit $k_{L}=(n-1),^{\prime} 2$ if $N$ is odd and $(N-2) / 2$ if $N$ is even. $\bar{u}^{-0}, \bar{u}^{-k c}, \bar{u}^{-k s}$, and $\bar{u}^{-N / 2}$ are the transformed quantities which will be referred to as symmetricai components. They are given this designation by virtue of their similarity to the symmetrical components used by electrical engineers in their analysis of polyphase networks, Rei. 4. Note also the similarity of Equation 2 to a Pourier series decomposition, except that the number of terms is finite. On this account, Equation 2 could be called a finite Fourier transformation, Ref. 5.

Equation 2 can be displayed in the matrix form

$$
\begin{equation*}
\lfloor u\rfloor=\lfloor\bar{u}\rfloor[T] \tag{3}
\end{equation*}
$$

where

$$
\lfloor u\rfloor=\left\lfloor u^{1}, u^{2}, u^{3}, \ldots, u^{N}\right\rfloor
$$

and

$$
\lfloor\bar{u}\rfloor=\left\lfloor\bar{u}^{0}, \bar{u}^{2 c}, \bar{u}^{25}, \bar{u}^{2 c}, \bar{u}^{25}, \ldots, \bar{u}^{N / 2}\right\rfloor
$$

Each element in the first row vector can represent all of the unknowns in one segment.

The expanded form of the transformation matrix is


The last row exists only for even $N$. The transformation matrix, [T], has the property

(5)
i.e., the rows of [T] are orthogonal.

Since D is nonsingular,

$$
\begin{equation*}
[\mathrm{T}][\mathrm{T}]^{\mathrm{T}}[\mathrm{D}]^{-1}=[\mathrm{I}] \tag{6}
\end{equation*}
$$

Thus, $[T]^{-1}=[T]^{T}[D]^{-1}$ and

$$
\begin{equation*}
\lfloor\bar{u}\rfloor=\lfloor u\rfloor[T]^{-1}=\lfloor u\rfloor\left[T^{r^{\prime}} D^{-1}\right] \tag{7}
\end{equation*}
$$

In summation form, Equation 7 becomes

$$
\begin{align*}
& \bar{u}^{0}=(1 / N) \sum_{n=1}^{N} u^{n}  \tag{8a}\\
& u^{-k c}=(2 / N) \sum_{n=1}^{N} u^{n} \cos (n-1) k a  \tag{8b}\\
& u^{-k s}=(2 / N) \sum_{n=1}^{N} u^{n} \sin (n-1) k a  \tag{8c}\\
& u^{-N / 2}=(1 / N) \sum_{n=1}^{N}(-1)^{n-1} u^{n} \text { (N even only) } \tag{8d}
\end{align*}
$$

It should be noted that Equations 8 apply to applied loads and to internal forces as well as displacement components. The validity of the symmetrical components [ū] to represent the motions of the system follows from the existence of $[T]^{-1}$. It remains only to show that they are useful. The equations of motion at points interior to the segments are linear (homogenous of degree 1) in displacements, forces, and temperatures; they are identical for all segments; and they are not coupled between segments.

Thus, the equations of mocion (for example $[K]\{u\}^{n}=\{p\}^{n}$ in static analysis) can be additively combined using one of the sets of coefficients in Equation 8, thereby obtaining the equations of motion for one of the transformed variables which will havs identically the same form (e.g., [K]\{ú\} ${ }^{\text {a }}$. $\{\overline{\mathrm{P}}\}^{\mathrm{kc}}$ ) as the equations of motion for one of the physical segments.

The equations of morion at points on the boundaries between segments are treated by employing the notion of a rigid constraint connecting edjacent points. To transform the compatibilitv equation of constraint (1), notice that

$$
\begin{equation*}
u_{1}^{n+1}=\bar{u}_{1}^{-0}+\sum_{k=1}^{k_{L}}\left[u_{1}^{-k c} \cos n k a+\bar{u}_{1}^{-k s} \sin \cdot k_{a 1}\right]+(1)^{n} u_{1}^{-N / 2} \tag{9}
\end{equation*}
$$

Using the identities cos nka $=\cos (\mathrm{n}-1) \mathrm{ka} \cdot \cos \mathrm{ka}-\sin (\mathrm{r}-1) \mathrm{ka} \cdot \sin \mathrm{ka}$ and $\sin n k a=\sin (n-1) k a \cdot \cos k a+\cos (n-1) k a \cdot \sin k a$, Equation 9 may be written

$$
u_{1}^{n+1}=u_{1}^{o}+\sum_{k=1}^{k_{L}}\left[\begin{array}{l}
\left(\bar{u}_{1}^{k c} \cos k a+\bar{u}_{1}^{k s} \sin k a\right) \cos (n-1) k a  \tag{10}\\
+\left(-u_{1}^{-k c} \sin k a+u_{1}^{k s} \cos k a\right) \sin (n-1) h a
\end{array}\right]-(-1)^{n-1} u_{1}^{N / 2}
$$

Comparing Equation 10 with Equation 2 evaluated at side 2 as required by Equation 1, and equating the coefficients of terms with the same dependence on $n$, we obtain

$$
\begin{gather*}
\left.\begin{array}{c}
\bar{u}_{1}^{o}=\bar{u}_{2}^{o} \\
-u_{1}^{k c} \cos k a+\bar{u}_{1}^{k s} \sin k a=\bar{u}_{2}^{-k c} \\
-\bar{u}_{1}^{-k c} \sin k a+u_{1}^{k s} \cos \because a=\bar{u}_{2}^{-k s}
\end{array}\right\} k=1, \cdots, k_{L}  \tag{11a}\\
-\bar{u}_{1}^{N / 2}=\bar{u}_{2}^{N / 2} \tag{11b}
\end{gather*}
$$

Equations 11 are the equations of constraint for the symmetrical components. The only symmetrical components coupled by the compatibility constraints are 1 c and $1 \mathrm{~s}, 2 \mathrm{c}$ and 2 s , utc. Thus, there are several unooupled models ${ }^{\text {a }}$ the $\mathrm{K}=0$ model contains the $\mathrm{u}^{-0}$ degrees of freedom; the $\mathrm{K}=1$ model, the $\bar{u}^{1 \mathrm{c}}$ and $\mathrm{u}^{-1 \mathrm{~s}}$ degrees of freedom, otc.

There is a scmewhat arbitrary choice regarding where to transform the variables in the IASTRAN analysis. NASTRAN structural analysis can start with a structure defined with single and multipoint constraints, applied loads, thermal fields, etc., and reduce the problem to the "analysis set," $\left\{u_{a}\right\}$, where

$$
\begin{equation*}
\left\{K_{a z}\right]\left\{u_{a}\right\}=\left\{p_{a}\right\} \tag{i2}
\end{equation*}
$$

The vector $\left\{u_{a}\right\}$ contains only independent degrees of freedom. The decision was made in developing the cyclic symmetry capability to first reduce each segment individually to the "analysis" degrees of freedom and then to transform the remaining freedoms to symmetrical components. This approach has several advantages, including elimination of the requirement to transform temperature vectors and single-point enforced displacements, because these quantities are first converted into equivalent loads. More importantly, if the " $\sigma \mathrm{MIT}$ " feature is used to remove internal degrees of freedom, it need only be applied to one segment. The $\emptyset M I T$ fecture greatly reduces the number of degrees of freedom which must be transformed. The user specifies all constraints internal to the segments with standard NASTRAN data cards. If constraints (MPC, SPC, and/or gMIT) are applied to degrees of freedom on the boundaries, they will take precedence over the intersegment compatibility constraints; i.e., an intersegment compatibility constraint will not be applied to any jegree of freedom which is constrained in some other way. SUPØRT data cards are forbidden because they are intended to apply to overall rigid body motions and will not, therefore, be applied to each segment. In the case of static analysis, the analysis equations for the segments are

$$
\begin{equation*}
[K]\{u\}^{n}=\{p\}^{n} \quad n=1,2, \ldots, N \tag{13}
\end{equation*}
$$

The analysis equations for the symmetrical components, prior to applying the intersegment constraints, are

$$
\begin{equation*}
[k]\{\bar{u}\}^{x}=\{\bar{p}\}^{x} \quad \ddot{x}=0,1 c, \text { is, 2c,..., N/2 } \tag{14}
\end{equation*}
$$

where $\{\overline{\mathrm{F}}\}^{\mathrm{X}}$ is calculated using Equations 8. The matrix $[K]$ is the same for Equations 13 and 14 and is the KAA stiffness matrix of NASTRAN for one segment.

We come now to the matter of applying the intersegment compatibilitv constraints. It is recogni ced that not all of the deprees of freednm in ary transformed model can be independent, but it is easy to choose an independent set.
We include in the independent set, $\{\bar{u}\}^{k}$, all points in the interior and on boundary 1 (for both $\dot{u}=$ and $\mathrm{u}^{-\mathrm{ks}}$, if they exist). The values cf displacement componants at points on boundary 2 can then be determined from Equations 11. The transformation to the new set of independent degrees of freedom is indicated by

$$
\begin{align*}
& \{\bar{u}\}^{k c}=\left[G_{c k}\right](\bar{u}\}^{k}  \tag{15a}\\
& \{\bar{u}\}^{k s}=\left[G_{s k}\right](\bar{u})^{k} \tag{15b}
\end{align*}
$$

where each row of $\left[G_{c k}\right]$ or $\left[G_{s k}\right]$ contains only a single nonzero term if it is
an interior or side 1 degree of freedom and either one or two nonzero terms if it is a degree of freedom on side 2 . In arranging the order of terms in $\{\bar{u}\} \mathbb{K}$, the user can specify either that they be sequenced with all $\{\bar{u}\}^{\text {k.c }}$ ierms preceding all $\{\bar{u}\}^{k s}$ terms, or that they be sequenced with $\{\bar{u}\}^{k c}$ and $\{\bar{u}\}^{k s}$ grid points alternating. It should be emphasized that the kind of vectors used in transfonmation of Equations 3 and 15 are quite different. In Equation 3, there is one component (or column) for each segment; in Equation 15 , there is one component (or row. for each degree of freedom in a segment.

Equation 15 is used to transform Equatior 14 to the folluwing set of equations which satisfy the intersegment compatibility conditions:

$$
\begin{equation*}
[\tilde{X}]^{K}\{\tilde{u}\}^{K}=\{\tilde{\mathrm{P}}\}^{K} \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
[\bar{K}]^{K}=\left[G_{c k}^{T} K_{c k}+G_{s k}^{T} K_{s k}\right] \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\{\bar{p}\}^{K}=\left[G_{c k}^{T}\right]\{\bar{p}\}^{k c}+\left[G_{s k}^{\Gamma}\right]\{\bar{p})^{k s} \tag{i8}
\end{equation*}
$$

Because NASTRAN has sparse matrix routines of rear optimum efficiency, the time for the calculations indicated in Equations 17 and 18 will not be appreciable. After solving Equation 16 by decomposition and substitution, the symmetrical component variailes, $\{\bar{u}\}^{k c}$ and $\{\bar{u}\}^{k s}$, are forind from Equations 15 . The physical segment variables, $\{u\}^{n}$, are found from Equation 2. The $\{u\}^{n}$ are NASTRAN vectors of the analysis set. They may be expanded to $\left\{u_{g}\right\}$ size by recovering dependent quantities. Stresses in the ph;ical segments are then obtained via the normal stress reduction procedures.

The user may take an alternate route if he knows the transformed values, $\left\{p^{k c}\right\}$ and $\left\{p^{k s}\right\}$, for the forcing functions (loads, enforced displacements, and temperatures). This will, for example, be the case in a stress analysis winich follows a temperature analysis of the same structiral model These data may be input directly to NASTRAN, which wili convert them to the transforred load vectors, $\{\overline{\mathcal{F}}\}^{K}$. Data reduction may also be performed on the transfomed quantilies to obtain the symetrical components of stresses, etc.

A shortened approxitate mathod for static analysis is oyailable merely by setting

$$
\begin{equation*}
\{\bar{u}\}^{K}=0 \tag{19}
\end{equation*}
$$

for all $K>$ max. This is similar to truncating a Fourier series. The stiffness associated with larger K's (short azimuthal wave lengths') tends to be
large, so that these components of displacement tend to be small.
The cyclic symmetry method has also been coded for vibration analysis. The equation of motion in terms of independent degrees of freedom is

$$
\begin{equation*}
\left[\overline{\mathrm{K}}^{\mathrm{K}}-\omega^{2} \overline{\mathrm{M}}^{\mathrm{K}}\right]\{\bar{u}\}^{\mathrm{K}}=0 \tag{20}
\end{equation*}
$$

where $[\bar{M}]^{K}$ is derived by replacing [ $M$ ] for [ $K$ ] in Equation 17. The symmetrical components are recovered with Equation 15. No provision has been made to recover physical segment data in vibration analys's, because the physical interpretation of Equation 4 is straightforward. (Each row of [T] is a vector of the factors for each segment.) The available output data does, however, include the symmetrical components of dependent displacements, internal forces, and stresses.

## Theory for Dihedral Symetry

Dihedral symmetry refers to the case when each individual segment has a plane of reflective symmetry, see Figure 2. The segments are divided about their midplanes to obtain 2 N substructures. The midplane of a segment is designated as side 2. The other boundary, which must also be planar, is called side 1. The two halves of the segment are called the right "R" and left "L" halves. The user prepares model information for one $R$ half segment. He must also supply a list of points on side 1 and another list of points on ride 2.

For the case ot dihedral symmetry, the cyclic transformation described earlier is used in conjunction with reflective symmetry of the segments. The two transformations are commutable, so they may be done in either order. The reflective transform for a segment is

$$
\begin{align*}
& u^{n, R}=u^{n, S}+u^{n, A}  \tag{21a}\\
& u^{n, L}=u^{n, S}-u^{n, A} \tag{2lb}
\end{align*}
$$

Here, the superscript $n$ refers to the $n^{\text {th }}$ segment, and $R, L$ the right and left halves. S and A refer to the symmetric and antisymmetric reflective components.

In the $R$ half segment, displacement components are referred to a right hand coordinate system and in the $L$ half segment, displacement components are referred to a left hand coordinate system. The inverse reflective transform is

$$
\begin{align*}
& u^{n, S}=\frac{1}{2}\left(u^{n, R}+u^{n, L}\right)  \tag{22a}\\
& u^{n, A}=\frac{1}{2}\left(u^{n, R}-u^{n, L}\right) \tag{22b}
\end{align*}
$$

Reflective symmetry is seen to be very simple. The equations of motion at interior points of the $S$ and $A$ half-segment models are identical in form provided that unsymmetrical effects, such as Coriolis forces, are excluded.

The $u^{n, S}$ and $u^{n, A}$ components may be transformed as follows using rotational principles.

$$
\begin{equation*}
u^{n, x}=\bar{u}^{-0, x}+\sum_{k=1}^{k}\left[u^{-k c, x} \cos (n-1) k a+u^{-k s, x} \sin (n-1) k a\right]+(-1)^{n-1} \bar{u}^{-N / 2, x} \tag{23}
\end{equation*}
$$

where $x$ may be either $S$ (symmetric) or $A$ (antisymmetric). The inverse transformation can be found by Equations 8 for both the symmetric and antisymmetric parts.

The constraints between the half segments are summarized in Table 1. The constraints shown apply between points joined together at the boundary planes. "Even components" include displacements parallel to the radial planes between segment halves, rotations about the axes normal to the planes, and temperatures in a thermal analysis. "Scalar points" in a structural analysis have arbitrarily been categorized as even components. "Odd components" include displacements normal to the radial planes and rotations about axes parallel to the planes. In Table 1 the constraint equations for the $S$ and $A$ half-segment model are obtained by substituting Equations 21 into the equations for the $L$ and $R$ half-segment model. The constraint equations for the dihedral transform model are obtained by substituting for $u^{n, x}$ and $u^{n+1, x}$ from Equation 23 and comparing terms with the same dependence on $n$. It can be seen in the table that the $k=0$ and $k=N / 2$ models are completely uncoupled. There is coupling between the $\mathrm{kc}, \mathrm{S}$ and $\mathrm{ks}, \mathrm{A}$ models and also between $\mathrm{kc}, \mathrm{A}$ and $\mathrm{ks}, \mathrm{S}$ models. These two sets of constraint equations are related and one can be found from the other by substituting $\bar{u}^{-k c, S}$ for $\bar{u}^{-k s, S}$ and $\bar{u}^{-k s, A}$ for $-\bar{u}^{-k c, A}$ in the constraint equations. With these substitutions, and noting that the equations of motion are identical at interior points, it is seen that we only need to analyze one coupled pair of symmetric and antisymmetric half segments with different load sets for the ( $\bar{u}^{-k c, S}, \bar{u}^{k s, A}$ ) case and the ( $\bar{u}^{-k s, S},-\bar{u}^{k c, A}$ ) case.

As in the case of general rotational symmetry, a combjned set of independent degrees of freedom is formed from the half models. The independent set $\{\bar{u}\}^{k}$ includes all interior points, the points on side 2 of each half segment
which are not constrained to zero, and new degrees of freedom, $\left\{\bar{u}_{1}\right\}^{K}$, on side 1 such that, for even components in the ( $\mathrm{u}^{-\mathrm{kc}, \mathrm{S}}, \mathrm{u}^{-\mathrm{ks}}, \mathrm{A}$ ) case:

$$
\begin{align*}
& \mathrm{u}_{1}^{\mathrm{kc}, \mathrm{~S}}=\cos \frac{\mathrm{k} \mathrm{\pi}}{\mathrm{~N}} \mathrm{u}_{1}^{\mathrm{K}}  \tag{24a}\\
& \overline{\mathrm{u}}_{1}^{\mathrm{ks}, \mathrm{~A}}=\sin \frac{\mathrm{k} \mathrm{\pi}}{\mathrm{~N}} \mathrm{u}_{1}^{\mathrm{K}} \tag{24b}
\end{align*}
$$

while for odd components:

$$
\begin{align*}
& \mathrm{u}_{1}^{\mathrm{kc}, \mathrm{~S}}=-\sin \frac{\mathrm{k} \pi}{\mathrm{~N}} \mathrm{u}_{1}^{-\mathrm{K}}  \tag{25a}\\
& \bar{u}_{1}^{-\mathrm{ks}, \mathrm{~A}}=\cos \frac{\mathrm{k} \pi}{\mathrm{~N}} \mathrm{u}_{1}^{-K} \tag{25b}
\end{align*}
$$

Equations 24 and 25 are equivalent to the constraints in the third column of Table 1. The transformation to the new set of independent freedoms may be expressed as

$$
\begin{align*}
& \{\bar{u}\}^{k c, S}=\left[G_{S K}\right]\left\{\bar{u}^{K}\right.  \tag{26a}\\
& \{\bar{u}\}^{k s, A}=\left[G_{A K}\right]\{\bar{u}\}^{K} \tag{26b}
\end{align*}
$$

where each row of $\left[\mathrm{C}_{\mathrm{SK}}\right.$ ] or $\left[\mathrm{G}_{\mathrm{AK}}\right.$ ] contains at most a single nonzero term. The transformation matrices for the ( $\mathrm{u}^{\mathrm{ks}, \mathrm{S}},-\mathrm{u}^{-\mathrm{kc}, \mathrm{A}}$ ) case are identical.

The final equation which is solved in static analysis is

$$
\begin{equation*}
[\bar{K}]^{K}\{\bar{u}\}^{K}=\{\bar{P}\}^{K} \tag{27}
\end{equation*}
$$

where the stiffness matrix

$$
\begin{equation*}
[\bar{K}]^{K}=\left[G_{S K}^{T} K G_{S K}+G_{A K}^{T} K G_{A K}\right] \tag{28}
\end{equation*}
$$

and the load vector is obtained by successive application of the inverse reflective symmetry transform, Equations 22, the inverse cyclic symmetry transform, Equations 8, and the final reduction to independent freedoms.

The form of the latter is, for the ( $\mathrm{u}^{\mathrm{kc}, \mathrm{S}}, \mathrm{u}^{-\mathrm{ks}, \mathrm{A}}$ ) case,

$$
\begin{equation*}
\{\bar{P}\}^{K}=\left[G_{S K}\right]^{T}\{\overline{\mathrm{P}}\}^{k c}, S+\left[G_{A K}\right]^{T}\{\bar{P}\}^{k s, A} \tag{29}
\end{equation*}
$$

and for the $\left(\mathrm{u}^{-\mathrm{ks}}, \mathrm{S},-\mathrm{u}^{\mathrm{kc}, \mathrm{A}}\right)$ case,

$$
\begin{equation*}
\{\bar{P}\}^{K}=\left[G_{S K}\right]^{T}\{\bar{P}\}^{k s, A}-\left[G_{A K}\right]^{T}\{\bar{P}\}^{k c, A} \tag{30}
\end{equation*}
$$

The data reduction which follows the solution of Equation 27 in static analysis includes the application of the symmetry transformation to obtain $u^{n, R}$ and $u^{n, L}$, followed by the expansion to $\left\{u_{g}\right\}$ size for each half segment and the calculation of internal loads and stresses. Similar to the case of rotational symmetry, the data reduction for vibration analysis is limited to the recovery of eigenvectors, internal forces, and stresses for symmetrical component sets $\mathrm{u}^{\mathrm{kc}}, \mathrm{S}$ and $\mathrm{u}^{-\mathrm{ks}, \mathrm{A}}$.

SUMMARY OF USER-SUPPLIED INFORMATION

The cyclic symmetry modification to NASTRAN allows the solution of structures with rotational or dihedral symmetry by modeling only one of the identical segments. Special Bulk Data cards and parameters are introduced to specify the method of joining the segments. Solutions are obtained by special DMAP ALTERS to Rigid Formats 1 and 3 . In static analysis, input and output data for each individual segment are designated as separate subcases. The output includes, of course, the simultaneous effects of the loads on all segments. The constrained degrees of freedom and material properties must be the same for all segments. For static analysis, the loads, the values of enforced displacements, and the temperatures may vary from segment to segment. Separate loading conditions are also treated as subcases so that the total number of subcases equals the number of segments (or half segments) times the number of loading conditions.

The SPCD Bulk Data card (Figure 3) is useful for applying enforced boundary displacements (or temperatures). These values are requested by a load set; thus, if different displacements are specified on different segments (i.e., in different subcases), the requested SPC constraint set will not change. This must be done, since looping on constraint sets is not supported in cyclic symmetry analysis.

A Bulk Data card, CYJøIN (see Figure 4), is used to specify how the segments are to be connected. Existing MPC, SPC, and GMIT constraints may be used within the segments. The SUPøRT card for free bodies is forbidden when cycli: symmetry is used, since segment free body modes do not necessarily imply
overall free body modes. Constraints between segments are applied automatically to the degrees of freedom at grid points specified on CYJøIN Bulk Data cards which are not otherwise constrained. Grid points are not allowed to be placed on the axis of symmetry.

The user must also define the following parameters by means of PARAM Bulk Data cards:
Parameter Description

CYTYPE Type of problem: RØT for rotational symmetry, DRL for dihedral symmetry using right and left halves, DSA for dihedral using symmetric and antisymmetric components.
$\mathrm{N} \quad$ Integer - The number of segments.
$K \quad$ Integer - The value of the harmonic index, used only for eigenvalue analysis.

KMAX Integer - The maximum value of $Y$ : used for static analysis. (Default is ALL)

CYCID Integer -+1 for physical segment representation, -1 for cyclic transform representation for input and output of data. Static analysis, default $=1$.

CYCSEQ Integer - Used for method of sequencing the equations in the solution set. +1 for all cosine then all sine terms, -1 for alternating. Default $=-1$.

NLøAD The number of loading conditions in static analysis. Default $=1$.

MODIFICATIONS OF THE NASTRAN CODE

The NASTRAN modifications for cyclic symmetry include DMAP ALTERS to the Executive Control Deck and three new functional modules. The ALTERS and the details of the new functional modules are described in Reference 1. Briefly, the functions of the three modules are as follows:

The first module, called CPCYC, is a geometry processor acting on the CYJøIN data. It identifies and classifies the degrees of freedom involved in the boundary constraints.

The second module, called CYCT1, is used only in static analysis. It transforms excitation quantities (loads) from physical segment components to symmetrical components and it also transforms output displacements from symmetrical components to physical segment components. It is used for both types of symmetry (rotational and dihedral). All input and output quantities are "analysis-size" $\left\{u_{a}\right\}$ vectors.

The third module, called CYCT2, is used to transform load vectors and mass and stiffness matrices from symmetrical components to the solution set (see Equations $16,17,18,28,29,30$ ) and a? so to transform the results back to the symmetrical component sets.

## ADVANTAGES

The NASTRAN cyclic symmetry capability will result in a large saving of user effort and computer time for most applications. The savings result from the following effects:

1. Grid point geometry and element data are prepared for only one segment in the case of rotational symmetry or one half segment in the case of dihedral symmetry.
2. The transformed equations are uncoupled, except within a given harmonic index, $K$, which reduces the order of the equations which must be solved simultaneously to $1 / \mathrm{N}$ or $2 / \mathrm{N}$ (where N is the number of segments or symmetrical half segments) times the order of the original system.
3. Solutions may be restricted to a partial range of the harmonic index, $K$, (e.g., to the lower harmonic orders) which results in a proportionate reduction in solution time. Some accuracy is thereby lost in the case of static analysis but not in vibration analysis.
4. In the case of static analysis, the gMIT feature may be used to remove all degrees of freedom at internal grid points without any loss of accuracy. Since this reduction is applied to a single segment prior to the symmetry transformations, it can greatly reduce the amount of subsequent calculation.

It is instructive to compare the advantages of the NASTRAN cyclic symmetry capability with those offered by reflective symmetry and by conventional substructuring techniques. The savings offered by cyclic symmetry will always equal or exceed those provided by reflective symmetry except for possible differences due to time spent in transforming variabies. For examp?n, when an object has two planes of symmetry and two symmetrical segments (the minimum possible number in this case), the minimum region sizes are both equal to one half segment for the two methods. They are also equal when the object has four symmetrical segments. The advantages of cyclic symmetry for these cases are restricted to those offered by the MIT feature in static analysis and by a higher degree of input and output data organization. Any larger number of symmetrical segments increases the advantage of cyclic symmetry because the size of the fundamental region is smaller.

A method of conventional substructuring which recognizes identical substructures can also restrict the amount of grid point geometry and element data preparation to a single substructure and can use the GMIT feature in the
same way as cyclic symmetry. The advantage which cyclic symmetry retains over conventional substructuring lies in its decomposition of degrees of freedom into uncoupled harmonic sets. This is an important advantage for eigenvalue extraction, but the advantage for static analysis is relatively small and depends in a complex manner on the number of segments and on the method of matrix decomposition.

In addition to the analysis of structures made up of a finite number of identical substructures, cyclic symmetry can also be used for purely axisymmetric structures. In this case the circumferential size of the analysis region is arbitrarily selected to be some small angle, for example, one degree. Grid points are then placed on the boundary surfaces but not in the interior of the region, and the region is filled with ordinary threedimensional elements. The principal advantage of this procedure is that ordinary three-dimensional elements are used in place of specialized axisymmetric elements. In NASTRAN the number of available types and features for ordinary three-dimensional elements far exceeds those available for axisymmetric elements, so that cyclic symmetry immediately enlarges the analysis possibilities for axisymmetric structures. In particular, the rotational symmetry option can accommodate axisymmetric structures with nonorthotropic material properties, which the available axisymmetric procedures cannot. It is possible, in the long run, that cyclic symmetry will completely replace the relatively expensive NASTRAN axisymmetric capability. New input data cards modeled on existing axisymmetric data cards are needed to facilitate the use of cyclic symmetry for this purpose.

EXAMPLE PROBLEMS

Acoustic Vibrations of the Central Cavity in a Solid Rocket Mut.or

NASTRAN includes the ability to solve the acoustic wave equation which may be written in vector notation as

$$
\begin{equation*}
\nabla \cdot \frac{1}{\rho} \nabla P=\omega^{2} \frac{1}{B} P \tag{31}
\end{equation*}
$$

where $P$ is the pressure, $\rho$ is the density, $B$ is the bulk modulus, and $\omega$ is the frequency in radians per unit time. The theoretical development of finite fluid elements for solving problems with axisymmetric geometry is described in Section 16.3 of the NASTRAN Theoretical Manual, Reference 6 . One of the products of that development, namely the family of CSL申T elements, can be used to solve the planar wave equation for a fluid disk of either constant or variable thickness, provided that there is no variation of pressure normal to the plane of the disk.

The CSLPT elements were used, in the present application, to model the prismatic central cavity of a typical solid rocket motor whose cross section is
shown in Figure 5. The cross-section has dihedral symmetry with seven segments (fourteen half segments). The axial length of the cavity is long compared to its diameter, and the problem of interest was the calculation of the lowest lateral vibration mode, i.e., the lowest mode exhibiting a pressure gradient across the diameter of the cavity. From the derivations described earlier in the paper, it is clear that the vibration modes of the cavity have distinct harmonic indices K ; it is also clear, from physical reasoning, that $\mathrm{K}=1$ produces the lowest lateral mode. Thus, calculations were restricted to $\mathrm{K}=1$.

The finite element model for a single half segment is shown in Figure 6. It contains 71 grid points (with one degree of freedom per grid point), 39 triangular CSLØT3 elements and 29 quadrilateral CSLØT4 elements. A model based on reflective symmetry would have seven times as many finite elements. The mesh spacing is finer in the region where large pressure gradients are expected. Details of the modeling process for this problem are described in Reference 7. The frequency of the lowest lateral mode was calculated to be 17410 hertz. The distribution of radial velocities at lobe throats is indicated in Figure 5. The mode shape results produced by the computer are the symmetrical components, $\bar{u}^{-1 c}, S$ and $\bar{u}^{-1 s}, A$, for the pressures at grid points, and for the velocity components within elements. The formulas used to get physical components, obtained by combining Equations 21 and 23 , are

Right Half Segments:

$$
\begin{equation*}
u^{n, R}=\bar{u}^{-1 c, S} \cos (n-1) a+\bar{u}^{-1 s, A} \sin (n-1) a \tag{32a}
\end{equation*}
$$

Left Half Segments:

$$
\begin{equation*}
u^{n, L}=u^{-1 c, s} \cos (n-1) a-u^{-1 s, A} \sin (n-1) a \tag{32b}
\end{equation*}
$$

## Parabolic Reflector for the ATS-F Spacecraft

An artist's rendering of the deployed lockheed $30-\mathrm{ft}$ parabolic reflector on the ATS-F spacecraft is shown in Figure 7. The antenna is composed of 48 flexible aluminum ribs cantilevered symmetrically about a central hub at 7.5 degree increments. The reflective surface consists of a thin mesh woven from copper coated dacron yarn. When deployod, the mesh is under tension so as to remain taut during orbit.

The parabolic ribs have an "open-C" (i.e., semi-lenticular) cross section which tapers in both width and dopth from the rib attachment at the central hub to the outer tip. This construction permits the ribs to be wrapped tightly around the hub in the stored configuration. As shown in Figure 8, integral stiffeners and varying diameter holes to accommodate deformations during storage are characteristic of the design. The nonisotropic mesh is formed by double strand radial and single strand circumferential yarn. Tests have shown that

Poisson's ratio is essentially zero for this material so that circumferential and radial yarns can be assumed to act independently.

It is clear from the shape of the ribs that the structure does not possess dihedral symmetry. It does, however, possess rotational symmetry and it was modeled by describing only one 7.5 degree segment. For the analysis the chosen segment had the rib centrally located with the mesh extending 3.75 degrees on either side. The rib was modeled using 745 grid points, i.e., 5 grid points through each section at 149 sections along the rib. 592 CQUAD2 elements, 60 CONR $\varnothing D$ elements, and 300 CBAR elements were employed. The thicknesses of the quadrilaterals were adjusted to account for the holes, and the bars and rods were used to represent the integral stiffeners. 50 additional grid points were used to model the mesh, i.e., one mesh point on either side of the rib at each of 25 stations along the rib. The effects of the radial mesh strands were neglected in the analysis and only the circunferential strands were included. To represent the elastic stiffness of the mesh, 50 CR $\emptyset D$ elements were attached circumferentially at the same 25 stations along the rib. 100 CELAS2 elements were employed at these stations to represent the radial and axial "stringstiffness" arising from the pre-tension in the mesh.

The MMIT feature was utilized to reduce the original problem of nearly 4600 degrees of freedom to an analysis set containing 234 freedoms. This was accomplished by eliminating all freedoms on the rib except those at 14 points distributed along the edge next to the reflector. The 234 members of the analysis set consisted of $3 \times 50=150$ translational degrees of freedom at the boundary mesh points and $6 \times 14=84$ translational and rotational degrees of freedom along the rib. Model generation, Guyan reduction, and extraction of three eigenvalues using the inverse power method took about 30.0 minutes of CPU time on the Goddard Space Flight Center IBM 360/95 computer.

The computed frequencies for the three lowest axisymmetric ( $K=0$ ) modes and the lowest lateral $(K: 1)$ mode are as follows:

| K value | Freg. (hertz) |
| :--- | :--- |
| 0 | 1.19 (test 1.17) |
| 0 | 6.11 |
| 0 | 6.46 |
| 1 | 4.73 |

In the lowest $K=0$ mode the tips of the ribs move collectively in the azimuthal direction. Its computed frequency compares well with the experimentally measured frequency.
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|  | $L$ and $R$ HalfSegment Model | S and A Half-Segment Model | Dihedral Transform Model |
| :---: | :---: | :---: | :---: |
| Side 1 <br> Even Comp | $u^{n+1, R}=u^{n, L}$ | $u^{n+1, S}+u^{n+1, A}=u^{n, S}-u^{n, A}$ | $\begin{aligned} & u^{0, A}=-s u^{k c, S}+c u^{k s, A}= \\ & -\mathrm{su}^{k s, S}-\mathrm{cu}^{\mathrm{kc}, \mathrm{~A}}=\mathrm{u}^{\mathrm{N} / 2, \mathrm{~S}}=0 \end{aligned}$ |
| Side 1 <br> Odd Comp | $u^{n+1, R}=-u^{n, L}$ | $u^{n+1, S}+u^{n+1, A}=-u^{n, S}+u^{n, A}$ | $\begin{aligned} & u^{0, S}=c u^{k c, S}+s u^{k s, A}= \\ & c u^{k s, S}-s u^{k c, A}=u^{N / 2, A}=0 \end{aligned}$ |
| Side 2 <br> Even Comp | $u^{n, L}=u^{n, R}$ | $u^{n, A}=0$ | $\mathrm{u}^{-\mathrm{O}, \mathrm{A}}=\mathrm{u}^{-\mathrm{kc}, \mathrm{A}}=\mathrm{u}^{-\mathrm{ks}, \mathrm{A}}=\mathrm{u}^{-\mathrm{N} / 2, \mathrm{~A}}=0$ |
| Side 2 <br> Odd Comp | $u^{n, L}=-u^{n, R}$ | $u^{n, s}=0$ | $\mathrm{u}^{-\mathrm{o}, \mathrm{S}}=\mathrm{u}^{-\mathrm{kc}, \mathrm{S}}=\mathrm{u}^{-\mathrm{ks}, \mathrm{S}}=\mathrm{u}^{-\mathrm{N} / 2, \mathrm{~S}}=0$ |



1. The user models one segment.
2. Each segment has its own coordinate system which rotates with the segment.
3. Segment boundaries may be curved surfaces. The local displacement coordinate systoms must conform at the joining points. The user gives a paired list of points on Side 1 and Side 2 which are to be joined.

Figure 1. Rotational Symatry


1. The user models one-half segment (an $R$ segment). The $L$ half segments are mirror images of the $R$ half segments.
2. Each half segment has its own coordinate system which rotates with the segment. The $L$ half segments use left hand coordinate systems.
3. Segment boundaries must be planar. Local displacement systems axes, associated with intersegment boundaries, must be in the plane or normal to the plane. The user lists the points on Side 1 and Side 2 which are to be jeined.

Figure 2. Dihedral Symmetry

Input Data Card SPCD

Description: Defines an enforced displacement value for static analysis, which is requested as a $L D A D$.

Format and Example:

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPCD | SID | G | C | D | G | C | D |  |  |
| SPCD | 100 | 32 | 436 | -2.6 | 5 |  | +2.9 |  |  |

Field
SID

G

C

D

Remarks: 1. A coordinate referenced on this card must be referenced by an SPC or SPCl data card.
2. Values of $L$ will override to values specified on an SPC Bulk Data card, if the LDAD set is requested.
3. The Bulk Data LqAD combination card will not request an SPCD.
4. At least one Bulk Data load card (FRRCE, SLQAD, etc.) is required in the load set selected in case control.

Figure 3. SPCD Bulk Data Card Format

## Input Data Card CYJøIN

Description: Defines boundary points of segments in cyciic symmetry problems.
Fo.mat and Example:

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CYJØIN | SIDE | C | G1 | G2 | G3 | G4 | G5 | G6 | abc |
| CYJØIN | 1 |  | 7 | 9 | 16 | 25 | 33 | 64 | ABC |


| +bc | $\mathrm{G7}$ | G 8 | $\mathrm{G9}$ | -etc. - |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| +BC | 72 |  |  |  |  |  |  |  |  |

Alternate Form

| CYJ $\emptyset I N$ | SIDE | C | GID1 | "THRU" | GID2 |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| CYJøIN | 2 | 5 | 6 | THRU | 32 |  |  |  |  |

Field
SIDE

C

Gi,GIDi

Contents
Side Identification (Integer 1 or 2)
Coordinate System (BCD R,C or S or blank)
Grid or scalar point identification numbers (Integer >0)

Renarks: 1. CYJøIN Bulk Data cards are only used f,r cyclic symmetry problems. A parameter (CTYPE) must specify rotational or dihedral symnetry.
2. For rotational problems there must be one logical card for $\operatorname{SIDE}=1$ and one for SIDE=2. The two lists specify grid points to be connected, hence both lists must have the same length.
3. For dihedral problems, side 1 refers to the boundary between segments and side 2 refers to the middle of a segnent. A coordinate system must be referenced in field 3 , where $R=$ rectangular, $C=$ vindrical, and $S=$ spherical. If a rectangular system is chosen, the 1 and 3 axes must lie in the boundary plane.
4. All components of displacement at boundary points are connected to adjacent segments, except those constrained by SPC, MPC, or QMIT.

Figure 4. CYJøIN Bulk Data Card Format


moty


Figure 7. ATS-F Spacecraft with 30-ft Paradolic Reflector




# THREE ISOPARAMETRIC SOLID ELEMENTS FOR NASTRAN 

By Stephen E. Johnson and Eric I. Field
Universal Analytics, Inc. Los Angeles, California

## SUMMARY

Linear, quadratic, and cubic isoparametric hexahedral solid elements have been added to the element library of NASTRAN. These elements are available for static, dynamic, buckling, and heat-transfer analyses. Because the isoparametric element matrices are generated by direct numerical integration over the volume of the element, variations in material properties, temperatures, and stresses within the elements are represented in the computations. In order to compare the accuracy of the new elements, three similar models of a slender cantilever were developed, one for each element. All elements performed well. As expected, however, the linear element model yielded excellent results only when shear behavior predominated. In contrast, the results obtained from the quadratic and cubic element models were excellent in both shear and bending.

## INTRODUCTION

New aerospace vehicle concepts, such as the Space Shuttle, have added impetus for the continued updating oi NASTRAN with the best state-of-the-art finite element technology. In response to this need, the three-dimensional family of linear, quadratic, and cubic isoparametric hexahedral solid elements were developed for and installed in NASTRAN. These three new elements significanty improve NASTRAN's capability to solve any three-dimensional solid problem requiring static, dynamic, buckling, and/or heat-transfor analysis.

## THEORETICAL BACKGROUND

Hexahedron solid isoparametric elements may be used to analyze any threedimensional continuum composed of isotropic or anisotropic materials. Examples include thick inserts in rocket engine nozzles, thermal protection system insulations, soil structure interaction problems, and geometrically complex thick-walled mechanical components such as pumps, valves, etc. These solid elements have only three degrees of freedom at each grid point (the three displacement components), and they may be combined with all other nonaxisymmetric NASTRAN elements.

The isoparametric solid elements were first presented by Irons, Ergatoudis and Zienkiewicz [Refs. 1 to 4]. Isoparametric solid elements employing either eight, twenty or thirty-two grid points have been found to be suitable to solve most problems (Figure 1). These elements correspond to assuming a linear, quadratic, and cubic variation of displacement, respectively. Clough [Ref. 5] conducted an evaluation of three-dimensional solid elements and showed that the isoparametric elements were superior to other solid elements. He further
pointed out that the choice of which isoparametric element is best to use depends on the type of problem being solved. For problems involving shear and bending type deformations, the higher order elements are preferred over the linear elements which should be used for problems in which shear stresses predominate. It is for this reason that all three isoparametric elements have been incorporated into NASTRAN.

The governing equations for isoparametric elements are based on minimum energy principles. The derivation of these equations assumes a displacement function over the element which depends on grid point displacements only. The governing equations are obtained by minimizing the Potential Energy which is evaluated in terms of these displacement functions.

## Jisplacement Functions

The name isoparametric is derived from the fact that the interpolating or shape functions used to represent the deformation of the element are also used to represent the geometry of the element. This choice insures that the element displacement functions satisfy the criteria necessary for convergence of the finite element analysis [Ref. 4]. Referring to the curvilinear coordinates ( $\xi, \eta, \zeta$ ) shown in Figure 1 , the rectangular basic $x, y, z$ coordinates at any point in the ement are obtained from the NASTRAN basic coordinates at each of the n grid points by:

$$
\left\{\begin{array}{l}
x  \tag{1}\\
y \\
z
\end{array}\right\}=\sum_{i=1}^{n} N_{i}(\xi, \eta, \zeta)\left\{\left.\left._{j}^{x}\right|_{z} ^{x}\right|_{i}\right.
$$

where the $N_{1}(\xi, \eta, \zeta)$ are shape functions which depend on the number of grid points used to define the element geometry. The $N_{i}$ functions are either linear quadratic, or cubic, and correspond to employing two, three, or four grid points respectively, along each edge of the element. This choice insures that there are no geometric gaps between grid points. Expressions for the shape functions may be found in Reference 6.

The deformation of the element is represented with the identical interpolating functions used to define the geo: cry; that is:

$$
\left\{\begin{array}{l}
u  \tag{2}\\
v \\
w
\end{array}\right\}=\sum_{i=1}^{n} N_{i}(\xi, n, \zeta)\left\{\left._{v}^{u}\right|_{i} ^{u}\right.
$$

where $u, v$ and $w$ are displacements along the $x, y$ and $z$ basic coordinate axes. The displacement functions $N_{i}(\xi, \eta, \zeta)$ satisfy the required convergence criterion of adequately representing a constant strain state, and insure interelement compatibility along the complete element boundary [Ref. 4].

## Strain-Displacement Reiations

Equation (2) may be used in the well-known strain-displacement relations for a three-dimensional continuum [Ref. 7] to define the strain vector $\{\varepsilon\}$ in terms of the grid point displacements:

In order to evaluate the strain matrix [C], the derivatives of the shape functions $N_{i}$ with respect to $x, y$, and $z$ must be calculated. Since $N_{i}$ is defined in terms of $\xi, n$ and $\zeta$, it is necessary to use the relation that

$$
\left\{\begin{array}{l}
\partial N_{1}  \tag{5}\\
\frac{\partial x}{\partial N_{1}} \\
\frac{\partial y}{\partial N_{1}} \\
\frac{\partial z}{\partial z}
\end{array}\right\}=[J]^{-1}\left\{\begin{array}{l}
\partial N_{1} \\
\partial \xi \\
\partial N_{1} \\
\frac{\partial n}{\partial N_{1}} \\
\frac{\partial N_{1}}{\partial \zeta}
\end{array}\right\}
$$

where [J] is the Jacobian matrix. It is easily evaluated by noting that

$$
[J]=\left[\begin{array}{ccc}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi}  \tag{6}\\
\frac{\partial x}{\partial n} & \frac{\partial y}{\partial n} & \frac{\partial z}{\partial n} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{array}\right]=\left[\begin{array}{llll}
\frac{\partial N_{1}}{\partial \xi}, & \frac{\partial N_{2}}{\partial \xi_{2}}, & \cdots & \frac{\partial N_{n}}{\partial \xi} \\
\frac{\partial N_{1}}{}, & \frac{\partial N_{2}}{\partial n}, & \frac{\partial N_{n}}{\partial n}, & \cdots \\
\frac{\partial n}{} \\
\frac{\partial N_{1}}{\partial \zeta}, & \frac{\partial N_{2}}{\partial \zeta}, & \cdots & \frac{\partial N_{n}}{\partial \zeta}
\end{array}\right]\left[\begin{array}{lll}
x_{1} & y_{1} & z_{1} \\
& & \\
x_{2} & y_{2} & z_{2} \\
\vdots & \vdots & \vdots \\
x_{n} & y_{n} & z_{n}
\end{array}\right]
$$

where the subscript; $i, 2, \ldots n$ denote the $n$ grid points of an element.

## Stress-Strain Relations

The stress-strain relations for a general elastic material are

$$
\begin{equation*}
\{\sigma\}=\left[G_{e}\right]\left\{\varepsilon-\varepsilon_{t}\right\} \tag{7}
\end{equation*}
$$

where $\{\sigma\}$ is the $6 \times 1$ stress vector in the basic coordinate system, $\left[G_{e}\right]$ is a $6 \times 6$ symmetric clastic material matrix, and $\left\{\varepsilon_{t}\right\}$ is the $6 x l$ thermal strain vector. This thermal strain vector is defined as

$$
\begin{equation*}
\left\{\varepsilon_{t}\right\}=\left\{\alpha_{e}\right\} \cdot \sum_{i=1}^{n} N_{i}(\xi, n, \zeta) T_{i} \tag{8}
\end{equation*}
$$

where $\left\{\alpha_{e}\right\}$ is a vector of 6 thermal expansion coefficients, and $T_{i}$ is the temperature at the $i^{\text {th }}$ element grid point.

## Stiffness, Mass, and Load Matrices

The stiffness, mass, and load matrices for the isoparametric element are derived by application of the Principle of Virtual Wori. These element matrices, relative to the basic coordinate system, are given by

$$
\begin{align*}
& {\left[K_{e e}\right]=\int_{-1}^{+1} \int_{-1}^{+1} \int_{-1}^{+1}[C]^{T}\left[G_{e}\right][C]|J| d \xi d n d \zeta}  \tag{9}\\
& {\left[M_{e e}\right]=\int_{-1}^{+1} \int_{-1}^{+1} \int_{-1}^{+1} \rho[N]^{T}[N]|J| d \xi d n d \zeta} \tag{10}
\end{align*}
$$

$$
\begin{align*}
& \left\{P_{e}^{t}\right\}=\int_{-1}^{+1} \int_{-1}^{+1} \int_{-1}^{+1}[C]^{T}\left[G_{e}\right]\left\{\alpha_{e}\right\}|J|\left(\sum_{i=1}^{n} N_{1} T_{i}\right) d \xi d \eta d \zeta  \tag{11}\\
& \left\{P_{e}^{P}\right\}=-\int_{-1}^{+1} \int_{-1}^{+1} P_{-\zeta}[N(\xi, \eta,-1)]^{T}|J|\left\{J_{\zeta}^{-1}\right\} d \xi d \eta \\
& -\int_{-1}^{+1} \int_{-i}^{+1} P_{-n}[N(\xi,-1, \zeta)]^{T}|J|\left\{J_{n}^{-1}\right\} d \xi d \zeta \\
& +\int_{-1}^{+1} \int_{-1}^{+1} P_{+\zeta}[N(\xi, n,+1)]^{T}|J|\left\{J_{\zeta}^{-1}\right\} d \xi d \eta \tag{12}
\end{align*}
$$

where [ $K_{e e}$ ] is the element stiffness matrix in the basic coordinate system, [ $M_{e e}$ ] is the mass matrix, $\left\{P_{e}{ }^{t}\right\}$ is the thermal load vector, and $\left\{P_{e}{ }^{P}\right\}$ is the pressure load vector derived from surface pressures on each of the six faces of the solid element. $|J|$ is the determinant of the Jacobian matrix, and [ $N$ ] is a matrix of the isoparametric shape function defined by

$$
[N]=\left[\begin{array}{lll:lll:l}
N_{1} & 0 & 0 & N_{2} & 0 & 0 &  \tag{13}\\
0 & N_{1} & 0 & 0 & N_{2} & 0 & \cdots \\
0 & 0 & N_{1} & 0 & 0 & N_{2} & N_{n} \\
0 & 0 \\
0 & N_{n} & 0 \\
0 & 0 & N_{n}
\end{array}\right]
$$

$P_{-\zeta}$ is the uniform normal pressure (positive outward) applied to the face of the element where $\zeta=-1 ; \quad P_{-\eta}$ is the pressure applied to the face where $\eta=-1$, etc.; and $\left\{J_{\xi}^{-1}\right\},\left\{J_{\eta}^{-1}\right\}$, and $\left\{J_{\zeta}^{-1}\right\}$ are the first, second, and third columss, respectively, of the inverse of the Jacobian matrix. Products like $|J|\left\{J_{\xi}^{-1}\right\}$ in the expression for pressure load are equivalent to a vector of direction cosines multiplied by a surface area scaling factor relating the curviinear coordinates to the basic coordinate system.

The integrals in equations (9) to (12) are evaluated numerically by using the method of Gaussian Quadrature [Ref. 8]. In the above equations, therefore, [C], $|J|$, and [ $N$ ] must be evaluated at each interior point used for numerical integration. $\left[G_{e}\right],\left\{\alpha_{e}\right\}$, and $p$ can also be evaluated at each integration point. Thus, variations in these quantities are allowed because of, say, temperaturedependent m?terial.

The computations for the iscparametric elements are carried out in the basic coordinate system. If the global coordinate system at any grid point is different from the basic system, the final matrices and vectors are transformed into that global system.

## Stress Recovery

The equation for calculating element stresses at any interior point of an isoparametric element may be obtained by combining equations (3), (7), and (8) a follows:

$$
\begin{equation*}
\{\sigma\}=\left[G_{e}\right]\left([C]\left\{u_{e}\right\}-\left\{\alpha_{e}\right\} \cdot\left(\sum_{i=1}^{n} N_{1} T_{i}\right)\right) \tag{14}
\end{equation*}
$$

[C] and $N_{1}$ are functions of the element curvilinear coordinates $\xi, \eta, \zeta$ evaluated at the point at which stresses are desired.

## Differential Stiffness Matrix

The differential stiffness matrix for the isoparametric solid element is derived by adding the energy of an inital stress state to the potential energy function. This additional energy is derived in Reference 9 and is given by

$$
\begin{align*}
& W_{p}=\frac{1}{2} \int_{v}\left[\omega_{x}^{2}\left(\sigma_{y}+\sigma_{z}\right)+\omega_{y}^{2}\left(\sigma_{x}+\sigma_{z}\right)+\omega_{z}^{2}\left(\sigma_{x}+\sigma_{y}\right)\right. \\
& \left.-2 \omega_{x} \omega_{y} \tau_{x y}-2 \omega_{y} \omega_{z} \tau_{y z}-2 \omega_{z} \omega_{x} \tau_{z x}\right] d V \tag{15}
\end{align*}
$$

where the rotations are given by the relations

$$
\begin{align*}
& \omega_{x}=\frac{1}{2}\left(\frac{\partial w}{\partial y}-\frac{\partial v}{\partial z}\right) \\
& \omega_{y}=\frac{1}{2}\left(\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}\right)  \tag{16}\\
& \omega_{z}=\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right)
\end{align*}
$$

These rotations may be expressed in terms of the grid point displacements by using equation (1):

## REPRODUCIBIIITY OF THE ORIGINAL PAGE IS POOR.

$$
\left[\overline{\mathrm{C}}_{1}\right]=\frac{1}{2}\left[\begin{array}{ccc}
0 & -\frac{\partial N_{1}}{\partial z} & \frac{\partial N_{1}}{\partial y}  \tag{18}\\
\frac{\partial N_{1}}{\partial z} & 0 & -\frac{\partial N_{i}}{\partial x} \\
-\frac{\partial N_{i}}{\partial y} & \frac{\partial N_{1}}{\partial x} & 0
\end{array}\right]
$$

Substituting equation (17) into equation (15) and adding this function to the otential energy expression yields the differential stiffness matrix:

$$
\left.\mathrm{k}_{\mathrm{ee}}^{\mathrm{d}}\right]=\int_{-1}^{+1} \int_{-1}^{+1} \int_{-1}^{+1}[\overline{\mathrm{C}}]^{T}\left[\begin{array}{ccc}
\sigma_{y}+\sigma_{z} & -\tau_{x y} & -\tau_{z x}  \tag{19}\\
-\tau_{x y} & \sigma_{x}+\sigma_{z} & -\tau_{z y} \\
& {[\overline{\mathrm{C}}]|\mathrm{J}| \mathrm{d} \xi \mathrm{~d} \mid \mathrm{d} \zeta, ~}
\end{array}\right]
$$

As with the structural stiffness matrix, this integral is evaluated using the nethod of Gaussian Quadrature. The differential stiffness is computed in the basic coordinate system and then transformed, as required, to the NASTRAN blobal system.

## IMPLEMENTATION

Many existing NASTRAN functional modules and subroutines were modified to mplement the isoparametric snlid elements. Several new subroutines were also added. These modules and brief descripitions of the changes tu each are listed In Table 1. The detailed description of these changes presented in Reference 10 tan be used to augment the NASTRAN Programer's Manual instructions, Section 6.8, fo assist in the installation of other new elements of similar complexity. Many of the changes are those normally required when implementing new elements. However, in this case, changes were also required in the PLDT module (to plot three-dirensional elements), the GP3 module (to process a new external pressure load). ad in various other modules to accommodate the large space requirements of the 32-grid-point cubic element.

It should be noted that the isoparametric elements were installed in functional modules SMA1, SMA2, and DSMG1 on an interim basis only. The element natrix subroutines were designed specifically for the new Element Matrix Generator module and will be made available with Level 16 of NASTRAN.

## EVALUATION

A slender cantilever beam model was chosen to evaluate the performance of the three new isoparametric solid elements in NASTRAN. This model was chosen for two reasons: (1) theoretical solutions are well known, and (2) solid finite
elements characteristically do not perform well when used to model structures which exhibit predominant bending behavior.

Three models were prepared as shown in Figures 2. 3, and 4, one with each of the three elements: IHEX1, IHEX2, and IHEX3, the linear, quadratic, and cubic elements, respectively. All three beam models had a length (L) of 3.66 m (144 in.) and a uniform rectangular cross section with depth (D) of 0.61 m ( 24 in. ) and width ( $W$ ) of 0.30 m ( 12 in. ). The same uniform material properties shown in Table 2 were used for all three models. Static, normal modes, and buckling analyses were performed for each of the beam models.

## Statics

For the static analyses, all deg ees of freedom at the base of the beam ( $2=0$ ) were completely fixed. All three models were subjected to the same four loading conditions:

$$
\begin{aligned}
& \text { 1. Linear thermal gradient (Y-direction) } \\
& T=322.04 K \text { at } Y=0\left(120^{\circ} F \text { at } Y=0\right) \\
& T=188.71 K \text { at } Y=0.6 l_{m}\left(-120^{\circ} F \text { at } Y=24 \mathrm{in} .\right)
\end{aligned}
$$

2. Uniform temperature rise $\Delta T=55.56 \mathrm{~K}\left(100^{\circ} \mathrm{F}\right)$
3. Compressive axial pressure (Z-direction)

$$
P_{Z}=-2.954 \times 10^{8} \mathrm{~N} / \mathrm{m}^{2} \text { at } Z=3.66 \mathrm{~m}(-42837 \mathrm{psi} \text { at } Z=144 \mathrm{in.})
$$

4. Transverse pressure ( $Y$-direction)

$$
\mathrm{P}_{\mathrm{Y}}=6.895 \times 10^{5} \mathrm{~N} / \mathrm{m}^{2} \text { at } \mathrm{Y}=0(100 \mathrm{psi} \text { at } Y=0)
$$

The results for the tip displacements are sumarized in Table 3, where the computed solutions are compared with the theoretical solutions. The maximum error for the linear IHEXI element was $10.3 \%$ for the transverse pressure load. For the quadratic and cubic elements, IHEX2 and IHEX3, the maximum errors of $4.5 \%$ and $3.5 \%$, respectively, occurred in the solutions for the themal gradient load. For the transverse pressure load, the errors were $1.6 \%$ for the IHEX2 element model, and $1.1 \%$ for IHEX3. Thus, the higher order isoparametric sclid elements perform very well when used to model the bending behavior of this beam.

## Normal Modes

In the normal mode analyses, the same single point constraints were applied to all three models in the following manner: All 2 components of displacement in the plane $2=0$ and all $Y$ components along the liue $2=0$, $Y=0.30 \mathrm{~m}(12 \mathrm{in}$.$) , were fixed. For the IHEXI and IHEX3 models only, all X$ components along the line $Z=0, X=0$, were fixed. For the IHEX2 model cnly, the $X$ components along the line $Z=0, X=-0.15 m(6 \mathrm{in}$.$) , were fixed. This$ system of constraints was chosen to allow dilatation at the base of the beam. The particular set of constraints used for the IHEX2 model has the additional advantage of symatry.

The inverse power method was used to extract the first three normal modes of each model. The results for the natural frequencies are summarized in Table 4. The computed natural frequencles for the IHEX2 and IHEX3 $\pi$ iels are within 3.0 per cent of the theoretical solution. The natural frequency for the IHEXI model is $2.7 \%$ off for bending in the Y-direction, but it is off by $18.3 \%$ and $15.8 \%$ for the two bending modes about the X -dircction. These er: s are probably caused by an insufficient number of elements through the width of the beam in the $X$-direction. Using a smaller mesh size with more IHEXI elements would improve these results at the expense of increased computer costs. This problein, therefore, serves to demonstrate even more clearly the superiority of the IHEX2 and IHEX3 elements over the THEZi element for modeling the bending behavior of structures.

All the computed mode shapes for ali three rodels showed excellent correlation with the theoretical solution [Ref. 11]. Comparative plots of the mode shapes are not included in this paper because there would be no visible distinction between computed and theoretical solutions.

## Bucking

Each of the three beam models was used to compute the critical buckling load for axial pressure. The same system of constraints used to compute normal modes was used to compute the axial pressure buckling load. The applied pressure on the end of the beam was $-2.954 \times 10^{\circ} \mathrm{N} / \mathrm{m}^{2}(42,837 \mathrm{psi})$. This amounts to a tetal applied force of $-5.406 \times 10^{7} \mathrm{~N}\left(-1.234 \times 10^{7} 1 \mathrm{~b}\right)$, which is equal to the theoretical critical load for buckling in the $X$-direction. Therefore, the fundamental eigenvalue for buckling should have been unity.

Again, the inverse power method was used to extract the three lowest buckling modes. The resuits for the buckling eigenvalues $\lambda$ are fresented in Table 5. The IHEX2 and IHEX3 elemant results are excellent. They are within $0.7 \%$ of the theoretical solution. The eigenvalue for the IAEXI element modri is in error by leis than $10 \%$ for buckling in the $Y$-direction. Rowever, it is off by more than $40 \%$ for both buckling modes in the X-direction. This situation is siminr to that of the normal mode problem for the IHEX: element model. Again, it is probably due to the lack of an adequate number of elements through the width of the beam in the $x$-direction.
as was the case for thi: normal modes problem, the mode shapes computed by NASTRAN for buckling were very close to the theoretical shapes. Thus, no plots comparing computed shapes with theoretical shapes are included in this paper.

## concluding kmarks

All three isoparametric solid elements produced good results for static, nurmal mode, and buckling analyses. As expected, the linear element results showed that it is beat used when shear betavior predominates. The superiority of the quadratic and cubic elements was confirmed by the excellent resui is obtained in both the bending and the shear behavior of a cantilever beam wodel. Therefore, the implementation of these three isoparametric solid elemer's, which provide for variations in both material propertice and stressec throughout the element, does greatly enhance the total modeiing capability of NASTRAN.
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TABLE 1. FUNCTIONAL MODULE MODIFICATIONS TO IMPLEMENT ISOPARAMETRIC SOLID ELEMENTS

| IFP | - New Bulk Data cards were added |
| :---: | :---: |
| GP2 | - Array sizes were increased to accommodate elements with 32 grid points |
| PLTSET | - Array sizes were increased to accommodate elements with 32 grid points |
| PLDT | - Capability for plotting solid elements was implemented |
| GP3 | - Processing of the isoparametric element pressure card was implemented |
| TAl | - Capability to appenc grid point temperatures to EST/ECPT entries was implemented |
| SMAI | - Stiffness and conductance matrix generation for the new elements was inplemented |
| SMA2 | - Mass and capacitance matrix generation for the new elements was implemented |
| SSG1 | - Load vector generation for thermal and pressure loads on the new elements was implemented |
| DSMGI | - Differential stiffness matrix generation for the new elements was implemented |
| SDR2 | - Stress calculations for individual grid points of the new elements was implemented |
| ¢FP | - Stress printout formats for the new elements were implemented |

table 2. material properties of the cantilever beam models

| Symbol | Description | Value (SI) | Value (English) |
| :--- | :--- | :--- | :--- |
| E | Young's modulus | $2.068 \times 10^{11} \mathrm{~N} / \mathrm{m}^{2}$ | $30 \times 10^{6} \mathrm{lb} / \mathrm{in}^{2}$ |
| $\nu$ | Poisson's ratio | 0.3 | 0.3 |
| $\alpha$ | Coef. of thermal expansion | $2.570 \times 10^{-5} \frac{\mathrm{~m}}{\mathrm{~m}-\sigma^{\circ} \mathrm{K}}$ | $1.428 \times 10^{-5} \frac{\mathrm{in}}{\mathrm{in}-{ }^{\circ} \mathrm{F}}$ |
| $\rho$ | Mass density | $20.86 \mathrm{~kg} / \mathrm{m}^{3}$ | $7.535 \times 10^{-4} \mathrm{lb} / \mathrm{in}^{3}$ |

table 3. COMPARISON OF TIP DEFLECTIONS FOR NASTRAN AND THEORETICAL SOLUTIONS FOR FOUR STATIC LOADING CONDITIONS

| Load Case | Description | NASTRAN Solutions |  |  |  |  |  | Theoretical Solution* Tip Defl., cm |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IHEX1 Model |  | IHEX2 Mode1 |  | IHEX3 Model |  |  |
|  |  | $\underset{\mathrm{cm}}{\text { Def1., }}$ | $\begin{gathered} \text { Error } \\ \% \end{gathered}$ | $\begin{gathered} \text { Defl., } \\ \mathrm{cm} \end{gathered}$ | $\begin{gathered} \text { Erroz } \\ \% \end{gathered}$ | Defl., <br> cm | $\begin{gathered} \text { Error, } \\ \% \end{gathered}$ |  |
| 1 | Thermal Gradient | 3.668 | 2.5 | 3.932 | 4.5 | 3.894 | 3.5 | 3.762 |
| 2 | Uniform Temperature | . 5367 | 2.8 | . 5344 | 2.3 | . 5304 | 1.6 | . 5222 |
| 3 | Axial Compression | -. 5179 | 0.8 | -. 5187 | 0.7 | -. 5199 | 0.4 | -. 5222 |
| 4 | Transverse Pressure | . 3612 | 10.3 | . 3965 | 1.6 | . 3985 | 1.1 | . 4028 |
| *Theoretical Solutions |  |  |  |  |  |  |  |  |
| Load Case 1 Load C |  | ase 2 | Load Case 3 |  |  | Load Case 4 |  |  |
| $\delta_{Y}$ | $\frac{a \Delta T L^{2}}{2 D} \quad \delta_{\%}=0$ | $\delta_{z}=a \Delta T L$ | $\delta_{Z}=\frac{P_{Z} L}{E}$ |  |  | $\delta_{Y}=\frac{3 P_{Y} L^{4}}{2 E D^{3}}\left[1+\frac{4 D^{2}}{5 L^{2}}\right]$ |  |  |
|  | $3.762 \mathrm{~cm} \quad \delta_{Y}=.5$ | $\delta_{Y}=.5222 \mathrm{~cm}$ | $\delta_{Y}=-.5222 \mathrm{~cm}$ |  |  | $\delta_{Y}=.4028 \mathrm{~cm}$ |  |  |

434

TABLE 4. COMPARISON OF NATURAL FREQUENCIES FOR NASTRAN AND THEORETICAL SOLUTIONS

| Mode | Description | NASTRAN Solutions |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IHEXI Model |  | IHEX2 | model | IHEX3 | Model |  |
|  |  | Freq., cps | $\begin{gathered} \text { Error, } \\ \% \end{gathered}$ | Freq., cps | $\begin{gathered} \text { Error, } \\ \% \end{gathered}$ | Freq., cps | $\begin{gathered} \text { Error } \\ \% \end{gathered}$ |  |
| 1 | First Bending Mode in the X -Direction | 22.0 | 18.3 | 18.6 | 0 | 18.6 | 0 | 18.6 |
| 2 | First Be iding Mode in the $Y$-Direction | 38.3 | 2.7 | 36.5 | 2.1 | 36.5 | 2.1 | 37.3 |
| 3 | Second Rending Mode in the X -Direction | 135.3 | 15.8 | 114.3 | 2.1 | 113.3 | 3.0 | 116.8 |

TABLE 5. COMPARISON OF BUCKLING EIGENVALUES FOR NASTRAN AND THEORETICAL SOLUTIONS

| Mode | Description | NASTRAN Solutions |  |  |  |  |  | ```Theoretical Solution \lambda [Ref. 12]``` |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | IHEX1 Model |  | IHEX2 Model |  | IHEX3 Model |  |  |
|  |  | $\lambda$ | $\begin{gathered} \text { Error, } \\ \% \end{gathered}$ | $\lambda$ | $\begin{array}{\|c\|} \hline \text { Error, } \\ \% \end{array}$ | $\lambda$ | $\underset{\%}{\text { Error, }}$ |  |
| 1 | X-Direction | 1.406 | 40.6 | 1.002 | . 2 | 1.001 | . 1 | 1.0 |
| 2 | Y-Direction | 4.391 | 9.8 | 3.981 | . 5 | 3.979 | . 5 | 4.0 |
| 3 | X-Direction | 12.809 | 42.3 | 9.037 | . 4 | 8.934 | . 7 | 9.0 |


(a) Linear.

(b) Quadratic.
(c) Cubic


FIGURE 1. THREE ISOPARAMETRIC ELEMENTS


FIGURE 2. IHEXI MODEL -- 216 ELEMENTS AND 364 GRID POINTS MATRIX ORDER $(\mathrm{g}-\mathrm{SET})=1092$, SEMI-BANDWIDTH $=102$.


FIGURE 3. IHEX2 MODEL -- 36 ELEMENTS AND 275 GRID POINTS MATRIX ORDER $(\mathrm{g}-\mathrm{SET})=825$, SEMI-BANDWIDTH $=156$.


FIGURE 4. IHEX3 MODEL -- 8 ELEMENTS AND 148 GRID POINTS MATRIX ORDER $(\mathrm{g}-\mathrm{SET})=444$, SEMI-BANDWIDTH $=132$
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PLACING THREE-DIMENSIONAL ISOPARAMETRIC ELEMENTS INTO NASTRAN
By M. B. Newman and A. W. Filstrup
Westinghouse Research and Development Center

## SUMMARY

Linear (8 node), parabolic 20 node), cubic ( 32 node) and mixed (some edges linear, some parabolic and some cubic), have been inserted into NASTRAN, Level 15.1. First the dummy element feature was used to check out the stiffness matrix generation routines for the linear element in NASTRAN. Then, the necessary modules of NASTRAN were modified to include the new family of elements. The matrix assembly was changed so that the stiffness matrix of each isoparametric element is only generated once as the time to generate these higher order elements tends to be much longer than the other elements in NASTRAN. This paper presents some of the experiel :es and difficulties of inserting a new element or family of elements into NASTRAN.

## INTRODUCTION

In solving many structural problems at Westinghouse, it has become apparent that in order to obtain the accuracy required, three-ainensional finite elements would be required. It also became apparent that three-cimensional finite elements based on constant strain tetrahedral like the CTETRA, CWEDGE, CHEXA1 and CHEXA2 elements in NASTRAN are too stiff to give accurate results at a reasonable cost for many problems.

Because of this, a Westinghouse proprietary program, WISEC, was developed for heat conduction and static linear elastic analysis using three dimensional isoparametric elements. Because of the large general purpose capability of NASTRAN, both for types of problems solved and for types of elements used, it was decided to place these elements into NASTRAN.

Even though three-dimensional isoparametric elements were then to be and now have been placed into NASTRAN by Dr. E. I. Field and Mr. S. E. Johnson of Universal Analytics (see Ref. 1), and are to be included in Level 16 NASTRAN now scheduled to be released in 1974, it was decided to place three-dimensional isoparametric elements into Level 15.1 NASTRAN. First we would have use of this element in NASTRAN at an earlier date than we would if we waited until level 16 was released. Second, we would gain experience and familiarity with NASTRAN which would enable us to more easily make any future modifications which we would desire. A third benefit, which we didn't realize at the time, is the
fact that the family of elements we added can have different number of grid or nodal points on the various edges as shown in figure l. As we understand, Level 16 NASTRAN will have elements which are either linear ( 2 points on each edge), parabolic ( 3 points on each edge) or cubic ( 4 points on each edge). Mixed elements, like that shown in figure 1 , can be used to reduce the number of degrees of freedom in portions of the structure not requiring the higher order elements without introducing incompatibilities between adjacent elements. The order of an element is taken to be that of its highest ordered edge.

As the theory of three-dimensional isoparametric elements is explained elsewhere, for instance in Refs. 1 to 4 , it will not be repeated here.

At the present time, the stiffness and mass matrices have been successfully inserted and tested. The differential stiffness matrix is due to be added shortly.

The work described in this report was performed with Level 15.1 NASTRAN on an IBM 370-165. It is planned to insert the changes into Level 15.5 NASTRAN on a CDC 6600.

## RECOMMENDATIONS

1. For anyone making changes in NASTRAN, an up-to-date Programmer's Manual is of great aid. Unfortunately, the latest available Programmer's Manual is not always for the latest avallable level of NASTRAN.
2. Many of the tables present in Level 15.1 NASTRAN are too short to permit elements with as many degrees of freedom as the isoparametric elements. These tables should be increased in length to pormit easier insertion of new elements.

## METHOD AND EXPERIENCES

NASTRAN is an extremely large system comprised of fifteen super links with approximately 850 subprograms whose source statements are on over 200,000 card images. NASTRAN is indeed a very large and complex program and, at first glance, a dense forest that seems too difficult to enter. As one starts to review the large NASTRAN Programmer's Manual (approximately 15 centimeters thick) and examine the materials the authors of NASTRAN have distributed, the forest does not seem as dense. This section of the paper describes our experiences in adding new elements to the NASTRAN system.

The three-dimensional isoparametric elements added presented many problems that the usual NASTRAN elements did not encounter. The tables were much larger, for example. The number of nodes that described our cubic isoparametric element varies from ten to thirty-two nodes. This number forced us to expand the Element Connection and Properties Tables and other array sizes that dealt with nodes. The concept of a variable number of nodes per element was also a departur from the usual NASTRAN practice of a constant number of nodes per element type.

For these higher order elements, the computer time necessary to create the element matrices was quite large; hence, a procedure to create the element matrices once and to save them had to be incorporated into the element level subprograms.

The release we used to incorporate the new elements was level 15.1. The computer used was an IBM 370-165 operating under the ASP system. The Programmer's Manual we had was for Level 12 which caused some difficulty but not too much. We will outline the procedure we used in adding the new elements.

First one should review the materials distributed with the Level 15 system. Figure 2 is a VTOC (Volume Table of Contents) of the distributed system.
Pages 5.3-13 and 5.3-14 of the Programmer's Manual (ref. 5) describes each of the data sets of the distributed system. The data sets which are most useful to us are SOUl, the partitioned data set containing the FORTRAN source programs, SUBSYS, also a partitioned data set containing the linkage editor control cards for the fifteen super links of NASTRAN; the partitioned data set OBJ, which contains all the load modules of each individual subroutine of the system; the partitioned data set NSTNLMOD, which contain the fifteen link-edited super links which constitute the NASTRAN executable set.

The next step of the procedure should be to set up a development disk with at least two data sets which we named NEWOBJ and NADEV. NEWOBJ corresponds to OBJ, and NADEV corresponds to NSTNLMOD. It would be advisable to set up a data set corresponding to SOUl but we elected to keep all, of our new source programs in card-deck form. The IBM 370 utility program IEHMOVE or IEBCOPY can be used to move the fifteen link edited links from NSTNLMOD to the development pack. NADEV's initial allocation should be as large as possible as this data set will be modified frequently. An alternate approach, which we did not use but one that could have saved us some grief would be to set up fifteen different data sets rather than one partitioned data set with fifteen members. Then each time we needed to link-edit, we would scratch the particular data set and recreate the new link edited data set (instead of member). This procedure would keep us from using up all the extents of a partitioned data set and not having to compress the partitioned set which we had to do approximately every twenty to twenty-five re-link edits. Figure 3 is the VTOC of our development disk. The other utility that we made quite frequent use of was IEBPTPCH. With the use of this utility we can either list or punch a member of SOUl or any of the other partitioned data sets. The JCL for PUNCHIT is given in Figure 4 and for PRINIT in Figure 5. With these two decks we can list or punch subroutines from SOUl, The punched routine could then be modified for our new element. Another utility which could have been used for modifying source decks is IEBUPDATE which we did not use. The next step in the process is to compile ither a modified subprogram of the NASTRAN system cr to compile one of our new subprograms. The compiled program is placed into our partitioned data set NEWOBJ. The JCL for this procedure is shown in ¥igure 6. When all the decks for one of the links has been compiled, the next step is to link edit this link.

The link editor allows one to specify a group of litraries of programs via the LKED. XXX DD cards. In our case, we described two libraries, OBJ which
contained all the original unmodified or distributed load modules and NEWOBJ, the modified and new load modules. Each library is given a DD name, for the partitioned set OBJ the name LKED.LIB is used and for NEWOBJ we chose to use the name LKED.LIP. The overlay control cards can be punched and listed from the data set SUBSYS for this link. The control card deck is then modified to reflect the modifications made to the link. See Figure 7 ior the JCL and modified control deck for the Link Edit step. The SYSLMOD DD card defines the output load module for the linkage editor and places tre load module in the data set NADEV.

The next step is to run a NASTRAN problem to test the procedure implemented. Alters can be made to the DMAP program to extract contents of tables or of generated matrices. In acidition, print statements can be made within the modified programs to print out calculated results: If these print statements are used, they should be activated by a specific DIAG that is not in use by the NASTRAi system. See pages $3.3-15$ and $3.3-15 a$ of the NASTRAN Programmer's Manual for DIAGS not in use by the system. Figure 8 gives an example of the use of alter statements and demonstrates the use of DIAG settirg for controling debug printing. In debugging a modified link, a dump is quite helpful on the occurrence of a system fatal error. The most important part of the dump is the save area trace which lists the routines last used when the error occurred. Usually this is sufficient and a full dump is not necessary. NASTRAN has built into the system a use of the SNAP macro which dumps only the save areas. Use of Dlag 1 will produce a full dump.

The link edit procedure for NASTRAN links is rather costly on the IBM 370-165 because of the extremely large number of segments in each of the links. Hence, whenever possible, we did as much checking of a modified module with a nonoverlayed FORTRAN run. For example, in checking out the stiffness matrix routines for the isoparametric elements we ran a simple model in NASTRAN, and with the Alter statements we printed the content: of the ECPT (Element Connection and Properties Tables). A main program which simulates SMAl was written to supply the proper ECPT to the element stiffness matrix rcutines and the element matrices were generated and printed out. When we were satisfied that the routines operated properly we modified our link-edit control deck and link edited the new element stiffness matrix routines into our data set NADEV. A run of the same model would then produce the element stiffness matrices, displacements, and stresses. Figure 7 is our JCL and control deck for the insertion of stiffness matrix routines into link 3.

The procedure for the variable number of grid points for mixed elements (one that is not full) was implemented in the following manner. The connection cards for the element were left blank at positions where grid points were missing from the full element. A modification of TAlA and TAlB was made to enter a zero as the grid point number for the missing grid points. For the grid points present, the degree of freedom for that grid point (a nonzero value) was entered as the grid point number. All tables such as ECPT, EST (Element Sumary Table) have nonzero values for grid points present in the element and zeros for missing grid points. The length of the grid point table is fixed for each element type, for example, twenty for CSOLID2, the quadratic isoparametric. This table is then used as a guide to all processing of the mixed element. The modifications to TAIA and TAlB were suppled to us by Carl Hennrich of MacNealSchwendler Company.

The procedure used for saving the element matrices and not recreating them each time they are needed was as follows: A scratch tape was assigned to be used in the element matrix subroutine. This tape had to be assigned a GINO buffer at a level where all buffers are assigned for this nodule. Also an array had to be assigned for record keeping of saved elements. Initilization of counters had to be done at the level whero the buffer was assigned. At the element level the routine would first ask if this element had previously been encountered. This is done by a search through the table of all elements that have been saved. If found, the tape record number is extracted from the table and the tape is positioned by GINO commands to the proper record. The record is read into core and the sub matrices needed for this call are assembled from the total element matrix and given to the subroutine which is assembling the total mass or stiffness matrix. If this element has not been encountered, the element matrix is calculated, and the tape is positioned to the end of last element written, and the new element matrix is written on the scratch tape. The element number and record number is entered into the table. This procedure was suggested in the Programmers Manual, Page 4.87-1, last two sentences of paragraph 3. GINO proved very useful here in that the records saved were of variable length because of the three types of elements and because of the use of mixed elements within a type. The variable iength could be stored in the record and using GINO's capability of reading and writing segmented or partial records we could read the number of words for the variable length record. To add scratch tapes to an existing module the MPL (Module Property List) had to be modified by recompiling the block data program XMPLBD, see pages 2.4-21 and 2.4-22 of the Programmers Manual.

DISCUSSION

The new Progranmer's Manual for version 15.1 has an excellent chapter on adding, a structural element. This was an update of a NASA Fourteenth Quarterly Report for NASTRAN, January 1970. This chapter gives a step-by-step procedure of all routines and tables that have to be modified to accommodate a new element. The Fourteenth Quarterly Report aided us greatly in getting through most of the input problems of NASTRAN.

From this step-by-step procedure, one can see that adding a new element to NASTRAN is not that difficult because of the excellent documentation and suppliea that have been distributed.
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Figure 1.- Mixed 3-D isoparametric element.
Variable number of grid points.
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Figure 2.- vTOC distriluted system V15.

Figure 2.- Concluded.


Figure 3.- VTOC of aevelopment system.

```
//PUNCHTT JSZ IROXXXXX,NDRDI."MENEWMAN*,DESISN=IDOK,TIMEZIO39% -.. JOS CATD
/GOLREQ IO=\NASTRAN151
DISTRIGUTEC SYSTEM V.IS
// EXEC POYEFEEPTPCH
//SYSFRINT ED SYSOUT=A
//SYSUT1 DO SSNAME=SOUI.UNIT=SYSOA.DIE:=OLD,VOL=SER=VOLNUM.
// OCE=1RECFM=FO.LFECL=SCOOLKSIZE=72301
//SYSUT2 OD SYSOUT-3
//SYSIN CD *
    PUNCH TYPCRG=PO,MAXNAME= GT,MAXFLD }5=6\mp@subsup{\sigma}{}{\circ
    MEMBER NAME:DS1
        RECORD FIELD=(30)
    MEMBER NAMEZOSIA
        RECORD FIELD=(30)
    MEMEER NAME=DSIABD
        RECORO FIELO='(80)
/*
        NOTE SOLI IS DATA SET NAME, VOLNUM IS DISK VOLUMS SERIAL NUMBER
```

Figure 4.- Punch source from SOU1.


```
/-VOLREQ ID=(NASTRANISI
/OFORMAT PR,DONAME=SYSUTZ,TRAIN=HN
// EXEG PGM=IEBPTPGH
//SYSPRINT DO SYSOUT:A
1/SYSUT2 DD UNIT =SYSOA,VOLUME=SER=VOLNUM.DISP=OLD,
```



```
//SYSuT2 DD SYSOUT:A
//SYSIN DD *
            PRINT TYPCRG=PO,MAXFLDS=BC,MAXNAME=80,MAXLINE=45
            MEMBER NAME=READI
        RECORD FTELE=(30)
            MEMBER NAME=READS
        RECCRD FIELD=(8C)
/"
```

Figure 5.- Prints source from SOU1.


Figure 6.- Compiles and puts object intc de' elopment data set NEWOBJ.

```
//LNKEOT JOB (ROXXXXX,RORDI: MGNEWMAN*,REGION=275K,TIME*&
```

//LNKEOT JOB (ROXXXXX,RORDI: MGNEWMAN*,REGION=275K,TIME*\&
/*VOLKEQ ID=(NASTKANISI
DISIKIBUTEO SYSIEM VOIS
IOVOLKEQ IU=INASTRANDEVI* -.... OLVELOPMENT DISK
/1 EXEC FORTHL,PARM.LKEDE*MAP,LIST,OVLY,DC.LET,SIZE=(26\&K.72K)*
//LKEU.SYSLIE UD UISPESNR,DSNESYSI,ERRPK
/1 UO UISPESHR.OSNESYSI.FONTLIB
//LKEU.SYSLMOO DO UNITESYSDA,DISPESHR,VOLESEREVOLUEV.OSNENAUEVZ.
// SPACE:ICYLGI68,8,S!1
//LKEU,LIP DD UNITESYSOA,UISPESHR,VOLESEREVOLUEV,OSN\#NEWOUJ
//LKED.LIG DD UNITESYSDA,UISPESHR,VOLESEREVULNUM,USNEOBJ
//LKEO.SYSIN OO
INCLUOE LIP(LIENOXISOPN) UU
CHANGE EXIT(PXIT36)}\mathrm{ UUUUUUIU
INCLUOE LIE(PEXITI
INCLUDE IIE(PEAIT\
INCLUDL LIGILINKNSU3,XSEM3L. UUUOOU4L
INCLUOE LIEICORSZ)
INCLUOE LIEISEMDBDERETURN,XEOT,MAPFNS,IMTOGO,CONMSGI
INCLUNE LIBIMESAGE,SSWTCH,GOPEN,FREAD,CLSTAG,UPNCOK,FNAMEI

```

```

    OVERLAY A
        ONCLUDE LIB(PAGE)
    overlar al
        INCLUDE LIEIMSGWRI.USRNSGI.
    ovenlar al
        INCLUDE 1/B(HISTRP)
    CHANGE NTRAN(PEXITIOLINK(PEXIT)
        INCLUDE LIB(ENUSYS).
    OVERLAY ENUSSS
INSERT ENUSSS
OVERLAY Al
INCGUDE. LIB(PPAKAM)
OYERLAY Al
INCLUDE LIB(XSAVE)
OVERLAY Al
INCLUDE LIB\XCEII
OVERLAY M1
INCLUDE LIB(XCHK)
OVERLAY AJ
INCLUDE LIBIGNFIST,HPDABD,XSFA,XSOSGN,ACLEAN,XPUNP, XUPMI
INCLUDE LIB (XPULCK,XPUNGEV
INSERT XSFAI
OVERLAY ESFA
INSERI ESFA_OSCENT
OVERLAY Ai UUOOOS3U
INCLUDE LIBITAUPT,IAEPKT,MATOUM,NATPRN)
OVERLAMY TABPRE
ONEKLAY TAGPRA
OVERGAY'A!
INCLUDE LIBIPRTPKMI
OVERLAY A
INCLUDE LIPIGPTABDI
i........-
INCLUDE LIGIOEESETI
0401

```


```

    INCLUOL LIBISAXB,DAREISAOOTB,OADOTEI
        INSENT GPTAI
        INSENT GPTAI
        INSERT HMTOUT
        INSERT MAIIN,MATOUT
        MuNuOOU44
        uuvuousu
        INCLUNE LIBIMESAGE.SSWTCH,GOPEN,FREAD,CLSTAG.OPNCON,FNAMEI UUOUUU7L
        LOUUNO8U
        vOUUOU9U
        UUUUOIUU
        uuuvousu
        yuOUNU&N
        uLuOO&1u
        UUUUOI2U
        uUgUNI3u
        UOOUDI4u
        40000150
        uvOUN16u
        GUOUOIGU
        4000018U
        40000180
        vuOUO<UN
        400U0214
        40400<2u
        uvoun<3u
        0000024u
        v0000<5u
        uUNOD264
        UUNOD26U
        uNOUO<<4
        v0000294
        v0000294
        uuguasum
        uvoodsiv
        INSERT ESFA,OSCENT UNUUO32U
        uv00033u
        00000334
    4000034u
v000035u
BPMX
40000360
4uUu037u
040003ay
u0000S94 00000400
INCLUDE LIGIOEESETI
UUU00401
vNOOO42u
v0000434
yU0UO44u
UU00048u
UNOUN4AU
yU00047y

```

Figure 7.- Link edit and puts execution module into NADEV development set.
```

UVERLAY SMA! UUOUU4DU
INCLUOE LIPISMAIBD!
INSERT SMAICL,SMALIO,SMAIBK.SMAIET,SMAIDP
INSERT SMAIHT
CHANGE KBEAM(PEXIT)
INCLUDE LIP(SMAIA!
INSERT SMAISC.APLE
INCLUDE LIBISMA1B,DETCK)
INCLUDE L!P(SMA!)
CHANGE KBEAM(PEX!T)
INCLIJDE LIBIPLAI)
ovERLAY SMAEL
INCLUOE LIUIKROD,KBAR,KTUBE,KPANEL,KELASI
INCLUOE LIBIKIKMEM,KOQMEM,KIRBSG\&KIRPLT,KQUPLT,KTFIHU,HMBOY,HRINGI
ovERLAY SMAEL
INCLUDE LIB(KCONE.KCONEX)
OVERLAY SMAEL
INCLUOE LIGIKIRIRGOKTRAPR,OKI,QKINT,DKK,OKM,OKN,DKEF,UKBY,OKIOUI
INCLUDE LIUIOK\&II,OKRIY.OKJAB.KFAC)
UVERLAY SMAEL
INCLUDE LIGIKTOKOR,DMAIRX,ROMEOK,D4K,USK,DGKI
OVERLAY SMAEL
INCLUDE LIEIKFLUZZZOKFLUD3.KFLUÜ4.KSLUT,KTEIKA,KSULID,KPLISII
OVERLAY SMAEL
INGLUDE LIGIKOUMIFKDUMZ,KOUM3, KDUM4, KDUMS, KDUMG,KOUMI,KOUMO,KDUMQI
OVEHLAY SMAEL
INSEKT KISOPN
INSERT DTOT,FOKMTD,INVIX3,JTPTN,MATERL,MECIA,MMAT,MULTPN,MXYZ,NSELEC
INSERT PAKTL.PARXYL,SETCON
INSERT SMAIPO,ELOATA,NMAT,FNONTB,PAKTIL
UVERLAY SMAI
CHANGE MBEAMIPEXITL. --
INCLUUE LIPISMAZAI
INCLUNE LIB(SMA2B)
INCLUOE LIP(SMA2BD,GMAZI
INSEKT SMAZSC,MAPLE
INSERT SHA2CL.SMAZ1O,SHA2BK,SMA2ET,SMA2OP
UVERLAY SMAEL?
INCLUDL LIBIMKOD,MBAR,MTUBE,MASSO,BVISC,MCONMX,MCONEI
INCLUDE LIGIMSULID,MFLUDZ,MFLUD3.MFLUDA,MFKEE,MSLOTI
INCLUDE LIBIMASSTOI
INCLUDE LIEIMCOAR,MCROU,MTRGSC,MROPLT,MTRPLT,MTRIODI
OVERLAY SMAEL2
INGLUDE LIBIMTRIRG,MTHAPR,OMI,UMINT,DMK,UMM, YJ.UMEF.UMBY.UMIOOI
INCLUDE LIBIMFAC,DMJAB,OMZI9.OMZII.MTORDRI
UVERLAY SMAELZ
INCLUDE LIBIMOUMI,MOUM2,MOUM3,MDUM4,MOUMS,MOUMG,MUUMI,MOUME,MOUMQ)
OVERLAY SMAEL2
INCLUDE IIPIMISOPR,MLIENI
INSEHT SMA2PD.ELDATZ.NMATZ,FRONTZ.PAKTIZ
UVERLAY OENDIKEGIONI
INSERT SMAIX
INSERT SMA2X
OVERLAY EJDUMZ
INCLUNE LIBIEJOUHZI
INSEHT EJOUM2
ENTKY LINKNSUS
NAME LINKNSOJIM!.
*

```
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Figure 7.- Concluded.
```

//ALTEX JOB (RUXXXXX,KURD), 'MBNEMMAN',REGIONESUDK,T|ME=I.SY)
OVOLREN IOEINASIHANDEVI
UEVELUPRENT DISA
\primeOFORMAT PH, DONAMLEFTOUFUOI.THAIN\#HN
/OFORMAT PK,UDNAMEEFTUGFOUI,TRAINEHN
IOFORMAT PR,UONAMEESNAPSHUT.IRAINEHN
1/S2 EXEC FSOTHG
//PROG.NAME UD USNAMEESYSLELINKLIUIVTOCPRTI,VOLUME IEFESYSLIGI, A
/1 - DISPEOLO
//GO.GDL UD UNITESYSDA.OISPOOLO,VOLUMEEIPKIVATE,KETAIN,SEHEIVULOEVII
//GO.SYSIN UD -
VOLUEV
EOJ
/1 EXEC NSTMAN
//NASTHANOSTEPLIG_OD_UNITEZ3I4,VOLESEREVOLDEV,UISPESHK.USMMNADEV2
/INASINANOSNAPSHOT DD UNITEICTC.,OEFERI,NCBmBLKSILEEAB2
//SYSIN DU O
NASTRAN BUFFSIZE-1800,SYSTEMI31IE4U9'.SYSTEMIPIE3S,CONFIGOIO
IU MAKV.NEWMAM
APP UISP
SOL 1:0
TIME 5
DIAG 1S
OIAG 2.8.13.14
014G19,21,22
OIAG25 NBMDEGUE
ALIER.2!
TABPT GPTT....-1/\$
ALIER 26
TABPT GPC\....T/%
TABPT ECPI,GPIT,ESI., /1,s
TABPI EUEXIN:GEOMZO.//S
ALTER !1!.
MAIPRN UG'.PGGBOGOO//E
ENDALTER
CENO
OLOADMALL
SPC=111
SPCFWAL6
STRESSGALL
ELFORCEMALL
OISP\#ALL
LOAD\#100
TITLEGTESI OF SOUY FOMCE -m*I CSOLIDZ ELENEN%
TITLEWTEST OF SOUY FONGE -O* I CSOLIDZ ELEM
ECNOW\&UIH
MEGIN GULK

```


Figure 8.- VTOC example and use of ALTER for table and matrix printouts.
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\section*{SUMMARY}

A new higher order triangular plate-bending finite element is presented in this paper which possesses high accuracy for practical mesh subdivisions and which uses only translations and rotations as grid point degrees of freedom. The element has 18 degrees of freedom (d.o.f.), viz., the transverse displacement and two rotations at the vertices and mid-side grid points o: the triangle. The transverse displacement within the element is approximated by a quintic polynomial; the bending strains thus vary cubically within the element. Transverse shear flexibility is.taken into account in the stiffness formulation. Two examples of static and dynamic analysis are included to show the behavior of the element. Excellent accuracy is achieved in all cases.

This element, designated as \(\mathrm{TR}-18\), is demonstrated to be an ideal candidate for generation of a family of plate and shell elements for inclusion into NASTRAN. The following elements are specifically mentioned in this context, viz., (i) triangular plate element, (ii) quadrilateral plate element, (iii) curved triangular shell element, (iv) curved quadrilateral shell element and (v) plates with membrane-bending coupling and muililayered plates. The present paper describes the detailed theoretical derivations for the aforementioned elements. In addition, the behavior of the TR-18 element and associated quadrilateral plate element is illustrated by two sample problems. Comparisons with existing elements in the literature and the present NASTRAN quadrilateral elements are shown.

\section*{INTRODUCTION}

NASTRAN presently (Level 15.5) has, in all, a total of nine different forms of plate elements in two different shapes (triangular and quadrilateral). The present NASTRAN basic bending element, TRBSC, the basic unit from which the bending properties of the other plate elements are formed, uses a cubic displacement field (with the \(x^{2} y\) term omitted). This constrains the normal slope (on the exterior edges of the TRPLT bending element) to vary linearly, which in turn makes the element overly stiff. A need thus exists for a more accurate plate bending element for NASTRAN.

A brief review of some of the more important plate bending elements is now made. Formulations of triangular plate bending finite elements were given as long ago as 1966 by Clough and Tocher (ref. l) and by Bazeley et al. (ref. 2). The conforming elements presented therein allow only a linear variation of slope normal to an edge and have since been found to be overly
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}
stiff, whereas the nonconforming element given in ref. 2 uses a cubic polynomial for transverse displacement and is not of very high accuracy. Improvements to these elements have been made by using higher degree polynomials for transverse displacements; indeed elements of very high accuracy have been reported by Argyris (ref. 3), Bell (ref. 4) and Cowper et al. (ref. 5) using quintic polynomials for the displacements field. But these elements have strains, curvatures and/or higher order derivatives of displacements as grid point degrees of freedom (d.o.f.) which lead to an inconsistency when abrupt thickness or material property variation occur:. That is to say that the continuity of strains and curvatures implied by their use as degrees of freedom at grid points is violated wherever concentrated loads, changes in slope, changes in thickness, or connections to other structures occur. In short, the proper use of elements that assume continuity of strains and curvatures is restricted to regions where discontinuities do not occur. Further, the existence of higher order derivatives makes it difficult to impose boundary conditions on these and indeed the simple interpretation of energy derivatives as "nodal forces" disappears (ref. 6). Bell has also developed another element in ref. 4 , designated \(T-15\) by him, which has only displacements and rotations as degrees of frcedom. But it has a major drawback in that not all grid points of the element have the same a.o.f.; consequently, it becomes difficult, if not impossible, to consider connections of this element with other finite elements. Thus the practical use of the \(T-15\) element in general purpose programs is severely limited.

A need still exists to develop a new accurate plate bending finite element that has the advanlages of the accuracy associated with a high order displacement polynomia: but does not have the disadvantages discussed above and is therefore suitable for inclusion in general purpose computer programs like NASTRAN.

In this paper, a triangular element and an associated quadrilateral element are developed that use only displacements and rotations as grid point degrees of freedom and use a quintic polynomial for lateral displacement. The quadrilateral element is formed by four triangular elements. The stiffness, consistent mass and load matrices of the separate triangles are evaluated and added by the direct stiffness technique to form the respective matrices for the quadrilateral. The terms associated with the internal grid points are then eliminated by static condensation. None of the elements discussed in referencen \(l\) to 5 possess the property of transverse shear flexibility. This has been taken into account in the present paper by a procedure based on that used in NASTRAN (ref. 7).* The components of transvers shear strain are quadratic functions of position. Convergence to the limiting. case of zero transverse shear strain is uniform.

In addition, three elements, viz., (i) a curved triangular shell element, (ii) a curved quadrilateral shell element, and (iii) a multilayered plate element can be derived from the TR-18 element. Together with the quadrileteral plate element, these elements constitute the TR-18 family of elements.
*A similar procedure for incorporation of transverse shear flexibility into a quartic element was communicated to the author by Dr. R. H. MacNeal of MacNeal-Schwendler Corporation.


In this section of the paper, the derivation of the stiffness matrix, consistent load vector and consistent mass matrix of the triangular plate element is given. The procedure for the derivation is described in detail in reference 3 , and hence only essential details arc presented here.

The element has 18 d.o.f., the transverse displacement and 2 rotations at each vertex and at the mid-point of each side. Three additional conditions are introduced, viz., the slope normal to each edge (hereinafter cailed normal slove) varies cubically along each edge. This establishes 3 constraint equation between the coefficients of the polynomial for displacemerts, which, together wi the 18 d.o.f., uniquely determine the 21 coefficients in the quintic polynomial. The variation of deflection along any edge is a quintic polynomial in the edgewise co-ordinate; the six coefficients of this polynomial are uniquoly determined by deflection and edgewise slope at the 3 grid points of the edge. Displacements are thus continuous between two elements that have a common edfe. The normal slope along each edge is consurained to vary cubically; however, since the norma. slopes are defined only at 3 points along an edge, there is no normal slope continuity between 2 elements that have a common edge. The element thus belongs to the class of non-conforming eiements. The development of this element follows closely that of Cowper et al. (rof. 5).

\section*{Element Geometry}

Rectangular cartesian co-ordinates are used in the formulation. An arbitrary triangular element is shown in figure 1 , where \(X, Y\), and \(Z\) are a system of global co-ordinates and \(x, y, z\) are the system of local coordinates for the triangular element. The grid points of the element are numbered in counterclockwise direction as show. The following relationship between the dimensions of the triangular element \(a, b, c\), the inclination \(\theta\) between the \(X\) and \(x\) axes and the co-ordinates of the vertices of the element can be easily derived (see fig. 1):
where
\[
\begin{align*}
& \cos \theta=\left(X_{3}-X_{1}\right) / r \quad \sin \theta=\left(Y_{3}-Y_{1}\right) / r  \tag{1}\\
& r=\left\{\left(X_{3}-X_{1}\right)^{2}+\left(Y_{3}-Y_{1}\right)^{2}\right\}^{1 / 2}  \tag{2}\\
& a=\left(X_{3}-X_{5}\right) \cos \theta-\left(Y_{5}-Y_{3}\right) \sin \theta \\
&=\left\{\left(X_{3}-X_{5}\right)\left(X_{3}-X_{1}\right)+\left(Y_{3}-Y_{5}\right)\left(Y_{3}-Y_{1}\right)\right\} / r \tag{3}
\end{align*}
\]
\[
\begin{align*}
& b=\left\{\left(X_{5}-X_{1}\right)\left(X_{3}-X_{1}\right)+\left(Y_{5}-Y_{1}\right)\left(Y_{3}-Y_{1}\right)\right\} / r  \tag{4}\\
& c=\left\{\left(X_{3}-X_{1}\right)\left(Y_{5}-Y_{1}\right)-\left(Y_{3}-Y_{1}\right)\left(X_{5}-X_{1}\right)\right\} / r \tag{5}
\end{align*}
\]

\section*{Displacenent Function}

The deflection \(w(x, \because)\) within the triangular element is assumed to vary as a quintic polyromial in the local co-ordinates, i.e.,
\[
\begin{align*}
w(x, y)= & a_{1}+a_{2} x+a_{3} y+a_{4} x^{?}+a_{5} x y+a_{6} y^{2}+a_{7} x^{3}+ \\
& a_{8} x^{2} y+a_{9} x y^{2}+a_{10} y^{3}+a_{11} x^{4}+a_{12} x^{3} y+a_{13} x^{2} y^{2}+ \\
& a_{14} x y^{3}+a_{15} y^{4}+a_{16} x^{5}+a_{17} x^{1}+a_{18} x^{3} y^{2}+a_{19} x^{2} y^{3}+ \\
& a_{20} x y^{4}+a_{21} y^{5} \tag{6}
\end{align*}
\]

There are 21 constants, \(a_{1}\) to \(a_{21}\). These are evaluated as follows:
The eierent has 18 d.o.t. At each gria point there are 3 displacement components as d.o.f., viz., w, displacement in \(z\)-direction, a, rotation abust the \(x\)-axis and \(B\), rotation about \(y\)-axis. The rotations \(\alpha\) and \(B\) are obtained from the definitions of transverse shear strains \(\gamma_{x z}\) and \(\gamma_{y z}\), i.e.,
\[
\left.\begin{array}{l}
\gamma_{x z}=\frac{\partial w}{\partial x}+\beta  \tag{7}\\
\gamma_{y z}=\frac{\partial w}{\partial y}-\alpha
\end{array}\right\}
\]

It can be show (ref. 8) that \(Y_{x z}\) and \(Y_{y z}\), and hence \(\alpha\) and \(\beta\), at any grid point can be expresred in terms of the constants \(a_{1}\) to \(a_{21}\). Thus 18 relations between grid point displacement values and the constants are obtained. Three constraints among the coefficients in the above polynominl (eq. (6)) are now introduced so that the normal slope varies cubically along each edge. It is clear that the thr se constraint equations will involve only the coefficients of the fifth degree terms in equa.ion (6), since the lover degree terms satisfy the condition of cubic normal slope automatically. Moreover the con-
ditions depend only on the direction of an edege and not on its position. Alonp the edge defined by grid points 1 and 3 , where \(y=0\), the condition of cubjc normal slope requires that
\[
\begin{equation*}
a_{17}=0 \tag{8}
\end{equation*}
\]

It can be shown (ref. 8) that the condition for cubic variation of normal slope alonic edge \(1-5\) is
\(5 b^{4} c a_{16}+\left(4 b^{3} c^{2}-b^{5}\right) a_{17}+\left(3 b^{2} c^{3}-2 b^{4} c\right) a_{18}+\left(2 b c^{4}-3 b^{3} c^{2}\right) a_{19}+\)
\(\left(c^{5}-4 b^{2} c^{3}\right) a_{20}-5 b c^{4} a_{21}=0\)
and the condition for cubic variation of the normal slope along the edgo 3-5 (see fig. l) is
\(5 a^{4} c a_{16}+\left(-4 a^{3} c^{2}+a^{5}\right) a_{17}+\left(3 a^{2} c^{3}-2 a^{4} c\right) a_{18}+\left(-2 a c^{4}+3 a^{3} c^{2}\right) a_{19}+\)
\(\left(c^{5}-4 a^{2} c^{3}\right) a_{20}+5 a c^{4} a_{21}=0\)

The 18 relations between grid point displacements ( \(w, \alpha\) and \(B\) at eash of the six gris points) and the coefficients of the polynorial, together with the three constraint equations (8), (9), and (10!, uniquely determine the coefficients \(a_{1}\) to \(a_{21}\). The following equations can therefore be written:
\[
\begin{equation*}
\{\delta\}=[Q]\{a\} \tag{11}
\end{equation*}
\]
and
\(\{\mathrm{a}\}=\{\mathrm{S}]\{\delta\}\)
where [Q] is the \(18 \times 21\) matrix involoing the co-ordinates of grid points substituted into the function \(w\) (eq. (6)) and the eppropriate expressions of \(a\) and \(B ;\{a\}\) is the column vector of coefficients \(a_{1}\) to \(a_{21}\), and [S] is a \(21 \times 18\) matrix and consists of the first 18 colums of the inverse of an augmented matrix of \([Q]\) and the three constraint equations ( \(\mathcal{S}\) ), ( 9 ), and (10).

\section*{Stiffness Matrix}

The following relationships are obtained from the theory of deformation for plates (ref. 9). In the presert notation, the curvatures are defined by 460
\[
\left\{\begin{array}{c}
x_{x}  \tag{13}\\
x_{y} \\
x_{x y}
\end{array}\right\}=\left\{\begin{array}{c}
-\frac{\partial \beta}{\partial x} \\
\frac{\partial \alpha}{\partial y} \\
\frac{\partial \alpha}{\partial x}-\frac{\partial \beta}{\partial y}
\end{array}\right\}
\]

3ending and twisting moments are related to curvatures by
\[
\left\{\begin{array}{c}
m_{x}  \tag{14}\\
m_{y} \\
m_{x y}
\end{array}\right\}=[D]\left\{\begin{array}{l}
x_{x} \\
x_{y} \\
x_{x y}
\end{array}\right\}
\]
where [D] is, in general, a full symmetric matrix of elastic coefficients.
Shear forces (and hence shear strains) are proportional to the third Werivatives of the displacements. Since the displacement within the element is assumed to vary as a quintic polynomial, shear strains are expressed by a quadratic polynomial as follows:
\[
\left.\begin{array}{l}
r_{x}=b_{1}+b_{2} x+b_{3} y+b_{4} x^{2}+b_{5} x y+b_{6} y^{2}  \tag{15}\\
r_{y}=c_{1}+c_{2} x+c_{3} y+c_{4} x^{2}+c_{5} x y+c_{6} y^{2}
\end{array}\right\}
\]

The shear forces \({ }^{\prime} x\), \(V_{y}\) are related to \(\gamma_{x}, \gamma_{y}\) by
\[
\left\{\begin{array}{c}
v_{x}  \tag{16}\\
v_{y}
\end{array}\right\}=t^{*}[G]\left\{\begin{array}{l}
r_{x} \\
r_{y}
\end{array}\right\}
\]
where \(G\) is in general a full \(2 \times 2\) symmetric matrix and \(t^{*}\) is an effective thickness of the element.

It can be shown that \(b_{1}\) to \(b_{6}\) and \(c_{1}\) to \(c_{6}\) can be expressed in terms of the coefficients \(a_{1}\) to \(a_{21}\) (ref. 8) and hence \(\left\{\begin{array}{l}\gamma_{x z} \\ \gamma_{y z}\end{array}\right\}\) can be
expressed as
\[
\begin{equation*}
\{\gamma\}=\left[B_{1}\right]\{a\} \tag{17}
\end{equation*}
\]
where \(\left[B_{1}\right]\) is as given in reference 8. The curvature \(\{v\}\) is now split into 2 parts, i.e.,
\[
\begin{equation*}
\{x\}=\left\{x_{1}\right\}+\left\{x_{2}\right\} \tag{18}
\end{equation*}
\]
where
\[
\left\{x_{1}\right\}=\left\{\begin{array}{c}
\frac{\partial^{2} w}{\partial x^{2}}  \tag{19}\\
\frac{\partial^{\prime} w}{\partial y^{2}} \\
2 \frac{\partial^{2} w}{\partial x \partial y}
\end{array}\right\} \quad\left\{x_{2}\right\}=\left\{\begin{array}{c}
-\frac{\partial \gamma_{x z}}{\partial x} \\
-\frac{\partial \gamma_{y z}}{\partial y} \\
\frac{\partial \gamma_{x z}}{\partial y}-\frac{\partial \gamma_{y z}}{\partial x}
\end{array}\right\}
\]

It follows that \(\left\{x_{1}\right\}\) is the vector of curvatures in the absence of transverse shear and \(\left\{\chi_{2}\right\}\) is the contribution of transverse shear to the vector of curvatures. Now \(\left\{x_{1}\right\}\) and \(\left\{x_{2}\right\}\) are expressed in terms of generalized co-ordinates \{a\} as
\[
\begin{equation*}
\left\{x_{1}\right\}=\left[B_{2}\right]\{a\} \tag{20}
\end{equation*}
\]
and
\[
\begin{equation*}
\left\{x_{2}\right\}=\left\{B_{3}\right]\{a\} \tag{21}
\end{equation*}
\]
where \(\left[B_{2}\right]\) and \(\left[B_{3}\right]\) are given in reference 8. Thus,
\[
\begin{equation*}
\{x\}=\left\{x_{1}\right\}+\left\{x_{2}\right\}=\left(\left[B_{2}\right]+\left[B_{3}\right]\right)\{a\} \tag{22}
\end{equation*}
\]

The gereralized stiffress matrix can be obtained as (ref. 8):
\([K]_{\operatorname{gen}}=\iint\left\{\left(\left[D_{2}\right]+\left[B_{3}\right]\right)^{T}[D]\left(\left[B_{2}\right]+\left[B_{3}\right]\right)+\left[B_{1}\right]^{T}[C]\left[B_{1}\right]\right\} d x d y\)
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The element stiffness matrix in the local co-ordinate system, \([K]\), is, by virtue of equation (12),
\[
\begin{equation*}
[K]_{e}=[S]^{T}[K]_{\text {gen }}[S] \tag{24}
\end{equation*}
\]

The element stiffness matrix in the global co-ordinate system, \([\mathrm{K}] \mathrm{g}\), is
\[
\begin{equation*}
[\mathrm{K}]_{\mathrm{g}}=\left[\mathrm{T}_{2}\right]^{\mathrm{T}}[\mathrm{~K}]_{\mathrm{e}}\left[\mathrm{~T}_{2}\right] \tag{25}
\end{equation*}
\]
where \(\left[\mathrm{T}_{2}\right]\) is the transformation matrix of displacenent vectors from global to local co-ordinates of element.

The evaluation of the elements of the generalized stiffness matrix, [K]gen of equation (23), in closed form is, though straightforward, very tedious. This is due to the lengthy expressions involved in the triple matrix products. The integration involved in equation (23) is now split into 5 integrals as follows:
\[
\begin{align*}
{[K]_{\text {gen }}=} & \iint\left[B_{2}\right]^{T}[D]\left[B_{2}\right] d x \text { ay } \\
& +\iint\left[B_{2}\right]^{T}[D]\left[B_{3}\right] d x d y+\iint\left[B_{3}\right]^{T}[D]\left[B_{2}\right] d x d y \\
& +\iint\left[B_{3}\right]^{T}[D]\left[B_{3}\right] d x d y+\iint\left[B_{1}\right]^{T}[G]\left[B_{1}\right] d x d y \tag{26}
\end{align*}
\]

The first term \(\iint\left[B_{2}\right]^{T}[D]\left[B_{2}\right] d x\) dy is evaluated in closed form; the olher four terms are evaluater using numerical integration. The numerical integration formulas used are listed in ref. 8. If the plate is assumed to be rigid in transverse shear, the matrices \(\left[B_{1}\right]\) and \(\left[B_{3}\right]\) are null and the last four terms of equation (26) vanish.

\section*{Consistent Mass Matrix}

It can be shown that the generalized consistent mass matrix is (ref. 8)
\[
\begin{equation*}
[M]_{g e n}=\rho t \iint[C]^{T}[C] d x d y \tag{27}
\end{equation*}
\]
where \([C]=\left[\begin{array}{lllll}1 & x & y & x^{2} & x y \\ y^{2} & \ldots & y^{5}\end{array}\right]\).
The mass matrix can be transformed to element co-ordinates and global co-ordinates by the same transformations as those used for stiffness matrix. Thus,
\[
\begin{equation*}
[M]_{e}=[S]^{T}[M]_{\operatorname{gen}}[S] \tag{28}
\end{equation*}
\]
and
\[
\begin{equation*}
[\mathrm{M}]_{\mathrm{g}}=\left[\mathrm{T}_{2}\right]^{T}[\mathrm{M}]_{e}\left[\mathrm{~T}_{2}\right] \tag{29}
\end{equation*}
\]
where the subscripts \(e\) and \(g\) on [M] stand for element and global system, respectively.

Consistent Load Vector
It can be shown that the generalized consistent load vector is, (ref. 8)
\[
\begin{equation*}
[P]_{\text {gen }}=\iint[C]^{T} q d x d y \tag{30}
\end{equation*}
\]
where \(q\) is the distributed loading.
The consistent load vectr, n now be transformed to element and globel co-ordinates by
\[
\begin{align*}
& {[P]_{e}=[S]^{T}[P]_{g e n}}  \tag{31}\\
& {[P]_{g}=\left[L_{2}\right]^{T}[P]_{e}} \tag{32}
\end{align*}
\]

THE QUADRILATERAL PLATE ELEMENT

The quadrilateral element is formed from four of the triangular elements just described. Two arrangements of the quadrilateral element are shown in Figures \(3(a)\) and \(3(b)\).

The quadrilateral element has eight grid points on its edges. In the arrangement of the quadrilateral element shown in Figure 3(a), which will be designated as QUADl, the quadrilateral is divided, first into 2 triangles by one diagonal and then again into 2 more triangies by the other diagonal. In
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each case one additional grid point, at the mid-point of the diagonal, is introduced; the stiffness, mass and load matrices of the triangles are evaluated and added and the terms associated with the internal grid point are eliminated by static condensation. The stiffness, mass and load matrices of the quadrilateral element are obtained by adding one-half the contribution of each case. In the arrangement of the quadrilateral element shown in Fig. 3(v), designated as QUAD5, five additional grid points are introduced internally so that the quadrilateral is divided into four triangular elements. The eight grid points on the edges are numbered 1 to 8 . Grid point 9 is located at the intersection of lines joining mid-points of opposite edges. Grid points 10 to 13 are located at the middle of the lines joining grid point 9 to each of the corners of the quadrilateral. The stiffness, mass and load matrices of the triangular elements are evaluated, as described previously, and added by the direct stiffness technique to form the respective matrires for the quadrilateral. The internal grid points are then eliminated by static condensation.

In a preliminary operation, the grid points of the quadrilateral are adjusted to lie in a median plane. The median plane is selected to be parallel to, and midway between, the diagonals of the quadrilateral. The adjusted quadrilateral is the normal projection of the given quadrilateral on the median plane. The short line segments joining the corners of the original and projected quadrilateral elements are assumed to be rigid in bending and extension. The quadrilateral element and its projection ento the median plane is shown in Fig. 3(c).

\section*{FORMULATION AND SOLUTION OF EQUATIONS}

The global stiffness matrices, load vectors, and mass matrices for the complete structure modeled by these elements are assembled from the corresponding matrices of the individual elements by standard methods (ref. 6) to form the matrix equation
\[
\begin{equation*}
[K]\{U\}=\{P\} \tag{33}
\end{equation*}
\]

Because the d.o.f. at grid points consist of dispiacements and rotations, it presents no difficulty to specify the appropriate geometric boundary conditions at any irregular ana/or complex boundary. After the boundary conditions are applied, the matrix equation (33) is solved by Gaussian elimination to obtain the global displacement vector \(\{U\}\).

\section*{DISCUSSION OF RESULTS}

The triangular and quadrilateral elements are used to solve two problems in staties and dymamics of thin isotropic plates. Only the results for the simply supported plate are presented here; the interested reader may consult ref. 8 for details. The problem analyzed is that of the statics and dynamics
of a square plate with edges simply supported. All calculations were carried out on the CDC 6400/6600 series of computers with SCOPE operating system of the Langley Research Center. Single precision arithmetic was used vhroughout. A value of Poisson's ratio of 0.0 is used in all problems. It is mentioned in this context that other finite-element analyses in the literature use 0.3 as the value of Poisson's ratio.

\section*{Static Analysis of a Square Plate}

The arrangement of the finite elements in a quarter of the square plate is shown in Fig. 4. The number of subdivisions of the edge of the square is denoted by \(N\). Due to symmetry, only one-quarter of the plate is analyzed. The calculated values of the deflection at the center of the simply supported plate are given in Table 1 and compared with the exact solution given by Timoshenko (ref. 9). These values together with other known finite element analyses available in the literature (refs. 3, 4, 5 and 10) are also compared in Figures 5 and 6 in plots of deflection versus mesh size using a linear scale for \(\mathrm{N}^{-1}\).

As seen from table 1 , the " \(Q\) " arrangement is found to give better results than the " \(P\) " arrangement for the uniformly distributed loading; however, the "P" arrangement is found to be better, in general, for concentrated loads. For the clamped plate, the "P" arrangements are found to be slightly better than the " \(Q\) " arrangements, as noted from ref. 8. For the quadrilateral element, QUADI is found to be superior to QUAD5.

The high accuracy achieved with the present elements (triangular and quadrilateral), even for the coarsest mesh, is evident from Table 1 and Figures 5 and 6 for the simply supported plate. In the case of the clamped plate, the results for the coarsest grid are not as accurate as in the case of the simply supported plate (ref. 8); however, as the element size is decreaced the values of deflection obtained with the present elements approach very rapidly the exact results.

\section*{Free Vibration of a Square Plate}

The natural frequencies of a simply supported square plate wer letermined using the triangular and quadrilateral elements. The non-dimensional eigenvalues are
\[
\begin{equation*}
\lambda=\rho t \omega^{2} L^{4} / D \tag{34}
\end{equation*}
\]
```

\rho= mass density
t = thickness of plate
\omega= circular frequency

```
\(L=\) length of side of square plate
\(D=E t 3 / l 2\left(1-v^{2}\right)\), the flexural rigidity of the plate.
The exact eigenvalues for the simply supported plate are given by
\[
\begin{equation*}
\lambda=\left(r^{2}+s^{2}\right)^{2} \pi^{4} \tag{35}
\end{equation*}
\]
where \(r\) and \(s\) refer to the number of half-waves parallel to the edge directions.
The lowest 6 values obtained using the present elements and the exact results are shown in Table 2. The eigenvalue problems were solved using a Jacobi routine that produced the complete set of eigenvalues and eigenvectors. Consistent mass matrix was used for treatment of inertia. It is seen that the lowest eigenvalue is calculated to within I\% of exact result. Good agreement is noticed for higher eigenvalues as well.

\section*{THE TR-18 FAMILY OF ELEMENTS}

A number of finite element formulations for doubly curved shells are presently available, the notable among them being the works of Ahmad, Irons and Zienkiewicz (Ref. 11), Bonnes, Dhatt, Giroux, and Robichand (Ref. 12), Strickland and Loden (Ref. 13), Key and Beisinger (Ref. 14), Dhatt (Ref. 15), and Olson and Lindberg (Ref. 16). Some of these have neglected transverse shear deformaiions whereas some others use sub-triangles and/or second and higher order derivatives of the displacements of the element as degrees of freedom, thus complicating the formulation. A need still exists for an accurate shell element that has only translations and rotations as d.o.f.

Such shell elements can be derived using the TR-18 plate element; the formulation presented here is simple and includes transverse shear deformations; it is based on the linear shear deformation theory of thin shells as given by Washizu (Ref. 17).

Using shallow shell theory, flat plate elements can be easily converted to curved shell elements. The iinear strain triangular membrane element, known as TRIM6 in the literature, can be combined with the TR-18 plate element to develop a doubly curved shallow shell triangular element. The surface of the shell will be approximated by a quadratic polynomial of the position coordinates of the base triangle. By a procedure analogous to that discussed for the quadrilaterul plate element, a quadrilateral shallow shell element can be developed. Multilayered plates, and plates with coupled membrane and bending deformations, can be designed using TR-18 plate elements.

Fig. 7 shows a differential element \(d A\) on the middle surface of the doubly curved shell with orthogonal curvilinear surface co-ordinates \(\xi_{l}, \xi_{2}\), \(\xi_{3}\). A right handed cartesian co-or te system \(X, Y, Z\) is also shown. In Fig. 8 and Fig. 9 the curved triangular shell element is shown in basic and local coordinate systems. The differential surface element is expressed as
\[
\begin{equation*}
\mathrm{dA}=\alpha_{1} \quad \alpha_{2} \mathrm{~d} \xi_{1} \quad \mathrm{~d} \xi_{2} \tag{36}
\end{equation*}
\]
where \(\alpha_{1}\) and \(\alpha_{2}\) are the Lamé parameters.
If the surface \(z(x, y)\) of an element is shallow, the following relations are valid
\[
\begin{equation*}
(z, x)^{2} \ll 1 \quad(z, y)^{2} \ll 1 \quad\left|z, x^{z}, y\right| \ll 1 \tag{37}
\end{equation*}
\]
where
\[
z, x=\frac{\partial z}{\partial x} \quad z, y=\frac{\partial z}{\partial y}
\]

The set of orthogonal curvilinear co-ordinates ( \(\xi_{1}, \xi_{2}, \xi_{3}\) ) over the surface of the shallow eiement \(d A\) can be replaced by a set of shallow cartesian co-ordinates ( \(x, y, z\) ) where
\[
\begin{equation*}
\xi_{1}=x \quad \xi_{2}=y \tag{38}
\end{equation*}
\]
and Lamé parameters
\[
\begin{equation*}
\alpha_{1}=\alpha_{2} \approx 1 \tag{39}
\end{equation*}
\]

From eq. (36), (38) and (39), \(\quad d A=d x d y\)

The curvatures of the shallow element can then be approximated by
\[
\begin{align*}
& \frac{1}{R_{I I}}=-2, x x  \tag{41}\\
& \frac{1}{R_{22}}=-2, y y \tag{42}
\end{align*}
\]
```
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whse \(\left\{\begin{array}{l}\Lambda_{0} \\ Y_{0} \\ Z_{0}\end{array}\right\}\) is the vector from tie origin of tis basic co－criniate syster．to
the oripin of the local co－ordinate system．The iistances \(x_{0}, Y_{0}\) ，Jo are
not involved in the calculation of the stiffness matrix of the element sinse only the differences of co－ordinates are used；hence they are discarded．The inversion of equation（44）yields
\[
\left\{\begin{array}{l}
x  \tag{45}\\
y \\
z
\end{array}\right\}=\left[\begin{array}{lll}
\lambda_{11} & \lambda_{21} & \lambda_{31} \\
\lambda_{12} & \lambda_{22} & \lambda_{32} \\
\lambda_{13} & \lambda_{23} & \lambda_{33}
\end{array}\right] \quad\left\{\begin{array}{l}
\lambda \\
y \\
7
\end{array}\right\}
\]

It may be seen that \(\lambda_{11}, \lambda_{21}\) and \(\lambda_{31}\) are components in \(X, Y\) and \(Z\) directions of a unit vector along the \(x\) direction；and so on for \(\lambda_{12}, \lambda_{13}\) ，etc．

An analyiical description of the surface of the element suitable for application of shallow shell theory is obtained by assuming that the elevation of the shell middle surface may be expressed as a quadratic polynomial in the local co－ordinates of the element，i．e．，
\[
\begin{equation*}
z(x, y)=f_{1}+f_{2} x+f_{3} y+f_{4} x^{2}+f_{5} x y+f_{6} y^{2} \tag{46}
\end{equation*}
\]

This implies that the shell element has constant curvatures and is consistent with the approximations of shallow shell theory. Knowing the co-ordinates \(x, y, z\) of the six points of the triangular lement, the constants \(f_{1}\) to \(f_{6}\) can be evaluated.

Symbolically
or
\[
\begin{equation*}
\{z\}=\left[Q_{1}\right]\{f\} \tag{47}
\end{equation*}
\]
\[
\begin{equation*}
\{\because\}=\left[Q_{1}\right]^{-1}\{z\} \tag{48}
\end{equation*}
\]
where \(\left[Q_{1}\right]\) is a \(6 \times 6\) matrix of the co-ordinates of the six points of the element substituted into equation (46).

Degrees of freedom and assumed displacement function.- The element has 30 degrees of freedom (d.o.f.), with 5 d.o.f. per grid point. These are the three translations \(u, v, w\) in the \(x, y\), and \(z\) directions and the rotations of the \(x z\) and \(y z\) planes, \(\alpha\) and \(\beta\). The displacements \(u, v, w\) are positive in the positive co-ordinate directions; the slopes are positive when they cause compression at the top of the surface. The \(u\) and \(v\) d.o.f. ars assumed to vary cuer the element by a full quadratic polynomial of local co-ordinaten, as follows:
\[
\begin{align*}
& u=a_{1}+a_{2} x+a_{3} y+a_{4} x^{2}+a_{5} x y+a_{6} y^{2}  \tag{49}\\
& v=a_{7}+a_{8} x+a_{9} y+a_{10} x^{2}+a_{11} x y+a_{12} y^{2} \tag{50}
\end{align*}
\]

The deflection \(w\) will be defined by a quintic polynomial as in equation (6). The coefficients \(a_{1}\) to \(a_{21}\) of equation (6) will be renumbered \(a_{13}\) to \(a_{33}\)... respectively. The 33 coefficients \(a_{1}\) to \(a_{33}\) can be uniquely determined from the 30 d.o.f. of the shell element ( 5 d.o.f. each at six grid points) together with the 3 constraint equaticas (8), (9), and (10).

Strain-displacement relations.- The expressions for transverse shear strains and bending strains for the curved shell element are the same as those for the TR-18 element (eqs. (7) and (13)). The membrane strains are
\[
\left.\begin{array}{l}
e_{x}=\frac{\partial u}{\partial x}-w \frac{\partial^{2} z}{\partial x^{2}} \\
e_{y}=\frac{\partial v}{\partial y}-w \frac{\partial^{2} z}{\partial y^{2}}  \tag{51}\\
e_{x y}=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}-2 w \frac{\partial^{2} z}{\partial x \partial y}
\end{array}\right\}
\]

Stiffness matrix.- The stiffness matrix can be evaluated by the standard procedures (ref. 6). The element can then be tested against other elements (refs. 11 to 16 ) for suitability as well as accuracy. At the time of writing of this paper, the calculations for the element have not been completed.

Curved Quadrilateral Shell Element
A curved quadrilateral shell element can be constructed from the curved triangular shell elements by a procedure analogous to that of the construction of the quadrilateral plate element from the TR-18 element.

\section*{Plates With : :embrane-Bending Coupling}

Plates with coupled membrane and bending deformations and multilayered plates (fig. 10) can be analyzed by means of the elements presented earlier herein. Mustilayered plates will produce coupling between membrane and bending deformations when the plate is not symmetrical with respect to its middle surface. A general form of the coupled stress-strain relationship can be expressed as

(52)
where
\(\{F\}\) is a vector of membrane force components \(F_{x}, F_{y}, F_{x y}\)
(M\} is a vector of bending and twisting moments \(M_{x}, M_{y}, M_{x y}\)
\(\{V\}\) is a vector of transverse shear components \(V_{x}, V_{y}\)
\(\left\{\varepsilon_{m}\right\}\) is a vector of membrane strain components \(\varepsilon_{x}, \varepsilon_{y}, \varepsilon_{x y}\)
\(\{x\}\) is a vector of curvatures \(x_{x}, x_{y}, x_{x y}\)
\(\{y\}\) is a vector of average transverse shear strain \(Y_{x}, Y_{y}\)
[A] is a \(3 x 3\) matrix, \(\sum_{k=1}^{N}\left[G_{e}\right]\left(t_{k}-t_{k-1}\right)\)
[D] is a \(3 \times 3\) matrix, \(\sum_{k=1}^{N}\left[G e \frac{t_{k}^{2}-t_{k-1}^{2}}{2}\right.\)
[D] is a \(3 x 3\) matrix, \(\sum_{k=1}^{N}\left[G_{e} \frac{t_{k}^{3}-t_{k-1}^{3}}{3}\right.\)
[G] is a \(2 \times 2\) transverse sinear matrix
[Ge] is a \(3 \times 3\) matrix of elastic coefficients
\(t_{k}\) is the distance to the outer edge of plate (or layer in a multilayer plate) from reference surface
\(t_{k-1}\) is the distance to the inner edge of plate (or layer in a multilayered plate) from reference surface
t* is an effective thrckness for the element
The inplane strain vector at any point is
\[
\begin{equation*}
\{\varepsilon\}=\left\{\varepsilon_{m}\right\}-z\{x\} \tag{53}
\end{equation*}
\]
where \(z\) is the distance from the reference surface. The strain energy of the plate element is
\[
\begin{equation*}
U=\frac{1}{2} \rho\left[\{F\}^{T}\left\{\varepsilon_{m}\right\}+\{M\}^{T}\{y\}+\{V\}^{T}\{y\}\right] d A \tag{54}
\end{equation*}
\]
where the integration is carried out over the surface of the element. The stiffness matrix for the triangular and quadrilnteral elements can be evaluated by the usual procedures (refs. 6 and 8).

\section*{CONCLUDING REMARAS}

New triangular elements and associated quadrileteral elements for plate and shell analysis having oniy displacement and rotations as grid point degrees of freedom are described in this paper. The examples presented ror plate elements demonstrate that high accuracy is achievable using these elements for practical subdivisions.

The effect of transverse shear deformations is included in the elcment formulation. Transverse shear strains vary quadratically within the element; convergence to the limiting case of zero transverse shear strain is uniform. The present elements are expested to give better approximations than most displacement model plate bending elements for solving problems where transverse shrsir effects are significant.

Finally, it is remarked that these elements are ideally suited for inclusion into general purpose computer programs due to (i) simplicity of formulation, (ii) use of only displacements and rotations as grid point degrees of freedom, (iii) high accuracy for practical mesh subdivisions and (iv) inclusion of transverse shear flexibility in the element properties.

\section*{REFERENCES}
1. Clough, R. W.; and Tocher, J. L.: Finite Elemert Stiffness Matrices for Analysis of Plate Bending. Matrix Methods in Structural Mecianics, AFFDL-TR-66.80, U.S. Air Force, Nov. 1966, pp. 515-545. (Available from DDC as AD 646 300.)
?. Bazeley, G. P., et al.: Triangular Elements in Plate Bending - Conforming and Non-Conforming Solutions. Matrix Methods in Structurel Mechanics, AFFDL-TR-66-80, U.S. Air Force, Nov. i966, pp. 547-576. (Available from \(D D C\) as \(A D 646300\).
3. Argyris, J. H., et al.: Sume New Elements for the Matrix Displacement Method. Proceedings of Second Conference on Matrix Methods in Strunturai Mechanics, AFFDL-TR-68-150, U.S. Air Force, Oct. i 9.
4. Bell, K.: Triangular Bending Elements. Chapter 7 in Finite Element Methods in Stress Analysis, I. Holland and K. Bell, eds., Techn. Univ. of Norway, Trondheim, 1969.
5. Cowper, G. R., et al.: A High Precision Triangular Piate Bending Element. heronautical Report LR-514, National Research Council of Canada, Ottawa, Canada, Dec. 1968.
6. Zienkiewicz, 0. C.: Finite Element Method in Engineering Science, McGrawHill, London, 1971.
7. MacNeal, R. H., ed.: The NASTRAN Theoretical Manual (Level 15). NASA SP-221(01), 1972.
8. Narayanaswami, R.: New Triungular and Quadrilateral Plate-Bendiig Findte Elements. NASA TN D-7407, 1973.
9. Timoshenko, S.; and Woirowsky-Krieger, S.: Theory of Plates and Shells, 2nd ed., McGraw-Hill, New York, 1959.
10. Bell, K.: New Triangular Plate-Bending inite Element. International Journal for Numerical Methods in Engineering, Vol. 1, +49.
11. Ahmad, S.; Irons, B. M.; and Zienkiewicz, O. C.: Curved Thick Shell and Membrane Elements With Particuªr Reference to Axisymmetric Problems. Proceedings of Sceond Conference on Matrix Methods in Structural Mechanis AFFDL-TR-68-150, U.S. Air Force, Oct. 1968.
12. Bonnes, G.; Dhatt, G.; Giroux, Y. M.; and Robichrnd, L. F. A.: Curved Tri. angular Elements for the Analysis of Shells. Proceedings of Second Conference on Matrix Methods in Structural Mechanics, AFFDL-TR-(8-150, U.S. Air Force, Oct. 1968.
13. Strickland, G. E.; and Loden, W. A.: A Doubly Curved Triangular Shell Ele. ment. Proceedings of Second Conference on Matrix Methods in Structural Mechanics, AFFDL-TR-68-150, U.S. Air Force, oct. 1968.
14. Key, S. W.; and Beisinger, Z. E.: The Analysis of Thin Shells With Transverse Shear Strains by the Finite Element Mothod. Proceedings of Second Conference on Matrix Methods in Structural Mechanics, AFFDL-TR-68-150, U.S. Air Force, Oct. 1968.
15. Dhatt, G. S.: Numerical Analysis of Thin Shells by Curved Triangular Elements Based on Discrete-Kirchoff Hypothesis. Proceedings of Symposium on Application of FEM in Civil Engineering, Nashville, Tennessee, N \(\mathrm{N}^{-}\)19\%.
16. 01son, M. D.; and Lindberg, G. M.: Dynamic Analysis of Shall ww Shells With a Dcubly Curved Triangular Finite Element. J. Sound \& Vib. 19(3), 1971, pp. 299-318.
17. Washizu, K.: Variational Methods in Elasticity and Piasifcity. Pergamon Press, Toronto, Canada, 1968.
TABLE 1

\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{```
    Mumber
        of
    elements
    per side,
    I
```} & \multicolumn{4}{|l|}{Coefficient \(1000 \mathrm{w}_{\mathrm{c}} \mathrm{D} / \mathrm{PL}^{2}\) due tc central concentrated load \(P\)} & \multicolumn{4}{|l|}{Coefficient \(1000 \mathrm{w}_{\mathrm{c}} \mathrm{D} / \mathrm{q}_{\mathrm{O}} \mathrm{L}^{4}\) due to aniformly distributed load \(q_{0}\)} \\
\hline & \multicolumn{2}{|l|}{Triangular element} & \multicolumn{2}{|l|}{Quadrilateral element} & \multicolumn{2}{|l|}{Triangular element} & \multicolumn{2}{|l|}{Quadrilateral element} \\
\hline & arringement & \[
\begin{gathered}
\mathbf{P} \\
\text { arrangement }
\end{gathered}
\] & QUAD 1 & QUAD 5 & arrangement & \(P\)
arrangement & QUAD 1 & QUAD 5 \\
\hline 2 & 11.927079 & 12.064944 & 11.886797 & 12.294189 & 4.080739 & 4.173045 & 4.115169 & 4.177057 \\
\hline 4 & 11.766154 & 11.705526 & 11.704203 & 11.760712 & 4.066626 & 4.074954 & 4.068629 & 4.078833 \\
\hline 6 & 11.590134 & 11.647158 & 11.653533 & 11.673154 & 4.064244 & 4.066794 & 4.064797 & 4.068828 \\
\hline 8 & 11.656354 & 11.627134 & 11.632881 & 11.642431 & 4.063427 & 4.064620 & 4.063666 & 4.065832 \\
\hline 12 & 21.628511 & 11.612820 & 11.616516 & 11.620020 & 4.062843 & 4.063288 & 4.062927 & 4.063869 \\
\hline Exact (ref. 9) & \multicolumn{4}{|l|}{11.600} & \multicolumn{4}{|l|}{4.062} \\
\hline
\end{tabular}
TABLE 2

\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{4}{*}{Mode,
\[
(r, s)
\]} & \multicolumn{8}{|l|}{Number of elements per side, N} & \multirow[t]{4}{*}{\[
\begin{aligned}
& \text { Exact } \\
& \text { solution }
\end{aligned}
\]} \\
\hline & \multicolumn{4}{|l|}{2} & \multicolumn{4}{|l|}{[ 4} & \\
\hline & \multicolumn{2}{|l|}{Triangular element} & \multicolumn{2}{|l|}{Quadrilateral element} & \multicolumn{2}{|l|}{Triangular element} & \multicolumn{2}{|l|}{Quadrilateral element} & \\
\hline &  & \[
\frac{\mathrm{P}}{\text { arrangement }}
\] & QUAD 1 & QUAD 5 & \[
\begin{gathered}
Q \\
\text { arrangement }
\end{gathered}
\] & P
arrangement & QUAD 1 & QUAD 5 & \\
\hline \((1,1)\) & 386.14 & 384.97 & 388.10 & 387.20 & 388.93 & 388.74 & 389.08 & 388.53 & 389.64 \\
\hline \((1,2)\) & 2477.59 & 2477.59 & 2558.41 & 2628.19 & 2415.26 & 2415.26 & 2420.9] & 2427.66 & 2435.23 \\
\hline \((2,2)\) & 6541.93 & 6541.94 & 7997.35 & 8910.19 & 6179.56 & 6179.56 & 6209.53 & 6195.16 & 6234.18 \\
\hline \((1,3)\) & \(\left\{\begin{array}{l}7149.37 \\ 9922.22\end{array}\right.\) & 10008.09
10458.52 & 10116.30
10201.76 & 10413.34
11160.88 & 9482.08
9704.72 & \(933): .84\)
9548.69 & 9620.47
9620.47 & 9769.04
9769.04 & \(\int 9740.91\) \\
\hline \((2,3)\) & & & & & 16144.46 & 16144.65 & 16358.12 & 16436.21 & 16462.14 \\
\hline \((3,3)\) & & & & & 30843.18 & 30676.12 & 31 ¢61.90 & 31498.11 & 31560.55 \\
\hline
\end{tabular}


Figure 2.- Sign convention for moments and shears.


Figure 3(a).- Quadrilateral element (QUAD1) geometry.


Figure 3(b).- Quadrilateral element (QUAD5) geometry.


Figure 3(c).- Median plane for quadrilateral element.

\begin{tabular}{|c|c|c|}
\hline Notation & \begin{tabular}{l}
Element \\
Shape
\end{tabular} & Reiarence \\
\hline \[
\begin{gathered}
\ddot{\square} \\
P \\
Q 1 \\
Q 5 \\
A C M \\
H C T \\
Z \\
T U B A-6 \\
\\
B-2 \\
B-3 \\
C-N \\
C-P \\
N Q \\
C F Q
\end{gathered}
\] & \(T(Q-m e s h)\)
\(T(P-m e s h)\)
\(Q\)
\(Q\)
\(R\)
\(T\)
\(T\)
\(T\)
\(T(T-18)\)
\(T(T-21)\)
\(T(Q-m e s h)\)
\(T(P-m e s h)\)
\(Q\)
\(Q\) & \begin{tabular}{l}
Precent paper \\
Present paper \\
Present paper \\
Present paper \\
1 \\
1 \\
2 \\
3
\[
\begin{aligned}
& 4,10 \\
& 4,10 \\
& 5 \\
& 5 \\
& 7 \\
& 9
\end{aligned}
\]
\end{tabular} \\
\hline \multicolumn{3}{|l|}{\begin{tabular}{l}
T - Triangular; Q - Quadrilateral; \\
R - Rectangular
\end{tabular}} \\
\hline
\end{tabular}

COEFFICIENT FOR CENTRAL DEFLECTION, \(1000 w_{c}\) D/PL \({ }^{2}\)


Figure 5.- Simply supported square nlate: central deflection \(W_{c}\) under central point load \(P\).
\begin{tabular}{|c|c|c|}
\hline Notation & Element Shape & Referense \\
\hline N & T (Q-mesh) & Present paper \\
\hline \(P\) & T (P-mesh) & Present paper \\
\hline Q1 & Q & Present paper \\
\hline Q5 & Q & Present paper \\
\hline ACM & R & 1 \\
\hline HCT & T & 1 \\
\hline 2 & T & 2 \\
\hline TUBA-6 & T & 3 \\
\hline B-1 & T (T-15) & 4 \\
\hline B-2 & T (T-18) & 4,10 \\
\hline B-3 & T ( \(\mathrm{T}-21\) ) & 4,10 \\
\hline \(\mathrm{C}-\mathrm{N}\) & T (Q-mesh) & 5 \\
\hline C-P & T (P-mesh) & 5 \\
\hline NQ & \(Q\) & 7 \\
\hline CFQ & Q & 9 \\
\hline \multicolumn{3}{|l|}{I' - Triangular; Q - \&uadrilateral;} \\
\hline R - Rectan & ar & \\
\hline
\end{tabular}


Figure 6.- Simply supported square plate: central deflection \(w_{2}\) under unifermly distributed load \(q_{0}{ }^{\circ}\)


Figure 7.- Differential element.


Figure 8.- Curved triangular shell element in basic co-ordinate system.


Figure 9.- Curved triangular shell element in local cc-ordinate system.


Figure 10.- Multiiayered plate geometry.
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SUMMARY

A new eigensolution routine, FEER (Fast Eigensolution Extraction Routine), used in conjunction with NASTRAN at Israel Aircraft Industries is described. The FEER program is based on an automatic matrix reduction scheme whereby the lower modes of structures with many degrees of freedom can be accurately extracted from a tridiagonal eigenvalue problem whose size is of the same order of magnitude as the number of required modes. The process is effected without arbitrary lumping of masses at selected node points or selection of nodes to be retained in the analysis set.

The results of computational efficiency studies are presented, showing major arithmetic operation counts and actual computer run times of FEER as compared to other methods of eigenvalue extraction, including those available in the NASTRAN READ module. It is concluded that the tridiagonal reduction method used in FEER would serve as a valuable addition to NASTRAN for highly increased efficiency in obtaining structural vibration modes.

INTRODUCTION

One of the most burdensome computational tasks in discretized structural systems centers around the ext action of wade shapes and frequencies when the orders of the matri is are large. The difficulties are compounded as the number of required eigensolutions increases and multiple ur near-multiple eigenvalues are encountered.

Currently, NASTRAN provides three methods for modal extraction (refs. 1 and 2): the Tridiagonal or Givens method, the Inverse Power Method with Shifts, and the Determinant method. In each method the problem size enc untered is equal to the number of degrees-of-freedom in the analysis set which, given typical, present-day probjem applications, may run into the thousands. One means of reducing the size of the analysis set is via the Guyan reduction (ref. 3), which has been incorporated into NASTRAN. This technique, which is similar in concept to the Kaufman - Hall reduction (ref. 4), requires a "judicious" elimination of selected mass degrees-of-freedon and an attempt is made to account for the influence of the eliminated nodes through equivalent energy criteria. As demonstrated by levy (ref. 5), such an intuitive approach involves a great deal of guesswork and can le d to grossly inaccurate results, particularly in systems with relatively non-uniform mass distributione.

What is required to circumvent these difficulties is a more automated eigenreduction scheme which yields accurate lower modes of the structural system. In essence, the problim may be post, as follows:

Given the nth order eigenvalue problem
\[
\begin{equation*}
[K]\{\phi\}=\omega^{2}[M]\{\phi\} \tag{1}
\end{equation*}
\]
where [ \(K\) ] and \([M]\) are symmetric and non-negative definite, we wish to approximate the modal vectors by
\(\{\phi\} \approx[T]\{\delta\}\)
where [T] is a suitshly constructed transformation matrix of size \(n \times m\) ( \(m \ll n\) ) and \{ \(\delta\) ) is \(n\) n m-component vector of generalized coordinates. Using a Rsyleigh-Ritz procedure the rosulting reduced, mth order eigenprotien is of the form
\[
\begin{equation*}
[\bar{K}]\{\delta\}=\bar{\omega}^{2}[\hat{N}]\{\delta\} \tag{3}
\end{equation*}
\]
where
\[
\begin{align*}
& \left.[\bar{X}]=[T]^{T} \cdot X\right][T] \\
& {[\bar{M}]=[T]^{T}[M][T]} \tag{46}
\end{align*}
\]
and \(\bar{\omega}\) is an approximate modal frequency. If specified number of lower modes are to be accurately obtained, then the individual nth order vectors comprising the transformation matrix must be sufficiently rich in the corresponding modal vector... Thus, the practical value of
the reduction 3 cheme hinges on its ability to generate such a transformation matrix with a minimum of computational effort.

A number of closely related methods involving eigenreduction concepts have been proposed previously. In the work of Hestenes and Karush (ref. 6), eigensolutions were obtained via a block power method (iterating with several vectors simultaneously as opposed to a single vector) and a reduced eigenvalue problem was employed to orthogonalize and improve successive blocks of vectors tetween iteration steps. More recently, Jennings and Orr (ref. 7), Dong, Wolf and Paterson (ref. 8), and Bathe and Wilson (ref. 9) proposed similar techniques using the Inverse Power Method in conjunction with simultaneous sets of vectors (alternately called Simultaneous Iteration, Subspace Iteration and Block-Stodola methods). In each of these approaches, however, the fuactional role of the reduced eigenproblem is to improve a subspace of approximate modal vectors with central emphasis being placed on a block-type Inverse Power method.

In this report, a new eigenreduction routine, FEER (Fast Eigensolution Extraction Routine) is described, wherein a sing ereduced eigenproblem is generated for the ac:urate extraction of any specified number of lower modes. Further, the transformation matrir is generated vector-by-vector in such a way that the reduced eigenprobiem is tridiagonal in form. The FEER program is now being used in conjunction with NASTRAN at Israel Aircraft Industries to obtain much more economical eigensolutions than currently possible with the NASTRAN READ module.

The tridiagonal reduction method employed in FEER was first suggested by Crandall (ref. 10) as a truncated version of the Lanczos algorith (ref. 11). However, it was soon discovered that the original scheme possessed numerical instabilities (refs. 12 and 13). The necessary improvements to correct these weaknesses were made by 0jalvo and Newman (ref. 14), who were the first to develop a successful tridiagonal reduction prog' m for large scale structural dynamics problems. The FEER computer program contains further refinements later introduced by Newman and Pipano (ref. 15), including:
1. Highly efficient numertcal computation schemes, usirg packing techniques which take advantage of matrix sparsity.
2. Calculation of accurate upper and lower bounds on the extracted eigenvalues.
3. Accomodation of singular mass matrices and stiffness matrix singularities asnociated with rigid body modes.

\section*{TRIDIAGONAL REDUCTION METHOD}

\section*{Prelimina:y Operations}

Employing the NASTRAN notation, the structural eigenvalue problem is of the form
\[
\begin{equation*}
\left[K_{a a}\right]\left\{\phi_{a}\right\}=\omega^{2}\left[M_{a a}\right]\left\{\phi_{a}\right\} \tag{5}
\end{equation*}
\]

Both [ \(K_{a a}\) ] and [Mal are nth order symmetric, non-negative and semidefinite dutrices corresponding to the analysis set. Hence, they may both be singular, but all :he eigenval es are zero or positive.

In order to obtain a decomposable matrix, a small, positive sifft parameter, \(\alpha\), is chosen such that
\[
\begin{equation*}
\omega^{2}-\omega_{0}^{2}-a \tag{6}
\end{equation*}
\]

Then
\[
\begin{equation*}
\left[K_{a a} \cdot \alpha_{a a}\right]\left\{\phi_{a}\right\} \quad \omega_{0}^{2}\left\{M_{a a}\right]\left\{\phi_{a}\right\} \tag{7}
\end{equation*}
\]

It can be easily show. that the shifted stiffness matrix is nonsingular and positive-definite provided that ihe system masses generate kinetic energy due to any kinematically admissible rigid body motions of the structure. This requirement is always satisfied by the mass matrix in a physically well-posed problem.

In order to maintain the elements of the subsequent trial vectors on the order of unity, a positive mass-scaling paramoter, \(S\), is also employed, such that
\[
\begin{equation*}
\left[M_{a a}\right]=\frac{1}{S}[\bar{M}] \tag{8}
\end{equation*}
\]

If Cholesky symetric decomposition of the shifted stiffness macrix is performed:
\[
\begin{equation*}
\left[K_{a a}+a M_{a a^{\prime}} j=[L][L]^{T}\right. \tag{9}
\end{equation*}
\]
it follows that the eigenvalue problem.equation (7). ..t be converted
to the form
\[
\begin{equation*}
[B]\{x\}=\lambda\{x\} \tag{10}
\end{equation*}
\]
where
\[
\begin{align*}
& \{B]=[L]^{-1}[\bar{M}]\left[L^{-1}\right]^{T}  \tag{11a}\\
& \{x\}=[L]^{T}\left\{\phi_{a}\right\} \tag{11b}
\end{align*}
\]
and
\[
\begin{equation*}
\lambda=\frac{S}{\omega^{2}+\alpha} \tag{11c}
\end{equation*}
\]

The above triangular matrix inverses are treated as purely operational symbols, since in actual numerical operations forward and backward passes on vectors are employed.

\section*{Generation of the Reduced Eigenproblem}

A reduction of the nth order eigenvalue problem, equation (10), is effected through the transformation
\[
\begin{equation*}
\{\bar{x}\}=[v]\{y\} \tag{12}
\end{equation*}
\]
where \(\{\bar{x}\}\) is an approximation of \(\{x\}\) and \(m<n\). The transformation matrix is taken to be unitary, so that.
\[
\begin{equation*}
[V]^{T}[V]=[I] \tag{13}
\end{equation*}
\]

The reduced mth order eigenproblem is then
\[
\begin{equation*}
[A]\{y\}=\bar{\lambda}\{y\} \tag{14}
\end{equation*}
\]
where
\[
\begin{equation*}
[A]=[V]^{T}[B][V] \tag{15}
\end{equation*}
\]
and \(\bar{\lambda}\) is an approximation of the eigenvalue \(\lambda\).
The essence of the reduction scheme lies in the choice of the
transformation matrix [V]. In the tridiagonal reduction method, the Lanczos algorithm (refs. 11 and 13) is used to build the [V] matrix, vector by vector, i.e.,
\[
\begin{equation*}
[v]=\left[\left\{v_{1}\right\}\left\{v_{2}\right\} \cdots-\cdots\left\{v_{m}\right\}\right] \tag{16}
\end{equation*}
\]
such that the reduced \(m x m\) matrix [A], is tridiagonal and its eigenvalues approximate the higher end of the eigenspectrum of [B] (or, equivalently, the lower natural frequencies of the structure).

The algorithm yields

where the matrix coefficients are theoretically given by the recurrence formulas
\[
\begin{align*}
a_{i i} & =\left\{v_{i}\right\}^{T}[B]\left\{v_{i}\right\} \\
d_{i} & =\left\{v_{i-1}\right\}^{T}[B]\left\{v_{i}\right\} \quad ; i=1, m  \tag{18}\\
\left\{\bar{v}_{i+1}\right\} & =[B]\left\{v_{i}\right\}-a_{i i}\left\{v_{i}\right\}-d_{i}\left\{v_{i-1}\right\} \\
\left\{v_{i+1}\right\} & =\left\{\bar{v}_{i+1}\right\} /\left[\left\{\bar{v}_{i+1}\right\}^{T}\left\{\bar{v}_{i+i}\right\}\right]^{1 / 2}
\end{align*}
\]

The process is initialized by choosing an initial trial vector, \(\left\{v_{1}\right\}\) and setting \(\left\{v_{-1}\right\}=\{0\} ; \quad d_{1}=0\).

The initial trial vector should contain all components of the system eigenvectors and must be constrained to eliminate spurious eigensolutions \(\left(\omega^{2} \rightarrow \infty\right)\) due to mass matrix singularities. These requirements are
satisfied by setting
\[
\begin{equation*}
\left\{v_{1}\right\}=[B]\{w\} /\left[(B w)^{T}(B w)\right]^{1 / 2}, \tag{19}
\end{equation*}
\]
where \(\{w\}\) is an n-element vector obtained from a random number generator routine.

Reorthogonalization of the Trial Vectors

Although the trial vectors \(\left\{\mathrm{v}_{\mathrm{i}}\right.\) \} generated in equations (18) form a theoretically orthogonal set, it has been shown (ref. 16) that they rapidly degrade as the computations proceed, such that the later vectors are far removed from orthogonality to the earlier ones. This is caused by unavoidable computational round-off, which, because of repeated multiplications by the unreduced eigenmatrix, [ B , tends to amplify the contributions of the lower frequency eigenvector components. To correct this problem, Gregory (ref. 12) experimented with the use of higher precision arithmetic, but found only marginal improvements in the final results. Later, Lanczos suggested a single reorthogonalization of the trial vectors. While this improves matters substantially, it still does not eliminate the precision problem adequately. However, Ojalvo and Newman (ref. 14) found that the introduction of an iterative reorthogonalization loop can make the trial vectors as orthogonal as necessary for extremely large systems. The procedure is as follows:

Denote each new vector obtained from equations (18) as \(\left\{v_{i+1}^{0}\right\}\) and iterate,
\[
\begin{align*}
& \left\{v_{i+1}^{1}\right\}=\left\{v_{i+1}^{0}\right\}-\sum_{j=1}^{i}\left[\left\{v_{j}\right\}^{T}\left\{v_{i+1}^{0}\right\}\right]\left\{v_{j}\right\} \\
& \left\{v_{i+1}^{2}\right\}=\left\{v_{i+1}^{1}\right\}-\sum_{j=1}^{i}\left[\left\{v_{j}\right\}^{T}\left\{v_{i+1}^{1}\right\}\right]\left\{v_{j}\right\} \tag{19}
\end{align*}
\]
until an acceptable vector
\[
\left\{v_{i+1}^{s+1}\right\}=\left\{v_{i+1}^{s}\right\}-\sum_{j=1}^{i}\left[\left\{v_{j}\right\}^{T}\left\{v_{i+1}^{s}\right\}\right]\left\{v_{j}\right\}
\]
is found which satisfies the orthogonality criterion
\[
\begin{equation*}
\max _{1 \leq j \leq 1}\left|\left\{v_{j}\right\}^{T}\left\{v_{i+1}^{s}\right\}\right| \leq 10^{2-t} \tag{20}
\end{equation*}
\]
where \(t\) is the total number of decimal digits carried by the computer.

\section*{零}

A normalized form of the reorthogonalized trial vector is finally obtained through
\[
\begin{equation*}
\left\{v_{i+1}\right\}=\left\{v_{i+1}^{s+1}\right\} /\left[\left\{v_{i+1}^{s+1}\right\}^{T}\left\{v_{i+1}^{s+1}\right\}\right]^{1 / 2} \tag{2I}
\end{equation*}
\]

Experiences gained through application of the FEER program to a large variety of problem types and sizes have indicated that an average of only two reorthogonalizations are required per trial vector generation.

Size Criteria for the Reduced Eigenproblem

As a result of numerical experiments and arnlications (refs. 14, \(15,17-19\) ), it has been found that in cases where \(m \ll r\) (where \(r\) is the total number of structural modes, including rigid body modes, and \(m\) is the size of the reduced eigenvalue problem), a first grouping of more than \(m / 2\) lower frequencies of the reduced system are in accurate agreement with the corresponding number of exact frequencies, provided that \(\mathrm{ml} \geqslant 7\), i.e., when at least seven trial vectors are chosen. The remaining reduced system frequencies are spread across the remaining exact spectrum, with the last one representing a lower bound on the highest exact frequency of the unreduced problem.

Thus, if the user requests \(q\) lower frequencies of the structure, the order of the reduced eigenvalue problem is
\[
m=\left\{\begin{array}{ll}
\min [2 q+1, r] ; & q>3  \tag{22}\\
\min [7, r] & q \leq 3
\end{array}\right\}
\]

It should be noted that in all cases \(m \leq r\), and whenever \(m\) is set equal to \(r\), all the structural modes of the unreduced problem are generated.

\section*{Error Bounds on the Computed Eigenvalues}

One of the inherently striking features of the tridiagonal reduction method is that the solution of the reduced, tridiagonal eigenproblem
\[
\begin{equation*}
[A]\{y\}=\bar{\lambda}\{y\} \tag{23}
\end{equation*}
\]
and the off-diagonal elements of [A] automaticaily provide accurate error-bound parameters for the extracted eigenvalues. In particular, it can be shown (ref.20) that absolute error bounds for each approximate root, \(\bar{\omega}_{i}^{2}\), are found from the inequality
\[
\begin{equation*}
\left|\frac{\bar{\omega}_{i}^{2}+\alpha}{\omega_{i}^{2}+\alpha}-1\right| \leq \frac{d_{m+1} \cdot\left(y_{f}\right)_{i} \mid}{\bar{\lambda}_{i}} \tag{24}
\end{equation*}
\]
where \(\omega_{i}^{2}\) is an exact system root, \(d_{m+1}\) is the \((m+1)\) th off-diagonal element of an [A] matrix of order \(m+1\), and \(y_{f i}\) is the last element of the eigenvector corresponding to \(\bar{\lambda}_{1}\).

Program FEER Flow Diagrams and Sample Output

The overall flow diagram for inplementation of the tridiagonal reduction method in FEER is shown in figure 1. The reduced system eigenvalue problem is solved in block 7 by means of a Q-R algorithm which takes advantage of the, symmetrical, tridiagonal form of the eigenmatrix and the physical modal vectors and frequencies are finally computed in block 9. The details of block 6, "Execute Tridiagonal Reduction Algorithm", are given in figure2. Block 6.4 and the associated peripheral test conditions are used to generate re-start vectors whenever premature vanishing of a trial vector occurs. This is usually due to the existence of multiple or near-multiple eigenvalues, as described in reference 13. Figure 3 shows a representative eigenvalue table produced by FEER. In this example, the order of the stiffness matrix was 3,072 , while the size of the reduced problem was 41 . As shown by the error bound listing, FEER generated 21 lower frequencies to within an accuracy of \(.01 \%\), using only 362 seconds of CPU time on a CDC-6600 computer.

\section*{COMPUTATIONAL EFFICIENCY STUDIES}

A count of the major arithmetic operations expended in FEER is sumarized in Table 1, where \(n\) denotes the size of the stiffness matrix in the ai,alysis set, \(b\) and \(\bar{b}\) are average semi-band widths of the stiffness and mass matrices, respectively, and \(q\) is the number of accurate modes requested by the user. Each operation is assumed to consist of a
multiplication followed by an addition.

\begin{abstract}
It should be noted that the average bandwidth parameters are used primarily to provide a measure of the number of non-zero matrix elements. In actuality, FEER employs efficient packing routines which do not require a uniform band structure for efficient computational operations. It can be seen that the major computational effort involves decomposition of the modified stiffness matrix (step 3) and provides the leading term of \(1 / 2 \mathrm{nb}^{2}\) in the total operation count. One of the positive features of the tridiagonal reduction method is that only one such decomposition is performed regardless of the number of roots required.

Operation count and storage requirements for several alternate eigensolution methods are compared with FEER in Table 2. The purpose of this comparison is to provide an indication of the potential efficiency of each method, assuming that an equally adept and knowledgable programmer has had a chance to employ the same time-saving tricks in each case. For this reason, several excellent solution techniques which achieve high efficiency through special data handing and storage methods (see for example, refs. 21 and 22 ), but nevertheless show 3 high minimum operation count, have not been included in the comparison. As in Table 1, the counts are presented in terms of average bandwidths which are again to be interpreted as a measure of non-zero matrix entries rather than in terms of a specific band structure.
\end{abstract}

It can be seen that in the Givens method the operation count ( \(\frac{2}{3} \mathrm{n}^{3}\) ) and the storage requirements as well \(\left(O\left(n^{2}\right)\right)\) become prohibitively large when the size of analysis set grows beyond more than a few hundred degrees-of-freedom.

The leading term in the Inverse Power Method (NASTRAN) is qnb \({ }^{2} / 2\) as compared to \(\mathrm{nb}^{2} / 2\) for \(\operatorname{FEER}\), since at least one shift per extracted root and a subsequent triangular decomposition is typically required in the former method. Based on this assumption and the additional supposition that an average of seven iterations per eigenvector are required in the Inverse Power method, theoretical operation-count ratios (Inverse Power Method/FEER) are presented as a function of semi-band width and the number of required roots in figures 4 and 5 for the cases of diagonal and consistent mess matrices. These curves provide only an approximate estimate of the relative time savings actually accrued for several reasons. First, the siructure of the stiffness matrix influences the decomposition strategy employed in NASTRAN via the active column approach. In addition, there is no a-priori knowledge of the actual number of shifts and iterations which will be required in the Inverse Power method for any given problem application. In general, both the number of shifts and iterations tend to increase with the number of roots extracted, so that the curves indicating improved efficiency of the Inverse Power method for a very large number of extracted roots
and small bandwidths are unrealistic.
Table 2 also shows approximate operation counts and storage requirements for Gupta's Sturm Sequence method (ref. 23) and a current version of the subspace or Block-Stodola method (ref. 9). The storage requirements for each of these methods, as well as the Inverse Power and FEER methods, are all on the same order of magnitude. In Gupta's method the count of \(25 \mathrm{nb}^{2} q\) is based on his assumption that approximately \(2 \mathrm{nb}^{2}\) operations are involved in examining the Sturm sequence for one trial root value, and that about twelve such values must be examined for each accurately predicted root (ref. 9). With regard to the Subspace Iteration method, the leading term in the count, \(n b^{2}\), is twice as large as in FEER and all other terms involving the same functional forms of the parameters \(n, b, \bar{b}\), \(q\) are also much larger. In addition, the reduced eigenproblem which is solved for improvement of the subspace is not tridiagonal so that the count for this operation is on the order of \(q^{3}\) as compared to \(q^{2}\) for the tridiagonal reduction method. Finally, the assumption of eight subspace iterations may not be very reliable, since this depends on the choice of the starting subspace, which is somewhat arbitrary.

Table 3 presents a set of actual computer runs comparing the CPU execution times of FEER vs. the Inverse Power and Givens methods in the NASTRAN READ module. The results indicate that the more efficient decomposition operatinns and shift strategy incorporated into Level 15 have yielded significant improvements in the Inverse Power method as compared to the Level 12 version (see also ref.24).

However, the run times for comparable or identical problems are generally 5 to 20 times faster with FEER than with the Level 15 Inverse Power method when between 5 and 20 accurate modes are requested. This result is in rough agreement with the operation count ratios shown in figures 4 and 5. In problem No. 2, which is relatively small and could therefore be t.eated with the Givens method, the execution time via FEER was approx!mately 3 times as fast, since only 35 modes were requested, while in the Givens method the user has no choice and must pay the penalty of having all the eigenvalues calculated (in this particular case, 105).

\section*{CONCLUDING REMARKS}

Significant computational efficiencies are achieved in the FEER program primarily due to the tridiagonal reduction method of modal extraction. Basically, the subspace of trial vectors generated via this method are sufficiently rich in the lower modes to provide a
single, reduced, tridiagonal eigenproblem whose solution provides these modes with a hign degree or accuracy. This feature distinguishes it from the usual subspace or block iteration methods, where the trial vector subspace is established somewhat arbitrarily and subsequently improved through repeated solutions of reduced eigenproblems. The tridiagonal reduction method employs only a single, intitial shift of eigenvalues and hence requires only one matrix decomposition. It is consequently much more efficient than the Inverse Power Method with shifts when more than one or two lower modes are requited. FEER is also extremely efficient for out-of-core operations and requires only \((15,000+7 . n)\) central memory words, where \(n\) is the order of the analysis set. Another feature of the method is that the reduced problem is generated automatically, starting with a random trial vector, and this avoids one of the basic weaknesses of techniques requiring either a judicious selection of starting vectors or retained nodes.

It is concluded that the tridiagonal reduction method used in FEER would serve as a valuable addition to NASTRAN for increased efficiency in obtaining structural vibration modes.
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SUMMARY OF UAJOR OPERATIONS AND SIORAGE REQUIREMENTS
TRIUIAGONAL REDUCTION METHOD (PROGRAM FFFA)
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TABLE 2
OPERATION COUNT AND STORAGE COMPARISONS FOR ALTERNATE EIGENSOLUTION METHODS
\begin{tabular}{|c|c|c|}
\hline Method & Approximate Operation Count (Significant Terms) & \begin{tabular}{l}
Approximate \\
Storage Requirements
\end{tabular} \\
\hline Givens' Method - MASTRNN. plus Q-R iterations (all eigenvalues and 9 eigenvectors obrained) & \(\frac{2}{3}{ }^{3}+n^{2}(a+10)+n\left(9(9+b)+4 b^{2}\right)+4 b \bar{b}\) & \(0\left(n^{3}\right)\) \\
\hline Inverse Power Nethod NASTRN (assuming one shift per root and seven iterations per eigenvector) & \(n \mathrm{na}\left(4 b^{2}-15(b+\bar{b})+7 a-5\right)\) & \\
\hline Gupta's Sturm Sequence method (assuming twelve iterations per root) & \(25 n b^{2} 9\) & \\
\hline Subspace Iteration Method (assuming eight iterations and one \(R-R\) eigensolution per iteration) & \(n\left(b^{2}+32 q(b+\bar{b})+64{ }^{2}+3 b+\bar{b}\right)+40 q^{2}(q+16)\) & \(O\) (nb) \\
\hline Tridiagonal Reduction Method - Program feer (assuming two reorthogonalizations per trial vector and two Q-R iterations of the reduced. tridiagonal matrix) & \(n\left(4 b^{2}+4 q(b+\bar{b})+10 q^{2}+2 \bar{b}\right)+80 q^{2}\) & \\
\hline
\end{tabular}
\(\overline{\mathrm{c}} \mathrm{37} \mathrm{\pi z}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{Problem No.} & \multirow[t]{3}{*}{Description} & \multirow[t]{3}{*}{Uncestrained Degrees of Fredom} & \multirow[t]{3}{*}{Averagat
Sem1-
Band
Width} & \multirow[t]{3}{*}{mo. of Accurate Modes Obtained} & \multicolumn{6}{|l|}{CPU Execution Tise, 「ec.*} \\
\hline & & & & & \multicolumn{3}{|l|}{\(\operatorname{coc} 6500-145 \mathrm{~K}_{8}\)} & \multicolumn{3}{|l|}{CDC \(6600-145 \mathrm{I}_{8}\)} \\
\hline & & & & & FEER & \begin{tabular}{l}
NASTRAN \\
Level 12.1
\end{tabular} & NASTRAN
Llevel 15.2 & FEER & \begin{tabular}{l}
NASTRAN \\
Level 12.1
\end{tabular} & \begin{tabular}{l}
NASTRAN \\
Level 15.1
\end{tabular} \\
\hline 1 & Simply Supported Plate & 105 & 30 & 16 & 11 & 190/IN & & & & \\
\hline 2 & Simply Supported Plate & 105 & 30 & 35 & 17 & s8/GIV & & & & \\
\hline 3 & Free-Free Plate & 130 & 30 & 10 & 12 & & & 7 & & 97/inv \\
\hline 4 & Eagine Mount & 195 & 20 & 7 & 12 & & 95/INv & & & \\
\hline ! & Wian, IFuselage & 195 & 25 & 4 & & & 63/1NV & & & \\
\hline - & \(\because\) imped Plate & 225 & 51 & 10 & 26 & & & & & \\
\hline ; & Cuntiul Surface & \(3 ? 2\) & 37 & 12 & 34 & & 250/INV* & & & \\
\hline 8 & Comeodore Jetrctal Aircraft & 456 & 30 & 14 & 42 & 1.044/INV & & & & \\
\hline 9 & Delica Hing & 485 & 90 & 30 & 213 & & & & & \\
\hline \[
10
\] & Wing/Funclage & 594 & 55 & 1 & & & 455/inv & & & \\
\hline \(11 * *\) & Ships Deck & 1,028 & & 25 & & & & & 4,7521 & \\
\hline 12 & & 1.056 & 102 & 10 & 235 & & & & & \\
\hline 13 & Clamped Plate & 1.056 & 102 & 30 & 610 & & & & & \\
\hline 14 & & 3.072 & 102 & 20 & & & & 362 & & \\
\hline 15 & & 4.128 & 102 & 7 & & & & 244 & & \\
\hline
\end{tabular}

\footnotetext{
** Only one mode extracted by Nastran at this
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FIGURE 4.-THEORETICAL OPERATION-COUNT RATIO (INVERSE POWER METHOD/FEERL-DIAGONAL MASS MATRIX; INDEPENDENT OF PROBLEM SIZE FOR N>200

figure 5-Theoretical operation-count ratio (INVERSE POWER METHOD/FEER)-CONSISTENT mass matrix: independent of problem SIZE FOR \(N \geqslant 200\)
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A subsonic flutter analysis capability has beer developed for NASTRAN, and a developmental version of the program has been installed on the CDC 6000 series digital computers at the Langley Research Center. The flutter analysis is of the modal type, uses doublet lattice unsteady aerodynamic forces, and solves the flutter equations by using the k-method. Surface and one-dimensional spline functions are used to transform from the aerodynamic degrees of freedom to the structural degrees of freedom. Some prelininary applications of the method to a beamlike wing, a platelike wing, and a platelike wing with a folded tip are compared with existing experimental and analytical results.

\section*{INTRODUCTION}

The available standard level of the NASA structural analysis computer program (NASTIAN) can be used to solve flutter problems by using the "direct input matrix" feature of the program to add the required unsteady aerodynamic force matrices to the appropriate structural matrices and solve the resulting eigenvalue problem. This procedure is inefficient and is not routinely used by aeroelasticians. However, since its first public release in 1970, NASTRAN has proven to be a very useful tool to many persons interested in flutter, but this use has been limited to using the program to calculate the structural modes and frequencies that are required as input to separate special-purpose flutter analysis computer programs. This use of NASTRAN by aeroelasticians has created some interest in incorporating a flutter analysis capability in NASTRAN. At the first NASTRAN Users' Experiences Colloquium (ref. 1) a paper (ref. 2) was presented that described the results of a design study for a complete NASTRAN aeroelastic analysis capability. By using this design study as a guideline, the NASA has sponsored the development of a subsonic flutter analysis addition to NASTRAN.

The purpose of this paper is to describe this new flutter analysis capability and present some results from preliminary applications of the program.

The technique developed is of the modal type, uses doublet lattice unsteady aerodynamic forces, uses one-dimensional. and surface spline functions to transform from aerodynamic degrees of freedom to structural degrees of freedom, and solves the flutter equations by using the k-method. The program is in what might be termed a developmental form, has only been installed on the CDC 6000 series digital computers at the Langley Research Center, and is not available for general release to the public. Results from preliminary applications of the program to a beamlike wing, a platelike wing, and a platelike wing with a folded tip are compared with existing analytical and experimental results.

\section*{OBJECTIVLS AND GUIDELINES}

The basic steps required in a flutter analysis are shom in the block diagram presented in figure 1. A characterization of each step is shown on the right in the figure. The overall objective of the NASTRAN subsonic flutter analysis was to provide a fully automated means for proceeding through these steps in an efficient manner to determine the flutter characteristics of complex structural and aerodynamic configurations. The development was constrained to the use of existing, proven state-of-the-art techniques. Therefore, the major effort was to assemble the selected procedures into the NASTRAN environment. One of the most significant guidelines was that there would be no constraints imposed on the structural idealization by aerodynamic considerations, and that the aerodynamic idealization would be made totally independent of structural modeling considerations. That is, the structure can be represented by an optimum selection and arrangement of structural elements and degrees of freedom, and the aerodynamic characteristics can be determined by an optimum selection of aerodynamic degrees of freedom. This guideline dictated providing a very general capability for the structural-aerodynamic interface which is required to transform the aerodynamic degrees of freedom to the structural degrees of freedom. Additional guidelines were that the technique should be easy to use and that the input data requirements associated with the unsteady aerodynamics and flutter solution and the format of the output results be in a form not totally unfamiliar to aeroelasticians. Another guideline that should be mentioned is that, where practical, the new proce. res required for flutter analysis would be made as general as possible so tha" the basic capability can be easily expanded, if so desired at a later date, to eccommodate additional aerodynamic theories, flutter solution procedures, and so forth. Naturally, it wes required that the flutter analysis te compatible with the existing NASTRAN general structural capability and contain such existing features as the restart capability. Further, it wes required that the flutter analysis be incorporated into a standard level version (level 15.1 was chosen) so that the NASTRAN program which contains the flutter analysis will also have all the other basic capabilities.

\section*{METHOD IMPLEMENTED}

A modal flutter analysis method has been implemented in NASTRAN. The set of linear equations of motion that must be solved to determine the flutter condition may be expressed in matrix notation in the following form:

\section*{REPRODUCIBILITY OF THE ORIGINAL PAGE IS POOR.}
\[
\begin{equation*}
\left[\left[\frac{k^{2}}{b^{2}}[M]+\frac{\rho}{2}\left[Q\left(M_{0}, k\right)\right]\right] \lambda^{2}+[K]\right\}\left\{u_{n}\right\}=0 \tag{1}
\end{equation*}
\]
\(M=\) generalized structural mass
\(K=\) generalized structural stiffness
\(Q=\) generalized unsteady aerodynamic force (function of \(M_{O}\) and \(k\) )
\(b=r e f e r e n c e ~ l e n g t h\)
\(M_{0}=\) Mach number
\(k=\) reduced frequency, bos \(/ V\)
\(\mathrm{V}=\) velocity
\(u_{h}=\) generalized modal coordinate
\(\rho=f l u i d\) density
\(\lambda=\) complex eigenvalue
NASTRAN already contains the capability of generating the generalized ass and stiffness matrices required by equation (1) but does not contain any Internal aerodynamic force capability. So one of the major tasks was to add he required unsteady aerodynamics. Since an important objective was to be ble to analyze the most general aerodynamic configurations possible, the oublet lattice unstearly aerodynamics method was selected for inclusion since his method is applicable to a broad range of configurations. The flutter olution method implemented was the k-method which is the one most commonly sed in flutter analysis. A modal formulation was chosen for two reasons. The irst reason is that this is standard practice; the second reason is that the rder of the final matrix equations that must be solved is relatively small. he aerodynamic-structural interface is accomplished by the use of oneimensicnal and surface spline functions.

\section*{The \(k\)-Method of Solution}

The \(k\)-method of flutter solution requires the repeated solution of equafion (1). The aerodynamic forces are functions of the three parameters, lensity, Mach number, and reduced frequency. To solve equation (1) values of wo of the parameters, usually density and Mach number, are held constant, and he eigenvalue equation is solved repeatedly for different values of reduced requency. The way equation (1) is developed, the damping, velocity, and requency of the system can be determined from the eigenvalues by using the elationships
\[
\begin{aligned}
& \mathrm{g}=2 \lambda_{\mathrm{REAL}} / \lambda_{\text {IMAG }} \\
& \mathrm{f}=\mathrm{k} \lambda_{\text {IMAG }} / 2 \pi \mathrm{rb} \\
& \mathrm{~V}=\lambda_{\text {IMAG }}
\end{aligned}
\]

\begin{abstract}
Since the flutter point is on the boundary between stable (damped) and unstable (divergent) sinusoidal oscillations, the flutter condition occurs for the particular combination of parameters that causes the damping to equal zero ( \(g=0\) ). The flutter velocity is usually determined by graphically plotting the damping versus velocity ( \(g-V\) plots) obtained for each solution of the eigenvalue problem. A number of loci, equal to the order of the problem, will be obtained. The curve which crosses the \(g=0\) axis at the lowest value of velocity determines the critical flutter condition. The k-method implemented in NASTRAN includes the generation of both damping ard frequency versus velocity plots ( \(f\) - V plots). Also, the capability is provided for selecting any one of the three aerodynamic parameters as the one to be varied.
\end{abstract}

\section*{Unsteady Aerodynamic Theory}

The unsteady aerodynamic theory implemented in the NASTRAN flutter analysis is the subsonic doublet lattice method (ref. 3). Of the available proven theories, this technique is probably the most general in that it can be applied to multiple nonplanar mutually interfering lifting surfaces and can be used to calculate body-lifting surface interference effects. The doublet lattice method adapted for NASTRAN use is similar to that described in references 4 and 5. The program described in these references includes slender-body aerodynamics to calculate body, or fuselage, forces but this feature has not been included in NASTRAN although the work required to implement body forces has been determined.

The doublet lattice method requires that the aerodynamic surfaces be subdivided into a grid of trapezoidal boxes. An example box arrangement is illustrated in figure 2. The analyst is required to specify the box arrangement subject to certain geometric constraints. For example, two of these constraints are that the boxes must be arranged in streamwise columns parallel to the free stream and that surface discontinuities such as fold lines must lie on box boundaries. The geometric constraints on the box arrangement are not severe and provide sufficient latitude to model adequately very general configurations. For the unsteady flow case, a spanwise line of acceleration potential doublets is placed at the one-quarter-chord station of each box. The doublets are related to pressure and hence to the force on each box. An aerodynamic influence coefficient matrix is generated which relates the force on the boxes to the downwash on the boxes. The force acts at the one-quarterchord point and the downwash point is the three-quarter-chord point. Both of these points are at the box midspan station. Typical force and downash points are shown in figure 2. The downash is a function of the streamwise slope and the vertical displacement normal to the boxes. Each box may be thought of in the context of being a finite element with the degrees of freedom (deflection at one-quarter-chord point, and deflection and slope at three-quarter-chord point) defined at two different points within each box. In the NASTRAN flutter development, it was decided that it would be desirable to have only one aerodynamic grid point for each box. The point selected was the center of each box. A transformation is used to convert the force and downwash at the one-quarter and three-quarter-chord points of each box to corresponding forces and downashes at tine centers of each box. Therefore, there is one aerodynamic erid point for each box.

\section*{Structural-Aerodynamic Interface (Geometry Interpolation)}

One of the most significant features of the NASTRAN flutter analysis is the geometry interpolation capability that provides for the interconnection of the aerociynamic and structural models of the system. Since a very general capability is provided for the structural-aeiodynamic interface, the structural model can be that best suited from structural considerations alone, and the choice of aerodynamic modei is dictated by aerodynamic considerations alone. The geometry interpolation provides a transformation from the aerodynamıc degrees of freedom to the structural degrees of freedom. This transformation is accomplished by the use of one-dimensional and surface spline furctions. (See refs. 6 and 7.) The traditional one-dimensional spline has been generalized to include torsional rotations in addition to bending deformationa. Since these functions are based on the small deflection equations of infinite beams and plates, respectively, they are very good for the interpolation of the deformations of general structural systems. If the structure is expected to behave like a bean as would be the case for a high-aspect-ratio jet transport wing, the one-dinensional spline would be used; if the structure is expected to behave like a plate, say a low-aspect-ratio wing, the surface spline would be the appropriate choice. The use of combinations of the two splines is permissible and would be appiied, for example, to a complete aircraft where the fuselage had the character of a beam and the wing, was expected to exhibit platelike behavior.

\section*{Aerodynamic Force Interpolation}

The k-method type flutter solution requires the solution of the flutter elgenvalue problem many times so that a relatively closely spaced sequence of points can be determined to make the \(\varepsilon-V\) plots since the behavior of the loci of roots on the plot can of ten be quite complex and lead to misinterpretation of the results. Since one of the most expensive parts of a flutter analysis is the determination of the unsteady aerodynamic forces, it is desirable to actually calculate the aerodymaic forces for a minimum number of values of the independent aerodynamic parameter, Mach number, or reduced frequency. Fortunately, experience has shown that although the behavior of the solutions of the flutter equations as displayed on a g-V diagram way be complex, the variation of the aerodynamic forces with reduced frequency or Mach number is generally smooth and well behaved. Consequently, it has become more or less standard practice in aeroelasticity to evaluate the aerodynamic forces at a relatively small number of values of the independent variable and interpolate to determine the forces at additional values of the independent parameter. This interpolation is relatively inexpensive when compared to the cost of actually calculating the aerodynamic forces and results in the loss of very little accuracy. Aerodynamic force interpolation nas been included in the NASTRAN flutter analysis. Both one-dimensional and surface splines are used. If the flutter calculations are limited to a constant Mach number, the linear spline is used to interpolate over a range of reduced frequencies. If a set of aerodynamic forces have been determined at two or more Mach numbers, the surface spline is used to interpolate to intervening Mach numbers. Experience with the one-dimensional spline has shown that it is very good for aerodynamic
interpolation. However, there are some indications that the accuracy of the surface spline tecrnique, although it is satisfactory, is not as good as the linear spline. This is probably caused by the fact that the character of the three-dimensional behavior of the aerodynamic forces is not \(p\)-atelike.

\section*{FUJTTER ANALYSIS RIGID FORMAT}

The assembly of the components of the flutter analysis into a NASTRAN rigid format (labeled Rigid Format 45) required the use of many existing functional modules, the modification to a few existing modules, and the development of six completely new modules. An annotated block diagram of the new rigid format is presented in figure 3. The structural analysis section is essentially identical to existing Rigid Format 10 (Modal Complex Eigenvalue Analysis) down to the point of complex eigenvalue anaiysis. The existing module PLOT was modified to accoumodate plotting of the aerodynamic geometry. Both undeformed and deformed plots are available. Changes were made to the XYTRAN and XYPLOT modules for the purpose of making \(g-V\) and \(f-V\) plots. An upper Hessenberg method of complex eigenvalue extraction was added to module CEAD since this procedure is better suited to the requirements of flutter analysis than the two methods already available.

The completely new modules are the Aerodynamic Pcol Distributor (AFD), Geometry Interpolation (GI), Aerodynamic Matrix Generator (AMG), Aerodynamic Matrix Processor (AMP), Flutter Analysis Phase 1 (FAl), and Flutter Analysis Phase 2 (FA2). Module APD forms tables of aerodynamic data, defines the boundaries of the aerodynamic elements, and locates and orients displacement components at aerodynamic grid, or control, points. Module AMG evaluates the aerodynamic influence coefficient matrix at specified values of Mach number and reduced frequency, and determines the transformations needed to convert these matrices from the points required by the doublet lattice theory (onequarter and three-quarter box chord stations) to the center of the aerodynamic boxes. Module GI generates the transformations required to give the structural displacements at the center of the aerodynamic boxes in terms of the deformations at the structural grid points. The AMP module calculates the generailzed aerodynamic force matrices by using the mode shapes determined in the structural part, of the rigid format (READ module), the aerodymamic matrices determined in AMG, and the transformation information calculated in GI. The module FAl prepares the modal matrices for complex eigenvalue extraction by module CEAD. Also, the interpolation of the aerodynamic forces is carried out in this module, if a solution is required for a combination of parameters for which the generalized aerodynamic matrices were not determined previously. The module FA2 gathers dats for reduction and preseritation. For exampla, the velocity and frequency are determined from the eigenvalues calcul ted by CEAD, and a line of printer output is prepared for each loop through the flutter solution. The three modules FAl, CSAD, and FAD are in a loop within the rigid format. This loop is repeated until solutions have been obtained for all the reduced frequencies, Mach numbers, and densities requested.


PRELIMINARY APPLICATIONS

The NASTRAN flutter analysis has been applied to some simple geometric configurations. The results of three of these applications, a beamlike wing, a platelike wing, and a platelike wing with a folded tip, are presented in this section. The NASTRAN recults are compared with other available analytical results and experimental data. Some discussion of the features of the NASTRAN analysis is included with the discussion of the applications.

The first application is the \(15^{\circ}\) swept wing shown in figure 4. Additional information concerning this wing may be found in references 8 and 9. This model was essentially a swept beam, and the NASTRAN structural model used consisted of 10 BAR elements as shown in the figure. The aerodynamic model consisted of 24 boxes arranged in six spanwise divisions of four chordwise boxes each. Unlike the requirements of the structural part of NASTRAN where the coordinates of each structural grid point are required input, a large number of aerodynamic boxes (and aerodynamic grid points which are located at the center of each box) are generated from a minimum amount of intormation. The aerodynamic boxes are assembled into panels, or groups, where each panel contains several boxes. For the beam example, all of the boxes belonged to a single panel. Only a single bulk data card (actually a parent card plus one continuation card) was required to define the aerodynamic boxes for this example. For each group, the only information required is the coordinates of the inboard and outboard leading-edge corners of the panel (points marked "a" and " \(b\) " in the fig.), the inboard and outboard chords (indicated by \(c_{1}\) and \(C_{2}\) in the fig.), the number of chordwise boxes, and the number of spanwise boxes if the boxes are to be equally spaced. If the boxes are not to be equally spaced, then the desired spacing is provided in terms of fraction chord and span divisions. The boxes for this example are equally spaced. Also, note that different coordinate systems were used to define the structural and aerodynamic models. A one-dimensional spline function was used for interpolation in this example. Presented in figure 5 are the results of the NASPRAN calculations for this wing at a Mach number of 0.45 and a density of \(1.185 \mathrm{~kg} / \mathrm{m}^{3}\). Three modes were used in the aualysis. The results are presented in the form of a \(\mathrm{g}-\mathrm{V}\) plot where only the critical root is shown. The circle symbols indicate the calculated points. The calcalated flutter speed is determined by the point at which the line faired through the symbols crosses the \(g=0\) axis. Indicated on the figure, in addition to the NASTRAN result, are the experimental ilutter result frcm referesce 8 and the calculated flutter result from reference 9 whicis were obtained using linearized lifting-surface theory. The NASTRAN calculated velocity is in good agreement with the experimental value. The calculated flutter spead from reference 9 is about 5 percent lower than the NASTRAN calculated value. The agreement with respect to flutter frequency is not so good.

The wing geometry, structural model, and aerodynamic model for the platelike wing are presented in figure 6. Copies of NASTRAN computer-genergted plots of the structural and aerodymamic models are presented in figure 7. The structural model consisted of 36 quadrilateral plate elements (QUAD2); the serodynamic model consisted of 50 boxes, 10 spanwise divisions of unequal spacing, and five equally spaced chordwise boxes. As was done for the beam
model, the entire w!: made uy a single aerodynamic panel. The surface spline was used to perfor ine required structural-aerodynamic interface for this example. The \(c e^{\circ}\) : ed \(g-V\) curve is presented in figure 8 , and only the critical locus : . ints is shown. These results are for e. Mach number of 0.80 and a denst.:... \(\quad, 0 \mathrm{~kg} / \mathrm{cum}\). Fcur modes were used in the aincysis. The solid symtrl' :' 'ate calculated values for which the generalized aerodynamic forces wer: :. \(\because\) lated. The open symbols indicate results obtained by using taterpols: : : \%neralized aerodynamic forces. The calcalated and interpolated resut ts coptar to lie on the same curve and could not be distinguished from one another mici not different symbols been used. Tabulated on the figure are the NiSTRAN caiculated flutter speed and freque.lcy, and some unpublished analytical results. Also included in the table are some NASTRAN calculated results for an aerojynamic model that had eight equally spaced chordwise boxes and the same spanwise arrangement show in figure 6 for the 50 -box case. The unpublished analytical results were obtained by using a doublet lattice computer program similar, but not identical, to the one modified for NASTRAN use. The surface spline was also used for the structural-aprodynamic interface in obtaining the unpublished result. The experimentally determined model natural frequencies were used to determine the generalized stiffnesses used in the unpublished results. Since the measured frequencies did noc agree precisely with the calculated frequencies, some of the 7 -percent difference between the two results may be attributed to this frequency difference. However, the results are still in good agreement. The two NASTRAN calculations gave essentially the same results.

The final applicstion to be discussed is a platelike wing with a folded tip. A photograph of this model is presented in figure 9 , and the geometry, structural model, and aerodynamic model are presented in figure 10. The tip fin is inclined with respect to the wing by \(60^{\circ}\). Copies of NASTRAN generated computer plots of the structural and aerodynamic elements are presented in figure li. The wing portion of this model was the same as the platelike wing previously discussed, and this portion was modeled in the same fasinion as the plate wing ( 36 QUAD2 structurul elements and 50 aerodynamic boyes comprising one aerodynamic panel). An additioral 60 QUAD2 structural elements were used to model the folded tip. The folded tip was a separate aerodynamic panel and was composed of a total of 50 boxes that were arranged into five equal chordmise divisions and 10 unequal spanwise divisions as indicated in the figure. One provisiun provided by the program is that there may or may not be aerodynamic interfarence, or coupling, between boxes located in different panels, or groups, depending on the user to wake the selection. This fature allows for the mission of coupling when it is known to be unimportant and thereby reduces the tine required to compute the aerodynemic matrices, or allows for the independent inrestigation of aeradynamic interference effects. In the present example, aerodynamic coupling between the wing panel and the tip panel was included. The surface spline option was used to perform the required aerodynamic-structural interface. Four different spline functions were used, two for each aerodynamic panel. The i:ierpolation for the 25 inboard wing aerodynamic boxes used one spline function, and the 25 outboard boxes used another spline function. The same type of arrangement was used for the tip fin. Since the analyst specifies the structural grid nointe that are to be used for interpolating for each aerodynamic box, it is not necessary that a single spline function be used for each aerodynamic panel.

The results of NASTRAN calculations for a Mach number of 0.90 and a density of \(0.861 \mathrm{~kg} / \mathrm{m}^{3}\) are presented in figure 12 in the form of the \(g-V\) plot for the critical eigenvalue. Four modes were used in this analysis. The data obtained by using calculated generalized aerodynamic forces are indicated by the solid symbols in the figure, and the results using interpolated general. ized aerodynamic forces are indicated by the open symbols. The comparison of the results using calculated generalized aerodynamic forces with those obtained using interpolated forces indicates that ti.ey all lie on the same \(g-V\) surve. Also tabulated on the figure are an unpublished calculated result and an unpublished wind-tunnel experimental sesult. The unpublished calculated result was obtained in a fashion similar to that previously described for the platelike wing example. The two calculated results are in good agreement with respect to both flutter velocity and frequency. The experimental flutter velocity is about 9 percent lower than the MASTRAN calculated value. Both calculated flutter frequencies are somewhat higher than the experimental frequency.

In discussing these three applications, some mention has been made of the simplicity of the input data requirements associated with the aerodynamics portion of the NASTiRAN program. This point is somewhat dramatically indicated by the fact that for the wing with tip fin case, of a total of 401 bulk data cards used, only 28 were directly ascociated with the aerodynamics or flutter solution.

Since tre NASTRAN flutter analysis is relatively new, its efficiency has not been fully evaluated nor have \(q i l\) of its potential options been exercised. However, it is of interest to examine some of the central processing unit (CPU) computer times required by some of the individual functional modules for a program execution. Presented in figure 13 is a listing of CPU times for the CDC 5600 computer obtained for the wing with the folded tip fin. In this case, five modes were calculated by the real cigenvalue module, and the four lowest modes were used in the flutter analysis. The generalized aerodynamic forces were determined at three values of reduced frequency and interpolated to two additional values so the flutter eigenvalue problem was solved five fimes. Additional information describing this example is shown on the f! gure. Also included on the fipure are the total CFU time, the peripherai processor time (CFU), and calls to the operating system ( \(0 / \mathrm{S}\) calls).

\section*{CONCLDDIMG REMARKS}

A subsonic flutter analysis capability hat been developed for NASTRAN. This flutter analysis io of the modal type, uses doublet lattice unsteady aerodynamic forces, and solves the flutter equations by using the k-method. One-dimensional and surface spline functions are used to transform from aercdynamic degrees of freedon to structural degrees of freedom. This capability has been incorporated into a version of MASTRAN, and this version has been installed on the CDC 6000 series computers at the Langley Research Center. This version is in a developmental stage and is not now available for general release. In this paper, a generel description of the new flutter analysis rigid format tas been presented. Results of some preliminary applications of
the NASTRAN flutter analysis to a beamlike wing, a platelike wing, and a platelike wing with a folded tip have been presented, and these results compared with existing experimental and analytical results.

\section*{REFERENCES}
1. Anon.: NASTRAN: Users' Experiences. NASA TM X-2378, 1971.
2. Harder, Robert L., MacNeal, Richard H., and Doggett, Kobert V., Jr.: A Design Study for the Incorporation of Aeroelastic Capability Into NASTRAN. NASTRAN: Users' Expesiences, MAEA TM X-C378, Sept. 1971, pp. 779-795.
3. Albano, Edward, and Rodden, William P.: A Doublet Lattice Method for Calculating Lift Distributions on Oscillating Surfaces in Subsonic Flows. AIAA Journal, Vol. 7, No. 2, Feb. 1969, pp. 279-285.
4. Giesing, J. P., Kalman, T. P., and Rodden, W. P.: Subsonic Unsteady Aerodynamics for General Configurations: Part II, Volume I, Application of the Doublet-Lattice Method and the Method of Images to LiftingSurface/Body Interference. AFFDL-TR-71-5, Part II, Vol. I, Aug. 1971, Air Force Flight Dynamics Laborptory, Wright-Patterson Air Force Base, Ohio.
5. Giesing, J. P., Kalman, T. P., and Rodden, W. P.: Suhsonic Unsteady Aerodynamics for General Configurations: Part II, Volume II, Computer Program N5KA. AFFDI-TR-71-5, Part II, Vol. II, April 1972, Air Force Flight Dynamics Laboratory, Wright-Patterson Air Force Base, Ohic.
6. Greville, T. N. E., ed.: Theory and Application of Spline Functions. Academic Press, 1969.
7. Harder, Robert L., and Desmarais, Robert N.: Interpolation Using Surface Splines. AIAA Journal of Aircraft, Vol. 9, No. 2, Feb. 1972, pp. 189-191.
8. Tuovila, W. J., and McCarty, John Locke: Experimental Flutter Results for Cantilever-Wing Models at Mach Mambers up to 3.0. NACA RM L55E11, 1955.
9. Yates, E. Carson, Jr., and Bennett, Robert M.: Use of Aerodynamic Parameters From Nonlinear Theory in Modified-Strip-Analysis Flutter Calculations for Finite-Span Wings at Supersonic Speeds. NASA TN D-1824, 1963.

anded in flutter analysis.

\(\because\)





Figure 5.- Beamlike wing flutter results for a Mach number of 0.45 and


\footnotetext{
Figure 6.- Geometry, structural modeling, and aerodynamic modeling of platelike wing. (All
} linear dimensions are in centimeters.)

Figure 8.- Platelike wing fensity of \(2.700 \mathrm{~kg} / \mathrm{m}^{3}\).

Figure 9. - Photograph of platelike wing with folded tip fin.
\(F\)

GEOMETRY AND STRUCTURAL MDDEL AERODYNAMIC MODEL
Figure 10.- Geometry, structural model, and aerodynamic model of platelike wing with folded tip
fin. (All linear dimensions are in centimeters.) fin. (All linear dimensions are in centimeters.)
\(\cdots-7\)


STRUCTURAL MODEL
Figure 11.- Computer-generated plots of structural and acrodynamic


Figure 12.- Platelike wing with folded tip fin flutter results for a Mach number of 0.90 and a density of \(0.861 \mathrm{~kg} / \mathrm{m}^{3}\).
\begin{tabular}{|c|c|c|}
\hline NASTRAN MODULE & \[
\begin{gathered}
\text { CPU TIME, } \\
\text { sec }
\end{gathered}
\] & FUNCTION \\
\hline IFP & 2.958 & Sort input data, set up restart tables, etc. \\
\hline GPI to READ & 191.208 & Form structural matrices (96 QUAD2 elements) \\
\hline READ thru gkam & 396.798 & Real eigenvalue analysis (5 modes) \\
\hline APD & . 962 & Generate aerodynamic elements (100 boxes) \\
\hline GI & 25.196 & Geometry interpolation (4 surface splines) \\
\hline AMg & 195.404 & Generate aerodynamic influence coefficient matrices (3 values of reduced frequency) \\
\hline AMP & 126.566 & Generate generalized aerodyranic matrices (4 modes) \\
\hline FA1-CEAD-FA2 & 8.648 & Flutter soiution for 5 reduced frequencies, aerodynamic interpolation for 2 reduced frequencies \\
\hline XYTRAN, XIFLOT & . 510 & g-V plot and f-V plot \\
\hline
\end{tabular}

\footnotetext{
966.3 sec
\(=2822.7 \mathrm{sec}\)
\(=36401\)
Figure 13.- Sample flutter soiution computer times.
}
Total CPU time \(=\)
Total cpu time Total HPU time
\(0 / S\) calls

\title{
CRACKED FINITE ELEMENTS P?OPOSED FOR NASTRAN
}

By J. A. Aberson, The Lockheed-Georgia Company and J. M. Anderson, Georgia Institute of Technology

SUMMARY

The recent introduction of special crack-tip singularity elements, usually referred to as cracked elements, has brought the power and flexibility of the finite-element method to bear much more effectively on fracture mechanics problems. This paper recalls the development of two cracked elements and presents the results of some applications proving their accuracy and economy. Judging from the available literature on numerical methods in fracture mechanics, it seems clear that the elements described have been used more extensively than any others in practical fracture mechanics applications.

\section*{INTRODUCTION}

The study of crack growth behavior by classical continuum linear fracture mechanics has been limited primarily to simple structural configurations and loadings. Because of the ease with which the finite-element method handles discontinuous loads and boundary conditions, attempts have been made to use this method to study fracture in complex structures. The capability of conventional elements and conventional modeling procedures to predict crack-tip parameters accurately has been found to be limited and uneconomical. The most significant and accurate results obtainef through use of standard methods are those which follow the work reported by Chan et. al. (ref. 1) and Kobayashi et. al. (ref. 2). The method followed by Kobayashi, for example, is to use the crack-opening displacements to solve a sequence of two simultaneous equations relating displacements to the two stress-intensity factors, \(K_{I}\) and \(K_{I I}\), for the opening and sliding fracture modes, respectively. Thosc results are then interpreted or extrapolated to predict values at the crack tip. The difficulty in applying this approach lies in trying to accurately depict the extreme stress gradient existing in the near vicinity of a crack tip. The detail required for a model to reasonably characterize this gradient makes the procedure expensive and cumbersome. For example, Oglesby and Lomacky (ref. 3) indicate that the maximum permissible element size necessary to insure acceptable accuracy in the computed stress-intensity factors is of the order of \(1 / 300\) th of the crack half-length. To achieve detail of this order, substructure analyses have usually been used. That is, a coarse model is first analyzed to obtain boundary conditions which are then imposed on a more refined local model of the crack region. In some instances results from the second model have been used to analyze a third and even more finely modeled localized region of the crack tip. Obviously, considerable modeling and computer efforts are necessary to carry out such analyses.

Ancther approach, which is similar to that us \({ }^{\text {d }}\) by Chan and Kobayashi, is a combination of finite-element and boundary-collocation analyses. In this method, displacements and stresses from a conventional finite element model which may or may not contain some representation of a crack - are used as boundary points in a boundary collocation solution for the crack. This is the procedure followed by Freese and Kaldjian (ref. 4), for example. The disadvantage of this combined approach is that it is not easily applicable since considerable experience in fracture analysis and complex variables is required to obtain consistently accurate results.

In an attempt to circumvent the economic problem of the conventional approach and the applicability problem of the combined approach, research and development efforts have been turned toward formulating elements which are capable of characterizing the crack-tip stress singularity internally. These singularity elements - cracked finite elements - provide a new means for computing stress-intensity factors and thereby predicting crack growth. Two such elements have been developed and implemented at the Lockheed-Georgia Company. These elements have received extensive usage in project and contract work and have provided considerable substantiation of the accuracy of the approach used in their formulation. A description of the formulation and implementation of these elements follows.

\section*{TECHNICAL DEVELOPMENT}

The Williams' series of stress functions (refs. 5 and 6)* is the basis for all boundary collocation and cracked finite-element schemes to estimate stress-intensity factors. This series gives the following familiar expressions for the in-plane stresses for the plane crack problem illustrated in figure 1.
\[
\begin{align*}
\sigma_{r}(r, \theta) & =\sum_{n=1}^{\infty} \frac{n}{4} \cdot r^{\frac{n}{2}-1}\left\{s_{n}\left[-(n+2) \cos \left(\frac{n}{2}+1\right) \theta+f(n)(n-6) \cos \left(\frac{n}{2}-1\right) \theta\right]\right. \\
& \left.+a_{n}\left[g(n)(n+2) \sin \left(\frac{n}{2}+1\right) \theta-(n-6) \sin \left(\frac{n}{2}-1\right) \theta\right]\right\} \\
\sigma_{\theta}(r, \theta) & =\sum_{n=1}^{\infty} \frac{n}{4}(n+2) r^{\frac{n}{2}-1}\left\{s_{n}\left[\cos \left(\frac{n}{2}+1\right) \theta-f(n) \cos \left(\frac{n}{2}-1\right) \theta\right]\right. \\
& \left.+a_{n}\left[-g(n) \sin \left(\frac{n}{2}+1\right) \theta+\sin \left(\frac{n}{2}-1\right) \theta\right]\right\} \tag{1}
\end{align*}
\]

\footnotetext{
* An error in reference 5 was subsequently corrected by Williams in reference 6 .
}
and
\[
\begin{aligned}
\tau_{r \theta}(r, \theta) & =\prod_{n=1}^{\infty} \frac{n}{4} r^{\frac{n}{2}-1}\left\{s _ { n } \left[(n+2) \sin \left(\frac{n}{2}+1 j \theta-f(n)(n-2) \sin \left(\frac{n}{2}-1\right) \theta\right\}\right.\right. \\
& \left.\left.+a_{n} \quad \underline{g}(n)(n+2) \cos \left(\frac{n}{2}+1\right) \theta-(n-2) \cos \left(\frac{n}{2}-1\right) \theta\right]\right\}
\end{aligned}
\]
in which
\[
f(n)=\frac{\frac{n}{2}+1}{\frac{n}{2}+(-1)^{n}}
\]
and
\[
\begin{equation*}
g(n)=\frac{\frac{n}{2}-(-1)^{n}}{\frac{n}{2}+1} \tag{2}
\end{equation*}
\]

The independent constants associated with the symmetric (even in \(\theta\) ) and antisymmetric (odd in \(\theta\) ) parts of the Williams' series have been denoted in equation (1) by \(s_{n}\) and \(a_{n}\), respectively. Even though an expression for the second antisymmetric term has been formally written, it should be noted before proceeding that it never contributes to any of the stresses. Thus in the usual finite-element description, \(a_{2}\) is not a legitimate generalized coordinate.

The leading terms in equation (1) are singular like \(r^{-1 / 2}\); all subsequent terms are nonsingular. The coefficients \(s_{1}\) and \(a_{1}\) are related to the opening and sliding mode stress-intensity factors \(K_{I}\) and \(K_{I I}\) by the following formulas:
\[
\left.\begin{array}{l}
K_{I}=\lim _{r \rightarrow 0} \sqrt{2 \pi r} \sigma_{\theta}(r, 0)=3 \sqrt{2 \pi} s_{1} \\
K_{I I}=\lim _{r \rightarrow 0} \sqrt{2 \pi r} \tau_{r \theta}(r, 0)=\sqrt{2 \pi} a_{1} \tag{3}
\end{array}\right\}
\]

The strains corresponding to the stresses in equation (1) are obtained through Hooke's law. The strain-displacement equations in plane polar coordinates can then be integrated for the radial and tangential displacement components \(u_{r}(r, \theta)\) and \(u_{\theta}(r, \theta)\), respectively. See, for example, reference 7 and the subsequent correction. The resulting displacement components are
\[
u_{r}(r, \theta)=K \cos \theta+H \sin \theta
\]
\[
\begin{align*}
& +\sum_{n=1}^{\infty} \frac{1}{4 G} r^{\frac{n}{2}}\left\{s_{n}\left[-(n+2) \cos \left(\frac{n}{2}+1\right) \theta-f(n)(6-8 \sigma-n) \cos \left(\frac{n}{2}-1\right) \theta\right]\right. \\
& \left.\left.+a_{r_{L}} \Gamma_{L}(n+2) g(n) \sin \left(\frac{n}{2}+1\right) \theta+(6-8 \sigma-n) \sin \left(\frac{n}{2}-1\right) \theta\right]\right\} \tag{4}
\end{align*}
\]
and
\[
\begin{aligned}
u_{\theta}(r, \theta) & =F r+H \cos \theta-K \sin \theta \\
& +\sum_{n=1}^{\infty} \frac{1}{4 G} r^{\frac{n}{2}}\left\{s_{n}\left[(n+2) \sin \left(\frac{n}{2}+1\right) \theta-f(n)(6-8 \sigma+n) \sin \left(\frac{n}{2}-1\right)\right]\right. \\
& \left.+a_{n}\left[(n+2) g(n) \cos \left(\frac{n}{2}+1\right) \theta-(6-8 \sigma+n) \cos \left(\frac{n}{2}-1\right) \theta\right]\right\}
\end{aligned}
\]
in which \(F, H\), and \(K\) are rigid-body displacement parameters and \(G\) is the shear modulus. The dimensionless elastic constant \(\sigma\) is given by
\[
\sigma=\left\{\begin{array}{cl}
v & \text { (for plane strain) } \\
\frac{v}{1+\nu} & \text { (for plane stress) }
\end{array}\right.
\]
where \(\nu\) is Poisson's ratio.
Most cracked finite elements developed to date (c.f. refs. 8-11) incorporate only the leading symmetric terms in equations (1) and (4). Creager, at the Lockheed-California Compiny in 1970, attempted to include subsequent terms in the Williams' series out was unsuccessful due to inadequate element geometry. This was successfully accomplished by Wilson (ref. l2) with a symmetric element, which makes use of the first four terms. Wilson's element, however, has the disadvantage of being semicircular and, hence, is awkward to use in conjunction with conventional elements which almost always have straight boundaries. Moreover, the Wilson element (as well as some others previously referenced) has fewer degrees of freedom than are needed for independence of the nodal displacements. At best this requires that the stiffness matrix of the cracked element receive special attention in forming the stiffness matrix of the assembly.

At Lockheed-Georgia, the decision was made at the outset to develop a cracked finite element that is a high-order element in that it
(i) incorporates many of the terms in the Williams' series;
(ii) has a perfect balance between actual degrees of freedom and number of nodal displacements; and
(iii) has a convenient shape for interfacing with conventional elements.

The first feature permits accurate estimates of stress-intensity factors with relatively coarse finite-element grids, while the second and third features allow the numerical analyst to add the cracked element to an assembly in the same way that he adds a conventional element.

Because many fracture mechanics problems are symmetric about the plane of the crack, two elements were developed at Lockheed-Georgia. One takes caly the symmetric terms in the Williams' series and, hence, is applicable only to symmetric problems ( \(K_{I I}=0\) ) ; the other makes use of both symmetric and antisymmetric terms and is applicable to unsymmetric or mixed mode ( \(\mathrm{K}_{\mathrm{J}}\) and \(\mathrm{K}_{\mathrm{II}}\) ) problems.

\section*{Plane-Deformation Symetric Element}

Figure 2 shows the eight-node-symmetric element. The elemental coordinate system has its origin at the crack tip. The element is rectangular with a three-to-one aspect ratio. Placement of the nodes relative to the rectangle is pre-determined with a node at each corner plus nodes at the one-third points of each of the long sides. The choice of the symmetric element's shape - three equal squares - was considered convenient since the use of regular mesh spacings is common in finite-element models. This geometry has also proven to be effective when used with constant-strain triangles. The lower side (nodes 6, 7,8 , and 1) is coincident with the crack direction and presumed axis of symmetry. Nodes 6 and 7 are on the free crack face. Nodes 8 and 1 are on the prolongation of the crack. They are constrained rigidly as to vertical displacement and are free of shear forces - conditions consistent with symmetry.

The element has sixteen displacement degrees of freedom - two per node corresponding to the in-plane displacement components. Thus, in keeping with feature (if) mentioned previously, it incorporates the first thirteen symmetric terms of the Williams' series plus the three displacement degrees of freedom associated with rigid-body displacement in the plane. In the following, the thirteen Williams' coefficients and the three rigid-body parameters are referred to as the sixteen generalized coordinates of the element. The stresses and displacements corresponding to these sixteen generalized coordinates are evaluated on the boundary of the element. Products of reses and displacement contributing to boundary work are formed and integrated. The result is a homogeneous quadratic form in the generalized coordinates, and the coefficient of each term is an element of the cracked element's stiffness matrix with resp' \(t\) to the generalized coordinates.

Once the stiffness matrix relative to generalized coordinates is determined, the stiffness matrix relative to nodal displacements is formed using equation (4).

To date this element has not failed to substantiate any reliable stressintensity factor to within \(2 \%\) difference. And more often than not, this was accomplished with a relatively coarse finite-element grid. Results obtained with the symmetric element will be discussed later in the section "Applications."

\section*{Plane-Deformation Unsymmetric Element}

The ten-node unsymmetric element is shown in figure 3. The element is square with equally spaced nodes around its boundary. As before, the shape (4 equal squares) and relative location of the nodes are fixed, and were chosen to provide modeling convenience. Again, the actual size of the element and its elastic constants dictated by the particular application are input parameters. The generalized coordinates correspond to the first nine symmetric terms and first eight antisymmetric terms of the Williams' series plus the three rigid-body displacement parameters. The stiffness matrix was again generated by integration around the boundary.

Results obtained with this element are presented in the following section. Although sufficient, the accuracy obtained with this unsymmetric element is not as impressive as that obtained with the symmetric element previously discussed. This is understandable in light of the fact that the unsymmetric element has fewer degrees of freedom that it can bring to bear on each mode. Of course, it can be used in a much wider class of crack problems and is more practical for industrial applications. In the following section some examples are given which show the accuracy and applicabilities of both the symmetric and unsymmetric elements.

\section*{APPLICATIONS}

To illustrate the capabilities of the two elements, four examples of their usage follow. These examples were chosen to derionstrate first, the accuracy and econcmy of the elements and second, the capacities of the elements to perform analyses for structural configurations of practical importance. The four cases are drawn from a wide range of work involving use of the cracked elements and represent typical rather than most favorable results.

The cracked elements are implemented in a standard single-precision finite-element displacement-method program which employs a banded Cholesky decomposition solution procedure. This program, which operates on a Univac 1106 computer, was used for all four examples.

Case 1: Symmetric-Elemont Test Case
This example, shown on figure 4, was one of the first analyzed with the symmetric element. However, it exhibits the degree of accuracy which has been consistently achieved in numerous subsequent problems. The finite-element model has 31 nodes, 35 constant-strain triangles, and 1 eight-node cracked
\[
x \cos ^{2}
\]
element. The three configurations of single-edge crack, double-edge crack and center crack were all individually analyzed with this one model for an \(a / w\) ratio of \(1 / 3\). The model grid, which is quite coarse, results in the single-edge crack model having 57 displacement degrees of freedom (DOF) while the double-edge and center models have 51 DOF each. Comparisons of the stress-intensity factors computed using these configurations with ASTM values are shown on figure 4. The accuracy of the finite-element predictions are impressive ( \(\leq 1.5 \%\) error) for all three cases. Computer time to perform each analysis was 3 to 4 seconds.

Subsequent work with this finite-element model and others like it showed comparable results, with refinements in the grid bringing steady convergence toward ASTM values.

\section*{Case 2: Symmetric Cracked Hole}

The symmetric problem depicted in figure 5 was analyzed in order to assess the accuracy of the formula
\[
\begin{equation*}
K_{I}=\beta_{\text {Bowie }} \beta_{\text {Isida }} \sigma \cdot \sqrt{\pi a} \tag{5}
\end{equation*}
\]
which is routinely used to estimate stress-intensity factors for this geometry. In equation (5) \(\beta_{\text {Bowie }}\) and \(\beta_{\text {Isida }}\) are the correction factors, respectively, associated with Bowie's (ref. 13) analysis ior the presence of the hole and Isida's (ref. 14) analysis for the finite-width effect. The finite-element grid as shown in figure 5 was established (i) to permit the location of the cracked element to be easily changed to simulate growth of the symmetric crack, and (ii) to permit the width of the plate to be readily chataged by removing columns of constant-strain triangular elements from the right edge. The stress-intensity factors computed in this parametric study are listed in table 1. An important conclusion to be drawn from these results is that the value predicted by equation (5) seems adequate for short cracks, but becomes quite inaccurate and nonconservative as the crack grows long.

Such parametric analyses are of practical value, however, only if they can be quickly and economically accomplished. The use of the symmetric cracked element made it possible for a relatively coarse model (figure 5) to give accurate answers. The analysis of this coarse model required 28000 words of computer storage and approximately 20 seconds of computer time. The total study, which includes model conception, data input, and 21 separate analyses, required less than 1 man-day of engineering effort and 7 minutes of computer time. Subsequent studies of other parameters, e.g. fastener loads or fastener interference, could now de accomplished with even less effort since the model can be saved and reused.

In general, the computer times and storage cited above are economical, and, in addition, are well within the operational limits of most remote access or time-sharing computer facilities. This economy and ready availability in a
remote access mode (Univac DEMAND) have resulted in widespread application of cracked elements at the Lockheed-Georgia Company in studies such as the one described above.

\section*{Case 3: Pin-Loaded Lug}

The structural member shown on figure 6 is a 1 l g and occurs frequently in aerospace structures. The lug's lack of geometric symmetry greatly hampers the use of approximate methods to adequately estimate its stress-intensity factors \(K_{I}\) and \(K_{I I}\) when a crack appears. Such cracked geometry is easily handled, however, with the unsymmetric cracked element. The lug and the pin loading it are modeled with constant-strain triangles and a cracked element as shown on figure 7. The unsymmetric cracked element is shown in its initial position. As in the previous example, the model grid was constructed to permit the position of the cracked element to be easily changed to simulate the growth of the crack. Results of the analyses are given in Table 2. The small value of KII relative to \(K_{I}\) for the initial position indicates that the behavior of the crack is primarily mode \(I\) or opening mode from the beginning. Figure 8 depicts the mode \(I\) behavior as the crack progresses from the hole to the outer edge.

This analysis, which is considered to be in error by less than 3 percent, was accomplished at the cost of 1 man-day and 4 minutes of computer time in 35000 words of computer storage.

\section*{Case 4: 45-Degree Slanted Crack Test Specimen}

This last example demonstrates the use of cracked elements to calibrate test configurations for accurate reduction of test data. The specimen shown by figure 9 contained an initial \(45^{\circ}\) center craisk, and was subjected to a constant-amplitude tension-tension load. The maximum tension to minimum tension ratio was 0.1 . The specimen was modeled with constant-strain triangles and an unsymmetric cracked element as shown by figure 10 . The path taken by the crack during the cyclic test was simply traced on the finite-element model. The center section of the model was reconstructed seven times to accomodate the cracked elements for dimensionless projected crack lengths \(\lambda=\) a/w of \(0.3,0.35,0.4,0.5,0.6,0.7\), and 0.8 . The steel loading pins for the test were modeled by spring elements spread over the approximate bearing surfaces as shown.

The results from the analyses of this model are shown on figure 11. The curves on figure 11 are considered accurate within 2 percent. These results show an interesting and potentially significant feature not found in similar work reported by Iida and Kobayashi (ref. 15) . For \(0.5 \leq \lambda \leq 0.75\) the mode I stress-intensity factor \(K_{I}\) is greater than \(K_{I}\) for a straight crack of the same projected length. This increase in \(K_{I}\) (the "hump" in figure il) occurs when KII goes to zero and could easily account for the increased crack-growth rates observed for this type of specimen. However, the significant point to this analysis is that an accurate knowledge of \(K_{I}\) and \(K_{I I}\) for test articles permits
a cuncise reduction of crack-growth-rate data for later design usage.

The analysis of this case required approximately 80 seconds of computer time for each configuration. The total for all seven configurations, including data input and modifications, was 9.4 minutes.

\section*{CONCLUSIONS}

The incorporation into NASTRAN and other finite element codes of cracked elements appears to be both a timely and practical effort, for there is a growing concern among those involved in aerospace design with being able to perform reliable fracture analyses of damaged or flawed structures. This concern arises partly from anticipation of difficulties of meeting certain design "fracture criteria" imposed by procuring agencies for new aerospace vehicles and partly from recent experiences with existing airplanes. For whatever reasons, the fact is that fracture mechanics and fracture analyses have become significant and necessary steps in the design and modifications of aerospace structures. Thus, there is a pressing need for accurate production analysis tools to enable designers to apply new fracture criteria. Cracked finite elements, such as those discussed in this paper, are such tools. Their ease of application makes it possible for analysts and designers not extensively trained in fracture mechanics but familiar with finite element methods to compute accurate stress-intensity factors.
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Table 1. A Study of Finite-Width Panel with Two Symmetric Cracks Coming From a Hole
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \[
\frac{\boldsymbol{w}}{\boldsymbol{r}}
\] & \(\frac{a}{r}\) & \(\beta\) (ISIDA) & \(\beta\) (BCNIE) & \[
\frac{\mathrm{K}_{\mathrm{I}}[\text { FROM EQ. (5)] }}{a \sqrt{\pi a}}
\] & \[
\frac{K_{i}[E L E M E N T]}{\sigma \sqrt{\pi a}}
\] & \% DIFFERENCE \\
\hline \multirow[t]{5}{*}{8.0} & 0.3 & 1.02 & 2.15 & 2.19 & 2.18 & -0.46 \\
\hline & 1.9 & 1.08 & 1.23 & 1.33 & 1.42 & 6.33 \\
\hline & 3.5 & 1.25 & 1.12 & 1.40 & 1.52 & 7.89 \\
\hline & 5.1 & 1.61 & 1.07 & 1.72 & 1.90 & 9.47 \\
\hline & 6.7 & 3.14 & 1.05 & 3.29 & 4.08 & 19.36 \\
\hline \multirow[t]{5}{*}{6.4} & 0.3 & 1.02 & 2.15 & 2.19 & 2.19 & 0.0 \\
\hline & 1.5 & 1.10 & 1.29 & 1.42 & 1.47 & 3.40 \\
\hline & 2.7 & 1.27 & 1.16 & 1.48 & 1.53 & 3.27 \\
\hline & 3.9 & 1.61 & 1.11 & 1.78 & 1.87 & 4.81 \\
\hline & 5.1 & 3.01 & 1.07 & 3.21 & 3.96 & 18.94 \\
\hline \multirow[t]{5}{*}{4.8} & 0.3 & 1.04 & 2.15 & 2.25 & 2.23 & 0.0 \\
\hline & 1.1 & 1.13 & 1.42 & 1.61 & 1.62 & 0.62 \\
\hline & 1.9 & 1.31 & 1.23 & 1.62 & 1.64 & 1.22 \\
\hline & 2.7 & 1.63 & 1.16 & 1.89 & 1.99 & 5.03 \\
\hline & 3.5 & 2.89 & 1.12 & 3.24 & 3.57 & 9.24 \\
\hline \multirow[t]{5}{*}{3.2} & 0.3 & 1.11 & 2.15 & 2.39 & 2.42 & 1.24 \\
\hline & 0.7 & 1.21 & 1.64 & 1.99 & 2.01 & 1.00 \\
\hline & 1.1 & 1.39 & 1.42 & 1.9? & 2.02 & 2.48 \\
\hline & 1.5 & 1.65 & 1.29 & 2.13 & 2.29 & 6.99 \\
\hline & 1.9 & 2.40 & 1.23 & 2.95 & 3.25 & 9.23 \\
\hline 1.6 & 0.3 & 1.873 & 2.15 & 4.01 & 4.46 & 10.09 \\
\hline
\end{tabular}

Table 2. Results from Analysis of the Lug Model
\begin{tabular}{ccc}
\hline\(\frac{a}{r}\) & \(\frac{K_{I}}{\sigma_{B} \sqrt{\pi a}}\) & \(\frac{K_{I I}}{\sigma_{B} \sqrt{\pi a}}\) \\
0.1112 & 2.770 & 0.123 \\
0.3335 & 1.796 & -0.002 \\
0.5559 & 1.586 & 0.004 \\
0.7782 & 1.775 & 0.004 \\
\hline
\end{tabular}


Figure 1.- Neighborhood around a crack tip.


Figure 2. - Eight-node element for symmetric problems.


Figure 3.- Ten-node clement for unsymmetric problems.

Symmetric Element

Figure 4.- Results for single-edge, double-edge, and center cracked tension panels
with \(a / w=1 / 3\).


Figure 5.- Symmetric cracks growing from a hole in a finite-width panel.


Figure 6.- Lug geometry.


Figure 7.- Finite-element idealization of the lug.


Figure 8.- Stress-intensity factor versus crack length for the lug model.


Figure 9.- Tension specimen with a \(45^{\circ}\) center crack.

 \(\lambda=a / w=0.8\)

Figure 11.- Stress-intensity factors from the finite-element model shown in figure 10.
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\section*{SUMMARY}

A new approach to the finite element method which utilizes families of conforming finite elements based on complete polynomials is presented here. Finite element approximations based on this method converge with respect to progressively reduced element sizes as well as with respect to progressively increasing orders of approximation. Numerical results of static and dynamic applications of plates are presented to demonstrate the efficiency of the method. Comparisons are made with plate elements in NASTRAN and the highprecision plate element developed by Cowper and his co-workers. Some considerations are given to implementation of the constraint method into general purpose computer programs such as NASTRAN.

\section*{INTRODUCTION}

With the availability of general purpose computer programs, such as NASTRAN, at reasonable cost, utilization of the finite element approximations is common practice. In the conventional finite element method, a continuous structure is idealized by discrete structural elements which are joined together at nodes. Structural characteristics are expressed in terms of nodal variables. Improvement of accuracy is generally made with respect to progressively reduced element sizes. If certain conditions are met, then the finite element approximation will converge to the true solution when the element sizes are reduced (Ref. 1).

Unfortunately, reliable and practical error estimation techniques are rot yet available. In important analytical computations it is usually necessary to complete two or more calculations of the same problem in order to establish the validity of tie finite element model itself. The calculations usually employ progressively refined finite element nets, although upper and lower bound estimates have been proposed also (Ref. 2). This is a tedious and costly process involving a considerable amount of duplicated effort.

Much interest has been shown in the development of high-precision finite elements so that better accuracy could be obtained with fewer elements. Incorporation of such elements into the NASTRAN program was reported to be under development (Refs. 3 and 4).

Computational experinents as well as theoretical considerations have shown that, in terms of the number of variables needed to carry an analysis to a specified level of precision, the high-order or high-precision finite elements are more efficient than the low-order ones. This is particularly true in vibration and buckling analyses where eigenvalue problems must be solved in terms of the problem variables. An additional fact in favor of using fewer high-precision finite elements is that the number of necessary man-computer interface operations and the volume of data processing services are roughly proportional to the number of finite elements employed.

In view of these findings it is logical to expiore yotential bentifis to be gained from the convergence process based on progressively increasing orders of polynomial approximation. In this convergence process, the finite element net is held constant and the order of polynomial approximating functions is varied. Existing error bounds such as that proposed by Fried (Ref. 5) indicate that the convergence rate will be exponential in this case, whereas the convergence rate is geometrical when the finite element sizes are reduced. It is noted that this error bound is valid only when the exact solution is sufficiently smooth and free from singularities.

While there are many competing formats for stating finite element approximation problems, it was found that it is convenient to state the general problem as a quadratfc programming problem. In this formulation, which will be referred to as the constraint method in the following discussions, the functional to be approximated (usually the potential energy expression) is written as a quadratic expression of the unknown coefficients of the polynomial approximating functions. The interelement continuity conditions and principal boundary conditions are stated as linear equality constraints. An advantage of this formulation is that all matrices that are necessary to define the numerical problem can be generated automatically for arbitrary orders of approximation. The finite elements so constructed will exhibit convergence with respect to reduced element sizes as well as with respect to increasing orders of polynomial approximation. Because of the latter type of convergence, it is unnecessary to reconstruct the finite element model when higher accuracy is sought. Additional advantages of this formulation are: (a) Since vhe unknowns are the scaiar coefficients of the approximating polynomial sequences, it is not necessary to transform the variables and stiffness matrives from one coordinate system to another. (b) All finite elements can be made mutually compatible by specifying the appropriate connectivity through the constraint equations. This is a very important feature of the new method because it permits consideration of structural stiffeners with greater ease than the standard finite element methods. (c) The new method will yield the sxact solution when the exact solution is a polynomial with a degree less than or equal to the degree of the approximating polynomials, regardless of the number or orientation of the
finite element employed. (d) The accuracy of solution and the computational efficiency are not sensitive to input numbering schemes (thereforc, the method provides flexibility to the users in generating the structural models). (e) The number of elements depends solely on the geometrical configuration of the structure to be analyzed, not on the desired degree of precision as in conventional analysis. Thus only the minimum number of elements sufficient for idealizing the structure needed to be defined. Other factors, such as existence of point loads and/or discrete supports, do not preclude the use of large elements.

In the following, a solution technique utilizing the essential features of this formulation is discussed and applications of the constraint method are illustrated with numerical examples for static and dynamic analysis of plates. Comparison is made with results obtained by plate elements in the NASTRAN program and the 18 degrees-of-freedom plate element presented by Cowper et al. (Ref. 6).

\section*{THE CONSTRAINT METHOD}

In the constraint method, the finite element approximation is treated as a direct energy minimization problem in which the minimum potential energy is sought subject to certain linear constraints. As in the conventional finite element method, the structure is idealized by discrete elements whose displacement characteristics are approximated by the polynomial functions defined over the element domains. Usually, the unknown variables are the coefficients in the assumed polynomials, although other variable definitions may be used also. The total potertial energy is minimized with respect to these unknown coefficients subject 1 , constraints which ensure satisfaction of both interelement continuity and ainematic boundary conditions.

Detailed formulation of the constraint. method has been presented elsewhere (Refs. 7 to 10). It will be outlined kere as follows:

The total petential energy \(\pi\) is obtained by assembling the element potential energies \(\pi_{K}\), expressed in terms of the coefficients of the approximating polynomials as
\[
\begin{equation*}
\pi=\sum_{K} \pi_{K}=1 / 2\lfloor a\rfloor[s]\{a\}-\lfloor z\rfloor\{a\} \tag{1}
\end{equation*}
\]

In equation (1), \(\lfloor a\rfloor\) is a row vector, containing the polynomial coefficients and \(\{a\}\) is transpose of \(\{a\rfloor ;[S]\) is a symmetric, positive matrix containing a set of submatrices along its diagonal; \(\{Z \mid\) is a row vector associated with applied loading. This equation is treated as a quadratic objective function which is to be minimized subject to the following linear constraints:
\[
\begin{equation*}
[P]\{a\}=\{R\} \tag{2}
\end{equation*}
\]
where \([P]\) and \(\{R\}\) define the interelement continuity and the external boundary conditions. For homogeneous boundary conditions \(\{R\}\) is null.

Several different algorithms can be used for solving the problem represented by equations (1) and (2). Most of these require separation of the independent variables from the dependent ones in the constraint equations. Then the problem can be reduced to solving a system of simultaneous linear algebraic equations as explained in Appendix \(A\).

For structures subject to dynamic loading, inertia properties must be introduced in addition to the structural stiffnesses. In the case of free vibration, the equation of motion for the \(K\) th element is expressed as
\[
\begin{equation*}
[S]_{K}\{a\}_{K}+[M]_{K}\{\ddot{a}\}_{K}=0 \tag{3}
\end{equation*}
\]
where \([M]_{K}\) is the consistent mass matrix and \(\{a\}_{K}\) is the second derivative of \{a\} with respect to time. The unconstrained equations of motion for the entire system are obtained by summation and can be written as
\[
\begin{equation*}
[S]\{a\}+[M]\{\ddot{a}\}=0 \tag{4}
\end{equation*}
\]

After separating the independent and the dependent variables in the constraint set (see Appendix \(A\) ), the unknown variables \(\{a\}\) can be expressed in terms of the free variables \(\left\{a_{c}\right\}\), and the constrained equations of motion become
[ \(\mathrm{H}^{\mathrm{T}}\) ]
[S]
[H] \(\square\)
[M]
[H] \(\left\{\ddot{a}_{c}\right\}\)
\(=\)
\(\left[\mathrm{H}^{\mathrm{T}}\right]\) [
\([s]\{n\}\)

The matrix [H] and the vectors \(\left\{a_{c}\right\}\) and \(\{h\}\) are defined in Appendix \(A\).
For homogeneous boundary conditions, \(\{h\}\) vanishes and equation (5) becomes
\[
\begin{equation*}
[\bar{S}]\left\{a_{c}\right\}+[\bar{M}]\left\{\ddot{a}_{c}\right\}=0 \tag{6}
\end{equation*}
\]
where \([\bar{S}]\) and \([\bar{M}]\) are the constrained stiffness and mass matrices, respectively:

It is noted that the eigenvalue problem associated with equation (6) is relatively small since all dependent variables were eliminated.

An important feature of this formulation ts that all finite element approximation problems can be fully defined by the matrices [S], \(\{\mathrm{z}\}\), [P], \(\{\mathrm{R}\}\), and [M] (for dynamic application) for arbitrary orders of approximation. These matrices can be generated automatically for any given problem.

\section*{NUMERICAL EXAMPLES}

The efficiency of the constraint method is illustrated with examples for static and dynamic analyses of structural plates. A comparison is made with results obtained using plate elements in the NASTRAN program and the highprecision plate element presented by Cowper et al. (Ref. 6). Emphasis is on the accuracy and convergence of the custraint method with respect to increasing orders of approximation and using a minimum number of elements. Additional numerical results for static analysis of plates and shells can be found in references 7 to 10.

\section*{Static Analysis}

The first example problem for static application is the simply-supported equilateral triangular plate (Fig. 1(a)) under uniform pressure \(q\). The exact solution of this problem is a 5th order polynomial (Ref. 11).

The constraint method gave the exact solution when the 5th order polynomial was employed, and only one finite element was necessary. The results obtained by the 18 degrees-of-freedom high-precision element (also based on the 5th order polynomial) for various finite element layouts were presented in reference 6 for displacements and bending moments at the centroid presented in reference (b) shows the layout given in reference 6 for \(\mathrm{N}=1\) and
of the plate. Figure 1 (b) \(\mathrm{N}=36\), where N is the total number of elements. Finite element layouts ( \(\mathrm{N}=25\) and 100 ) used in the NASTRAN model are shown in figure \(1(\mathrm{c})\). Due to symmetry, only one-half of the plate was considered. Results at the centroid of the plate are given in table 1. It is seen tr \(t 36\) high-precision elements with 108 degrees-of-freedom (DOF) were needed to obtain precision to five significant digits whereas only 6 DOF were needed in the constraint method to significant digits whereas only 6 DoF were needed in the constraint method to
achieve similar precision. The NASTRAN results ware obtained by interpolation. Employing 100 CTRPLT elements with 166 DOF, 10 percent error was observed. Additional comparisons between NASTRAN plate elements and the constraint Additional comparisons between NASTRAN plate elements and the constraint
method are presented in figures 2 and 3 for the displacement and bending moment \(M_{x}\) along the centerilne of the plate, respectively. The NASTRAN
\[
\begin{align*}
& {[\bar{S}]=\left[\mathrm{H}^{\mathrm{T}}\right][\mathrm{S}][\mathrm{H}]}  \tag{7}\\
& {[\bar{M}]=\left[\mathrm{H}^{\mathrm{T}}\right][\mathrm{M}][\mathrm{H}]} \tag{8}
\end{align*}
\]

100-element model gave satisfactory answers for the displacenents but only marginal accuracy for moment. Similar accuracy was observed for the bending moment \(M_{y}\) alon'; the same line.

The second example is a rectangular plate with two oppcsite edges simply supported, the third edge free, and the fourth edge fixed under uniform pressure \(q\) (Fig. \(4(a)\) ). This is an interesting problem because it comprises all common boundary conditions. Due to sjmmetry, only one-half of the plate was consiaered. Finite element layouts are shown in figures 4 (b) and 4(c) for the constraint method and the NASTRAN model, respectively. The quadrilateral bending element CQDPLT was used in the NASTRAN model with 300 DOF. Result; obtained by the constraint method were also reported elsewhere (Ref. 7). Rapid convergence was observed with respect to increasing orders of approximation. It was found that very good results were obtained for the 6 th order approximation with 21 DOF (free variables). These are compared with the NASTRAN results in figures 5 and 6 for beriding moments along a line in the middle of the rectangular plaie. It is seen that correlation of the NASTRAN results for \(M_{y}\) with the exact solution is not as good as for \(M_{x}\). In this case the NASTRAN model overestimates the maximum \(M_{y}\) by about \(50 \%\). It should be noted, however, that NASTRAN gave satisfactory results along the centerline of the plate.

Dynamic Analysis

The first example for dynamic application is a cantilevered triangular plate. Natural frequency of the plate was solved by the constraint method for various combinations of finite element layouts end orders of approximation. Results are given in table 2 together wit' the results obtained by the highprecision 18 degrees-of-freedom plate elenent and the expeximental data (Ref. 12). The results show that in the constraint method monotonic convergence can be achieved by increasing the orders of approximation as well as by reducing element sizes. It is noted that the DOF represent the total number of equations in the associated eigenvalue problems. Comparable results were obtained by the constraint method with fewer DOF.

The next dynamic problem is the free vibration of a simply-supported square plate shown in figure 7 (a). Two elements were used for one-half of the plate in the constraint method (Fig. 7 (b)), and 200 elements in the NASTKAN model (Fig. 7(c)). Natural frequencies of the first three modes are presented in table 3. Monotonic convergenca wes obtained by increasing the orders of approximation in the conetraint method. The NASTRAN results, presented in raference 13, are also given for comparison. It is significant that. the resulting number of DOF for the eigenvalue problem is much smaller in the constraint method.

\section*{IMPLEMENTATION}

Implementation of the constraint method in conjunction with the solution algorithm given in Appendix A may be divided into the following steps:
1. Define structural model
a. Joint coordinates
b. Element incidence (including order of approximation that can be provided by default value)
c. Element compatibility (this data can be generated automatically from Element Incidence or by user's input)
d. Element and matcrial properties
e. Applied loads (referred to individual element ID and define point of application by its coordinates or joint ID if the foint exists; only element \(I D\) is required for distributed 1oad)
f. External boundary condition (referred to individual element ID and define locations for point supports; define element boundary number for line support)
2. Generate and assembie matrix
a. Unconstrained stiffness matrix [S],\([S]\) (one functional routint for each element type of any order of approximation) b. Unconstrained mass matrix \([M]_{K}\) [ \(M\) ] (one functional routine for each element type of any Order of approximation)
c. Unconstrained load vector \(\{Z\}_{K},\{Z\}\) (point load, uniform or nonuniform distributed load for any other order of approximation)
d. Constraint matrix [P] (two parts: interelement compatibility ard exter al boundary conditions)
e. Enforced displacement vector \(\{R\}\) (null or constant value)
3. Determine the rank of [P] and separate independent and dependent columns in [P] into matrices [B] and [C]. This can be accomplished by using the product form of inverse to obtain [ \(B^{-1}\) ] directly.
4. Constieined matrix generation
a. Compute transformation matrices [H] (equation (A7)) and \{h\} (equation (A8))
b. Constrair.sd stiffness matrix [̄] (equation (7))
c. Constrained mass matrix \(\{\bar{M}]\) (equation ( 8 ))
d. Constrained load vector \(\{\bar{Z}\}=\left[H^{T}\right]\{Z\}\{\bar{Z}\}=\left[H^{T}\right][S]\{\mathrm{h}\}\)
5. Equation solver
a. For static problem, solve \([\bar{S}]\left\{a_{c}\right\}=\{\bar{Z}\}-\{\bar{R}\}\) fur \(\left\{a_{c}\right\}\) Compute \(\left\{a_{p}\right\}\) (equation (A5)) and then \(\{a\}\) (equation (A4)). Separate \(\{\mathrm{a}\}\) into \(\left\{a_{k}\right\} . K=1,2, \ldots, N\), for each individual element.
b. For dynamic problem, solve \([\bar{S}]\left\{a_{c}\right\}+[\bar{M}]\left\{\ddot{a}_{c}\right\}=0\)
6. Output data processing
a. Compute results for each element directly from the approximating polynomials whose coefficisncs are determined in step 5.
b. IIsers define the element ID and desired locations of output recovery; some default values may be provided.

\section*{NASTRAN Implementation}

In executing these operations, step 1 requires some modification of NASTRAN procedures. In particular, the element compatibility data needed in constructing the constraint matrix [P] in step 2, and the options for specifying uniform line support conditions must be revised. Steps 2 through 4 are new except that the current multiple-point constraints and enforced displacement in NASTRAN can be included in steps 2 d and 2 e . The current equation solvers in NASTRAN may be used in scep 5. New NASTRAN functional modules are alsc required for output data recovery in step 6 , since the results are obtained directly from the approximating polynomials.

It should be noted that finite elements generated by the constraint mechod can be combined with existing elements in NASTRAN if it is so desired. In tinis case, the unknown variables consist ot both coefficients in the assumed polynomials and nodal variable components. Tise elements can be connected together by the constraint equations.

\section*{CONCLUDING REMARKS}

The constraint method is an efficient and cost effective approach to finite element approximations. It reduces modeling time significantly because fewer elements are needed. The structural model thus may be generated faster and with fewer errors. The accuracy and computational efficiency are not sensitive to input numbering schemes, and remodeling is not required for greater accuracy. Results presented herein and those obtained in other test cases (Refs. 7 to 10 ) indicate that highly accurate results can be obtained by the constraint method at reduced coaputer costs. It is desirgole, however, to solve some larger problems to provide better comparisons between this approach and the current approaches to finite element structural analysis.

Efficiency of this approach may be further improved by the development of efficient algorithms for obtaining [ \(B^{-1}\) ]. Such an effort is currently underway at Washington University in St. Louis.

Implementation of the constraint method into the existing general purpose computer program such as NASTRAN is considered \(f\) sasible and worthy of further investigation.

\section*{A SOLUTION ALGORITHM FOR THE CONSTRAINT METHOD}

The problem is to minimize the total potential energy (equation (A1)) subject to a set of constraints (equation (A2)):
\[
\begin{equation*}
\text { Min. } \pi=\frac{1}{2}\lfloor a\rfloor[S]\{a\}-\lfloor z\rfloor\{a\} \tag{Al}
\end{equation*}
\]
\[
\text { Subject to: } \quad[P]\{a\}=\{R\}
\]

We begin by selecting \(m\) linearly independent columns from [ \(P\) ] and renaming them [B]. Then equation (A2) can be written as .
\[
\begin{equation*}
\left.[B]\left\{a_{b}\right\}+c c\right]\left\{a_{c}\right\}=\{R\} \tag{AB}
\end{equation*}
\]
where vector \(\left\{a_{b}\right\}\) contains the variables associated with the linearly independent columns in \([B]\), and \(\left\{a_{c}\right\}\) contains the remaining variables in \(\{a\}\). Vector \(\{B\}\) is related to \(\left\{a_{b}\right\}\) and \(\left\{a_{c}\right\}\) by the following equation
\[
\{\mathrm{a}\}=[\mathrm{T}]\left\{\begin{array}{l}
\mathrm{a}_{\mathrm{b}}  \tag{AS}\\
\mathrm{a}_{\mathrm{c}}
\end{array}\right\}
\]
in which [T] is the appropriate permutation matrix.
From equation ( \(k .3\) ), we can write
\[
\begin{equation*}
\left\{a_{b}\right\}=\left[B^{-1}\right]\{R\}-\left[B^{-1}\right][C]\left\{a_{c}\right\} \tag{AS}
\end{equation*}
\]

Substituting equation (A5) into equation (A4), vector \(\{a\}\) can be expressed in terms of \(\left\{a_{c}\right\}\) as
\[
\begin{equation*}
\{a\}=[H]\left\{a_{c}\right\}+\{h\} \tag{AC}
\end{equation*}
\]
where
\[
\begin{align*}
& {[H]=[T] \quad\left[\begin{array}{c}
-\left[B^{-1}\right][\mathrm{C}] \\
{[\mathrm{I}]}
\end{array}\right]}  \tag{AT}\\
& \{\mathrm{h}\}=[\mathrm{T}] \quad\left\{\begin{array}{c}
\left.\left[\mathrm{B}^{-1}\right],\{\mathrm{R}\}\right\}
\end{array}\right\} \tag{AB}
\end{align*}
\]

Substituting equation (A6) into equation (Al), the total potential energy \(\pi\) can be written as
\[
\begin{gather*}
\pi=\frac{1}{2}\left\lfloor a_{c}\right\rfloor\left[H^{T}\right][S][H]\left\{a_{c}\right\}+ \\
\left\lfloor a_{c}\right\rfloor\left[H^{T}\right][S]\{h\}+\frac{1}{2}[h\rfloor[S]\{h\} \\
-\left\lfloor a_{c}\right\rfloor\left[H^{T}\right]\{z\}-\lfloor h\rfloor\{z\} \tag{Ag}
\end{gather*}
\]

Minimizing \(\pi\) with respect to the elements of \(\left\{a_{c}\right\}\), we have
\[
\begin{equation*}
\left[\mathrm{H}^{\mathrm{T}}\right][\mathrm{S}][\mathrm{H}]\left\{\mathrm{a}_{\mathrm{c}}\right\}+\left[\mathrm{H}^{\mathrm{T}}\right]([\mathrm{S}]\{\mathrm{h}\}-\{\mathrm{z}\})=0 \tag{All}
\end{equation*}
\]

Equation (A10) represents a set of simultaneous algebraic equations. It is noted that the original \(n\) variables in \(\{a\}\) verse reduced to \(n-m\), where \(m\) is the rank of the constraint matrix [P]. When the boundary displacements vanish, \(\{R\}\) is null. Equation (A10) then becomes
\(\left[\mathrm{H}^{\mathrm{T}}\right][\mathrm{S}][\mathrm{H}]\left\{\mathrm{a}_{\mathrm{c}}\right\}-\left[\mathrm{H}^{\mathrm{T}}\right]\{\mathrm{Z}\}=0\)

Once \(\left\{a_{c}\right\}\) is solved, \(\left\{a_{b}\right\}\) can be obtained from equation (A5).

\section*{REFERENCEs}
1. Tong, P.; and Pian, T. H. H.: The Convergence of Finite Element Method in Solving Linear Elastic Problems. International Journal of Solids and Structures, Vol. 3, 1967, pp. 865-879.
2. Fraeijs de Veubeke, B.; Sander, G.; and Bechers, P.: Dual Analysis by Finite Elements: Linear and Nonlinear Applications. USAF Report AFFDL-7R-72-93, December 1972.
3. Raney, J. P.; Weidman, D. J.; and Adelman, H. M.: NASTRAN: Status, Maintenance, and Future Development of New Capability. NASA TM X-2378, Sept. 1971.
4. Raney, J. P.; and Weidman, D. J.: NASTRAN: A Progress Report. NASA TM X-2637, Sept. 1972.
5. Fried, Isaac: Discretization and Round-off Error in the Finite Element Analysis of Elliptic Boundary Value Problems. Doctoral Dissertation, Department of Aeronautics and Astronautics, MIT, June 1971.
6. Cowper, G. R.; Kosko, E.; Lindberg, G. M.; and Olsun, M. D.: Static and Dynamic Applications of a High-Precision Triangular Plate Bending Element. AIAA Journal, Vol. 7, No. 10, Oct. 1969.
7. Tsai, Chung-Ta: Analysis of Plate Bending by the Quadratic Programming Approach. D. Sc. Dissertation, Washington University, St. Louis, Dec. 1971.
8. Szabo, B. A.; and Tsai, rhung-Ta: The Quadratic Programming Approach to the Finite Element Me \({ }^{+}\), International Journal for Numerical Methods in Engineering , 21. 5, No. 3, Jan.-Feb. 1573, pp. 375-381.
9. Chen, K. C.: High Precision Finite Elements for Plane Elastic Problems. D. Sc. Dissertation, Washington University, St. Louis, May 1972.
10. Gould, P. L.; Szabo, B. A.; and Suryoutomo, H. B.: Curved Rotational Shell Elements by the Constraint Method. Proceeding of the International Conference on Variational Methods in Engineering, Southampton University, England, Sept. 1972.
11. Timoshenko, S.; and Woinowsky-Krieger, S.: Theory of Plates and Shells. 2nd Edition, McGraw-Hill, 1959.
12. Gustafson, P. N.; Stokey, W. F.; and Zorowski, C. F.: An Experimental Study of Natural Vibrations of Cantilevered Triangular Piates. Journal of the Aeronautical Sciences, Vol. 20, 1953, pp. 331-337.
13. NASTRAN Demonstration Problem Manual. NASA SP-224, Oct. 1969.
tAble 1 SOLUTION FOR S.S. Equilateral triangular plate
\begin{tabular}{|c|c|c|c|c|}
\hline METHOD & ELEMENTS & \[
\begin{aligned}
& \text { DEGREES } \\
& \text { of } \\
& \text { FREDOM }
\end{aligned}
\] & DISPLACEMEN
AT CENTROIC & \[
\begin{array}{|c|}
\hline \text { RENDING } \\
\text { MOMENT } \\
\text { AT CENTROI } \\
\hline
\end{array}
\] \\
\hline \begin{tabular}{l} 
CONSTRAINT \\
METHOD \\
(EXACT) \\
\hline
\end{tabular} & 1 & 6 & 1.02880 & 2.40740 \\
\hline \multirow[b]{2}{*}{COWPER} & 1 & 3 & . 617284 & 1.08333 \\
\hline & 36 & 108 & 1.02881 & 2.40792 \\
\hline \multirow{2}{*}{NASTRAN} & 25 & 46 & . 92 & 1.78 \\
\hline & 100 & 166 & . 99 & 2.19 \\
\hline
\end{tabular}

TABLE 2 natural frequency of cantilevered triangular plate (steel, \(T=.061^{\prime \prime}\) )
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{6}{|c|}{CONSTRAINT METHOU} & \multicolumn{2}{|l|}{COWPER (REF. 6 )} & \multirow{4}{*}{\begin{tabular}{l}
EXPERIMEST \\
(REF. 12)
\end{tabular}} \\
\hline \begin{tabular}{l}
finite \\
ELEMENT \\
LAYOUTS
\end{tabular} & \multicolumn{3}{|r|}{} & \multicolumn{3}{|c|}{} &  &  & \\
\hline \[
\begin{aligned}
& \text { OROER OF } \\
& \text { APPROX. }
\end{aligned}
\] & 4 TH & 5 TH & 6TH & 4TH & 5 TH & 6TH & \(5 T\) & & \\
\hline DOF & 6 & 10 & 15 & 12 & 20 & 30 & 36 & 60 & \\
\hline MODE NO. & & & & & & & & & \\
\hline 1 & 36.8757 & 36.6528 & 36.6024 & 36.5538 & 36.5331 & 36.5158 & 36.6419 & 36.6201 & 34.5 \\
\hline 2 & 156.983 & 144.025 & 139.187 & 141.0743 & 139.3590 & 138.9769 & 139.3265 & 39.2633 & 136 \\
\hline 3 & 219.501 & 197.770 & 194.499 & 203.3356 & 194.0896 & 193.5854 & 194.1408 & 194.0186 & 190 \\
\hline
\end{tabular}
table 3 natural frequency of the simply-supported square plate
\begin{tabular}{|c|c|c|c|c|c|}
\hline & \multicolumn{3}{|c|}{COMSTRAINT METHOD} & NASTRAN & \multirow{3}{*}{EXACT} \\
\hline ORDER OF APDROXIMALION & 4TH & 5 TH & 6TH & 3RD & \\
\hline De.E & 6 & 12 & 20 & 590 & \\
\hline MOJE NO. & & & & & \\
\hline ; & . 9298 & . 9081 & . 9069 & . 9056 & . 9069 \\
\hline 2 & 2.6972 & 2.3962 & 2.2782 & 2.2634 & 2.2672 \\
\hline 3 & 5.1170 & 4.6325 & 4.5474 & 4.5329 & 4.5345 \\
\hline
\end{tabular}


Figure 1.- Simply-supported equilateral triangular plate.


Figure ?.- Displacement along centerline of the equilateral triangular plate.


Figure 3.- Moment along centerline of the equilateral triangular plate.

(a) Geometry.

(b) Finite element layout for the constraint method.

(c) Finite element layout for NASTRAN.

Figure 4.- The rectangular plate problem.


Figure 5.- MX along line \(a b\) of the restangular plate.


Figure 6.- My along line ab of the rectangular plate.


Figure 7.- Simply-supported square plate problem.
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The NASTRAN program package is one of the most important in terms of size and use in the COSMIC inventory at the University of Georgia. In this presentation, a brief history of the COSMIC facility as it relates to the NASTRAN program package will be presented, followed by a discussion of the NASTRAN disseminations.

COSMIC, which is the acronym for the COmputer Software Management and Information Center, is operated by the University of Georgia \({ }^{\top}\) s Computer Center under contract to NASA. It was established in 1966 out of the Marshall Space Flight Center's Technology Utilization Office and operated under their sponsorship until the contract was moved to the Headquarters Otfice in July 1968. The purpese of COSMIC is to make available to the public the computer software and documentation developed as part of the NASA program. It is, perhaps, best described as a clearinghouse for the NASA-sponsored computer software, although the functions specified under the contract go much further than simply duplicating the programs and documentation for distribution. A sizeable portion of the workscope involves screening the programs to insure that they are free of syntax errors, that all necessary subroutines are present, and that the documentation includes sufficiently detailed instructions to allow purchasers "skilled in the art" to install and operate the program or system. Computer software is contributed from 14 major NASA facilities and their contractors, and COSMIC is currently handing an inventory of approximately 1200 com-uter programs and corresponding documentation for some 30 different computers.

NASTRAN is one of the largest, if not the largest, software systems distributed by COSMIC, and it is almost certainly the most wide? y used system. Three major releases - levels 8, 12, and 15.1 - have been distributed, and, as is apparent from Table 1 , the number of distributec copies of levels 12 and 15.1 has significantly increased over the number of level 8 disseminations. The documentation counts represent the number of individual manuals and are cstimates for levels 8 and 12. Various options were avallable for these two releases, with manuals included in some of the package options, and individual counts for manuals were not maintained. The Special Problem Reporis (SPR's) are also distributed by COSMIC as they are made available from the NASTRAN office. During the past year, there were 5 SPR's distributed for a total of 100 copies (not included in Table l).

TABLE 1. DISTRIBUTIGN OF NASTRAN RELEASES
\begin{tabular}{lcc} 
& Programs & Documents \\
Level 8 & 21 & 500 \\
Leve1 12 & 78 & 4900 \\
Level 15.1 & 79 & 4400
\end{tabular}

As you are no doubt aware, levels 12 and 15.1 were avallable in four cptions, one each for the UNIVAC 1108 and CDC 6000 series equipment and two versions for the IBM \(360 / 370\) serses equipment. The distribution of program copies by version is shown in Table 2.

TABLE 2. DISTRIBUTION OF PROGRAM COPIES BY VERSION

Leve 12 17

13
48

Leve I 15.1
16
20
43

A cursory survey of NASTRAN purchasers reveals that COSMIC has distributed to practically every major type of injustry in the country; to private business; to government agencies and defense bases; and to educational institutions. As a clearinghouse or distribution facility, the COSMIC files contain little more than the name of the purchasing oficer at these organizations. The Computer Sciences Corporation study, which was completed in 1972 and was based primarily on the data for levels 8 and 12 , does provide some information on the uses which are being ma \(e\) of NASTRAN and the advantages which have been realized. The results of this study have been published in references 1 and 2.

There is little question but that NASTRAN has provided an excellent showcase for NASA's Techuology Utilization program, and the COSMIC staff is pleased to have had a small part in making it available as part of NASA's mission to transfer space technology to the public.
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\section*{SUMMARY}

Very divargent problenıs arising with different calculations indicate that NASTRAN is not always accessible for common use. Problems with eng:n sering, modelling, and use of the program system are anajsed and a way of solution is outlined. Related to th. s, som: supplementary modifications are made at Sperry UNIVAC Holland to facilitate the program for the less sldlled user. The implementation of a new element also gives an insight into the use of NASTRAN at Sperry UNIVAC Holland.

\section*{INTRODUCTION}

As the users of UNIVAC computers are from very different kinds of industries like shipbuilders, petrochemical industries, and building industries, the variety of problems coming from these users is very large. This variety results in experience not with one special kind of calculation nor one special kind of construction, but with a wide area of problems arising in the use of NASTRAN. There problems can roughly be divided into three different groups:
(1) Recognition of what is to be ralculated and how
(2) Construction of a model
(3) Handling the NASTRAN program

These are the basic problems for every less skilled user of NASTRAN and \& Application/Research Department of Sperry UNIVAC has to give reasonable answers to these questions. The correctness and accuracy of NASTRAN is hardly a question. Except for very complicated structures and calculations, the prospective user accepts NASTRAN as the best available tool, in spite of the monopoly of ASKA at the Dutch universities and the almost historical preference for ICES. The description of the following calculations illustrates the procedure of tackiling differont types of problems. As the details and mumerical results of the calculations give no essential information, they are not shorvn.

\section*{RECOGNITION OF WHAT IS TO BE CALCULATED AND HOW}

One of our customars had probleme with a propulsion nystem for ships. A simplified schematic diagram is shown in figure 1 . There was serious damage \(c_{i}\) ite roller
bearings of the hollow shaft for reasons other than torsional frequencies. Obviausly, something was wrong with the design of the system. Togetier with the customer a summary was made of all possible sources of damage. After that, a selection from among parts of the system was made to determine the loading conditions that had to be calculated. The conclusion was to make a static analysis to determine whether the connection between the hollow shaft and the gear wheel was strong enough and also to make an anaiysis of the natural frequencies of the shaft and gear wheel with NASTRAN. A model was made from triangular and quadrilateral ring elements and rigid formats 1 and 12 were used.

The result of these analyses was that the connection seemed barely strong enough and that the gear frequency was almost the same as the natural frequency of the shaft and wheel with four other natural frequencies in the same region. Combined, these could be the source of damage. Obviously, modelling and calculating with NASTRAN was no probdem. The only way to solve the problem was to make an extensive overview of possible sources. If that were available, the rest would be no problem because almost everything could be calculated with a program like NASTRAN. So this is essentially a problem that only can be solved with engineering practice. Only a methodical approach to a problem like this can give a satisfactory result, and simple rules cannot be given for solving these problems.

\section*{CONSTRUCTION OF A MODEL}

Two entirely different examples will show problems arising with modelling. For building blocks of flats, one of our customers, a building contractor, wants to know the loads on the piles, the stresses in the structure, and the possible overload the structure may absorb for a certain wall thickness. When the problem is stated this way, it seems to be a stability problem, hardly solvable because of the properties of the material, reinforced concrete. Nevertheless, the biggest problem for the building contractor is how to make a model because he has no idea about the effect of the element and element size on his results. As all his problems are topologically almost the same - only walls and floors - Like figure 2 , the best thing to do is to make a preprocessor for NASTRAN with a simple mesh generator resulting in a model like figure 3. This procedure was entirely sufficient for this motel.

A totally different modelling problem was the stress calculation of a reactor containment vessel of a nuclear power plant. This is a kind of pressure vessel with a radius of about 90 feet and about 140 feet high (see fig. 4). One of the gr eatest problems was a crane girder at the top of the vessel. Because of the rotational symmetry of the vessel, the conical siell element could be used, but the bulkheads of the girder disturbed the symmetry and prevented the use of this model. Modelling with piate elements would increase computer time enormously. The solution was the use of multipoint constraints. With
several hundred multipoint constraints, the bulkheads had a zero inplane stiffness. This condition gave the model a reasonable stiffness. Of course, this is not a completely new way of using these multipoint constraints, but it shows again that intelligent modelling can give accurate results, shorter computing times, and simpler models.

So if modelling is a serious problem, either a skilled user of the finite-element method, or, for simple models, some piece of software must make the model. The fact that a simple model description is important pleads for a general mesh generator, so that only a description of the contours and the element kind will produce an optimal mesh.

\section*{HANDLING THE NASTRAN PROGRAM}

An underestimation of this problem is dangerous because 2 rogram will be used if it is easy to use. For a common user, a large program like NASTRAN is never easy to use. Therefore, it must be made as easy as possible; that is: little input, only a few control cards, surveyable output, and so on. This statement results in some remarkable conclusions. The way of substructuring in NASTRAN seems to be too complicated for a common user. Usually, he wants to use more core for calculating the whole model at once if possible, instead of calculating substructures and saving computer time. For this reason, enlarging the available core is desirable. This enlargement could be done by some alterations in the subroutine MAPFNS.

With the updating program (see fig. 5) the available core on the UNIVAC 1108 is increased to 117 K words. Another way to make NASTRAN as easy to handle as possible is to reduce the number of control cards. This can be done by a subroutine calied LINKO. (See fig. 6.) This FORTRAN program tests the run condition word and after that starts the sequence of link steps. For this purpose file 12 is available if no BCD plot file is used. The executive control language of all link steps is written on this file 12 and LINKO takes the control. Already with these few alterations NASTRAN seems to be more accessible.

If there is a problem in handling the NASTRAN system, often it can be solved by making simplifications in different fields. Of course, the simplification is only valid for relatively simple calculations using only rigid formats without DMAP sequence alterations. But most of the calculations are as simple as that.

\section*{NEW ELEMENT}

The data processing division of Rdjkswaterstaat, Ministry of Transport Water Control and Public Works, an engineering firm of Netherlands government, has developed three plate elements - a triangular, a rectangular, and a quadrilateral element. They have implemented them in ICES. UNIVAC has obtained these elements for implementing
in NASTRAN. The stiffness matrix of these elements is derived by the method of assumed stress distribution as outlined by Pian (ref. 1). In this method the expression for the strain energy in the elemt at requires both displacement compatibility and stress equilibrium conditions. These elements have now been tested. The results will be available for all interested people as soon as all advantages and disadvantages of these elements are known.

\section*{CONCLUDING REMARKS}

Although the emphasis in using NASTRAN is mostly for complicated constructions and calculations, most of the computing time used by NASTRAN is for relatively simple problems. To simplify th : use of NASTRAN, many alterations can be introduced, mainly in the field of reducing input data. Related to that, a more automatic input generation should be desirable.
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Figure 1.- Propulsion system.


Figure 2.- Contour plot of a block of flats.


Figure 3.- Element plot.


Figure 4.- Reactor containment.
```

\#RU:N./TP NASTRA.UNASTRANLI, UNIVAC,3.BGO

```

```

"AST:- NRJ..FO/EOC/ILCCO
"ASG* A NASTRANLS-S.
" ASG,A PAS15-S.
*COPIN NAS15-S.OSYM.

* COPIN,S NAS15-S.OSYM.
* COPY.G NA STRANI5-S..ORJ.
*FREE NASTOAN15-S.
* COPY \&S 0R J. .SYM.
*FREE NAS15-S.
* ASG.A NAS 15-RC.
"MSG NAS15-RC MET RING
*FOR,SU SYM.WILTIC.ORJ.WPLTIO
-46.48
N= IABS(N!-M*TEN(I))
"ASM, SU SYM.MAPFNS,DRJ.MAPFNS
-16.17
AND* L AL.O,XII
L A\&.O.AJ
L A1.1.X11
L A1,0.A1
ANO OCFA1
-23.24
ORF* L AL,COXIL
L al.C,OE
L A1.1.XI1
L A1.0.Al
OR ACPAI
-30.32
XOR* L AGOO.XI1
L A!,OCOLU
L A1.1.X11
L AIOODA1
XOR ACOAI
S A1,AO
-37.37
CONPL*L AL.O.XI1
LN OC.C.A.J
-41.44
LSHIFT*L ACPIOXII
l A1.C.AO
SoJl Al:E+a
L Al.00.X11

```

Figure 5.- Updating program.
\begin{tabular}{|c|c|c|}
\hline \(L\) & AI, G, AS & \\
\hline J7. & \(\Delta 1.3, \times 11\) & \\
\hline -49.52 & & \\
\hline R SH IF T* L & A1. 1. \(\times 11\) & \\
\hline \(L\) & A1, \(\mathrm{Ci}, \mathrm{AO}\) & \\
\hline S.J1 & A1, \(\mathrm{C}+4\) & \\
\hline \(L\) & An, \(0 \cdot \times 11\) & \\
\hline 1 & ACOC. & \\
\hline J 2 & A1,3, \(\times 11\) & \\
\hline -90.99 & & \\
\hline L. 016 & 41.0337770 & \\
\hline \(-105 \cdot 105\) & & \\
\hline L & A P , 1, \(\times 11\) & \\
\hline SN & A1.0. \({ }^{\text {a }}\) & \\
\hline -110.110 & & \\
\hline SETC* L & AE, Cox 1 & \\
\hline L & ACOO. AIj & \\
\hline -125.125 & & \\
\hline 1 & A1, \(0, \times 11\) & \\
\hline 5 & AT, O, A1 & \\
\hline \(-134.134\) & & \\
\hline L & AC.C.X1 1 & \\
\hline 5 & 41.0.40 & \\
\hline -138.138 & & \\
\hline F AC IL * L & A1.0.x11 & \\
\hline 1 & A1.C.A1 & \\
\hline -148.148 & & \\
\hline OUT L & 11, 1, X11 & - storf flag in io \\
\hline 5 & A1.C. \(0_{0}\) & \\
\hline -155,155 & & \\
\hline TSWAP * L & 41.0. \(\times 11\) & \\
\hline L &  & \\
\hline -164,164 & & \\
\hline 1. & A1.1. \(\times 11\) & \\
\hline 1 & A1.0.41 & \\
\hline -176.176 & & \\
\hline L & 12.1. \(\times 11\) & \\
\hline \(L\) & 42.0.A? & \\
\hline - COPOUT SYM. & MAS15-RC. & \\
\hline - COPOUT O- J. & NAS15-PC. & \\
\hline
\end{tabular}

Figure 5.- Concluded.
```

"FOR,SI LITMKODII:ME
DIMENSIOH R{3)
DIMENSION C.{14,a)
Data ((C(I,J);i=1,14),J=1,4)

| 1 | 42 HK | La:0 | $L+N P$ | $\mathrm{x} \cap \mathrm{O}$ | LMA UF | kP | 500 | - |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 ? HK OP | roo | $k 0$ | $L \mathrm{AN}$ | $\because n P$ | L Mid | VOP | - |
| 3 | 42 HKL LM M | KLMN | KLM:」 | $\times 1 \times \mathrm{N}$ | $K$ LM is | KLM ${ }^{\text {N }}$ | VLMN | - |
| 4 | C2 HKL L N | KLPM | KLMN | KLMN | KLM ${ }^{\text {K }}$ | KLMN | VLMA | , |
| 5 | 42 HJN | Jfid | U! | $J N$ | JN | JN | JN | - |
| 6 | 42 HJN | Jis | JH | JN | JN | $J N$ | $J^{\text {N }}$ | , |
| 7 | 42 HOMN | JM! | Jmin | , MN | $J M N$ | $J$ M N | $\mathrm{JWN}^{\text {N }}$ | , |
| 8 | 42 HJMN | J: | JMN | JMN | JMN | $J$ M ${ }^{\text {N }}$ | $\mathrm{J}^{4} \mathrm{~N}$ |  |

            REWINO 12
            R(1)= AH"AOD,F
            R(2)=6H 12.
            R(3)=6H
                •
            CALL EROPT(I)
            J=4
            IF(I.ER.SHK \J=3
            IFII.EO.RHL , J=2
            IFEI.EG.fHU , J=1
            IF(J.EO.0) I=6 HM
            CALL ERTFAN(R,M)
            M=FLD(30.h.M)
            REND(5-3G,EAD=10 C,ERR=10C: A
        30 FORMA T(FR.Z)
        100 CONTINUE
            IF(M.LT.10) URITE(12,1CIC(M.J),M.I
            IF(M.GT.O.ANR. ..LT.15) WRITEP12.20) C(M..N!.M.I
            IFIM.EO.15) STGP
            CALL ERTPAM(AGPI
            STOP
        10 FORMA TI
            2 5H"XOT.,AG.! 3H NASTPANOLIHK,T\,OK . ./.
            3 5H"XOT,.AG,2TH HASCONOLINKCRNASTRAN. )
    2O FORMSTS
            2 5H'XCT.OBA,I 3H NASTRAN.LINK,I2DAH - "/0
            3 5HNXOT.,Ah.O TIH NASCON -LIIIKO/NASTRAN . )
            END
    * ASMOSI EROPTOFROPT
ARS.
s(1).
ETOPT*。.
Sx x 11.(0REnXII')

```

Figure 6.- LINKO subroutine.
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{10}{*}{} & S 4 & AC, (-REOAB \({ }^{\circ}\) ) \\
\hline & SA & A1.19RFOA1 *) \\
\hline & SA & A 2. (-RESA2 *) \\
\hline & SR &  \\
\hline & ER & OPT: \\
\hline & SA & AC, (TOPTIES) \\
\hline & LX & \(\times 11.0, \times 11\) \\
\hline & L XI, U & \(\times 11.1\) \\
\hline & L.U & A 2.037 \\
\hline & 52 & ('LfTTER') \\
\hline \multicolumn{3}{|l|}{LUS -} \\
\hline & \(L\) & A1.1* \\
\hline & L.U & R1,5 \\
\hline \multicolumn{3}{|l|}{LUS 1.} \\
\hline & A NOIJ & 42.1 \\
\hline & S.S 1 & A P.1'LETTER') \\
\hline & T NE - ! & A2.4 \\
\hline & d & EINOLUS \\
\hline \multicolumn{3}{|l|}{NEXT.} \\
\hline & JNR & - S. EINOLUS 1 \\
\hline & 0 SL & A M, 1 \\
\hline & S St & A1.5 \\
\hline & \(\cdots\) & A1.('LETTER') \\
\hline & J CD & R1.LUS 1 \\
\hline & \(J\) & Eirinlus \\
\hline \multicolumn{3}{|l|}{EINOL USI.} \\
\hline & S SL & AC. 1 \\
\hline & J & LUS 1 \\
\hline \multicolumn{3}{|l|}{EIHOLUS.} \\
\hline & S & A1, 0 , \({ }^{\text {P1 }} 1\) \\
\hline & T 2 & 10 \\
\hline & \(J\) & LUS \\
\hline & LA &  \\
\hline & LA & A1.1-RECA1 *) \\
\hline & L高 & 42.1-RECA2 ') \\
\hline & LR & R1. ('RECPI ') \\
\hline & LX & X11.('REOX 11') \\
\hline
\end{tabular}

Figure 6. - Concluded.
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\]

SOME STUDIES ON THE USE OF NASTRAN FOR NUCLEAR POWER
PlaNT STRUCTURAL ANALYSIS AND DESIGN
By Achyut V. Setlur ansi Munirathnam Valathur
Pioneer Service \& Engineering Co. Chicago, Illinois

\section*{SUMMARY}

This paper presents some of the studies made on the use of NASTRAN for nuclear power plant analysis and design. These studies indicate that NASTRAN could be effectively used for static, dynamic and special purpose problems encountered in the design of such plants. Normal mode capability of NASTRAN is extended through a post-processor program to handle seismic analysis. Static and dynamic substructuring is discussed. Extension of NASTRAN to include the needs in the r.lvil engineering industry is discussed.

\section*{INTRODUCTION}

With the ever increasing size of nuclear power plants now under construction and those comtemplated in the future coupled with growing concern of the owner, engineer, regulatory bodies and the public on the quality and safety of such plants, a greater emphasis is continuously being laid on the specification of more reliable loads and material properties together with more sophisticated tools and procedures for analysis and design. Anticipateing this trend, Pioneer Service \& Engineering Co. Initiated a study or the currently available computer programs in the area of statics, dynamics and stability of structures including capabilities for handing physical and geometric nonlinearities. It was quickly realized that no single computer program would be uniformly effective for such a broad spectrum of requirements. However, it was also found that NASTRAN was the best candidate to handle a major portion of the requirements. It is not the intent of this paper to enumerate the capabilities of N.STRAN. Only those features which were found particularly useful are mentioned in the sequel.

A typical pressurized water nuclear power plant structure consists of several buildings which may be connected to one another at the foundation level and/or at several higher elevations. T' a reactor shield building la typically a reinforced or pre-stressed con te cylindrical shell with a spherical or elliptical cap. The adjoini.،y buildings and the internals of the reactor building have shear walls as their lateral load carrying alements. Thus, the entire structural system consists of a complex of shear
walls, slabs, pre-stressed shells, and steel or concrete columns and roor structure as seen in Figures 1 and 2. This system has to be analysed for several load conditions and their pre-assigned combinations. These load conditions are static (e.g. dead and live loads) or dynamic (e.g. base excitation due to earthquake sround motion) in nature. Hence, a program which uses the data base and matrices generated for the staicic problem to perform a dynamic analysis would be most suited for such combinations. This capability is found in NASTRAN and is an important advantage over other programs.

Features in NASTRAN, Level 15.1, which would be required for the efficient processing of static and dynamic problems were checked out using simple models. Some of the experiences are discussed below. Since NASTRAN does not support modal spectral analysis for base excitation and does not combine static and dynamic results, post-processcrs were developed for these specific tasks and are briefly presented. Finally, some suggestions for incorporating new features in NASTRAN which would be effective in civil engineering structural analysis are noted.

\section*{SUBSTRUCTURING}

Anticipating that the structural model of the entire power plant for static and dynamic analyses would result in a large number of degrees of freedom, and also noting, that the structures within the total system have well defined boundaries, it was found that the substructuring technique would be a logical and effective approach. To make efficient use of the features available in NASTRAN, the interwediate results obtained from static substructuring should be used for the dynamic analysis or vice versa. The achematic diagram shown in Figure 3 uees the above feature. Post"processing phases are also shown in the figure. All interfacing between the postprocessors and NASTRAN is acconilizhid through NASTRAN generated data blocks placed on tape or disks using oitruth module.

The sci eme shown in Figure 3 was tist using the simple plate problem given in the Demonstration Manual ficenzace 1). The \(5 \times 10\) element halfplate model is shown in Figure 4. Symic.ric boundary conditions were assumed along the ine of symetry. Inpiane odections and normal rotations are constrained. The helf-plate modal 1s arbitrarily separated into two substructures, referred to as SUB : and SUB 2. Two load cases for the static problem and the simply supported boundary conditions were specified in Phase I. The static problem was run first with the symetric boundary conditions specified in Phase II. This was done so that, if results for antisymetric conditions were necessary at a later stage, they could have been obtained without going through Phase I again. Slight changes to the ALTER package for substructuring as given in the User's Manual (reference 2) were made so that the OUTPUTI data blocks of the two substructures eorld be placed on the
same tape. The results of the static analysis were printed and placed on tape using the OUTPUT2 module. The dynamic analysis was carried out utilizing the stiffness matrix gene:ated in Phase \(I\) of the static analysis. The mass matrix was not generated in the static part since no GRAV loads were applied, hence, Phase I of the dynamic analysis using the stiffness matrix KAA of the static part and using a restart with a rigid format switch was executed. In this phase only the mass matrix was computed. If a GRAV load was introduced in the static analysis, the MAA matrix would have been generated and stored. Then, it would not have been necessary to run the Phase \(I\) of the dynamic analysis. Modes and frequencies of vibration of the example problem agreed very well with those given in the Demonstration Manual.

Phase III of the dynamic analysis was successfully completed using check pointed tape of Phase I siatic analysis and with a switcin in rigid format. Howcver, it was found that attempting Phase IIJ of the dynamic analysis using the check pointed tape of Phase \(I\) of the dynamic analysis, which, in turn, was generated from the check pointed tape of Phase \(I\) of the static problem, resulted in a fatal error. In other words, multiple restarts were unsuccessful.

\section*{SEISMIC ANALYSIS}

The seismic analysis of a stiucture can be approached in two different ways, (a) by the modal analysis using the ground response spectra and combining the individual modal respenses in a predetermined procedure (e.g. square-root-of-sum-of-the-squares); and (b) by modal cr direct incegration of the equations of motion using a given time-history of ground acceleration. These approaches and their pros and cons are discussed in any standard book on earthquake engineering (e.g. Reference 3) and hence, will not be detailed here. In practice, the first approach is more commonly used because of its simplicity and the ease of defining the inputs. Heace, this approach will be discussed in what follows.

The dynamic models of the tota' structural system used by other investigators (References 4 and 5) are shown in Figure 5. The first of these two morels involves the asaumption that the individual buildings and their internals can be lumped to form aet of cantilever "flagpoles". The complex arrangement of the buildings together uith their low profile makes thif assumption a gross one. The second model assumes that the shear walls can be represented as horizontal springs and the floor as a rigid diaphragm. This would have been a valid assumption for a tall building but is not entirely applicable for nuclear plant structures.

Our approacn is to model ihe vertical shear wall elements and the horizontal slabs using membranc and plate elements of MASTRAN. Ti:ts vould
result in a structural model with a larce number of degrees c. freedom. It is, however, not essential nor economical to retain all of these degrees of freedom in the dynamic analysis. Hence, substructuring and Guyan reduction are necessary. The pertinent equations for seismic analysis of the structure using the modal approach are given below.
\(I_{H} \ddot{\mathrm{U}}_{\mathrm{H}}+E_{\mathrm{HH}} \dot{U}_{\mathrm{H}}+\mathrm{K}_{\mathrm{HH}} \mathrm{U}_{\mathrm{H}}=-\phi_{\mathrm{A}}^{T} \mathrm{M}_{\mathrm{AA}} \quad \mathrm{J} \mathrm{a}_{\mathrm{g}}\)
where \(M, B, K\), and \(I\) are the mass, damping, stiffness, and identity matrices, subscripts \(H\) and \(A\) refer to the modal displacement and analysis sets respectively in Phase II of the substructuring procecure, \(\phi\) is the mass normplized eigenmatrix, J is an A \(x 3\) matrix of ones and zeroes which selpcts nie masses which excite the motion in the given directions, and a is 3 component vector of the ground acceleration time-history. It is foted that the matrices on the left hand side are all assumed to be of the diagonal form representing uncoupled mu al equations.

The matrix product
\[
\phi_{A}^{T} M_{A A} J
\]
represents the participation factors, \(P F\), of each mode for each of the ihree components of giound motion. These quantities are computed in NisSTRAN throigh the followin : Jis? package for Rigid Format 3.

GLTER 93
MPYAD MAA, PHIA, /X/C, N, \(0 / C, N, 1 / C, N, 0 / C, N, 1 \$\)
YPYAD \(J, X, / P F / C, N, 1 / C, N, 1 / C, N, 0 / C, N, 1 \$\)
MATPRN PF , , , / / \$
ENDALTER
The matrix J is supplied to NASTRAN through DMI bulk data cards. Since the \(J\) matrix depends on the a-set of Phase II, care should be exeri.ised to keep track of the degrees of freedom which are present and the order of their occurrence in the a-set.

In Phase III of the substructuring procedure, the results of the modal analysis for each substructure are printed out as well as made available on tape or disk through the OUTPUT2 feature. The DMAP aiter package for Rigid format 3 is given below

ALTER 107

OUTPUT2
OPHIU, OQG1, OEF1, OES1, //C, N, -1/C, N, 11 \$
OUTPUT2
, , , / / C, N, -9/C, N, 11 p
ENDALTER

The modal results of each substructure are post-processed using the above output values, the acceleration response spectra and the participation factors to obtain the individual modal contributions of the procesised quantity. For the \(i\)-th mode, the modal contribution for the displacement at a point \(j\) for the component of ground motion along \(X\) - direction is given by
\[
\begin{equation*}
d_{j}^{i}(X)=\frac{S_{a}^{i}}{\nu_{i}} \cdot P F^{i}(X) \cdot \phi_{j}^{i} \tag{2}
\end{equation*}
\]
where \(S_{a}^{i}\) is the spectral response acceleration for i-th frequency. The response acceleration spectra are derived from the acceleration time-history, \({ }^{\mathbf{a}}{ }_{\mathbf{g}}\).

The total displacement at the point j for X - direction ground motion is approximated as
\[
\begin{equation*}
d_{j}(X)=\left[\Sigma_{i=1}^{N} \quad\left(d_{j}^{i} \quad(X) \quad\right)^{2} \quad\right]^{\frac{1}{2}} \tag{3}
\end{equation*}
\]

Finally, the total displacement at the point \(j\) for the three component earthquake motion is obtained as
\[
\begin{equation*}
d_{j}=\left[\left(d_{j}(X)\right)^{2}+\left(d_{j}(Y)\right)^{2}+\left(d_{j}(Z)\right)^{2}\right]^{\frac{1}{2}} \tag{4}
\end{equation*}
\]

Similar expressions are used for combining forces, stresses etc. The final results are again placed on a tape or disk in a format similar to that of NASTRAN. This makes it convenient to combine the results of static and dynamic analyses.

\section*{SUGGESTED ADDITIONS TO NASTRAN FOR CIVIL ENGINEERING NEEDS}
a. The single most useful addition to NASTRAN would be the ability to specify loads within the span of BAR elements and the cabatility of obtaining output at intermediate cross sections within the BAR element.
b. Capability of specifying different acceleration magnitudes at different mass point for the same load case in the static rigid fromat rather than a single acceleration value presently available. This feature would, then, be useful in approximating the seismic analysis as a quasistatic analysis for structures where such approximation is permissible.
c. Cipability of specifying non-linear relationship between stress resultants and corresponding deformations (e.g. moment-curvature relation) for use in conjunction with the BAR elements. This would allow elastoplastic analysis of three-dimensional frames.
d. For CQUAD2 and CTRIA2 elements, at present, only bending stress resultants (forces) are printed. The output should also include membrane forces.

CONCLUDING REMARKS

Some studies have been conducted on the use of NASTRAN for nuclear power plant analysis and design. These studies indicate that NASTRAN could be effectively used for such problems. DMAP alter packages and post-processors have been written to extend NASTRAN's capability to seismic base excitation problems. Static and dynamic analysis using substructures have been attempted with switch in rigid format restarts. Post-processors for combining static and dynamic (seismic) solution have been written for use in design sub-routines. Finally, some additions to NASTRAN are suggested which when implemented would make the program more effective in solving civil engineering structural analysis problems.
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Figure l.- Section of typical pressurized water nuclear power plant structure.


Figure 2.- Plan of typical pressurized water nuclear power plant structure.


Figure 3.- Block diagram for two substructures.
- STATIC LOAD POINTS


Figure 4.- Example for static and dynamic substructuring.
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\section*{AVO AEROSTRUCTURES DIVISION}
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SUMMARY
}

This paper discusses the NASTRAN experiences of a major structural design and fabrication subcontractor that has less engineering personnel and computer facilities then those available to large prime contractors. Efforts to obtain sufficient computer capacity and the development and implementation of auxiliary programs to reduce manpower requirements are described. Applications of the NASTRAN program for training users, checking out auxiliary programs, performing in-house research and development, and structurally analyzing an Avco designed and manufactured missile case are presented.

\section*{INTRODUCTION}

The Avo Aerostructures Division has long been actively engaged in the research and development areas of structural analyses. Since 1966, particular emphasis has been placed on finite element tecmiques utilizing the displacement method. Such efforts yielded a static analysis program for both the IEM \(360 /\) Model 40 and IEM 1130 computers. Al though the program was somewhat limited in the types of finite elements, the objective for solving structural problems containing a large number of degrees of freedom was achieved. This objective, however, was not obtained without the sacrifice of computer efficiency due to a requirasent for large mounts of peripheral processing time. For example, the IBM 1130 could accommodate a structural model with nearly 1000 degrees of freedom, but approximately 10 hours were necessary for a solution. Run times of 3 and 4 hours were not uncommon for IEM 360/40 analyses. Only bar, triangular membrane plate, and rectangular membrane plate elements wore available in the IBM 1130 program, but the IB:I \(360 / 40\) program also included the triangular bending plate clement. (Plate elements assad constant stress conditions.) It became immediately apparent that the complete capability for performing structural malyses (i.e., static, vibration, buckling etc.) by finite clement techniques was not within the practical upper limits of Avo ND's computer facilities.

In the latter part of 1970 Avo ND became aware of the Industry Research Associate Program initiated by the NSSA-Lengley Research Center. The value of the program for providing a mutual interchange of technology was immediately recognized and Avo became active participant in January 1971. The initial participation consisted of two engineering personnel
being assigned to the Structures Division of the Structure Directorate, It was in this time period that the NASTRAN Systems Management Office (NSMD) was established in the Structures Division at NASA-Langley (October 4, 1970) and the first public release of NASTRAN through COSMIC occurred (November 1970). Since NASTRAN was being heavily used at NASA-Langley and other government centers for testing and evaluation, NASA-assigned Avco personnel could evaluate the program and becore qualified users while performing their assigned tasks. This NASTRAN experience is one excellent example of the spin-off benefits from the NASA/Industry Research Associate Program.

It was obvious from the initial confrontation of the Avco associates with the NASTRAN program that it would enable us to attain our research and development goals. However, the in-house computer capacity at Avco \(A / D\) vas still not adequate to accommodate the program. A survey of the local (Nashville) computing facilities was undertaken to determine if any computers, suitable fo: NASTRAN operations, were available. In-house terminals, as supplied by computer leasing services, were disregarded since the NASTRAN usage was unpredictable; operating costs could be excessive on a per run basis. A computer service, NLT Computer Services Corporation, which primarily serves the local banking and insurance interests, was found to have computers compatible with the NASTRAN program; namely, an IBM 360 , Model 65 and an IBM 370 , Model 155 computer. Arrangements were made with NLT for implementation of the level 12 NASTRAN on each of their computers. Further, it was decided that, whenever possible, aux:liary NASTRAN programs capable of generating and checking input data and manipulating output data (i,e., resizing routines) would be incorporated on the in-house IBM 360/40. The inconvenience of the data managenent problem presented by this approach was considered less undesirable than the economic problem of using the NLT computer services for all cases. Avco A/D acquired the NASTRAN program in October 1971 and had it operational on the NLT computers approximately one month later. The implementation of the program by NLT personnel will be discussed in this report. Further, this unique arrangement between the financial and technical community will be described with particular emphasis on the problems encountered due to different terminologies and concepts.

A description of Avco's auxiliary computer routines to be used with the NASTRAN analysis program is included in the paper. For example, the data generation programs described in references 1 and 2 have been converted from a CDC 6000 series computer to the IBM 360/40 computer with some modifications. Also, a proprem which checks the NASTRAN input data for format and syntax errors and incomplete and/or duplicate data and generates a tape for plotting undeformed structure has been developed. This check-out program is similar to the special NASTRAN progran described in reference 3.

In addition, results obtained from various NASTRAN investigations of widely varying types of structure are presented. For each of the investigations, the results describe operational problems, run times, and core requirements (including comparisons of the IBM \(360 / 65\) and IBM \(370 / 155\) computers whenever possible) plus comparisons of the NASTRAN results with theoretical or experimental data.

The paper also discusses the importance of a NASTRAN type program to Avco Aerostructures Division as a major subcontractor to the prime aerospace contractors.

\section*{AVCO/NLT NASTRAN IMPLEMENTATION AND OPERATION}

An interfacing of the capabilities and facilities of the Avcu Aerostructures Division and the NLT Computer Services Corporation was required to accommodate the NASTRAN program. The acquisition (and updating) and execution of NASTRAN was the responsibility of Avco. The implementation and maintenance of NASTRAN was the responsibility of NLT. Obviously, NASTRAN bridges the gap that exists between the capabilities of the technical and financial commanities; namely, scientific progranmers.

Before NASTRAN, NLT had provided a data processing service only and was completely inexperienced with respect te scientific computer prograns. However, the program was implemented in approximately one week and operational in less than one month on the IBM 370, Model 155 and the IBM 360, Model 65 computers. The primary difficulty encountered in the implementation of the program was NLT personnel's lack of familarity with the OS operating system. (NLT uses the DOS operating system for their data processing services.) Minor problems occurred due to a reluctance to believe the disk space requirements of NASTRAN. Some check-out problems were encountered in the execution of the demonstration problems because of core size requirements. Further, the punched output for the restart deck of demonstration problem 1-1 was completely unexpected. Cpu times for the execution of certain denonstration problems on the IBM 370/155 computer are presented in table 1 along with compatible cpu times obtained from various computers as given in reference 4. Al though more specific and concise documentation pertaining to the implementation would be desired, the ease in making NASTRAN operational has been substantiated. In all cases, COSMIC was very prompt in identifying user problens and giving a solution.

Some operational problems have been encountered dux to the conflict of NASTRAN with the previous experience of NLT personnel. A limit of 900 cpu seconds was a standard NLT computer exit. This linit was based on previous experience which nommally indicated the presence of a progranming error (i.e., a 'hard DO loop'). Execution of NASTRAN has made them accustomed to exceeding the 900 qu seconds restriction which is now deleted from all NASTRAN problems. The computer operator confused the OPIP (old problem tape) and NPTP (new problem tape) with the output and input tapes, respectively. Whether or not this contributed to an apparent problem of tape management was never identified.

It is believed that this arrangenent permits smaller engineering departmants to attain a structural malysis capability that may otherwise be impractical and uneconomical.

\section*{AUXILIARY PROGRAMS}

Since the different physical locations of the Avco engineers and the NLT conputers presented a data handling problem, it was decided that NASTRAN auxiliary programs would be installed on Avco A/D's in-house IBM 360, Nbdel 40 computer. Further, those routines which would check hand generated input data or automatically generate the input data offer an economic advantage in the decrease of aborted analyses (cmputer cost) due to input errors and the reduction of manpower for data preparation.

A special NASTRAN progran which checks the input data for mispunched data cards and incorrectly transcribed data and generates a tape for undeformed structure plots has been developed for the IBM 360/40 computer. This program is functionally equivalent to the check-out program for the CDC 6000 series computer described in reference 3. The program operates under the OS 360/PCP operating system and requires 210K bytes of a 256 K byte core and a disk drive for peripheral storage. Only subroutine BTSTRP required a revision due to the necessary reduction in the length of a GINO buffer from 1803 to 250. This change caused a corresponding reduction in the default parameters of the block sizes contained on the PROC job control card to SP2-1, BLK1=1028, and BLK2=1032.

The automated input data generation routines, as described in refererices 1 and 2, have been converted from the CDC 6000 series computer to the IBM \(360 / 40\) computer. These routines offer a substantial rechiction in the manhours required for model generation since they require a minimm of input data which can be obtained from engineering drawings. This manpower reduction is particularly attractive to smaller engineering departments such as Avco AiD because a couplex structural analysis can be performed by a minimum number of engineering personnel. In conducting some recent NASTRAN analyses, finite element modols of a delta wing and a segment of a missile case were generated by these automated routines in less then 4 mm -hours each. The generality of the routines was demonstrated in reference 2 and their versatility has permitted the modeling of a railroad passenger car by Avco AD. Another routine which automatically generates a triangular or quadrilateral mesh about a circular cutout in a flat panel, as investigated in reforence 5, was modified to yield punched NASTRAN input data. Presently, programs are being developed which will calculate the stiffncss coefficients for specialized structural elements ( \(1, e_{0}\), reinforced concrete or integrally stiffened plate elements) and punch the data on cards with an input format consistent with NASTFAN.

The contour plotting routines that are described and demonstrated in reforence 1 have been converted from the CDC 6000 series computers to the IBM \(360 / 40\) computer. Since Avco AD lacks an in-house plotting capability, the plotting roustina has been modified to yield a printed output of the planar coordinates of each contour line to permit manal plotting. A plotting sorvice, similar to the Avco/NLT computer arrangement, cculd be obtained since plotters that are compatible with the routine end NASTRN are available in the Nashville area.

Currently, a fully stressed design technique is being developed which is almost identical to the routine incorporated in the raprog (ref. 6) and the SAVES program (ref. 2). The input and output ivniat: for this routine are compatible with the NASTRAN output and input for ats, resjetively. A 3 implified design criterion for the sizing of rod and bar elements has been incorporated into the program.

\section*{APPLICAIIONS}

Since the acquisition of NASTRAN by Avco AND in October 1971, it has been used for performing in-house research and development programs, checkout and verification of auxiliary routines, and analysis of existing structural designs. The following discussion is directed to three investigations of widely varying types of structure.

Reinforced Concrete Slab - The purpose of this study was to evaluate a method of modeling reinforced concrete with finite elements that are sufficiently accurate and economically feasible. Quadrilateral membrane and bending plate elements were used to represent the concrete slab and rod elements were used to model the reinforcing rods. The representation of each reinforcing rod vould yield a finite element model with a maximum mesh size dictated by the reinforcement spacing. Since this spacing is relatively small, it is conventional to represent several reinforcement rods by a single rod element which is positioned between two nodes along the edge of a larger plate element. This method is commonly called the lumping technique and results in large rod elements at the neutral axis of the plate's cross sectional area. However, the reinforcement rods are usually displaced to the tension side of the neutral axis and thus cannot be included by the conventional lumping technique. For this study, continuity of the reinforcing rods and concrete (no slipping) was assumad. The elongations of the rods are considered equal to thair normal displacements on the edgewise face of the plate element at the iniersecting rods. A linear variation of the translational and rotational displacements is assumed between two nodes of a particular edge for computing the normal displacoments. This computation of the normel displacement at the reinforccment rod position was accomplished by use of the multipoint constraint equetions contained in NASTRAN.

The subject of the investigation was a square, simply suyported, reinforced concrete slab with roinforcing rods spaced at 25.4 on. intervals along each 609.6 cm . edeg. The s1ab was 20.32 cm . thick and subjected to a dead weight loading. The rainforcement rods (diemeter a 1.90 cm .) were at a depth of \(3,49 \mathrm{~cm}\). from the imasion side of tine concrete. The non-linear properties of the concrete due 10 its inability to withstand tensile stresses were neglected. Model mash sizes of \(4 \times 4\) and \(6 \times 6\) (corresponding to element sizes of \(152.4 \times 152.4 \mathrm{~m}\), and \(101.6 \times 101.6 \mathrm{an}\), respectively) were investigated. Figure 1 presents a comparison of the rod stresses for each NASTRAN analysis with the theoretical results daternined from closed form equations on page 3,6 of reforence 7. Figures 2 and 3 show a comparison of the maximm compressin stresses in the concrete and lateral displacement of the slab,
respectively. Whenever necessary, NASTRAN results are extrapolated to the desired locations.

The coarse mesh model ( \(4 \times 4\) ) required 218 cpu seconds for a solution on the IBM \(370 / 155\) computer and 260 CpU seconds were required for an IBM \(360 / 65\) computer solution of the fine mesh model ( \(6 \times 6\) ) using Level 12 NASTRAN, Due to the difference in problem size, it was not possible to evaluate the computing speed of the different computers. However, the prohibitive time required for processine and manipulating multipoint constraint relationships was indicated by this investigation. Approxinately 208 of the total cpu time was used on the multipoint constrai.ats for each model. It is because of this time penalty that the previously mentioned auciliary progrom for generating NASTRAN punched input of stiffness coefficients for specialized structural elements is being developed. The NASTRAN Tun time will be further reduced by the time required to calculate the stiffness. Obviously, the NASTRAN output would have to be used in an additional auciliary program to determine the actual internal loads and stresses (i.e., axial stress in reinforcement rods).

These preliminary NASTRAN results show good agreement with theoretica: results. Further validation of the conputational efficiency and accuracy is required when the auxiliary routines become operational. This method is also applicable to integrally stiffened or semi-monocoque panels and other structures wherein an assemblage of finite elements is represented by a discrete structural element.

Structural Effects of Wing Comber Variations - This study was primarily initiated to check out the lifting surface data generation routine. To provide additional NASTRAN experience, it was decided to conduct a simple design study to evaluate the change in stiffness and strength due to camber variations of a wing. The wing has a delta planform and a modified diamond airfoil section with a 38 maximur thicloness. A uniform pressure loading was applied to the structural Ewdel. For a maximum camber of 1.508 chord, the finite element model is identical to the lumped finite element model of the baseline wing structure used in the study described in reference 2. The normalized tip daflection and stress distribution in the lower surface skins near the wing-fuselage intersection for varying mounts of camber are shown in figure 4.

The finite element model of each wing configuration is identical except for the 'out of plane' gecmetry changes cansed by camber variations. If ovorything reains the same except for wing configuration, the oxu time should be constant. Althounh there was scme unaxplained but ainor variations in the cpu times, epproximately 490 and 580 seconds were required for NASTRN Love' 12 solutions on the IEM \(360 / 65\) and IEM 370/155 computers, respectively. These times are contradictory and have not been explained by NiT systems personnel except to speculate that it could be dee to the operating system. In all cases, the OS/MNT/HOSP operating system was used.

Ipenycoph Shell - This study was initiated to determine a possible cause for observable demage on Avco designed and menufactured missile case sections
due to operational transportation conditions. The objective of the investigation was to determine the cause of the damage and study possibie design changes in the transporter to prevent the re-occurrence of structural damage. The sections of concern are lightweight honeycor.b shells with ring frames at the ends of each section. The danage occurred at one of the transporter's support saddles which was located such that the honeycomb shell would rest on it. The missile case sections were modeled by CQuAD? elements for the shells and CBAR eiements for the frames. The loads apyisied to the models were in accordence with loading conditions used for testing. Clamped boundary condi:ions were assuned at the intersection of the honeyconb structure and the relatively thick-walled back-up structure. Those grid points in contact with the saddle were not allowed to translate in the lateral direction. Results from a corresponding analysis and the test condition are shown in figure 5 in which the variation of the outer face sheet longitudinal (membrane) stress about the circumference of the shell is presented. The variation of the test data ( \(+\theta\) and \(-\theta\) ) is due to the laci oi symnetry of the structure caused by cutouts for doors and access ports. Although a good correlation of NASTRAN and test data was obtained, some variations should be expected since the cutouts were ignored in the finite element model. However, a NASTRAN malysis did predict a core shear failure at the exact location where observable dmage did occur as indicated in figur: 6.

\section*{RECOMENDATIONS AND CONCUSSIONS}

Based on the NASTRAN experience obtained to date at Avco \(N D\), the following changes or improvements would be desired.
1. The development of a mathematical technique for astimating the time and core requirenents for finite element models of various sizes and degrees of complexity would reduce tum around time. This technique could be in the form of empirical relationships anenable to programing on an office size computer.
2. Since the static malysis portion of NASTRAN receives the greater usage, a mini NASTRW which only contains the rigid format 1 and reduced buffer sizes to allow for execution un srialler computers (i.e., IBM 360/40) would probably prove economical.
3. The margin of safety pertaining to compression members \(i\), not conventional since a positive margin of saffety is understrength and vice varse for a NASTRAN malysis. This may be corrected by using a negative mstier tri designate the allowable comr ressive stress on the materials ruarty card.

In conclusion, the ciscirpment and continuing maintenance and inprovement of the NSSIRNW pregrami nas made it possible for compmies with limited engineering menpower and orminter facilities to attain proficiency in si. uctural malysis. Prior to NASTRN, a large mount of the independent research and development fuids was expended on the development of structural
analysis ..ethods based on finite element techniques. This effort can now be directed to structural research utilizing NASTRAN as the analysis tool. purther, the implementation of NASTRAN by systems personnel who are completely inexperienced with scientific programs and comprehension of the program by new user, attests to its usability.
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TABLE 1. COMPARISUN OF LEVEL 12 EXECUTION TMES (CPU SEONDS) FOR NASTRAN DFPDNSTIATION PROBLENS

Computer Configuration/Series/Model
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Problem & Form \& & \begin{tabular}{l}
IR \({ }^{1}\) \\
370/155
\end{tabular} & IBM! 360/95 & \[
\begin{aligned}
& \text { IBM! } \\
& 360 / 67
\end{aligned}
\] & \[
\operatorname{CDC}
\]
\[
6600
\] & \begin{tabular}{l}
UNIVAC \\
1108
\end{tabular} \\
\hline 1-1 & U & 116 & 60 & 108 & 31 & 72 \\
\hline 1-14 & \(R\) & 72 & 30 & 102 & 24 & 24 \\
\hline 1-2 & 11 & 166 & 84 & 264 & 72 & 60 \\
\hline 1.3 & U & 242 & 114 & 336 & 120 & 96 \\
\hline 1-4 & U-1 & 1022 & 020 & 1464 & 666 & 1020 \\
\hline 1-4 & U-2 & 2665 & 380 & -- & .- & -- \\
\hline 1-5 & U & 1505 & 660 & 1800 & -- & 1080 \\
\hline 1-6 & U & 68 & 48 & 132 & 30 & 24 \\
\hline 1-7 & U & 251 & 60 & 270 & 120 & 90 \\
\hline 2-1 & U & 88 & 72 & 168 & 30 & 24 \\
\hline 3-1 & U-1 & 1567 & 720 & 3900 & 828 & 660 \\
\hline 3-1 & U-2 & 3088 & 610 & - & -* & -- \\
\hline 4-1 & U & 328 & 168 & 486 & 144 & 90 \\
\hline 5-1 & U & 863 & 408 & 1134 & 486 & 318 \\
\hline
\end{tabular}

\section*{NOTES 1. STRESSES AT \(Y=0\), NORMALIZED ON MAXIMUM THEORETICAL AT X=O \\ 2. ROD \(S P A C I N G=25.4 \mathrm{CM}\) 。 \\ SEMI-SPAN, \(A=304.8 \mathrm{CM}\).}

0 \begin{tabular}{ccccc}
0 & \(\dot{0}\) & \(\dot{0}\) & \(\dot{0}\) & 80 \\
PER CENT SEMI-SPAN
\end{tabular}

Figure 1. . Variation of rod axial stresses in a square, simply supported, reinforced concrete slab subjected to a dead weight loading.


Figure 2. - Variation of concrete compressive stresses in a square, simply supported, reinforced concrete slab subjected to a dead weight loading.

NOTES: 1. DEFLECTION AT Y=O, NORMALIZED ON MAXIMUM THEORETICAL AT \(X=0\)
2. SEMI-SPAN, \(A=304.8 \mathrm{CM}\).


Figure 3. - Variation in iateral deflection of a square, simply supported, reinforced concrete slab subjected to a dead weight loading.
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Figure 4. - Stress distribution near wing-fuselage intersection and normalized tip deflection for rarying degrees of camber.


Figure 5. - Variation of outer face sheet longitudinal stress at M.S. 70.5 for symetric vertical loading.


Figure 6. . Ciranferential tronsverse shear flow (core) for cradle support enclosed angle \(=90^{\circ}\)

STATIC AND DYNAMIC HELICOPTER AIRFRAME
ANALYSIS WITH IVASTRAN
By H. E. Wilson and J. D. Cronkhite
Bell Helicopter Company

SUMMARY

The use of NASTRAN at Bell Helicopter Company for structural static and dynamic analysis of a helicopter airframe is described. Analysis of airframe internal loads, main rotor isolation systems, and airframe vibration is discussed. The use of each rigid format for these types of analysis is summarized. Suggested improvements to NASTRAN to increase its effectiveness in performing helicopter airframe analysis ace given.

\section*{INTRODUCTION}

Before the availability of large finite element programs, internal loads were calculated from two-dimensional shear and moment diagrams and the dynamic behavior was approximated with a Myklestad-type beam analysis. After the development of NASTRAN, and other similar programs, more exact analyses could be performed. However, before NASTRAN can be executed, the helicopter airframe must be represented as a three-dimensional finite element model which involves generation of a large amount of input data to define the structure. A typical airframe structural model is shown in figure 1 . In addition to develuping a structural model, the problem of distributing structural and nonstructural weight to the appropriate areas of the finite element model proved to be a time consuming and tedious task requiring many judgmental decisions. An automated procedure for distribution of weight items to the structural model was devised so that NASTRAN could be used efficiently for both static and dynamic structural analysis.

\section*{AIRFRAME STATIC ANALYSIS}

A static analysis of a helicopter airframe involves the determination of internal loads and stresses using NASTRAN \({ }^{1}\). To facilitate the use of NASTRAN various preprocessor and postprocessor computer programs were written. The preprocessor programs include automatic data generation of finite element models of certain types of structure such as the tail boom, elevator, and vertical tail as shown in figure 2. The representation of the inertia loads is provided with an interface program co NASTRAN.

The interface program calculates six load vectors which represent the inertia reactions for independently applied unit translation and angular accelerations at the helicopter center of gravity. By scaling the inertia reactions to balance the applied loads and applying a set of determinant constraints, a NASTRAN static analysis can be done.

Postprocessors are used to calculate shear flows and adjusted rod loads for rod-shear pane 1 type structure, to scan the output from several subcases and determine the critical loading condition for each element, and to present the output data in a report format.

Alternate output from the inertia distribution program is concentrated weights punched on data cards in NASTRAN format. These weights may be used directly in a static analysis with inertia relief, natural frequency analysis, or dynamic response analysis.

\section*{AIRFRAME DYNAMIC ANALYSIS}

\section*{Main Rotor Isolation}

Dynamic analysis of the helicopter involves evaluating different methods of isolating the excitation of the main rotor from the airframe. These methods include a focused pylon 2 for isolation of horizontal main rotor excitation and nodal beam \({ }^{3}\) for isolation of vertical excitation. A sketch and brief explanation of these systems is shown in figure 3. NASTRAN models of these systems are developed using bars, linkages (rods), scalar springs, multipoint constraints, and concentrated masses.

Vibration response characteristics of the isolation system can be evaluated by attaching it to a rigid body fuselage. Natural frequencies, mode shapes, and frequency response characteristics of the main rotor isolation system can then be determined without having to consider the added complexity of elastic and dynamic effects of the fuselage. After having developed and tuned this type of model, the isolation system is incorporated into a structural dynamic airframe model to do a vibration analysis of the entire coupled system.

\section*{Airframe Vibration}

The airframe dynamic response analysis is performed by combining the main rotor pylon and isolation system with the elastic airframe model. The airframe model will be either an elastic axis representation made up of bar elements with fuselage section properties or a built-up three-dimensional representation using bars, rods, shear panels, and membrane elements to medel the structure. The elastic axis models have from 300 to 400 degrees of freedom and the three-dimensional models usually have 1200 Lo 1400 degrees of freedom maximum.
```
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A modal approach is most often used for a vibration analysis of the airframe where the system degrees of freedom are reduced below 200 and the natural frequencies and mode shapes are computed using the GIV NS eigenvalue extraction method. This method is used primarily because of the number of modes required for low frequency ( 0 to 50 hertz) vibration response analysis, usually at least 30 modes.

The principal types of dynamic analysis done with the airframe model are the following:
(1) Tuning the airframe natural frequencies with respect to main rotor excitation harmonics by making structural and weight changes.
(2) Determining the steady state frequency response characteristics of the airframe where forces and moments are applied separately at degrees of freedom having excitation sources and the forcing frequency is swept over the range of interest (usually 0 to 50 hertz).
(3) Determining the steady state response to in-flight rotor harmonic excitation.
(4) Determining the transient response of the airframe to weapon firing using NASTRAN and a hybrid computer. The NASTRAN normal mode data for the airframe model is input to a hybrid computer program which computes the airframe response. A simplified flow diagram of the hybrid analysis is shown in figure 4.

SUMMARY OF THE USE OF NASTRAN RIGID FORMATS FOR AIRFRAME ANALYSIS

\section*{Rigid Format 1 - Static Analysis}

Rigid format 1 is used to calculate the internal loads of the helicopter for the different design loading conditions. The static structural model typically contains 2500 to 3000 degrees of freedom and is modeled primarily with rods, bar, and shear panels. The initial run, when the stiffness matrix is decomposed, takes about 60 cpu minutes on an IBM \(360-65\) computer. Each succeeding loading condition takes approximately 20 cpu minutes.

\section*{Rigid Format 2 - Static Analysis With Inertial Relief}

The weight distribution of the helicopter is checked with this rigid format. It performs a static analysis of a free helicopter in flight with steady loads applied. The results from rigid format 2 can be compared with those obtained using format 1 to ensure a correct inertial representation is achieved.

Rigid Format 3 - Normal Mode Analysis
This rigid format is used for tuning of the airframe natural frequencies with respect to predominant excitation frequencies. The natural frequencies and normal mode data output from NASTRAN are also used in other programs such as the hybrid computer program previously discussed or combined with main rotor analysis programs to determine the response of the coupled rocor and airframe.

The flexibility matrix \(\left([K]^{-1}\right)\) and mass matrix are output and used in a flutter program. The natural frequencies and mode shapes for the zero velocity case are compared to the NASTRAN results as a check on the flutter program.

\section*{Rigid Format 4 - Static Analysis With Differential Stiffness}

Rigid format 4 has been used for designing the static stops for the main rotor pylon support system. The use of differential stiffness reduced the loads caused by crash conditions, thus saving weight in the design. The inclusion of second order differential stiffness effects would allow NASTRAN to be used to solve several other structural problems such as tension stresses developed in membrane plates due to transverse pressures.

\section*{Rigid Format 5 - Buckling}

The stability analysis in NASTRAN is used on a limited basis. Many degrees of freedom are required to obtain an accurate solution to a builtup three-dimensional model. A buckling analysis was performed on a helicopter tail boom. For model containing 1800 degrees of freedom, NASTRAN predicted an cigenvalue of 6 when using the limit design loads. The anslysis took over 4 cpu hours. It was felt this eigenvalue was too high, but to remodel finer and probably reduce the eigenvalue would take excessive cpu time.

Rigid Format 6 - Piecewise Linear
The piecewise linear solution in NASTRAN has never been used successfully. It could be a very helpful anelytical tool if it functioned properly.

\section*{Rigid Format 7 - Direct Complex Eigenvalue Analysis}

This rigid format is time consuming. An improved complex eigenvalue routine is desired, a preferred method would be a \(Q R\) algorithm such as the available allmat routine \({ }^{4}\).

Rigid Fo' \(\because 8\) - Direct Frequency Response Analysis
Internal osc: in ory loads and stresses for the response to rotor harmonic excitation \(:\) alculated with rigid format 8 . This ris: fi furmet would seldom t . ... f : the mode acceleration technique in rigid format 11 worked on ti:' 'r :.' 15.1 version of NASTRAN.

Rigid Format 9 - Direct Transient Response
Rigid format 9 is used to calculate transient internal loads and stresses for such problems as panel response to blast overpressures, airframe response to gun recoil, and landing loads. As with rigid format 8 , this rigid format would seldom be used if the mode acceleration technique worked in rigid format 12.

Rigid Format 10 - Modal Complex Eigenvalue Analysis
As in rigid format 7, run times have been excessive. An improved complex eigenvalue method is needed to make use of this rigid format practical.

Rigid Format 11 - Modal Frequency Response Analysis
Rigid format 11 is used to analyze steady state response of the airframe to harmonic excitation with varying frequencies to simulate shake test results. It is also used co analyze steady state response to in-flight rotor harmonic excitation. Mode acceleration is required to obtain internai loads, In our current level, 15.1 , it does not work. Therefore, to get the internal loads, rigid format 8 must be executed.

Rigid Format 12 - Modal Transient Response Analysis
This rigid format is used to analyze transient response problems as described in rigid format 9.

DMAP Approach
DMAP programing has been found difficult to use. However, some DMAP alters are made. DMAP aiters are used to obtain special output to be used in other analyses. Mode printout and normal mode ploting are altered into rigid format ll. DMAP is used to add differential stiffness to real eigenvalue analysis to determine centrifusal stifening effects on rotor blades.

\section*{CONCLUSIONS}

NASTRAN has been found to be very useful in performing aircraft struc. tural analysis. When coupled with preprocessor and postprocessor programs, it has been used very efficiently and effectively in th design environment. It is felt, though, that NASTRAN's effectiveness can be greatly enhanced for our use with the following incorporations:
(1) rix the mode acceleration technique in rigid forrats 11 and 12.
(2) An inproved complex eigenvalue solution is needed in rigid iormats 7 and 10 .
(3) Add rotating bea... dynamic effects such as the addition of Coriolis acceleration terms.
(4) Add rotary transformation from rotor blade rotating system to che fixed ai: \(九\) rame system.
(5) Rotor blade aerodynamics should be included alorg with (3) and (4) for analysis of the coupled rotor and airframe.
(6) Second order differential stiffness terms need to be added in rigid format 4.
(7) Piecewise linear analysis sliculd be improved.
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Figure 1.- Finite Element Model of Helicopter Airframe


Figure 2.- Computer Generated Model



Figure 4.- Flow Diagram of the Dynamic Analysis on the Hybrid Computer

\section*{RESPONSE ANALYSIS OF AN AUTOMOBILE SHIPPING CONTAINER}

\author{
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\section*{INTRODUCTION}

Rail shipment of automobiles on open rack cars has beta plagued with heavy damage claims. To alleviate this problem, systems are needed to enclose the automobile more fully during transit and to mechanize the loading and unloading operations. The Stac-Pac syrstem was developed to meet this need by Southern Pacific Transportation Company.

The system consists of flatcars, Stac-Pac containers, and special loading and unloading equipment. Each \(27.2-m\) ( \(891 / 3 \mathrm{ft}\) ) piggyback-type flatcar carries four containers. Three full-size automobiles are carried in each container. The containers are loaded close together on the flatcar so that the automobiles are fully protected during shipment from manufacturer to distribution terminal.

Pullman-Standard developed a container design for the Stac-Pac system and conducted vibration tests to verify the system structural integrity. A dynamic analysis was also made, using NASTRAN, and the results of the test and analysis are compared in this paper.

\section*{AUTOMOBILE SHIPPING CONTAINER}

The Stac-Pac container built by Pullman-Standard is made of not-rolled steel (fig. 1). The enclosure of the container is made of thin steel sheet. It serves the dual purpose of protecting the automobile and functioning as shear parels for the structure. The side posts, deck system, and automobile restraining mechar: \(18 m\) are made of steel sheets and formed structural shapes. All the substructures are welded assemblies. The container structure is then assembled from these substructures with friction-type bolts. This production method has made the container structure to be effective against dynamic loads.

The outside dimensions of the container are approximately 2.4 m ( 8 ft ) in width, \(4.6 \mathrm{~m}(15 \mathrm{ft})\) in height, and \(6.1 \mathrm{~m}(20 \mathrm{ft})\) in length. This size will fit the flatcar construction and satisfy the rail transport regulations. Within this allowable space, the container has to be designed to carry tiuree fullsize sedans. It is interesting to note that the tight spatial requirement has made the designing task very challenging.

Recent shipments of automobiles in this type of container has reduced the damaje rate to a negligible level. Eventually, the fleet of flatcars and containers will probably extend the automaker's production line to the dealer's show room. In view of the large production potentia' and the length of service
life, it is very desirable to optimize the contire: to minimize the cost of construction and maintenance. Pullman-Standard has carried out extensive designing and testing programs and has chosen NASTRAN as the analytical tool to achieve this optimization. The analytical and experimental results and the correlation are reported herein.

\section*{VIBRATIONAL IEST}

The vibrational test was carried out for the purposes of determining the response of the structure under simulated rail transport environment and evaluating the fatigue life.

A 27.2-m-1ong (89 1/3 tt) flatcar normally used for carrying Stac-Pac containers was the test bed. The container was mounted at one end of the flatcar. The end position containers are usually subjected to maximum road excitation. A variable-speed shaker consisting of two eccent:ically mounted rotating disks was located approximately 0.6 m ( 2 ft ) from the open end of the container with the axes of rotation parallel to the lung axis of the flatcar. In this particular test, the initial position and phase lag of the disks were arranged so that the maximum vertical and horizontal excitation would occur in phase.

For the purpose of monitoring test data, a number of strain gages and accelerometers were mounted on the container at key locations. During the test, the fime histories of these strains and accelerations were directly recorded on photosensitive paper.

Vibration amplitudes and test frequencies were based on road test data. In this test, two frequencies of 5.0 and 6.25 Hz were used ( \(1 \mathrm{~Hz}=1 \mathrm{cps}\) ). The maximum acceleration at the base of the front post of the container is approximately 0.4 g and 0.7 g for the \(5.0-\mathrm{Hz}\) and \(6.25-\mathrm{Hz}\) excitation, respectively. The fatigue test was performed with 50 hours of continuous excitation at 6.25 Hz . During this period of 50 hours, the structure of the container would encounter about 1 million cycles of stress reversal at the amplitude level indicated by the aiorementioned 0.78 acceleration. There was no failure of structural members or connections at the end of the test. The accelerations and strains recorded show good correlation with the theoretical results computed by NASTRAN. Representative sets of data are presented in figure 2.

THEOREIICAL ANALYSIS
NASTRAN Rigid Format 8, Direct Frequency Response, was used for theoretical analysis. The first part of the analysis was done on the container structure alone with a 32 grid point model. This small model served as a pilot analysis for the purposes of studying the general dynamic behavior of the container and verifying the proper running of NASTRAN on a CDC 6400 computer under Operating System Scope 3.4.

The final response analysis was performed with a model which included the shaker, container, and flatcar. The model had 145 grid points and \(30 C\) CBAR and

67 CSHEAR elements. Two major assumptions were made in the process of formulating the model. First, the formed structural shapes were assumed to be capable of resisting all the moment and force components. Second, the thin steel sheets were assumed to be functioning as shear panels only. The correlation between the theoretical and experimental accelerations shown in figure 2 indicates that the assumptions were correct.

The theoretical model is supported by two hinges at the center plates of the flatcar. Therefore, free-free rotational vibration is allowed about the axis passing through these two hinges. The COUPMASS feature in NASTRAN was used to obtain an even mass distribution of the model. The centrifuga. forces generated by the rotation of the diske of the shaker were used as the input excitation. The responses of the container were computed by NASTRAN in terms of grid point displacements and accelerations as well as forces and stresses in the structural elements. The output of the program gives the response quantities in the form of magnitude and phase angle. Both the print and punch options were requested in the output. The card images of punch file are stored on magnetic tapes. These data will be reprocessed by an in-house program to compute the responses of the container at 36 time intervals in the excitation cycle. The instantaneous structural deformations at each interval will be plotted to serve as visual aids. Both the \(5.0-\mathrm{Hz}\) and \(6.25-\mathrm{Hz}\) responses were computed. The calculated accelerations are shown in figure 2.

\section*{CONCLUDING REMARKS}

The analytical results from NASTRAN have correlated well with the experimental data. NASTRAN has proved to be a powerful tool in this application of analyzing railroad transportation equipment. In particular, NASTRAN can be used to optimize many design parameters with a reasonable amount of time and expenditure and to minimize repetitious testing procedures and prototype improvement in further refinement of the container design.

In the raiiroad industry, a trial-and-error approach using static analysis and testing has been the general practice. Dynamic analysis has not been applied in designing railroad equipment except in a few cases. The dynamic analysis reported herein indicates that a substantial saving in cost and time can be realized in nev product development compared with the conventional approach.

The COUPMASS feature in NASTRAN helps to distribute the masses of the container more evenly with a relatively amall number of grid points available in the theoretical model. It is a very useful option.

The direct solution technique that computes the total response solutions in one single run is far simpler than the modal analysis. Direct solution frees the analyst from the time consuming effort of computing and identifying the many vibrational modes to obtain the total response solution. Although the computing cost of direct solution is higher, the added cost is compensated by the saving in time and effort.
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Figure 1.- Stac-Pac container.


Figure 2.- Lateral acceleration of the container at 2nd deck.
\[
N 74-14 \% 18
\]

\title{
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\section*{SUMMARY}

This paper describes the experiences of the implementation of the NASTRAN system on the CDC CYBER 74 SCOPE 3.4 Operating System. This Operating System is relatively new; however, due to the great flexibility of the NASTRAN system, no major problems were encountered.

\section*{INTRODUCTION}

The implementaticn was fairly straightforward. Only minor changes were made. Various sizes of benchmark and test problems, ranging from two hours to less than one minute CP time, were run on CDC CYBER SCOPE 3.3, UNIVAC EXEC-8 and CDC CYBER SCOPE 3.4. No numerical discrepancy was found on the outputs of these test problems.

\section*{PROGRAM IMPLEMENTATION}

The NASTRAN system was installed from the Level 15.1.1 executable, TAPE 1. This is accomplished by first making a library from the third file of the COSMIC supplied TAPE 3. This is needed by the NASTRAN boot program to satisfy externals (also to guarantee that SCOPE 3.4 routines would not come in and interfere). Second, a small COMPASS program called APACTGR is placed as the second record in the BOOT overlay.* The SCOPE utility routine COPYN is used, and the resulting filename must be TAPE 1. This edited file may now be used to execute NASTRAN. The deck is listed below.

\footnotetext{
*This was suggested by Dr. James Rogers, Langley Research Center, NASA.
}

At present NASTRAN cannot be updated under SCOPE 3.4. The LRC compiler will not execute on our system and NASTRAN FORTRAN is not compatible with either RUN or FTN. Also, the NASTRAN COMPASS routines have to be modified to interface properly with 6RM. This updating problem can be fixed by acquiring LRC compiler source and LRC library and correcting the SCOPE 3.4 interface problem.

\section*{NASTRAN INSTALLATION DECK}

NASTRAN, MT2,T6000.
JIM GO
A CCOUNT (PW =JGO123, UN=JIMCGO)
REQUEST, TP1, HY,VSN=TAPE1. NASTRAN TAPE1
REQUEST, TP3, HY,VSN=TAPE3. NASTRAN TAPE3
RFL(300000)
COMPASS. ASSEMBLY APACTGR
REWDND(LGO)
COPYN(,TAPE1,TP1, LGO)
SKIPF(TP3,2,17,B)
COPYBF(TP3, LIB)
UNLOAD(TP1)
UNLOAD(TP3)
REQUEST,NASTLIB,*PF.
EDITLB. MAKE USERS LIBRARY
CATA LOG(NAST LIB, NASTRANLIBRARY, \(D=J I M C G O)\)
LIBRARY(NASTLIB) DECLARE USERS LIBRARY
REQUEST, NASTRAN,*PF.
TAPE1. CATLOG(NASTRAN)
EXIT. HAVE
CATALOG(NASTRAN, NASTRAN15, \(\mathbf{D}=\mathrm{JIMCGO}, \mathrm{XR}=\mathrm{JIMCGO})\)
NASTRAN. ATTACH
\({ }^{7} 89\)
IDENT APACTGR
ENTRY APACTGR
APACTGR DATA 0
EQ APACTGR
END
\({ }^{7} 8\)
1, 1, TP1
1, 1, LGO
1, *, TP1
"
LIBRARY(NASTLIB,NEW)
ADD(*, LB)

FINISH.
ENDRUN.
\(7_{8}\)
ID BAR, OFFSET
SOL 1,0
APP DISPLACEMENT
TIME 5
CEND
TITLE = BAR OFF SET TEST RUN WITH UNIFORM LOAD
LOAD = 1
MAXLINES \(=10000\)
LINE \(=38\)
SPCFORCE = ALL
STRESS = ALL
DISP = ALL
BEGIN BULK
GRD 1 123456
\(\begin{array}{llll}\text { GRID } 2 & 2.5 & -4.0\end{array}\)
GRD 3
GRD 4 5.0 \(123!56\)
\begin{tabular}{llllllll} 
CBAR & 1 & 1 & 1 & 2 & 4 & 2 & \(+B 1\)
\end{tabular}
+B1
\(\begin{array}{lllllllll}\text { CBAR } & 2 & 1 & 2 & 3 & 4 & 2 & + \text { B2 }\end{array}\)
+B2
PBAR 1
+PB1 2.0
+PB2 1.0
MAT1 1
+M1 \(2.0+4\)
GRAV 1
ENDDATA
\({ }^{7} 8_{9}\)
\({ }^{6} 7_{8}\)

\section*{PROGRAM CHECK RUNS}

The benchmark and test problems employed range from more than two hours to less than one minute CP time. Most ot these are actual reactor hardware problems that we are analyzing. These problems were run on CDC SCOPE 3.3, UNIVAC EXEC-8 and CDC SCOPE 3.4 The numerical outputs are almost identical between UNIVAC EXEC-8 and CDC and identical between CDC SCOPE 3.3 and 3.4.

Some typical run times and charge times, together with the brief description of the test problems, are shown as follows:

Test problem 1 has 994 GRD points and about 2500 DOF. The model consists only of plate elements. The run time shown was for static analysis.

Test problem II has 216 GRD points and about 500 dynamic DOF. The model consists of place and bar elements. The run time shown was for normal mode analysis.
\begin{tabular}{|c|c|c|c|}
\hline & & \begin{tabular}{c} 
Run Time \\
Sec.
\end{tabular} & \\
\hline \begin{tabular}{c} 
Problem: \\
No.
\end{tabular} & & \begin{tabular}{c} 
CDC CYBER \\
SCOPE 3.3
\end{tabular} & \begin{tabular}{c} 
CDC CYBFR \\
SCOPE 3.4
\end{tabular} \\
\hline \multirow{4}{*}{ I } & CP & 3316 & 3504 \\
& IO \\
& Churge Time & 10949 & 411 \\
& & 9972 & 7369 \\
\hline & CP & & 1557 \\
& IO & 3223 & 1708 \\
& Charge Time & 4046 & 291 \\
\hline
\end{tabular}

\section*{WORK IN PROGRESS}

We are currently implementing some special features inio the NASTRAN system for our particular needs. Among these are: (a) incorporating some non-linear material capabilities which are in the formulation stage; (b) creating a seismic analysis Rigid \(f\) urmat which will be based on Rigid Format 3; and (c) replacing the NASTRAN ploting package with CALCOMP'S.

\section*{CONCLUSIONS}

The implementation of NASTRAN on CDC SCOPE 3.4 encountered only a few minor problems which were readily corrected. This CYBER 74 SCOPE 3.4 Level 15.1.1 NASTRAN is now functioning as well as the other versions.

With similar hardware configuration, the CP time is about the same between SCOPE 3.3 and 3.4; however, the 10 time of SCOPE 3.4 showed a significant improvement over SCOPE 3.3. The results obtained on CDC CYBER and UNIVAC 1108 are fairly close to those obtained by NASA. Many of the structural models had to be reduced in size in order to run them on UNIVAC 1108; with CYBER 7.4 SCOPE 3.4 we are now able to run all our structural problems without extensive model condensation. This makes the application of the NASTRAN system to large structural problems more straightforward and reduces extensive reliance on users' engineering judgment in structural modeling. We also believe this version will enable us to extend the capability of NASTRAN to non-linear material and geometry structural problems in the near future.

\title{
A METHOD FOR TRANSFERRING NASTKAN DATA
}

BETWEEN DISSIMILAR COMPUTERS

\author{
By James L. Rogers, Jr. \\ NASA Langley Research Center
}

\section*{INTRODUCTION}

The NASTRAN computer program is capable of executing on three different types of computers: namely, the CDC 0000 series, the IBM \(360-370\) series, and the UNIVAC 1100 series. A typical activity requiring transfer of data between dissimilar computers is the analysis of a large structure such as the Space Shuttle by substructuring. Models of portions of the vehicle which have been analyzed by subcontractors using their computers must be integrated into a model of the complete structure by the prime contractor on his computer. Presently the transfer of NASTRAN matrices or tables between two different types of computers is accomplished by punched cards or a magnetic tape containing carl images. These methods of data transfer do not satisfy the requirements for intercomputer data transfer associated with a substructuring activity because (1) accuaracy will be lost due to the precision limitations ( 10 significant digits) of the NASTRAN Direct Matrix Input (DMI) punched card, and (2) large order matrices make card handing too cumbersome.

To provide a more satisfac` ry transfer of data, two new programs, RDUSER and WRTUSER, were created (ref. 1). These two programs, used in conjunction with the NASTK.AN modules OUTPUT2 and INPUTT2 available in Level 15 and later versions of NASIRAN, allow data to be transferred between computers without loss of acnuracy and without handling large dechis of punched cards. The purpose of this paper is to describe both the method used for data transfer and the special features of the utility programe RDUSER and WRTUSER. Although date may come from any computer progran using the MASTRAN user tape format, examples in this paper will be confined to MASTiAN data since RDUSER and WRTUSER were writter with the NASTRAN user in mind.

\section*{OVERVIEW OF PROGRAHS}

Beginning with level 15, NASTRAN provided the capahility of using FORTRAN WRITE statements to write intarmediate lata blocks (matrices or tables) on a magnetic tape. This was made possible by the NASTRAN module OUTPUT2 mich bis the following calling sequence:

OUTPUT2 D81, DB2, DE3, D84, DB5//V, N, P1/V, N, P2/V, N, P3 \(\$\)
where the DBi are the data blocks to be written in tape, P1 is a parameter for positioning the tape, P 2 is the FORTRAN unit number assigned to the tape, and P3 is the FORTRAN Usei Tape Label (default = XXXXXXXX).

The tape created by OUTPUT2 is a binary tape. Tapes created by programs other than NASTRAN are acceptable as long as the data are output in the OUTPUT2 format. In order to write the header information on the tape, the pl parameter must be -1 (rewind before writing) the first time OUTPUT2 is called in NASTRAN; otherwise P1 is 0. This binary tape must be converted to a BCD tape before it can be used on a computer of a different type. The conversion is performed by the utility program RDUSER which accepts tables and single-precision or double-precision real or complex matrices. No precision is lost in generating the \(B C D\) tape, and the problem of handling large numbers of punched cards is alleviated.

The tape containing the \(B C D\) data is transferred to another installation. Before these data can be used as input for NASTRAN at this installation, two tasks must be performed. The first task is to convert the source of the \(B C D\) tape written by RDUSER to another source form readable by the computer on which the data will be used. The second task is to convert the \(B C D\) tape into an acceptable binary form for the NASTRAN module INPUTT2. The program WRTUSER accomplishes both of these tasks. The calling sequence for the INPUTT2 module has the form
INPUTT2/DB1, DB2, DB3, DB4, DB5/V, N, P1,'V, N, P2/V, N, P3 \$
where the DBi are the data blocks to be recovered from the binary tape, P1 is a parameter for positioning the tape ( Pl must be -1 for the first call to INPUTT2 and 0 for all succeeding calls), \(P 2\) is the FORTRAN unit number assigned to the binary tape, and P3 is the FORTRAN User Tape Label (default = XXXXXXXX). A flow chart of the complete tape interface method is shown in figure 1.

\section*{SPECIAL FEATURES}

The RDUSER program has three special features that will be covered in this section. The first group of cards input to RDUSER is a set of comments written by the user to describe the matrices and tables. These cards are read with a freemfield format allowing the user to write any description he desires. These comments are also written on the tape to be transferred to the other installation. WRTUSER reads and prints these comments; this allows the user receiving the tape to have some knowledge of the data written on the tape. The next group of cards input to RDUSER gives the data block name, a code for determining whether the data block is a matrix or a table, and a print option. This group of cards allows the user to omit any data block that is not needed. He does this by simply omitting the card on which the data block name appears. The print option allows the user to print (table 1) or not to print (table 2) elements of a matrix or table. Each of these features proves beneficial when transferring data between dissimilar computers.

\section*{VERIFICATION OF PROGRAMS}

RDUSER and WRTUSER were executed for four* of the nine possibilities shown in figure 2 and found to possess the desired qualities lacking in DMI punched cards. Card handling for the input to NASTRAN was cut to the minimum. Square, rectangular, and symmetric matrices containing single-precision real, singleprecision complex, double-precision real, and double-precision complex elements were used in the test runs. In each case the answers listed on one computer agreed with the answers listed on dissimilar and similar computers: this indicated that no precision was lost in the transfer.

\section*{REFERENCES}
1. Rogers, James L., Jr.: Intercomputer Transfer in Full Precision of Arbitrary Data on Magnetic Tape Employing the NASTRAN User Tape Format. NASA TM X-2901, 1973.

\footnotetext{
*UNIVAC paths were not tested due to errors in the INPUTT2 and OUTPUT2 NASTRAN modules.
}
table 1.- MATRIX ELEmENTS LISTED COLUMN \(4064128051707849209606140-01-3.60680586252422941129230-011 \quad 1.89544402478984544188730-01 \quad 5.23441010276406437640160-021\) 3.29324EA1364ct9553936320-01 6.502883705380.4089743930-031 3.1227793960030392206306D-02-1.01348056412924325542240-021
CCLUMN \(\underset{2.09526044995317128893930-01-2.76942837481572112778850-011}{2} \quad 5.07889877549538848455770-02 \quad 1.51706661293142808233370-011\) L.55240180629871993289730-01 -3.95575057082588443790880-011 -1.99846425163328067498010-02 3.29286938509213200632080-01I
COLUMN \(\quad \stackrel{3}{3} 92885935130+00 \quad 2.46628950997964224711720-011 \quad 5.23503282865551256008980-01-1.10116739333887636576040+001\)

 \(1.18112132562172345018330-01-1.25353009003576602253820-0111.7883622910435659214556 \mathrm{D}-02-4.97350826514324830363020-031\) 16
the mumber of mon-zero modds in the loigest record
the density of this matrix is 100.00 percent
this matrix is double precision
5625
\(m\)
1

this matrix is single precision

Figure 1. - Flow chart of NASTRAN tape interface method.


Figure 2. - Paths of data between computers.

\title{

}

AN ITIIERACTIVE NASTRAN PREPROCESSOR

\author{
By Willianna W. Smith \\ NASA Langley Research Center
}

SUMMARY

This paper describes a Langley Research Center version of NASTRAN Level 15.1.0 designed to provide the analyst with an added tool for debugging massive NASTRAN input data. The program checks all NASTRAN input data cards and displays on a CRT scope the graphic representation of the undeformed structure. In addition, the program permits the display and alteration of input data and allows reexerution without physically resubmitting the job. Core requirements on the Cll 6000 computer are approximately 77000 octal words of central memory.

INTRODUCTION

As most NASTRAN users have discovered, there are input data errors made in defining a structure which are not illegal th the system but which will produce a rather oddly shaped graphic representation and erroneous analysis. It is imperative, therefore, that the structural plotter output be viewed before the user can be assured that his input data do not displace grid points or omit members. For a complex structure, it may be necessary to observe the picture from several orientations.

Motivated by the need for a complete checkout of structive-defining input data in the most rapid and efficient manner, development of an interactive type preprocessor was undertaken. Since the computer program described in reference 1 was already in existence, the decision was made to adapt it to the interacting CDC 250 CRT system. The Interactive NASTRAN Preprocessor Level 12.1.0 resulted from this adaptation. The NASTRAN portion has since been updated to Level 15.1.0.

The NASTRAN program and interactive graphic software used in the Interactive NASTRAN Preprocessor are designed to operate on the CDC 6600 computer at LRC, but the ideas are applicable to other NASTRAN computers.

\section*{PROGRAM DESCRIPTION}

The following changes were made in the existing computer program (ref. 1):
1. NASTRAN routines \({ }^{2}\) altered:

Description of routines may be found in reference 2.
\begin{tabular}{|c|c|}
\hline NAME & MOLIFICATION \\
\hline NASTRAN & Tape 4 declared \\
\hline XSEMI & Added capability of displaying message on screen \\
\hline IFPID & Error "Plot Tape Not A Physical Tape" made nonfatal \\
\hline SGINOFF & Plot file written on Tape 4 \\
\hline \multirow[t]{4}{*}{XSEM2} & Added capability of displaying messages on screen \\
\hline & Added labeled COMMON block with plot loop flag \\
\hline & Added call to CRTPLOT subroutine \\
\hline & Added statement to change a DMAP instruction parameter if plot loop flag set \\
\hline PLOT & Test for physical tape ignored \\
\hline PROCES & Added labeled COMMON block to hold view angles for display and alteration \\
\hline & Add statements to save and restore view angles \\
\hline LD50 & Additions made to allow looping through PLTSET and PLOT instructions if angles altered and reexecution requested (appendix A) \\
\hline
\end{tabular}
2. Subroutine CRTPLOT (appendix B) was coded to read the NASTRAN General Purpose Plotter output file and translate it for display on the CDC 250 CRT terminal (fig. 1 ).
3. Interactive graphic routines \({ }^{2}\) added to program:
\begin{tabular}{ll} 
SEMSAGE (same as MESAGE) & RSHFT \\
CDC250 & ADVERSE
\end{tabular}
\({ }^{\text {See Langley Research Center Computer Programing Manual, Vol. II, Sections }}\) 3.2 and 3.11 .
\begin{tabular}{ll} 
NEXT & SPACK (same as PACK) \\
PLT250 & SLOCATE (same as LOCATE) \\
LODTBL & UNPK \\
DECOD3 & CNTRLN \\
DECOD4 & CREATEF \\
HOGWASH & DECOD1 \\
WARTHOG & DECOD2 \\
SCREEN & DROUTE \\
PLTOOO & EXOR \\
KEYBORD & IO3 \\
CRT250 & NOTATE \\
SPCMAT & PLOTSW \\
KGLER & PLT9999 \\
LOADADR & TRUNCL \\
CALPLT & SAVPLOT \\
WHERE & XMIT \\
ENCOD2 & SCAN
\end{tabular}

SIRCALL
4. Modifications were made in the graphic routines where data statements were used to enter values for variables in labeled COMMON. Restrictions in the CDC Linkage Editor necessitated replacing the data statements with \(a\) Block Data subprogram.
5. Overlay structure (appendix C) was adjusted to incorporate graphic routines and subroutine CRTPLOT, which were added.

\section*{CAPABILITIES OF THE INTERACTIVE NASTRAN PR\&ROCESSOR}

The Interactive NASTRAN Preprocessor has the following capabilities:
1. Analyzes all input data.
2. Displays the graphic representation of the undeformed structure on the CDC 250 CRT Scope.
3. The alphanumeric keyboard \({ }^{3}\) on the CRT console provides a means for disnlaying the input and altering the input data.
4. Loops through the PLTSET and PLOT modules when only the view angle is altered are accomplished within the DMAP sequerce of instructions. The program EDIT \({ }^{4}\) initiates restarts when other input data are changed.
5. The CRT function keyboard has such options as (a) positive and negative magnification of the total display or a part of the display; (b) recording the plot vector file for postprocessing permanent hard copies; and (c) producing nonpermanent hard copies on a connected hard copy unit.
6. Executable in approximately 77000 octal words of central memory.

\section*{LIMITATIONS OF THE INTERACTIVE NASTRAN PREPRROCESSOR}

The Interactive NASTRAN Preprocessor has the following limitations:
1. Operational on CDC 6000 Computer complex at LRC; however ideas are applicable to other NASTRAN computers.
2. Displacement approach must be used.
3. Does not contain NASTRAN checkpoint or restart capabilities.
4. No punch output available.
5. Alterations to input data are made internal to the computer only; therefore, the user should make note of modifications so that he may make appropriate changes in the physical deck.

OPERATIONAL INSTRUCTIONS

The interactive NASTRAN program is housed on a data cell and requires no physical tapes unless the user wishes to save the plot vector file for permanent hard copies. The EDIT program is also housed on a data cell.

\footnotetext{
Sangley Research Center Computer Programing Manual, Vol. II, Section 3.6. 4
Langley Research Center Simulation Manual, Section 2221.1.
}
```

        1. Deck Setup Col.68
    JOB,
USER
FETCH(Cl103, XXXX, BINARY, EDIT) XXXX = data cell X
LOAD (EDIT) X
EXECUTE (BLOCKCC) X
COMMENTT.
X
COMMENT. END CONTROL BLOCK X
REQUEST, CRTTPE, CD. PLEASE ASSIGN XX XX = CRT No.
FETCH (D3790, XXXX, BINARY, PREFP) XXOX = data cell
NORFL.
LINECNT (10000)
PREFI. CATLOG (PREFF)
COMNENT. END SETUP BLOCK
PRRF.
REWIND (SAVPLT)
COPYBF (SAVPLT, TEMP) Required if hard copy plots desired
BKS (TEMP, 1)
LOAD (EDIT)
COMMENTT. END EXCCUTE BLOCK
FETCH (POOT7, XOCX, BINARY, DDIPRO) DDI, 80 Postprocessor Required for
hard copy for
plots
REWIND (SAVPIT)
DDIPRO (IMITIALS, BLDG. NO., LIvision initials, zero)
COMMINTT. ETD STOP BLOCK
EXIT.

```
1. Deck Setip (continued)

Co1. 68
Col. 78

\section*{LOAD (EXIT)}

\section*{EXECUTE (RESTART)}

COMMENT. END RESTART BLOCK
and of record card
NASTRAN data deck
End of file card

\section*{2. Input}

Input data are the same as for a regular HASTRAN run with the exception that the user must request MASTPLT output on the PLOTTER case control card.

\section*{3. Output}

The Program produces the normal IIASTRAN printed output from the Preface area of the program and from the structural plot module. The graphic representation of the undeformed structure is displayed on the CRT as 1 i is being generated. Plots may be recorded for obtaining hard copies on one of the available plotters by depressing the appropriate function key on the CRT console. The proper postprocessor control cards must have been included in the card deck.

Since changes are made internal to the computer only, the user should make note of any such modifications so that he can make the appropriate changes in the physical deck.

APFENIIX A
NASTRAN ROUTINE LD50
FCR INTERACTIVE NAETRAN PREPROCESSOR

FORTRAN Code for Subroutine \(D 50\)

```

DMAP-DMAP INSTRUCTION
NO.
I BEGIN PREFAIE - CHECKS INPUT AND PLOTS UNDEFORMED STRUCTURE :
2 GPI GEOMI.GEOM2./GPL,EOEXIN.GPDT.CSTM,BGPDT,SIL/V,N.LUSET/C.N.I23,
V.N.NOGPDT \$
3 SAVE LUSET %
4 GP2 GEOM2.EOEXIN/ECT:
5 LABEL W. s
G PLTSET PCDA.EOEXIN.ECT/PLTSETX.PLTPAR.GDSETS.ELSETS /V.N.NSIL/V.N.
JUMPPER T \$
7 SAVE NSIL.JUMAPLOT \&
B PRTMSG PLTSETX//S
9 SETVAL //VON.PLTFLGNCON,INVN,PFILE/CIN,O S
10 SAVE PLTFLG.PFILE:
II COND PI.JUMPPLOT:
12 PLOT PLTPAR.GPSETS,ELSETS,CASECC,BGPOT,ECEXIN,SIL.,/RLOTXI/V.N.NSIL/,
VONOLUSETNV.N.JUMPRLOT/V.N.PLTFLG/V.N.PFILE S
13 SAVE JUMPPLOT,PLTFLG,PFILE:
14 PRTMSG PLOTX1//S
15 COND W2.PFILE:
16 Jump PI S
17 LABEL W2S
18 REPT W1.100%
19 LABEL PIS
20 ENO *

```

\section*{APPENDIX B}

\section*{FORTRAN CODED SUBROUTINE CRTPLOT}
```

    SUEROUTINE CRTPLOT
    COMMON/SPEC/NVIEW.CALPHA, CBETA. CGAMMA
    COMMON/CRT/NCRT
    DIMENSION A(30),ID(2)
        DIMENSION IANS(30)
        DIMENSION STRING(60)
        INTEGER PC.CI.TEN
        OATA 10/3HWWS.8HEIN 2058/
        DATA STRING/
            1HO,1H1,1H2,1H3,1HA,1H5,1H6,1H7,1HB,1H9, !HA. 1HB, IHC,1HD,1HE, 1HF
        2. 1HG.1HH,1HI,IHJ,1HK.1HL.1HM,1HN.1HO.1HP.1HO.1HR,1HS.1HT.1HU.1HV
        3. 1HW,1HX,1HY,1HZ,1H(01H),1H+,1H-1H#,1H/,1Hz01H0,1H,01HS.1H-.1H
        4. 12*O/
            EQUIVALENCE (:ANS(11.IS2). (IANS(2).IS3). (IANS(3).ISAI, (IANS(4).
        IIROI, (IANS(5),IRI), (IANS(6),IRZ), (IANS(7),IR3). (IANS(8),IRA).
        2(IANS(9).CI), (IANS(IO),PC), (IANS(11).IUZ), (IANS(I2).IU3).
        3(IANS(13),IU4). (IANS:14),ITO). (IANS(15),ITI). (IANS(16),ITZ),
        4(IANS(17),IT3), (IANS(I8).IT4), (IANS(19).1S0), (IANS(20).1SI),
        E(IANS(29).IUO). (IANS(30).IUI)
        NVIEW = 0
        NCRT=O
        NFIRST=0
        REWIND *
        WRITE(6,1001)
    1001 FORMATIIHI
TEN=10
MASK=778
CALL CDC 250
CALL CALPLT (0,0,3)
CALL SMESAGE(1.35HDEGIN EXECUTION OF CRT PLOT PROGRAM.35)
CALL PARAMS
CALL PARAMS(SLALPHA.CALPHA,4LBETA.CBETA.SLGAMMA, CGAMMA)
800 REAO(4) A
IF(EOF.4) 99.10
1v CONTINUE
DO 1 1=1,30.3
L=I+2
K=0
DO is N=I.L
DO 15 J=1.10
k= k+1
JF(J.EO.1) GO TO 17
CALL RSHFT(A(N),6)
17 IANS(K)= (A(N)OAND.MASK)
IS CONTINUE
1F(PC.GT.6) PC=PG-10
IF(PC.EG.O.OR.PG.EO.2.OR.PC.EO.3) 60 TO 300
R = TEN* (TEN* (TENE (TEN*IRA +IR3)+IR2)+IR1)+IRO
S TEN* (TEN* (TENE (TEN* ISA +153)+1S2)+1S1)+150
T. TEN* (TEN* (TEN* (TEN\# IT4 + IT3)+ITZ)+IT1)+1T0
U: TEN*(TEN* (TEN* (TEN*IUN +IU3)+IU2)+IUII+IUN
300 NC = PC+1
GO TO (401.402.403.404,405,406.406). NC
C*
C* PLOT COMMAND IS NO OPERATION
c*
401 GO TO 1
C*
C* OLOT CONMAND IS START NEW PLOT
CRT0002
CRT0003 CRT0004 CRT0005 CRT0006 CRT0007 CRT0008 CRTOOOT CRTOOLO CRTOOII CRTOO12 CRTOO13 CRTOO14 CRTOO15 CRTOO16 CRTOO17 CRTOO18 CRTOO19 CRT0020 CRTOO21 CRTOO22 CRT0023 CRT002a CRT0025 CRT0026 CRT0027 CRT0028 CRT0029 CRT0030 CRTOO31 CRT0032 CRTOO33 CRTOO34 CRT0035 CRT0036 CRT0037 CRTOO 36 CRT0039 CRTOO4O CRT004 1 CRT0042 CRTOO4 3 CRT0044 CRT0045 CRTOOA6 CRT0047 CRTOOAB CRTOO49 CRTOOSO CRTOOS 1 CRT0052 CRT00s3 CRTOOSA CRT005s CRT0056 CRT0057 CRTOOSE CRT0059 CRT0060

```
```

C*
402 PLOTID = R
XMIN =0.0
YMIN = 0.0
XMAX =S
YMAX =T
XSCALE = 10.0/XMAX
YSCALE = 10.0/YMAX
GO TO 1
C*
C* PLOT COMMAND IS SELECT CAMERA
C*
403 GO TO 1
C*
C* Plot COMmAND IS SKIP TO A NEW FRAME
C*
4O4 CONTINUE
IF\NFIRST.EO.O) GO TO 4041
CALL CALPLT(0,0:-3)
CALL SMESAGE{1,32HTO RECORD PLOT. DEPRESS FN KEY 6.32)
CALL SMESAGE(1,34MTO CLEAR PICTURE, DEPRESS FN KEY 2.34)
CALL SMESAGE(1.37HTO GO TO NEXT FRAME, DEPRESS FN KEY 3.37)
CALL CALPLT(12.0.0.-3)
CALL SMESAGE(1.3OHHIT KEY 45 TO END PLOT PROGRAM.30)
CALL SMESAGE(1,39HHIT KEY 47 TO RE-DISPLAY PREVIOUS PLOTS.39)
CALI. SMESAGE(1.3EHHIT ANY OTHER KEY TO CONTINUE PLOTTING.38)
CALL NEXT(N)
IF(N.EO.45) GO TO }9
IF(N.EQ.47) GO TO 199
GO TO 1
4041 CONTINUE
NFIRST = 1
GO TO 1
C*
C* PLOT COMmAND IS TYPE A CHARACTER
C*
405 X = R*XSCALE
Y % S\#YSCALE
CALL NOTATE(X,Y..I,STRING(CI),0.0.1)
GO TO l
C*
C* PlOT COMmAND IS DRAM A LINE OR AN AXIS.
C*
06 CONTINUE
XI = R*XSCALE
YI = S*YSCALE
X2 - TMXSCALE
Y: - U⿻YSCALE
CALL CALPLT(XI,Yi.3)
CALL CALPLTIX2,Y2,Z;
4062 6O TO 1
1 CONTINUE
CO TO DOO
C*
C* RE-DISPLAY PNEVIOUS PLOTS
C*
199 REWINO 4
60 TO 800
CN
C* ENO OF mLOT TAPE

```

CRT0061
CRT0062
CRT0063
CRT0064
CRT0065
CRT0066
CRT0067
CRTTIO68
CRT0069
CRT0070
CRT0071
CRT0072
CRT0073
CRTOOT4
CRT0075
CRT0076
CRT0077
CRT0078
CRT0079
CRT0080
CRTOOB1
CRTOOB2
CRT0083
CRTOOB4 CRT0085 CRT0086 CRT00B7 CRTOOB8 CRT0089 CRT0090 CRT0091 CRT0092 CRTOO93 CRT0094 CRT0095 CRT0096 CRT0097 CRT0098 CRT0099 CRTOIOO CRTOIOI CRTOIO2 CRTOIO3 CRTOIOA CRTOIOS CRTOI 56 CRTOIO7 CRTOIOA CRTOIO9 CRTOIIO CRTOI 11 CRTOI 12 CRTOLI3 CRTOL14 CRTO115 ERTO116 CRTOI 17 CRTOL18 CRTOI19 CRTOLES
```

C\#

```

```

        CALL CALPLT(0.0.999)
        CALL SMESAGE(1.2OHEND OF FILE ON TAPE4.20,
        REWIND 4
    ```

```

C BREAK POINT IN PROGRAM TO ALLOW OPERATOR TO DISPLAY CRTOIZ7
C FND/OR CHANGE THE CURRENTLY ESTABLISHED VIEW ANGLE. CRTOIZE
Cssssesssss
CALL SMESAGE\I.SOHTO DISPLAY AND/OR CHANGE THE CURRENTLY ESTARLISH CRTOI 3O
1ED,50)

```

```

    CALL SMESAGE(1.43HALTER THE APPROPIATE ANGLE AND PRESS KEY 49.43) CRTOI33
    CALL NEXT (NK)
    IF(NK.NE.49) GO TO 499 CRTOI35
    NVIEw = 1 CRTO138
    NCRT =2 CRTOI37
    479 WRITE(G.4999) NVIEW.NCRT,NK.CALPHA ,CBETA,CGAMMA CRTOIBB
    ```

```

    AIOHO##CALPHA=E2O.8.BH CEETA=E2O.8.9H CGAMMA=E2O.8, CRTOIAO
    RETURN
    ENO
    CRTOI42

```

APIGNLDX C
LINKAGE ELITUR CONTKCL CANDS FOR
INTERACTIVE NASTRAN PREPROCESSOR
\begin{tabular}{|c|c|c|}
\hline LINKEDIT PARAMI 2 &  \(21=1200\) & \begin{tabular}{l}
LKED0002 \\
LKED0003
\end{tabular} \\
\hline LIERARY & NASTOBJ/WWS/BNFILE/XCAL & LKED0004 \\
\hline LINK 0 & & LKED0005 \\
\hline RENAME A & APACTGR = ABSENT. & LKED0006 \\
\hline RENAME L & LABRT = ABSENT. & LKED0007 \\
\hline RENAME GA & GATOR * ABSENT. & LKED0008 \\
\hline RENAME & RECOVRY - RETURN \$* RCV NOT AVAILABLE AT CDC DATA CENTER & LKED0009 \\
\hline RENAME & XWRITE (106600) = WRITEX \$---BLAST 1/0 FEATURE---s & LKED0010 \\
\hline RENAME & XREAD (106600) = REAOX \$---BLAST 1/0 FEATURE---s & LKEDOO11 \\
\hline RENAME & SYSTEM = SYSTEM. & LKEDOO 12 \\
\hline RENAME & PEXIT = LINK20. & LKEDO013 \\
\hline RENAME & MSGWRT = LINK20. & LKEDOO14 \\
\hline RENAME & RWUNLD = RETURN & LKEDO015 \\
\hline INCLUDE & NASTOBJ(GINO. \(\quad\) (CORSZ) & LKEDOO 16 \\
\hline INCLUDE & WWS (NASTRAN) & LKEDO017 \\
\hline INCLUDE & WWS (BLKDATA(TIME)) & LKEDO018 \\
\hline Include & NASTOBJ(NASTRAN, BLKDATA(TIME゙), BLKDATA(GINO66), CONMSG) & LKEDOO19 \\
\hline INCLUDE & NASTOEJ(106600, DUMP, RETURN) & LKED0020 \\
\hline INCLUDE & NASTOBJ (XEOT. TMTOGO WRTTRL © RDTRL) & LKED0021 \\
\hline INCLUDE & NASTOBJ (WRTTRLZ, MESAGE,FNAME) & LKED0022 \\
\hline INCLUDE & NASTOBJ (OPNCOR, WRTCOR, RDCOR, OPNCORZ, PRELOC, LOCATE, PRELOCZ) & LKED0023 \\
\hline Include & NASTOBJ (GOPEN -FREAO, CLSTAB. SSWTCH) & LKED0024 \\
\hline INCLUDE & NASTOGJ(DSIGN) \$ FIX FOR O ARGUMENTS & LKED0025 \\
\hline INCLUDE & WWS (BLKDATA (SPEC)) & LKE00026 \\
\hline INCLUDE & WWS (BLKDATA(CRT)) & LKED0027 \\
\hline INSERT & CRT & LKE00028 \\
\hline INSERT & SYSTEM, GINOX, TIME, GINOS6 & LKED0029 \\
\hline INSERT & ZELPKX, ZNTPKX,PACKX,UNPAKX & LKE00030 \\
\hline ENTRY N & NASTRAN & LKED0031 \\
\hline ENO & & LKED0032 \\
\hline LINK 1 & & LKE00033 \\
\hline RENAME COA & CORSZ = \(\times\) CORSZ & LKE00034 \\
\hline RENAME N & NTRAN= DUMP * 1108 DECK OMM & LKED0035 \\
\hline RENAME S & SEARCHEDUMP \({ }^{\text {S }}\) NOT USEO ON THE 6400/6600 & LKED0036 \\
\hline RENAME & SYSTEM = SYSTEM. \({ }^{\text {a }}\) ( RENAME THE CDC SYSTEM ROUTINE CALLS & LKED0037 \\
\hline RENAME & PEXIT = LINKZO. & LKEC . 38 \\
\hline RENAME & SEMTRN = RETURN & LKEDC039 \\
\hline RENAME & XOR - XORF & LKED0040 \\
\hline RENAME & LOO1 = LDSO & LKED0041 \\
\hline RENAME & LDO2 - LDS0 & LKED0042 \\
\hline RENAME & L003 = L050 & LKEDOO43 \\
\hline RENAME & L004 = LDSO & LKED0044 \\
\hline RENAME & L005 - L050 & LKED004S \\
\hline RENAME & LD06 - L050 & LKED0046 \\
\hline RENAME & L007 = L050 & LKED0047 \\
\hline RENAME & LD08 - L050 & LKED0048 \\
\hline RENAME & LDO9 - LDSO & LKED0049 \\
\hline RENAME & LD10 - LDSO & LKEDOOSO \\
\hline RENAME & L011 = L0SO & LKED005 1 \\
\hline RENAME & L012 = LDSO & LKEDOOS2 \\
\hline RENAME & L013 - LDS0 & LKED0053 \\
\hline RENAME & LD45 LINK20. & LKE00054 \\
\hline RENAME & LD46 LINK20. & LKED00S5 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline RENAME & LD47 = LINK20. & LKE00056 \\
\hline Rename & LD48 = LINK20. & LKE00057 \\
\hline RENAME & LD49 = LINK20. & LKE00058 \\
\hline RENAME & LO5 \(1 \times\) LINK20. & LKED0059 \\
\hline Rename e & BUG = RETURN & LKED0060 \\
\hline Rename & TTLPGE = RETURN & LKED006 1 \\
\hline INCLUDE & WWS(XSEM1) & LKED0062 \\
\hline INCLUDE & NASTOBJ (XSEM 1. TAPEIT,PAGE,PAGE1.PAGE2, PAGEZZZ) & LKED0063 \\
\hline INCLUDE & NASTOEJ(BLKDATA (XSRTBD)) & LKED0064 \\
\hline INSERT & XSRTBD.ZZZPAGE,BLANK.. & LKE00065 \\
\hline OVERLAY & A1 & LKED0068 \\
\hline INCLUDE & NASTOBJ(MSGWRT © USRMSG) & LKED006 7 \\
\hline OVERLAY & Al & LKED0068 \\
\hline INCLUDE & WWS (SMESAGE) & LKED0069 \\
\hline InClude & WWS(CDC250.NEXT, PLT250) & LKED0070 \\
\hline 1 NCLUDE & WWS (LODTEL) & LKE00071 \\
\hline INCLUDE & BNFILE (COC 250, DECOD3, DECOD4, HOGWASH.LODTBL. NEXT, PLT250) & LKED0072 \\
\hline 1 NCLUDE & BNFILE (WARTHOG, SCREEN) & LKED0073 \\
\hline INCLUDE & WWS (PLTOO0. KEYBORD, CRT250) & LKED0074 \\
\hline INCLUDE & WWS (SPCMAT) & LKED0075 \\
\hline INCLUDE & WWS (KG1FR) & LKED0076 \\
\hline INCLUDE & XCAL (CALPLT) & LKED0077 \\
\hline INCLUDE & WWS (ENCOD2, RSMFT, ADVERSE, SPACK, SLOCATE, CALPLT, UNPK, CNTRLN) & LKED0078 \\
\hline INCLUDE & WWS (CREATEF , DECOD1, DECOD2, DROUTE, EXOR, 103.NOTATE, PLOTSW) & LKED0079 \\
\hline INCLUDE & WWS (PLT9999, SAVPLOT•SCAN, STRCALL. TRUNCL, WHERE, XM I T LOADADR) & LKED0080 \\
\hline INCLUDE & WWS(3LKDATA (GRAPHNO)) & LKED0081 \\
\hline INSERT & GRAPHNO -LANGLEY. TRIAL. VPARMS & LKED0082 \\
\hline OVERLAY & A1 & LKED0083 \\
\hline InClude & WWS (BTSTRP) & LKED0084 \\
\hline INCLUDE & NASTOBJ(BTSTRP, ENDSYSZ, ENDSYS.BGNSYS) & LKED0085 \\
\hline INSERT & ZENOSYS & LKED0086 \\
\hline OVERLAY & ENDSSS & LKEDO087 \\
\hline INSERT & ENDSSS & LKED0088 \\
\hline OVERLAY & Al & LKED0089 \\
\hline INCLUDE & NASTOBJ (XPOLCK XFILPS, XPLEOK•XPOLCKZ) & LKED0090 \\
\hline OVERLAY & \(\times 1 \times\) & LKED0091 \\
\hline INCLUDE & NASTOBJ (XCEI, XPURGE) & LKE J0092 \\
\hline OVERLAY & \(\times 1 \times\) & LKE00093 \\
\hline INCLUDE & NASTOBJ(BLKDATA (XSFAI) XSFA, XSOSGN•XCLEAN\& XPUNP, XDPH) & LKED0094 \\
\hline INSERT & XSFA1•2XPOLCK & LKE00095 \\
\hline OVERLAY & ESFA & LKED0096 \\
\hline INSERT & ESFA & LKE00097 \\
\hline OVERLAY & A1 & LKE00098 \\
\hline INCLUDE & NASTOBJ(ELKDATA (IFPXO), 日LKOATA (IFPXI), BLKDATA (UMFZZZ). SEMINT) & LKED0099 \\
\hline INSERT & IFPXO, XOLOPT, IFPXI UMF \(2 Z 2\) & LKEDO100 \\
\hline OVERLAY & DO & LKEDO101 \\
\hline INCLUDE & NASTOBJ(XRCARO) & LKED0102 \\
\hline OVERLAY & 0 & LKEDO103 \\
\hline INCLUDE & NASTOBJIGNFIAT. XCSA, XRGDFM, XSESET) & LKEDO104 \\
\hline I NCLUDE & NASTOBJ(WALTIM) & LKED0105 \\
\hline OVERLAY & El & LKEDO: 06 \\
\hline INSERT & XCSABF & LKEDO107 \\
\hline overlay & El & LKEDO108 \\
\hline Include & WwS (LDSO) & LKEDO109 \\
\hline OVERLAY & D & LKEDO110 \\
\hline INCLUDE & NASTOBJ(SORT) & LKEDO111 \\
\hline OVERLAY & DE & LKEDO112 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline INCLUDE & NASTOBJ(BLKDATA(IFPIA),FNDPLT) & LKEDO113 \\
\hline INCLUDE & WWS(IFPID) & LKEDO114 \\
\hline INCLUDE & NASTOBU(IFPI,IFPIC,IFPIO, IFPIE,IFPIF,IFPIG, SWSRT) & LKEDO115 \\
\hline INSERT & SETUP, IFPIA & LKEDO116 \\
\hline OVERLAY & IFPIX & LKEDO117 \\
\hline INSERT & IFPIX & LKEOO118 \\
\hline OVERLAY & DE & LKE00119 \\
\hline INCLUDE &  & LKEDO120 \\
\hline OVERLAY & IFP45 & LKE0012t \\
\hline INCLUDE & NASTOBJ (IFPA IFP4A) & LKEDO12E \\
\hline OVERLAY & IFR4ZZ & LKEOO123 \\
\hline INSERT & 1FP4ZZ & LKEOO124 \\
\hline OVERLAY & IFP45 & LKEOO125 \\
\hline I NCLUDE & NASTOEJ(IFPS.IFPSA) & LKEDO128 \\
\hline OVERLAY & 1FP5こて & LKEDO127 \\
\hline INSERT & 1FPSZZ & LKEDO128 \\
\hline OVERLAY & 0 & LKEDO129 \\
\hline INCLUDE & NASTOEJ (XFAOJI, XRECPS, XFADJ, CROFLG, RPAGE, XBCDEI, EXTINT, INITCO) & LKEDO\$30 \\
\hline INCLUDE & NASTOQJ (XPRETY.INTEXT:XRECPSZ.ISFT) & LKEDO131 \\
\hline INSERT & ZXRECPS & LKEOO132 \\
\hline OVERLAY & UMF & LKEDO133 \\
\hline INCLUDE & NASTOBJ(XSORT) & LKEDO134 \\
\hline OVERLAY & ESORT & LKEDO139 \\
\hline INSERT & ESORT & LKEDO1 36 \\
\hline OVERLAY & UMF & LKEDO137 \\
\hline INCLUDE & NASTOEJ (UMFEOT) & LKEDO138 \\
\hline OVERLAY & UMFXXX & LKEOO139 \\
\hline INSERT & UPAF \(\times \times X\) & LKEOO140 \\
\hline OVERLAY & D & LKEDO141 \\
\hline INCLUDE & NASTOBJ(BLKDATA (XGPIZ) ©SLKDATA(XGPIC) - XGPI. XGPIDG. XGPIMM & LKEDO142 \\
\hline INCIUSE & NASTOBJ (XGPIDGZ) & LKEDO193 \\
\hline INSERT &  & LKEDO144 \\
\hline INSERT & ZXGP10G & LKEOOL45 \\
\hline OVERLAY & E & LKEDO146 \\
\hline INCLUDE & NASTOBJ(ELKOATA (XLKSPC) XGPIES - MPLPRT) & LKEDO147 \\
\hline INSERT & XLKSPC & LKEDOIGA \\
\hline OVERLAY & XGPII S THIS MUST EE UNDER LONGEST SEGMENT UNDER OVERLAY E & LKEDO149 \\
\hline INSERT & xGP 11 & LKEDO150 \\
\hline OVERLAY & E & LKEOO151 \\
\hline INCLUDE & NASTOSJ(XFLORD. XFLDEF) & LKEDO152 \\
\hline OVERRAY & E & LKEDO153 \\
\hline INCLUDE & NASTOBJ(OSCDMP) & LKEDO154 \\
\hline OVERLAY & E & LKEDO155 \\
\hline INCLUOE & NASTOBJ IXOSGEN: XLNEHD.XIPFL © XPARAM XSCNOM \% & LKEDO156 \\
\hline OVERLAY & DO & LKEDO157 \\
\hline INCLUDE & NASTOBN (IFPDCO) & LKEDO158 \\
\hline INCLUDE & NASTOAJ(BLKDATA (IFPOTA)) & LKEDO159 \\
\hline INSERT & IFPDTA & LKENO160 \\
\hline OVERLAY & D00 & LKEDO161 \\
\hline INCLUOE & NASTOAJ(RCARD - IFP) & LKE00162 \\
\hline INCLUDE & NASTOEJ (BLKDATA (IFPXE) OLLKOATA (IFPX3) QLRDATA(IFPXA)) & LKEDO163 \\
\hline INCLUDE & MASTOBJ(BLKDATA (IFPXS) , ELKDATA (IFPXSI, BLI DATA (IFPXTI) & LKEDO1 64 \\
\hline INSERT & 1FPXZ IFPX3: IFPXA, IFPXS IFPXE, IFPX7 & LKEDOIS \\
\hline OVEOLLAY & DO1 & LKFDOs 68 \\
\hline INCLUDE & NASTOEJIIFSIPI & LKEOO167 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline OVERLAY & 001 & LKEDO168 \\
\hline INCLUDE & NASTO日J(IFS2P) & LKEDO169 \\
\hline OVERLAY & IFPXX & LKEDO170 \\
\hline INSERT & 1FPXX & LKEDO171 \\
\hline OVERLAY & DO1 & LKEDO172 \\
\hline InClude & NASTOBJ(IFS3P) & LKEDO173 \\
\hline OVERLAY & DD1 & LKEDO174 \\
\hline InClude & NASTOBJ(IFS4P) & LKEDO175 \\
\hline OVERLAY & DO1 & LKEDO176 \\
\hline INCLUDE & NASTOBJ(IFS5P) & LKED0177 \\
\hline OVERLAY & DDD & LKEDO178 \\
\hline INCLUDE & NAST08」(BLKDATA (IFP380), IFP3, IFP38) & LKEDO179 \\
\hline INSERT & IFP3ED.IFP3LV & LKEDO180 \\
\hline OVERLAY & 1FP3ZZ & LKE00181 \\
\hline INSERT & 1FP3ZZ & LKEDO182 \\
\hline ENTRY & XSEM & LKECO183 \\
\hline END & & LKEDO184 \\
\hline LINK 2 & & LKEDOIES \\
\hline RENAME CO & CORSZ \(=\times\) CORSZ & LKEDO186 \\
\hline RENAME N & NTRAN = OUMP 51108 DECK OMLY & LKE00187 \\
\hline RENAME & SEARCHEDUMP NOT USED ON THE 6400/6600 & LKEDO188 \\
\hline RENAME & PEXIT - LINKZO. & LKEDO189 \\
\hline RENAME & BTSTRP = RETURN & LKE00190 \\
\hline Rename & SYSTEM = SYSTEM. & LKEDO191 \\
\hline RENAME & SETC = RETURN & LKE00192 \\
\hline RENAME & TAID = RETURN & LKEDO193 \\
\hline Rename & TAIE = RETURN & LKEDO194 \\
\hline RENAME \(T\) & TAPSW1 = MESENT. & LKEDO195 \\
\hline Rename o & OPMESG a ABSENT. & LKEDO196 \\
\hline I NCLUDE & UwS (xSEM2) & LKEDO197 \\
\hline INCLUDE & NASTOBJ (XSEME - TAPEIT, INTLST) & LKEDO198 \\
\hline INCLUDE & NASTOEJ (ROMODE, RDMODX, RDMODXZ) & LKEDO199 \\
\hline INCLUDE & NASTOB ( \({ }^{\text {ROMOD }}\), ROWORD) & LXE00200 \\
\hline INSERT & 2RDMOOX.ELANK.. & LKED0201 \\
\hline OVERLAY & ONE & LKED0202 \\
\hline INCLUDE & NASTOBJIPAGE, PAGEI,PAGE2,PAGEZ2Z) & LKED0203 \\
\hline INSERT & 22zPAGE & LKED0204 \\
\hline overlar & 4 & LKED0205 \\
\hline Include & NASTOBJ (MSGWRT ©USRMSG) & LKE00206 \\
\hline OVERLAY & A & LKED0207 \\
\hline INCLUOE & WWS (SMESACE) & LKE00208 \\
\hline INCLUDE & WwS (LODTEL) & LKED0209 \\
\hline 1 NCLUDE & WWS (CDC250. NEXT, PLT250) & LKED0210 \\
\hline INCLUDE & BNFILE (COC250. DECOO3. OECOO4, HOGWASH:LODTEL NEXT,PLT250) & LKEDO211 \\
\hline INCLUDE & BNF ILE (WARTHOG, SCREEN) & LKED0212 \\
\hline INCLUDE & WWS (PLTOOO.KEYBORD.CRT2SO) & LKED9213 \\
\hline INCLUDE & WWS (SPCMAT) & LKEDO214 \\
\hline INCLUDE & WWS(KG1FR) & LKED0215 \\
\hline INCLUDE & XCAL (CALPLT) & LKEDO216 \\
\hline INCLUDE & WWS (ENCOD2, RSHFT, AOVERSE, SPACK, SLOCATE, CALPLT, UNPK, CNTRLN) & LKED0217 \\
\hline INCLUDE & WWS (CREATEF. DECODI , DECODE, DROUTE, EXOR, 103 , NOTATE, PLOTSW) & LKED0218 \\
\hline INCLUDE & WWS (PLT9999, SAVELOT - SCAN, STRCALL. TRUNCL - WHERE © XMIT L LOADADR) & LKED0219 \\
\hline INCLUDE & WWS (PARAMS) & LKED0220 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|}
\hline InClude & WWS (CRTPLOT) & LKED0221 \\
\hline INCLUDE & WWS(BLKDATA(GRAPHNO)) & LKED0222 \\
\hline INSERT & GRAPHNO.LANGLEY, TRIAL. VPARMS & LKED0223 \\
\hline OVERLAY & A & LKED0224 \\
\hline INCLUDE & NASTOBJ(ENOSYSZ.ENDSYS•BGNSYS) & LKED0225 \\
\hline INSERT & ZENDSYS & LKED0226 \\
\hline OVERLAY & ENDSSS & LKED0227 \\
\hline INSERT & ENDSSS & LKED0228 \\
\hline OVERLAY & A & LKED0229 \\
\hline Include & NASTOBJ(OPARAM) & LKED0230 \\
\hline OVERLAY & A & LKEDO231 \\
\hline INCLUDE & NASTOEJ(XSAVE) & LKEDO232 \\
\hline OVERLAY & A & LKEDO233 \\
\hline INCLUDE & NASTOBJ (XCEI) & LKED0234 \\
\hline OVERLAY & A & LKED0235 \\
\hline INCLUDE & NASTOEJ (XCHK) & LKED0236 \\
\hline OVERLAY & A & LKED0237 \\
\hline INCLUDE & NASTOBJ (BLKDATA (XSFA ) © XPURGE: XPUNP•XDPH) & LKED0238 \\
\hline INCLUDE & NASTOBJ (XPOLCK, XFILPS, XPLEOK © XPOLCKZ, XSFA, XCLEAN, XSOSGN, GNFIST) & LKED0239 \\
\hline INSERT & ZXPOLCK.XSFAI & LKED0240 \\
\hline OVERLAY & ESFA & LKED0241 \\
\hline INSERT & ESFA & LKED0242 \\
\hline OVERLAY & A & LKED0243 \\
\hline INCLUDE & NASTOBJITABPT, TABPRTI & LKED0244 \\
\hline OVERLAY & TABPRX & LKED0246 \\
\hline INSERT & TABPRX & LKED0247 \\
\hline OVERLAY & A & LKE00248 \\
\hline IMCLUDE & NASTOBJ(PRTPRM) & LKED0249 \\
\hline OVERLAY & A & LKED2250 \\
\hline INCLUDE & NASTOBJ & LKE00251 \\
\hline INSERT & Inputa & LKED0252 \\
\hline OVERLAY & INPUTX & LKED0253 \\
\hline INSERT & InPUTX & LKED0254 \\
\hline OVERLAY & A & LKED0259 \\
\hline INCLUDE & NASTOEJ(EJECT,WRTMSG,PRTMSG) & LKED0256 \\
\hline OVERLAY & XXPMSG & LKED0257 \\
\hline INSERT & XXPMSG & LKED0258 \\
\hline OVERLAY & A & LKED0259 \\
\hline INCLUDE & NASTOBJ(INPTTI) & LKED0260 \\
\hline INCLUDE & NASTOBJ(TPSWIT,FORFIL) & LKED0261 \\
\hline OVERLAY & INPI XX & LKED0262 \\
\hline INSERT & INPIXX & LKED0263 \\
\hline OVERLAY & A & LKED0264 \\
\hline INCLUDE & NASTOBJ(INPTTZ) & LKED0265 \\
\hline OVERLAY & Inp2xx & LKE00266 \\
\hline INSERT & INP2XX & LKED0267 \\
\hline OVERLAY & A & LKE00268 \\
\hline INCLUTE & NASTOEJ(BLKDATA (CHAR94), AXIS, DRWCHA, IDP: =T,LINE,PLTSET, PRINT) & LKE00269 \\
\hline 1 NCLUDE & WWS (SGINOZZ) & LKED0270 \\
\hline INCLUDE & NASTOBJ ISCLOSE, SELCAM, SEOF, SGINOZZ, SKPFRM, SOPEN•STPLOT, SWRITE) & LKED0271 \\
\hline INCLUDE & NASTOBJ (SYMEOL, TIPE, TYPINT ©FNDPLT) & LKED0272 \\
\hline INSERT & CMAR94. CHRDRW - XXPARM \& PLTDAT, SYMBLS.ZZSGINO & L<ED0273 \\
\hline OVERLAY & DRAW & LKED0274 \\
\hline INCLUDE & NASTOBJILINE10, TYPE10, WPLTIO) & LKED0275 \\
\hline OVERLAY & LONGST & LKEDO276 \\
\hline INCLUDE & NASTOBJIDELOT.DRAW ) & LKED0277 \\
\hline I NCLUDE & NASTOBJIELELEL FFIND,FMDSET. GPTLEL, GPTSYM, MEAD, INTVECI & LKED0278 \\
\hline INCLUDE & WWS (PLOT) & LKE00279 \\
\hline INCLUDE & WWS (BROCES) & LKE00280 \\
\hline INCLUDE & NASTOEJ (MI M MAX, PARAM • PERPEC, PLOT, PL TOPR, PROCES, SHAPE, WRTPRT ) & LKED02 1 \\
\hline INSERT & ORYOAT, RSTXXX & LKE002E2 \\
\hline OVERLAY & XXPLOT & LKE002E3 \\
\hline
\end{tabular}
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SUMMARY

The development and implementation of a preprocessor system for the finite element analysis of helicopter fuselages is described. The system utilizes interactive graphics for the generation, display, and editing of NASTRAN data for fuselage models. It is operated from an IEM 2250 cathode ray tube (CRT) console driven by an IBM \(370 / 145\) computer. Real time interaction plus automatic data generation reduces the nominal 6 to 10 week time for manual generation and checking of data to a few days.

The interactive graphics system consists of a series of satellite programs operated from a central NASTRAN Syn items Monitor. Fuselage structural models including the outer shell and internal structure may be rapidly generated. All numbering systems are automatically assigned. Hard copy plots of the model labeled with GRID or elements ID's are also available. General purpose programs for \(d^{2}\) splaying and editing NASTRAN data are included in che system.

Utilization of the NASTRAN interactive graphics system has made possible the multiple finite element analysis o: complex helicopter fuselage structures within design schedules.

INTRODUCTION

The problem of manual data generation for large finite element idealizations is well known. Helicopter fuselage models for static stress analysis with NASTRAN contain typically 2,000 to 10,000 input data cards. Manual generation and checking of data decks for these problems requires 6 to 10 weeks of tedious coding and corrections. With such Inge turnaround times, it is usually not possible to perform analysis of redesigned configurations within allotted design schedules.

The use of interactive graphics to display and check large structural models has been demonstrated (Reference 1). The automatic generation of data describing fuselage structures has been accomplished via batch type computer programs (References 2 and 3). This paper describes a system of programs for the autometic data generation, citing, and display of fuselage models which is fully interactive. Additional Flexibility is acquired by including auth metic data generation features in an interactive mode. This permits the rapid development
of large data decks for complex gtructures which do not lend themselves totally to simple mesh generation techniques.

\section*{INTERACTIVE GRAPHICS MONITORING SYSTEM FOR NASTRAN}

The preprocessors used for helicopter fuselage data generation are part of a system of interactive graphics programs shown in Figure 1 . The system is activated and controlled from the IEM 2250 CRT console. Each module is accessed from the central System Munitor program by selecting the program name from a main menu. The modular construction of the system provides flexible usage. Some of the modules are more general purpose in nature (i.e., the Geometry, Dis. play, and Edit programs) and thus may be used in a variety of NASIRAN problems. At any time during nperation of the system, control may be transferred to any module via the System Monitor.

The graphics system creistes card input for NASTRAN which is independently executed in a batch mode. Hard copy plotting of CRT input displays and NASI:RAN output for fuselage models is currently under development.

FUSELAGE INPU: DATA GNERATION

A large percentage of the required NASTRAN input for the stress analysis of a helicopter fuselage may be created in an interactive mode using the Fuselage Data Generator module. This program interacts with other Geometry and Files modules via the NASTRAN System Monitor, creating card images for the following types of Bulk Data:

Element connectivity
Grid point coordinates
Element geometric properties
Multipoint constraints
The design philosophy for this preprocessor placed sonsiderable emphasis on user convenience and operational speed. Wherever possible, default options are built into the program to ensure rapid data generation with the rinimum of commands. Within this philosophy, all GRID and element ID's are internally defined by the program.

The data generation is separated into twn phases. The first phase comprises the generation of the fuselace outer shell consisting of frames, stringers, and shear panels. The second phase involves the seneration of all the internal details such as bulkhends, floors, longitudinal walis, ote. This distinction between phrses is made for the following reasons:
1.) The outer shells in addition to exhioiting a larger mour.t of topological repeatability, is necessary to define the boundaries of the internal stricture.
2.) The internal details are generally more variable in geometry anc connectivity than the outside shell, as illustrated in Figure 2, and thus different algorithms are required for efficient data generation.

The order in which subprograms are used in the generation of fuselage data is arbitrary. The user selects the next module to te aalled via light pen from a CRT display. This arrangement provides flexibility of operation not available in a batch data generation mode. The user may gererate, display, and store data at any stage in the model development, reentering previously executed modules for corrections whenever necessary.

In the nomal sequence of phase 1 operation, the user first defines all unique frame contours using the two-dimensional Geametry module. This subprogram provides a wide variety of options for construction of general twodimensiona? contours. The irame contour is cieveloped by interpolaifing between input poir.ts with straight lines, conic sections, or cubic splinez. Intermediate points are located by intersecting the contour with lines, and/or by specifying equal arc increments between previously defined pcints. To reduce the auount of input required from the user, symetric repetitions of geometry are obtained by the reflection of the previously defined contour sbout an axis of symetry.

When all points on the desired frame contours have been defined, the coordinate information is stored in the 2-D Flles module for future reference. The points describing two or mo:e frames are then transferred to the 3-D Geometry module (FMIL.) where they are used as bounding contours to develop a shell surface. If only two frames are transferred, as shown in Figure 3a, straight line interpolation between corresponding points is used to define the shell. If nore than two frames are transferred, a piecewise cubic surface is constructed between them.

All add!tional frame contours and their corresponding points are automatically generated in the 3-D Geowetry modyie by intersecting the 3-D surfaces with planes as illustrated in Figure 3b.

The output of the 3-D Geonetry module is the positions and ordering of a set of points describing a "regularized" fuiselage shell (figure 3b). A permanent file within the module may be used to store this information for future reference.

The shell established in the 3-D Geometry module is transferred to the Puselage Date Generator via the MASTRAR System Monitor where perturbations on the regularized topology are performed to produce the actual fuselage geometry and conrectivity. To incresse clanity of display, a limited portion of the stefll may be transferred at any one time to the Fuselage Data Generator. A perspective viev of tise fuselage shell looking down the longitudinal axis of the aircraft (spider diagran) is usel in this module as illustrated in Figure ha. The spider diagran allows the maxime amount of display without tise confusic iof
overlayed lines. Cutouts (e.g.,doors, wirdows, landing ramps, etc.) or partial frames are introduced by deleting lines via the light pen (Figure 4b). Points may be added by keying in coordinates from the console and connectivity modified by adding lines between points detected by the light pen. Such modification enables the line connectivity to depart from the initial regularized topology, permittirg duplication of any required structural model.

When tine geometry and line connectivity of the shell has been established, element types are defined individually by light penning associated points or, in zones, by light penning points at zonal extremities. A default option defines frames as BAR elements, stringers as RODS, and quadrilateral panels by SHEAR elements. A modified connectivity display illustrated in Figure 4 c indicates the position and type of the elements defining the skin. When the element definition is completed, section properties may be keyed in from the console and assigned to individual elements or zones.

Following completion of the fuselage shell mesh definition, the user may transfer the information associated with the spider diagram(s) to a permanert NASTRAN File. At this time, the previously defined geometry, connectivity, and property information is converted into NASTRAN Bulk Data, and all elements are compiled inio a SET for future display or hard copy plot generation. These plots may be labeled with GRID ID's or element ID's.

The user may define internal details to be added to the model by returning to the Geometry modules. By intersecting the \(3-D\) shell surface with the plane of a detail. (e.g., bulkhead), boundary points of this structural unit are defined, compatibie with the previously generated fuselage shell. These points are transferred to the 2-D Geometry module where point and line algorithms are used to construct a connectivity breakup. This information is then transferred to the Data Generator module where the elements are defined, section properties assigned, and the resulting Bulk Data merged with the file for the previously generated fuselage shell.

The Fuselage Data Generator module may also be used to create multipoint constraint data for NASTRAN. Large sets of MPC data are required to enforce rigid body assumptions on some internal details of the fuselage. This feature eliminates the need for modeling stiff structural units such as full bulkheads. MPC's are also used to distribute concentrated applied loads to individual grid poi its around the fuselage shell.

\section*{DISPLAY AND EDIT PROGRAMS}

Transfer of control to the Display and Edit preprocessors may be accomplished via the NASTRAN System Monitor at any time. These general purpose programs permit a much greater flexibility for displaying and editing NASTRAN input data than the Fuselage Data Generator.

The Display program enables arbitrary selections of data to be shown on the CRT screen with greater user convenience and speed. The user may display structural segments previously defined in the Fuselage Data Generator as SETS.

This significantly reduces the time necessary to define elements for display. To add flexibility to the system, however: new groups of elements comprising structural segments not specified by the SET option may te generated by selecting the required element types and element identification numbers. Table 1 lists geometry types and their corresponding element types recognized by the display progrun.

Following satisfactory element selection, a display of the structursi model appears with a menu of options. Two of these options enable rotation of the display about three orthogonal axes, scaling and selective zooming to be implemented, thus permitting the user to obtain an optimum orientation for visual inspection. The axis sy: screen and is always displayed, enabling the user to remain oriented regarding rotational commands. To increase the number of elements that can be dispilayed and simultanecisly reduce image flicker, the geometry is internally scanrod for multiply defined lines and the redundant lines are eliminated.

At any time dur ing exceution of the Display program, two additional features open to the user are "selective data retrieval and editing" and "free boundary analysis". The first feature permits extraction and identification of any element or grid point. By light penning a displayed line image, all. associated element ID's are displayed. By light penning any two intersecting line images, the associated GRID ID is displayed. The corresponding Bulk Data card images of the extracted element or grid point are simultareously shown below the structural display, permitting temporary editing and automatic incorporation of the change into the structural display.

The free boundary analysis produces a display of singly defined lines in the structural model, permitting the location of missing eiements. If a single quadrilateral element had been inadvertently cmit+ed from manual input of a shell structure, for example, only that quadrilateral would be displayed in addition to any natural structural free boundaries. All other element line images would be absent because of their multiple line definitions.

Much greater flexibility for data editing may be obtained by transfer of control to the Edit program via the NASTRAN System Monitor. The Edit permits modification or deletion of current data and the insertion of new data in the Executive Control, Case Control, or Bulk Data decks. Since the IBM 2250 CRT is capable of displaying only 72 characters across the screen as compared to 80 columns in the NASTRAN data card format, each card is broken into two lines. A menu comprising nine options accompanies the Edit program. Included within these options is the ability to page forward or backward through the data or to locate any card type and ID. Editing of any data may be accomplished by keying in new values from the console.

Concluding the Display and Edit phase, the permanent storage files may be updated with corrected data by transfer of control to the FILES program via the NASTRAN System Monitor.

The complete structural model used during the analysis and design of the UITMS helicopter fuselage is shown in Figure 2 . To illustrate the versatility of the described interactive graphics preprocessors, the input data are generated and checked for the circied suostructure known as the transition region.

The transition region was chosen for this example due to its variety of characteristics pertinent to most fuselage structures. It contains nine frames, three cutouts, two bulkheads, a floor, and a vertical shear web. Of the nine frames, four are independent in shape. The other five frames are generated by linear interpolation. Five of the nine frames are partial (i.e., they do not span the entire circumference of the fuselage).

The outside shell and the floor are used to illustrate operation of the Fuselage Data Generator. One of the bulkheads is manually generated and used to demonstrate features of the Display and Edit programs.

Figure \(5 a\) shows the CRT display listing the various subprograms available within the NASTRAN interactive graphics system. Light penning "2D GEOM" enables the shapes of the four independent frames to be generated (Figure 5b). Due to the generality of frame shapes, each grid point is introduced by keying in the appropriate coordinates in the YZ plane. Dummy points are introduced, at three of the four frames, to maintain an equal number of points (46) at all frames. Partial frames are also temporarily generated as full frames. The four frames are stored in the 2D FILES subprogram, and transferred to FMILI, the 3-D Geometry module, where the node points are connected by lines (Figure 5c). The frames are not closed due to the limitation of the FMILL subprogram which generates only open surfaces. The remaining five frames are generated by intersecting the surface with planes at the appropriate frame station coordinates (Figure 5d).

The final details of the fuselage generation concentrate on the forwart seven frames between Stations 398 and 443 as shown in Figure 5d. Transfer of these frames to the "GENERATE" module yields a connectivity display shown in Figure 6a. Partial frames and cutouts are created at this stage by deleting unwanted lines, Figure 6 b . Dummy points are also removei and the line element connectivity completed, Figure 6c.

The introduction of new lines and definition of panel element is now performed, resulting in the display shown in Figure 6d, quadrilaterals being indicated by the symbol \(X\), and triangles by the symbol \(Y\), etc.

A series of hard copy plots of this SET of structural elements may be generated, denoting the element and node point ID's for future reference. Figure 6 e shows such a plot for the shear panels corresponding to Figure 6 d . The same elements are also assigned a SET numbor, aiding in their recall for further modification in the Display and Edit programs. Figure 6 f is the true view of the structure corresponding to that displayed in Figures 6 a to 6 e .

At this time, properties are defined and associated with appropriate elements by either the light penning of individual elements or the definition of property zones.

A structural SET is generated in a similar manner for the aft two bays between frame stations 443 to 485. For illustrative purposes, these two SETS have been called up together by the Dispiay program. In other structures, however, it may be expedient to use the Display and Edit programs to perform final adjustments in the structural configuration rather than develop the exact structure in the Fuselage Generator program.

Figures \(7 a\) and \(7 b\) represent two views of the SHEAR and TRMEM element connectivity of the generated outside shell described above. Figure 7 c illustrates the stringers or ROD element connectivity and Figure 7 d the frames.

Display of a manually generated ulkhead for frame station 443, Figure \(8 a\), clearly indicates an error. Light penning the upper two erroneous lines reveals the associated element numbers to be 2986 and 2985 and the corresponding erroneous node point to be 1893. The data card image for this GRID point is shown below the display. Editing this card image enables immediate regeneration of the correlated display, Figure 8 b . The associated data card image in permanent storage (GRID 1893) is shown in Figure 8 c by transfer to the Edit subprogram. Visually the display in Figure 8 b appears to be correct. Initiating the free boundary analysis feature, however, reveais a missing SHEAR element, Figure 8d. This element can be introduced in the Edit subprogram by keying in the missing Bulk Data card.

The generation of internal structure, such as a floor, requires returning to the spider diagram (Figure 6d) of the Fuselage Generator program. Light penning the grid points common to the floor, the outside shell, and any other previously defined internal structure, generates a 2-D display of the boundery of the required floor, Figure 9a.

Generation of the interns 'ement connectivity is rapidly performed as shown in Figure 9b . Figure shows the floor and vertical web viewed from the Display program,

Structural data generation by the interactive graphics system is managed by manipulating the many features built into the programs. The order in which the subprograms are used is completely general and problem dependent. Optimum utilization of the system is only achieved with practice.

CONCLUDING REMARKS

Dramatic time reductions (by an order of magnitude) for the generation of NASTRAN input data for fuselage structures has been achieved by the development and utilization of the subject interactive graphics preprocessor.

The modular design of the NASTRAN interactive graphics system permits subprograms to be called in an arbitrary order, allowing rapid data generation for complex fuselage models. The generality of the geometry definition, display, editing, and storage features also provides versatility needed for generation of models for many other structures.
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\begin{tabular}{|l|l|l|}
\hline \multicolumn{1}{|c|}{\begin{tabular}{c} 
GEOMETRY \\
TYPE
\end{tabular}} & \multicolumn{1}{|c|}{\begin{tabular}{l} 
ELEMENT \\
TYPE
\end{tabular}} & \multicolumn{1}{c|}{\begin{tabular}{c} 
MAX \\
NUMBER
\end{tabular}} \\
\hline \hline LINE & \begin{tabular}{l} 
CROD, CBAR, CONROD, \\
CTUBE, CVISC
\end{tabular} & 1000 \\
\hline TRIANGLE & \begin{tabular}{l} 
CTRMEM, CTRIAI, \\
CTRIA2, CTRMPLT, \\
CTRBSC
\end{tabular} & 1000 \\
\hline QUADRILATERAL & \begin{tabular}{l} 
CQDMEM, CSHEAR, \\
CQUADI, CQUAD2
\end{tabular} & 1000 \\
\hline TRIANGULAR RING & CTRIARG & 500 \\
\hline QUADRILATERAL RING & CTRAPRG & 500 \\
\hline \begin{tabular}{l} 
CONCENTRATED \\
MASS POINTS
\end{tabular} & CONMI, CONM2 & 500 \\
\hline
\end{tabular}

Table 1. Element Menu for Display and Edit Preprocessors
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\begin{abstract}
SUMMARY
Industry's growing use of finite element structural analysis requires that an increasing portion of the engineer's time be spent in building, checking, executing, and interpreting results of finite element models. The following discussion explains the use of a rapid, inexpensive, graphically oriented system for performing this job. With much of the bookkeeping drudgery removed and the visibility of results enhanced, the inspiration/perspiration ratio of the engineer is significantly improved.
\end{abstract}

\section*{INTRODUCTIUN}

The effectiveness of a finite element analysis depends on the accuracy with which the model represents the actual structure and on the time and money spent to build, solve, and interpret the analysis results. Usually, finite element analysis involves the generation and manipulation of large quantities of daca by hand using up valuable engineering time and introducing many opportunities for human errors. A typical analysis would normally require the following steps:
1. Jdealize the actual structure int discrete elements.
2. Make sketches of the idealized nodel and label with node and elenent numbers for use in referencing element properties, applied loads, reactions, output results, etc.
3. Fill out data sheets.
4. Have data sheets keypunched.
s. Obtain listing of deck and check for any errors (keypunch or coding).
6. Make appropriate corrections.
7. Obtain batch plot of structure to check for incorrect element connectivity or node location.

\section*{8. Submit for batch solution.}
9. Evaluate results for any errors. Often, several computer runs (with their corresponding costs and turnaround delays) are required before error-free output is obtained.
10. Obtain batch plots of deformed shape.
11. Make freebody sketches of components showing reactions and internal loads. These are used for detailed stress analysis and formal reports of the analysis.

Each of these steps takes time and allows considerable chance for error.

In order to minimize the time spent on each of the steps, to reduce the chance for error, and to enhance the understanding by the engineer, interactive graphics is being harnessed. Reference 1 presents an excellent review of the uses of interactive computer graphics. In the area of structural analysis computer graphic applications, a system developed for two-dimensional modeling and display of results is discussed. This has been implemented on both the UNIVAC 418 - DEC 340 and the IBM \(360 / 50\)-IBM 2250. Reference 2 presents a system developed by the Jet Propulsion Laboratory using interactive graphics for three-dimensional model checking.

This paper presents a rapid, low cost system which uses interactive graphics in both the preprocessing and postprocessing of finite element data. It can be used with the NASTRAN, ICES STRUDL, and CASD (Computer Aided Structural Design -- an in-house developed and used program) finite element analysis programs to minimize modeling errors, reduce the time required for the design/analysis cycle, and maximize the visibility of results.

\section*{A PROMISING SOLUTION}

The system being effectively used by the McDonnell Douglas Astronautics Company, Eastern Division, places the engineer at an interactive giaphics terminal. He can build, check, edit, solve, and interpret the results of a finite element model static analysis without leaving his chair. Many useful alternatives are controlled by the user at his remote terminal.

The basic hardware employed is an inexpensive, semiportable, Computek interactive graphics terminal with attached hard copier and digitizing tablet (see Figure 1). The terminal is a teletype compatible device with a cathode ray tube (CRT) that can transmit. and display both alphanumerics and graphics. A hand held stylus is used to identify point coordinates on the digitizing tablet. These coordinates along with the status of three push buttons and two switches are transmitted to the computer for processing. The stylus position on the tablet is tracked on the CRT, allowing the
user to coordinate his input with the displayed image. The hard copier makes \(81 / 2\) by 11 inch copies of the current image on the screen (in approximately 10 seconds for about 6 cents each) for documentation. The terminal communicates with our xDS Sigra 7 conversational, direct access computer via a standard telephone. Thus, the user may locate his terminal anywhere electrical outlets and a telephone exist.

A finite element model analysis can be uroken into three phases: preprocessing (model generation), problem solution, and postprocessing (interpretation of results). 'The use of our system will be explained in each of these phases and demonstrated with an example problem. The problem involves determination of internal loads and deflections for a swept, multi-cell wing structure subjected to a simplified landing condition.

\section*{PREPROCESSING}

Preprocessing includes building, checking, and editing a finite element model to prepare it for solution. The preprocessing piase is schematically represented in Figure 2, There are several methods we use to build a finite element model. The most common metiod is to model in the interactive graphics mode using the finite element modeling (FEM) program. Alternately, the data can be entered in card format directly into an on-line file using a conversational terminal and the computer's editor system. The model data may alsc be entered onto data sheets, keypunched, then loaded into an on-line file on the computer. In many cases, a small special purpose computer program is used to generate sections of the. desired model where extreme accuracy is required or where structural geometry is very repetitious. For all methods, the FEM program is used to display the model for checking and to make any additions or necessary corrections.

When using the FEM program, node geometry is normally digitized directly to the computer utilizing actual scale drawings or layouts of structural cross sections as shown in Figure 3. Optionally, points can le keyed in (to obtain a more accurate location) or specified as vertical or horizontal from previously defined nodes. Bar elements may be indicated between these nodes while in this two-dimensional mode. The wing problem was entered using the parallel rib stations as the entry planes. A typical CRT display of one of these sections, as copied by the attached hard copier, is shown in Figure 4. The type of operation performed is controlled by the menu items on the CRT and the position of the buttons and switches on the digitizing tablet. For example, after the first of the two similar root sections was idealized, the menu item "DUP ALL", along with the appropriate \(Y\) station value of the second station, was indicated. This is done by moving the hand-held stylus across the tablet until tne cursor on the screen is in the target " \(O_{\text {". The stylus is then deprossed on the tablet which sends }}\) the tablet coordinates of this point to the computes: The computer
decodes this into a selection of the appropriate menu item. For the "DLP ALL" item, the computer responds with a prompt on the screen to enter the new plane station. After these data are typed in from the keyboard, all elements in the current plane are duplicated at the newly defined plane. The other rib stations are entered by using the "NEW CUT" option on the menu and arc digitized as was the first rib.

After building all cross sections, a three dimensional display is obtained by indicating the "EXIT" item of the "2-D Node Building Mode" menu. Control is then transferred to the "3-D Element Building Mode". The first activity in this mode is the display of the three-dimensional projection of the current model in the last defined orientation with a new menu along the right hand edge of the screen. This display is shown in Figure 5 for the example problem. All remaining connection elements are now added. This is accomplished by indicating the appropriate element type from the menu, and then indicating the corresponding nodes on the model. Representations of the elements (bars, bending bars, shear panels, triangular plates, and quadrilateral plates) are shown immediately on the CRT as they are generated, thus providing graphic assurance of model correctness. Hany options are available in this mode and are displayed as a menu along the right hand side of the screen. One such option, "WINDOW", allows magnification of the specified portion of the display for ease in viewing or inputing data in complex areas. This display is obtained by indicating the menu item, then the lower left and upper right corner of the desired view. The screen is erased, the indicated portion of the model is rescaled to fill the screen, and the display redrawn. A companion menu item, "PAN", allows the operator to move the center of the window to a new point on the structure (at the same scale factor) as indicated by the location of the cursor. Thus, he can effectively pan across the structure in discrete steps at a magnified scale. Additional menu items allow the input of reaction and applied load vectors, load magnitudes (for up to six conditions), and symmetry plane (if any). The example prowlem, with reaction and force vectors at this stage of completion, is shown in Figure 6.

The problem is then stored in a data file in the appropriate format for one of the following three computer codes: NASTPAN, ICES STRUDL, or CASD. A set of standard program control "cards" and default value element properties are automatically inserted into the data file by the program.

On some models, we have saved 80 percent of the time over the old method of submitting tabulated data for keypunching. The example problem took 46 minutes of "clock on the wall time" and expended approximately 7 dollars of computer costs to bring it to this stage of completion.

At this point in the idealization, a listing of the data file is typically obtained on either a time-share alphanumeric terminal or a high-speed batch printer (See Figure 2) and appropriate solution commands and element properties edited from the default values, these same data can be edited for dynamic analysis (e.g., add inertia matrix) and solved for mode shapes and frequencies using the computer code consistent with the data format. Additional preprocessing programs can be run for such functions as adding the appropriate jot control language header cards and performing additional data checks. For large, complex models, the geometry can be plotted on a remote plotter to obtain larger copies of the structural idealization. At the end of these operations, the completed model is ready for sol tion. Portions of the NASTPAN card inage data file generated for the example protlem are shown in Figure 7.

Having formulated the input ciata using preprocessing programs, such errors as "key puncn errors". data in wrong card columns, incorrect node number reference, etc., are largely eliminated and the probability of a successful solution on the first try is greatly increased.

\section*{PROBLEM SOLUTION}

Solution can be initiated by a command from the user's remote terminal, as shown in Figure 8. Small problems (less than C.50 degrees of freedom), such as the example problem, are usually solved using an abbreviated version of CASD which can be executed in real time on the XDS Sigma 7 compater. Larger problems, and all NASTRAN and ICES STRUDL analyses, require a batch solution on our IBM 360/195-195 computer. In either case, results are normally routed back to an on-line disk file for sulseruent batcil listing and evaluation using postprocessing programs.

\section*{POST'PROCESSING}

Postprocessing includes all processes that operate on the solu=ion results. The postprocessing phase of our system is schematically represented in Figure 9. For example, the first postprocessing operation normally executed is the editing of the solution file to find any error statements. 'lhis can le performed at any terminal connected to the direct access computer.

The primary postprocessing tool is a program called VUOUT. Tnis program allows results to \(D e\) graphically displaded at the user's terminal. It permits isometric viewing for static loads of the undeflected siape with, optionally, the deflected shape (with any magnification), buckle shape (NASTRAN only), internal loads for axial vars and shear panels, applied joint loads, and reactions for static problems. These may be displayed with superimposed bar or node numbers, and may be of the entire model, or of only a specified small section. In addition, load sheet (free vody)
displays of a single bar or panel element with its aprlied loads may be requested. In this case, appropriate element properties (lengtin, area, thickness, modulus of elasticity, etc.) can be displayed witi: the loads.

The program first processes tie solution results line by line and writes the data into a compacted on-line file for ready access by the display subroutines. This file is only generated during the first viewing of the results. Sulsequent reviewing of the data bypasses this step. The display technique requires only a minimal amount of data in core at any one time and nence allows the results of an essentially unlimited size model to be displayed. The type of display is controlled by the menu selections shown in Figure 10. Actual hard copies of the resuits of the example problem are shown in Figures 11 through 16. Hard copies provide a permanent record for futher study, strers analysis, and use in reports. The graphical displays highlight any errors and enhance the engineer's understanding of the problem, allowing a more creative use of the finite element technique.

\section*{CONCLUSION}

The application of interactive graplics to finite element structural analysis is one of the most exciting developments since the introduction of high speed computers. Significant engineering time can be saved and the usability of results enhanced. It allows the engineer to concentrate on the creative aspects of his job, freeing uim from tedious mechanical tasks of input coding and output data reduction. It is no substitute for good engineering, but ratner provides another tool for unlocking the complexities of intricate st-uctures. Interactive graphic displays of the froblem and its solution enhance understanding of structural interactions.

The coupling of our preprocessing and postprocessing frograms to work with analysis programs, such as NASTRAN, has given us an inexpensive tool to quickly analyze complex structures. This system has played an important part in our static and dynamic structural analyses of several projects including our NASA Space Shuttle effort, tine, avy Harpoon missile, and the NASA Skylab, as well as several advanced design efforts. It has proven to be an effectiv: tool to eliminate many errors associated with finite element model generation and interpretation of the analysis results.
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FIGURE 1.-
COMPUTEK INTERACTIVE GRAPHICS TERMINAL.


FIGURE 2.. PREPROCESSING-BUILDING AND CHECKING THE FINITE ELEMENT MODEL.


FIGURE 3. NODE GEOMETRY IS ENTERED USING SCALE DRAWINGS.


FIGURE 4.- "FEM" DISPLAY OF WING ROOT COMPLETED CROSS SECTION.


FIGURE 5 "FEM" ISOMETRIC DISPLAY OF' COMPLETED CROSS SECTIONS.


FIGURE 6- "FEM" DISPLAY OF COMPLETED MODEL WITH FORCE VECTORS.


FIGURE 7. CARD IMAC: UATA FOR EXAMPLE PROBLEM.


FIGURE 8. SOLUTION: SMALL PROBLEMS IN REAL TIME, LARGE PROBLEMS IN BATCH
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FIGURE 10_ "VUOUT" MENU OPTIONS FOR POSTPROCESSING DISPLAY.


FIGURE 11.- "VUOUT" DISPLAY OF DETAIL SECTION WITH NODE NUMBERS AND PANELS INDICATED.


FIGURE 12. "VUOU7" DISPLAY OF WING ROOT DETAIL WITH REACTIONS.


FIGURE 13. "VUOUT" DISPLAY OF DEFLECTED/UNDEFLECTED SHAPE.


FIGURE 14._"VUOUT" DISPLAY OF BAR LOADS ON DETAIL SECTION,

Bn mo. 102


FIGURE 15.. TYPICAL "VUOUT" DISPLAY OF BAR LOAD SHEET. SHEAR PANEL NO. 3


FIGURE 16. TYPICAL "VUOUT" DISPLAY OF SHEAR PANEL LOAD SHEET.
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A SIMPLIFILD MODAL PLOTTING TECHNIQUE FOR THE \\ REPRESENTATION OF COMPLEX STRUCTURAL MODELS
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}

\author{
SUMMARY
}

A plotting method has been developed that has proven to be useful in rapidly defining the mode shapes of a complex spacecraft. The reduction of the complex model to a simple "stick" plot is aczomplished by augmenting the existing NASTRAN plot package with constrained plot elements. Both the existing NASTRAN modal plot package and the "stick" plots of a representative mode are presented for comparison.

\section*{INTRODUCTION}

The NASTRAN plot package provides the capability of generating modal deformations (mode shapes) resulting from real eigenvalue analysis. These modal deformations of the structural model may be displayed in the deformed shape either alone or superimposed on the undeformed shape. Another available method of displaying the modal deformations is by means of displacement vectors at the grid points.

\section*{NASTRAN MODEL OF THE SPACECRAFT}

When a complex structural model, such as the Applications Technology Satellite (ATS), is being analysed, problems arise in rapidly identifying characteristic mode shapes with the existing plot package. Figure 1 shows the NASTRAN plot of the undeformed structure in the launch configuration. This model consists of 311 grid points, 519 beam elements, 137 plate elements with 1696 degrees of freedom. The model was reduced to 217 dynamic degrees of freedom by the ASET option for the eigenvalue analysis, rigid format no. 3.

Figure 2, showing the deformed shape of the ATS structure superimposed on the undeformed shape, illustrates the difficulty in interpreting the mode shape from this type of plot. Orthographic projections of the modal deformations such as the side view shown in Figure 3 and the top view shown in Figure 4 are helpful but these are confusing also because of all the lines crossing over each other. Plots of subassemblies or selected structural elements may also be generated but then all of the components must be put together to get the total composite mode shape.

This approach would require a considerable number of separate plots and views to obtain one mode shape. For the example of the ATS model, there are at least six (6) separate structural subassemblies that would have to be plotted and compared.

The use of displacement vector plots causes even more lines to be generated on the already crowded plot picture which only tends to confuse the modal repr asentation of this complex structure.

\section*{SIMPLIFIED PLCTS}

TRW Corporation of Redondo Beach, California has written a simplified modal plot routine for interpreting mode shapes. This routine is used to generate modal plots of structures undergoing modal vibration tests in their Computer Oriented Modal Control and Appraisal System (COMCAS). This routine consists of plotting the relative displacement of selected points on the structure being tested (in this case, the ATS spacecraft). These points are instrumented (directly or indirectly) on the structure for obtaining modal displacement response data. Orthographic "stick" type plots of these modal displacements in the three principle displacement axes versus the spacecraft longitudinal or vertical axis are generated. Figure 5 is typical of the TRW stick plots comparable to a NASTRAN projection of a mode shape shown in Figure 3.

\section*{CONVERSION OF NASTRAN MODAL PLOT TO STICK PLOTS}

In order to compare the NASTRAN mode shapes with the TRW plotted mode shapes, the ATS structural model was "modified" to provide TRW type stick plots. The basic idea was that the TRW stick plot grid points are "tied" to the NASTRAN model by the use of SPC and MPC cards and the plotting program was instructed to plot only the stick points. A "Z"-axis for the structural model was generuted with PLOTEL cards. This generated \(Z\)-axis was coincident with the \(Z\)-axis of the basic coordinate system. Spacecraft stations along this axis were indicated with appropriate numeric labels. Points representing structural components of the ATS were selected on this Z-axis to correspond with the TRW points. These points were then fully constrained to the original structural model by SPC and MPC cards to yield the desired displacements. For sxample, to obtain a plot of Y-axis modal displacement vs. Z-axis location, all degrees of freedom of the plot points except the Y -axis components are constrained. The purpose of this is to locate the position of the undeformed zero deflection upon the newly created \(Z\)-axis. (Incidentally this creates a raft of user warning messages about unconnected internal grid points). Then these points were appropriately connected by PLOTEL cards to give a continuous stick type plot of the spacecraft. The NASTRAN produced stick plot shown in Figure 6 is the equivalent of the TRW plot of Figure 5. By comparison of these two figures it is quite evident that the modal representations are the same. Obviously a separate set of MPC and SPC cards is required to
represent each displacement direction. Thus each plot point on the spacecraft will have to be designated by a new grid point identification for each specific modal displacement plot desired. The displacements may be enlarged by scaling factors to emphasize the moarl deflections (or to get closer agreement in this case). An ordinate axis could be created for the NASTRAN generated stick plot by introducing more PLOTEL's and labeling them accordingly. This would have to be done in combination with a printout of the modal displacements from the NASTRAN solution. By selecting different plotting symbols it is possible to follow the modal displacement of the prime structural components of the spacecraft.

\section*{CONCLUDING REMARKS}

A quick glance at the simplified plots of the three (3) principal displacement axes will make the identification of the mode shape much easier than with the standard plot package. Bending modes and torsional modes become quite obvious with these plots as seen in Figures 7 and 8. For the ATS spacecraft, six (6) plots were generated for each mode. In addition to the three (3) plots of the \(X, Y\) and \(Z\) displacements, three (3) separate plots of the solar array portion of the spacecraft were generated to provide complete modal data. This was necessary in order to give a better 1 gpresentation of the breathing modes of this very flexible portion of the spacecraft. The organization of the stick plot package should be carefully planned in advance to give the maximum amount of modal data with the ininimum number of plots. It is felt that this type of simplified stick plot will be helpful for investigating the mode shapes of complex structural models.


Figure 1.- NASTRAN Plot of the Undeformed Structural Model of the Appications Technology Satellite (ATS) in the Launch Configuration. (This fig re is the best quality reproduction that could be made from the original computergenerated plot obtained by the author.)


Figure 2.- NASTRAN Plot of Modal Deformation Superimposed on the Undeformed Shape (mode shape 1). (This figure is the best quality reproduction that could be made from the original computer-generated jlot obtained by the author.)


Figure 3.- NASTRAN Plot (Z-X piane, side view) of Modal Deformation Superimposed on Unceformed Shape (mode shape 1). (This figure is the best quality reproduction that could be made from tine original computer-generated plot obtained by the author.)


Figure 4. - NASTRAN Plot (X-Y plane, top view) of Modal Deformation Superimposed on the Undeformed Shape (mode 1). (This figure is the best quality reproduction that could be made from the original computer-generated plot sbtained by the author.)


Figure 5.- TRW Stick Plot of Y-Displacement Along X-Axis from Vibration Test (experimentaliy determined plot).


Figure 6.- NASTRAN Stici Plot of Y-Displacement Alone the Z-Axis (analytically determined ploit).


Figure 8.. aTS Spacecraft Toisional Mode Mhape in Stick Plot Format.
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\section*{TRANSIENT RESPCNSE TO INPUT ACCELERATIONS}

\author{
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}

SUMMARY

The description of a transient analysis program for computing structural responses to input base accelerations is presented. A "hybrid" modal formulation is used and a procedure is demonstrated for generating and writing all modal input data on user tapes via NASTRAN. Use of several new Level 15 modules is illustraied along with a problem associated with reading the postprocessor program input from a user tape. An example application of the program is presented for the analysis of a spacecraft subjectei to accelerations initiated by thrust transients. Experience with the program has indicated it to be very efficient and economical because of its simplicity and small central memory storage requirements.

\section*{INTRODUCTION}

Design loads in qerospace subassemblies or components are often specified in terms of induced acceleration at the mounting interface. This concept has been traditionally used to qualify aerospace hardware by subjecting it to prescribed input accelerations on a vibration exciter. Transient analyses of subassemblies for prescribed acceleration inputs at the interface are, therefore, valueble for designing and augmenting vibration tests, and for computing design loads where vibration tests are not practical.

The transient analysis in the current level of NASTRAN (Level 15.1) does not directly provide for input acceleration forcing functions. By using the artifice of plecing a large mass (with respect to the total system mass) at the desired acceleration input pcint, an input force equal to the toral mass times the prescribed acceleration will approximate an acceleration input. Theoretically, as the fictitious added mass becomes infinite, the answer becomes exact. But as the mass becomes large, the mass matrix tends to become 111 conditioned. Experience has indicated the "fictitious mass" approach is not desirable.

In addition, the current NASTRAN transient analysis allows for initial conditions only in the direct formulation. The modal formulation, which is generally faster and more economical to run, assumes zero initial conditions. In transient anal.yses of prestrained structures (auch as a missile just prior to a burnout transient), the initial conditions become very important in predicting the magnitude of the structural loading.

The purpose of this paper is to describe a transient analysis program which has been developed in circumvent the abovementioned NASTRAN linitations. This program employs a modal formulation and allows for nonzero initial conditions. It is assumed that the modal input data have been generated and written on user tapes by NASTRAN. Hence, the program is termed a postprocesso: program.

A complate derivation of the program theory is presented along with a detailed discussion on the generation and reading of NASTRAN user tapes. This exercise demonstrates the versaiility of several of the new modules added to Level 15.1 as weli as some of the limitations of user tapes. Finally, an example application of the program to the transient analysis of a spacecraft is presented.

\section*{SYMBOLS}
[D] rigid body transformation matrix for \(\ell\) set
\{F\} internal members load vector
[I] identity matrix
[K] stiffness matrix
[M] mass matrix
\(\left[\bar{M}_{i 1}\right] \quad\) generalized mass matrix (equacion B10)
\(\left[\bar{M}_{i r}\right] \quad\) coupled flexible body, rigid body mass matrix (equation 5)
[P] matrix of modal element force vectors
[RB] expansion of rigid body transformation matrix to \(g\) set
\{u\} vector of displacement components
\{v\} time derivation of modal coordinate vector (equation 10)

\(\left[\omega_{1}^{2}\right] \quad\) eigenvalue matrix
[ \(\phi\) ] matrix of modal eigenvectors
\{ \(\}\) vector of modal coordinates

\section*{Subscripts: (See Appendix A)}
\(a\)
subset of total members in structure
subset of set

Notation:
\begin{tabular}{ll}
{\([\) ] } & square or rectangular matrix \\
{[]\(^{T}\)} & transpose of matrix \\
{\([\) ] } & diagonal matrix \\
\(\}\) & column matrix
\end{tabular}

\section*{PROGRAM THEORY}

In this section, the theoretical basis for a program to compute the transient response of a structure to acceleration forcirg functions is given. The equations of motion are developed in terms of a "h;orid" modal formulation and reduced to a form which makes maximum use of NASTRAN generated eigenvalue data. Numerical solutions to the resulting equations are discussed along with treatment of the initial conditions. Finally, equations are presented for converting the modal response data into transient member loads and grid point accelerations.

In the derivations an attempt has been made to generally utilize the notation presented in the NASTRAN Manuals (refers ces 1, 2, and 3) for ease of reading and implementation of the resulting \(\epsilon\) sations. In particular, the set notation of Appendix \(A\), which is taken from Section 1.7.3 of reference 3, is used throughout; although, the \(r\) set has a somewhat different meaning herein. This difference will become apparent in the course of the derivation.

\section*{Equations of Motion}

Assuming no external loads are acting on the grid points of a structural system, the undamped equations of motion for displacement set \(\left\{u_{a}\right\}\) become
\[
\begin{equation*}
\left[M_{a a}\right]\left\{\ddot{u}_{a}\right\}+\left[K_{a a}\right]\left\{u_{a}\right\}=0 \tag{1}
\end{equation*}
\]
where \(\left[M_{a a}\right]\) and \(\left[K_{a a}\right]\) are the reduced mass and stiffness matrices, respectively (see Section 3.5 of reference 2). It is assumed that the system described by equation (1) is not completely constrained against rigid body motions (i.e., it can have from 1 to 6 rigid body degrees of freedom). Equation (1) may be partitioned as follows:
\[
\left[\begin{array}{c:c}
M_{\ell \ell} & M_{\ell r}  \tag{2}\\
\hdashline \bar{T} & M_{r r} \\
M_{\ell r} & M_{r r}
\end{array}\right\}\left\{\begin{array}{c}
\dot{u}_{\ell} \\
\dot{u}_{r}
\end{array}\right\}+\left[\begin{array}{c:c}
K_{\ell \ell} & K_{\ell r} \\
\hdashline K_{\ell r}^{T} & K_{r r}
\end{array}\right]\left[\begin{array}{c}
u_{\ell} \\
\hdashline u_{r}
\end{array}\right\}=0
\]
where by definition, the subset \(\left\{u_{r}\right\}\) of the displacement vector \(\left\{u_{a}\right\}\), if constrained, would be just sufficient to eliminate rigid body motion without introducing redundant constraints. Selection of the subset \(\left\{u_{r}\right\}\) is arbitrary and for the present analysis it is chosen to correspond to the input acceleration degrees of freedom (a.d.o.f.), and it is specified on a NASTRAN "SUPORT" Bulk Data Card. It should be noted that by using the \(r\) set for input accelerations, the a.d.o.f. are restricted to a maximum of six. This restriction is not a major limitation since the base of many components can be assumed to be rigidly constrained to a plane. The redundant points in the base can thus be assumed to be rigidly attached to a single acceleration input point.

The mathematical problem at hand is to determine the transient response of the \(\left\{u_{\ell}\right\}\) subset to prescribed \(\left\{u_{r}\right\}\) inputs. A solution using a modal formulation is presented in the following. This approach allows a significant reduction in size of the problem with little loss in accuracy by truncating the number of modes included in the solution.

\section*{Modal Coordinate Transformation}

The following "hybrid" transformation between modal coordinates ( \(\xi\) ) and physical coordinates ( \(u\) ) is introduced:
\[
\left.\left\{\begin{array}{l}
u_{\ell}  \tag{3}\\
\hdashline u_{r}
\end{array}\right\}=\left[\begin{array}{c:c}
\phi_{\ell 1} & D_{l} \\
\hdashline 0 & I
\end{array}\right] \int_{\xi_{1}}^{\xi_{r}}\right\}
\]
where \(\left[\mathrm{D}_{\ell \mathrm{r}}\right]\) is the rigid body mode matrix associated with the rigid body motion of the structure in response to displacements of the \(\left\{u_{r}\right\}\) coordinates; \(\left[\Phi_{\ell i}\right]\) is the matrix of eigenvectors of the structure with the \(\left\{u_{r}\right\}\) coordinates constrained to zero (see Appendix B); \([I]\) is the identity matrix; and \(\left\{\xi_{i}\right\}\) is the vector of flexible body modal coordinates.

Modal Equations of Motion
Substituting equation (3) into equation (2) ; premultiplying by the transpose of the transformation matrix, and using equations (B5), (B6), (B10), and (B11) of Appendix B leads to the following

where
\[
\begin{equation*}
\left[\bar{M}_{i r}\right]=\left[\bar{M}_{r 1}\right]^{T}=\left[\phi_{l i}^{T}\right]\left[M_{l l} D_{l r}+M_{l r}\right] \tag{5}
\end{equation*}
\]
\[
\begin{equation*}
\left[\bar{M}_{r r}\right]=\left[\Sigma_{\ell r}^{T} M_{\ell \ell} D_{\ell r}+M_{\ell r}^{T} D_{\ell r}+D_{\ell r}^{T} M_{\ell r}+M_{r r}\right] \tag{6}
\end{equation*}
\]

The upper partition matrix of equation (4) yields
\[
\begin{equation*}
\left\{\ddot{\xi}_{i}\right\}+\left[w_{i}^{2}\right]\left\{\xi_{i}\right\}=-\left[\bar{M}_{i j}\right]^{-1}\left[\bar{M}_{i r}\right]\left\{\ddot{u}_{r}\right\} \tag{7}
\end{equation*}
\]

Adding viscous modal damping to equation (7) yields the desired equation of motion of the system as
\[
\begin{equation*}
\left\{\ddot{\xi}_{i}\right\}+\left[2 \beta_{i} \omega_{i}\right]\left\{\dot{\xi}_{i}\right\}+\left[\omega_{i}{ }^{2}\right]\left\{\xi_{i}\right\}=-\left[\bar{M}_{i i}\right]^{-1}\left[\bar{M}_{i r}\right]\left\{\ddot{u}_{r}\right\} \tag{8}
\end{equation*}
\]
where
\(\beta_{i}\) is the critical viscous damping ratio for the ith mode.

With the exception of the \(\beta_{i}\) values all of the other coefficient values are easily obtained as output quantities from a NASTRAN normal mode analysis (Rigid Format 3).

\section*{Method of Solution}

The method of solution used in the program to solve the equations is a standard fourth order Runge-Kutca n:merical integration routine with variable step size error control. Use of this subroutine required reduction of equation (8) to first order and generation of the initial conditions in terms of modal coordinates. These procedures are discussed in the following sections.

Reduction to first order equations. - Integration via the Runge-Kutta Subroutine requires the system equations to be a set of first order differential equations of the form
\[
\begin{equation*}
\left\{\dot{y}_{j}\right\}=\left\{f_{j}\left(y_{1}, y_{2}, \ldots y_{n}\right)\right\} \quad j=1,2, \ldots n \tag{9}
\end{equation*}
\]

Equation (8) can be transformed to the form of (9) by introducing the auxillary variable \(\left\{v_{1}\right\}\) where
\[
\begin{equation*}
\left\{\dot{\xi}_{i}\right\}=\left\{v_{i}\right\} \tag{10}
\end{equation*}
\]

Using equation (10), equation (8) then leads to
\[
\begin{equation*}
\left\{\dot{v}_{i}\right\}=-\left[2 \beta_{i} \omega_{i}\right]^{\left\{v_{i}\right\}}-\left[\omega_{i}^{2}\right]^{\left\{\xi_{i}\right\}}-\left[1 / \bar{M}_{i i}\right]\left[\bar{M}_{i r}\right]^{\left\{\ddot{u}_{r}\right\}} \tag{11}
\end{equation*}
\]

Equations (10) and (11) are now a set of equations in the form of equation (9) (as required) and are integrated simultaneously.

Initial conditions, - If the initial conditions are known for each of the \(\left\{u_{a}\right\}\) coordinates, then the modal initial conditions can be determined by premultiplying equation (3) by the matrix
\[
\left[\begin{array}{c:c}
\phi_{\ell l}^{T} & 0 \\
\hdashline T & \mathrm{D}_{\ell r} \\
\hdashline \mathrm{~K}_{\ell \ell} & K_{\ell r} \\
\hdashline K_{r l} & K_{r r}
\end{array}\right]
\]
using equations (B5), (B6), and (B11); and solving for \(\left\{\xi_{i}\right\}\) to obtain
\[
\left\{\xi_{i}\right\}=\left[\bar{M}_{i i} \omega_{i}^{2}\right]^{-1}\left[\phi_{\ell i}\right]^{T}\left[K_{\ell \ell:}^{i} k_{l r}\right]\left\{\begin{array}{l}
u_{l}  \tag{12}\\
-u_{r}
\end{array}\right\}
\]

By taking the time derivative of both sides of equation (12), the initial conditions for \(\left\{\dot{\xi}_{i}\right\}\) can also be determined in terms of \(\left\{\dot{u}_{\ell}\right\}\) and \(\left\{\dot{u}_{r}\right\}\) values.

Since the initial conditions are not generally known in terms of the \(\left\{u_{a}\right\}\) coordinates, a different approach was taken for the present program. This progran assumes
\[
\begin{equation*}
\left\{\dot{\mathrm{v}}_{\dot{i}}(0)\right\}=0 \tag{13}
\end{equation*}
\]
and
\[
\begin{equation*}
\left\{v_{1}(0)\right\}=0 \tag{14}
\end{equation*}
\]
that is, the structure is assumed to be initially in a steady state deformed position. The initial conditions are then computed from equation (11) as
\[
\begin{equation*}
\left\{\xi_{i}(0)\right\}=-\left[1 / \bar{M}_{11} \omega_{1}^{2}\right]\left[M_{i r}\right]\left\{\ddot{u}_{r}(0)\right\} \tag{15}
\end{equation*}
\]

Equations (14) and (15) tinus yield the necessary, initial conditions for numerical integration of equations (10) snd (11).

\section*{Computed Response Data}

Having obtained the transient response of the modal coordinates, it is desirable to transform these variables into transient member loads and accelerations in terms of the physical \(\left\{u_{a}\right\}\) coordinates.

The member loads are given by superposition as
\[
\begin{equation*}
\left\{F_{\alpha}\right\}=\left[P_{\alpha i}\right]^{\left\{\xi_{i}\right\}} \tag{16}
\end{equation*}
\]
where \(\left[P_{\alpha i}\right]\) is a matrix of modal element force vectors for an arbitrary subset \(\alpha\) of the total members in the system and \(\left\{F_{\alpha}\right\}\) is the total load vector corresponding to the subset \(\alpha\). The modal member 10 ad vectors are obtainable as standard output from a NASTRAN Normal Mode Analysis.

Using equation (10), the grid point accelerations are computed from the second time derivative of the upper partition of equation (3) to be
\[
\begin{equation*}
\left\{\ddot{u}_{\gamma}\right\}=\left[\phi_{\gamma i}\right]\left\{\dot{v}_{i}\right\}+\left[\mathrm{RB}_{\gamma r}\right]^{\left\{\ddot{u}_{r}\right\}} \tag{17}
\end{equation*}
\]
where \(\gamma\) is an arbitrary subset of the \(g\) set and \(\left[{ }^{R B} g r\right]\) is a merger of the rigid body transformation matrix \(\left[D_{l r}\right]\) with the \(0, s\), and \(m\) sets. The matrices \(\left[\phi_{g 1}\right]\) and \(\left[\mathrm{RB}_{\mathrm{gr}}\right]\) are generated by NASTRAN and the subject postprocessor program selects the subset \(\gamma\) to be picked up for use in equation (17). The quantity \(\left\{\dot{v}_{i}\right\}\) is given by equation (ll) and \(\left\{\ddot{u}_{r}\right\}\) is a given input vector.

If the quantities \(\left\{u_{\gamma}\right\}\) and \(\left\{\dot{u}_{\gamma}\right\}\) are also desired, equation (17) can be reduced to a set of first order equations to be integrated simultaneously with equations (10) and (11). For the present program, however, this was not done.

NASTRAN GENERATED INPUT DATA

The riy \(d\) body and flexible body modal data necessary for solution of the foregoing equations are easily generated by a NASTRAN Normal Mode Analysis and written out on user tapes. Hence, the present postprocessor program is designed to read the majority of its input directly from the NASTRAN user tapes,

A DMAP alter package is required to generate part of the NASTRAN data and to write the user tapes. Also, interrogation of the user tapes to read the data requires special considerations. Both of these aspects are discussed in the following sections.

DMAP A1ter Package for Normal Mode Analysis
A listing of the DMAP alter package is given in Appendix C. A brief discussion and explanation of the most significant statement is given in the following tabulation. Note the use of the new Level 15 modules VEC, UMERGE, and OUTPUT2. (See sections \(3,4,5.2\), and 5.3 of ref. 1 and section 3.5 of ref. 2)

DMAP Alter
Statement No.
2 and 3

4 through 20

6

7 and 8

12 and 13

17

18 and 19

21

\section*{Function}

Merge an \(r \times r\) null matrix with the \(D_{\ell r}\) matrix to create a pseudo a \(x\) r size rigid body modal matrix
\(\left[\begin{array}{c}D_{0} \\ -0\end{array}\right]+\left[\mathrm{RB}_{a r}\right]\)
Merge the omitted coordinates, single point constraint coordinates, and the multipoint constraint coordinates, if present, with \(\left[\mathrm{RB}_{\mathrm{ar}}\right.\) ] to obtain [RB gr ]

Recovery of omitted coordinates
\(\left[\begin{array}{ll}\mathrm{RB} & 0 r\end{array}\right]=\left[\mathrm{G}_{\mathrm{oa}}\right]\left[\mathrm{RB}_{\mathrm{ar}}\right]\)

Merging of omitted coordinates
\(\left[\begin{array}{l}R B \\ R B_{o r}\end{array}\right] \rightarrow\left[R B_{f r}\right]\)
Merging of SPC constraints assuming they are zero


Recovery of dependent MPC coordinates
\(\left[R B_{m r}\right]=\left[G_{m n}\right]\left[R B_{n r}\right]\)

Merging of dependent MPC coordinates


DMAP Alter
Statement No.
22 and 23
24 and 25

26 and 27

29

30 and 31

32

33
35 and 36

\section*{Function}

Write \(\left[{ }^{\mathrm{R}} \mathrm{gr}_{\mathrm{gr}}\right]\) on a user tape
Change the eigenvalue problem from " \(a\) " size to " \(\ell\) " size in agreement with equation (B9)

Change the checkpointed modal matrix from "a" size to " \(\ell\) " size

Merging of the "r" coordinates constrained to zero with the " \(\ell\) " size modal matrix \(\left[\begin{array}{c}\phi_{\ell 1} \\ 0\end{array}\right] \rightarrow\left[\phi_{\mathrm{ai}}\right]\)
\(\left[\bar{M}_{i r}\right]=\left[\phi_{\ell I}\right]^{T}\left[M_{\ell \ell D_{l r}}+M_{\ell r}\right]\)
Prints [ \(\bar{M}_{i r}\) ]
Writes [ \(\bar{M}_{\mathrm{ir}}\) ] on a user tape
Write the modal deflections (OPHIG), the modal SPC forces (OQG1), and the modal element forces (OEF1) on a user tape

\section*{Interrogation of User Tapes}

When using NASTRAN user tapes for input to postprocessor programs, the analyst must read the tape and selectively extract the required input from the totality of data present. This task requires either a prior knowledge of the format used in writing the tape or interrogation of the tape to see how it is written.

Unfortunately, the user tapes generated by NASTRAN are written in unformated binary (i.e. with a mixture of integer, floating point, and alphanumeric formats). In addition, some of the data is packed (i.e., zeros omitted). This randomess eliminates a prior knowledge of the format.

Interrogation of the tapes using standard tape dump routines is also somewhat futile since these programs read and print all data in a single format. To illustrate this prohlem, 19 records of a typical user tape, written to an E format, are listed in figure 1 . Obviously, much of the data given is meaningless.

This interrogation problem was circumented for the present program by writing a special tape dump program for the Langley Research Center \(\operatorname{CDC} 6000\) series computer to read and print the mixed format. The program logic was patterned after the NASTRAN module TABPRT and a listing is given in Appendix D. Using the Appendix \(D\) program, the same tape used to generate figure 1 was again read and the results are given in figure 2 . From this improved interrogation the analyst can easily find where desired data axe located and adjust the read statements in the postprocessor program accordingly.

From the foregoing discussion, it. is apparent that a postprocessor program must be dynamic. That is, the input read statements must be continually changed to fit each new problem after interrogation of the user tape.

\section*{EXAMPLE APPLICATION}

The subject transient analysis program was developed in support of the Viking Project, which has a mission to soft-land a scientific payload on the surface of Mars in 1976. In particular, this program was intended to provide transient loads and accelerations in the Viking Dynamic Simulator (VDS) shown in figure 3 for input acceleration transients at the base of the Centaur truss adaptor. The VDS is a dummy spacecraft, which is dynamically similar to the actual Viking spacecraft, and will be flown on a proof (or test) flight of a new Titan D-1T Centaur launch vehicle configuration in 1974. This launch vehicle will be used for the Viking mission and is shown in figure 4 along with the Viking spacecraft.

Several discrete transient events induce high loads into the VDS with the more prominent of these being Titan Stage 0 Ignition, Titan Stage 1 Shutdown, and the Centaur Main Engine Cutoffs. All of these events were analyzed in detail using the subject program and some of the results from the Titan Stage 0 Ignition were selected as a typical illustration of input and output data.

Six degree-of-freedom acceleration inputs into the base of the VDS were determined analytically from a transient loads analysis of the actual Viking configuration as depicted in figure 5. Input to the trarsient analysis of the actual Viking configuration was lased on measured force transients from previous Titan launches. The base of the VDS was constrained to a plane and the stx components of acceleration were input at a single grid point in the center of the base.

A typical set of input translational components of acceleration are shown in figure 6. The longitudinal (or \(Z\) ) component is seen to be the most significant and it starts at \(l_{g}\left(9.81 \mathrm{~m} / \mathrm{sec}^{2}\right)\) to represent the initial gravity load on the vehicle resting on the launch pad. This gravity loading causes an initial condition on the modal coordinates \(\left\{\xi_{1}(0)\right\}\) as indicated in equation (16). The near sinusoidal oscillation of the 2 component after 0.5 second is atributed to excitation of a longitudinal mode of the vehicle by the initial thrust transient.

Using the input acceleration (see figure 6) and the modal data (for 18 modes) from the NASTRAN analysis, selected loads for VDS members and accelerations were computed using a viscous damping model which is a function of the modal frequencies. A typical load-versus-time response is shown for a member of the Viking Spacecraft Adaptor in figure 7. Similarly, the translational terms of the acceleration computed for the top of the VDS, are shown in figure 8.

A typical computer run for the example problem on the Langley Research Center CDC 6600 Computer required a storage of \(53000_{8}\) and 200 CPU seconds fur execution (including time for generation of 31 output plots). A comparable NASTRAN transient analysis would require at least \(120 \%\) increase in storage, and considerable increase in CPU time and calls to the operating system. Postprocessor programs thus are seen to offer potential economic savings in addition to special purpuse capability.

CONCLUDING REMARKS

The cransient analysis program described herein yields a simple, convenient, and economical approach for treating input accelerations and modal initial conditions. Other than the limitation of six on the maximum number of input acceleration components, the program is applicable to a broad spectrum of structural applications.

The fact that such a postprocessor program could be simply written to interface with NASTRAN domonstrates the expanded utility of NASTRAN via the new level 15 utility modules and user tape option. Tailor-made programs such as the present one can be designeci to be very efficient in comparison to NASTRAN. Thus, the authors would encourage further additions and refinement of postprocessor convenience modules rather than expanded capability and complexity of NASTRAN. In particular the formats for witing user tapes, so that they may be easily read by postprocessor programs, should be given prime consideration.

\section*{THE NESTED VECTOR SET CONCEPT USED TO REPRESENT COMPONENTS OF DISPLACEMENT}

\begin{abstract}
In constructing the matrices used in the Displacement Approach, each row and/or colum of a matrix is associated closely with a grid point, a scalar point, or an extra point. Every grid point has 6 degrees of Ereedom associated with it, and hence 6 rows and/or columis of the matrix. Scalar and extra points only have one degree of freedom. At each point (grid, scalar, extra) these degrees of freedom can be further classified into subsets, depending on the constraints or handling required for particular degrees of freedom. (For example, in a two-dimensional problem all \(z\) degrees of freedom are constrained and hence belong to the \(s\) (single-point constraint) set.) Each degree of freedom can be considered as a "point," and the entire model is the collection of these one-dimensional points.

Nearly all of the matrix operations in displacement analysis are concerned with partitioning, merging, and transforming matrix arrays from one subset of displacement components to another. All the components of displacement of a given type (such as all points constrained by single-point constraints) form a vector set that is distinguished by a subscript from other sets. A given component of displacement can belong to several vector sets. The mutually exclusive vector sets, the sum of whose members are the set of all physical components of displacements, are as follows:
\(u_{m}\) points eliminated by miltipoint constraints
Us points eliminated by single-point constraints
\(u_{0}\) points omitted by structural matrix partitionias
\(u_{r}\) points to which determinate reactions are applied in static analysis,
\(U_{2}\) the remaining structural pointe used in statir analyais (points left over)

Ue extra degrees of freedom introduced in dynamic analysis to describe control systeme
\end{abstract}

The vector sets obtained by combining two or more of the above sets are (+ sign indicates the union of two sets)
\(u_{a}=u_{r}+u_{l}\), the set used in real eigenvalue analysis
\(u_{d}=u_{e}+u_{e}\), the set used in dynamic analysis by the direct method
\(u_{f}=u_{a}+u_{0}\), uncona: :ined (free) structural points
\(u_{n}=u_{f}+u_{s}\), al sinctural points not constrained by multipoint constraints
\(u_{8}=u_{n}+u_{m}\). \(l:\) siructural (grid) points including scalar points
\(u_{p}=u_{g}+u_{c}\) all physizal points
In dynamic analysis, additional vector sets are obtained by a modal transformation derived from real eigenvalue analysis of the set \(u_{a}\). These are
\(\xi_{0}\) rigid body (zero frequency) modal coordinates
\(\xi_{\text {f }}\) finite frequency modal coordinates
\(\xi_{i}=\xi_{0}+\xi_{f}\), the set of all modal coordinates
One vector set is defined that combines physical and modal conrdinates. The set is \(u_{h}=\xi_{i}+u_{e}\), the set used in dynamic analysis by the modal method.

The nesting of vector sets is depicted by the following diagram:


The data blnck USET (USETD in dyamics) is central to this set classification, Each word of USET corresponde to degree of freedom in the problem. Each set is assigned a bit in the word. If a degree of freedom belongs to a given set, the corresponding bit is on. Every degree of freedom can then be classified by analysis of USET. The comon block/BITPdS/ relates the sets to bit numers.

\section*{APPENDI:} B

\section*{MODAL PROPERTIES}

In this section, several identities relating to both the rigid body modes and the flexible body modes are presented. Although these identities are perhaps fam!llar, they are included herein for completeness an.. continuity of notation.

Rigid Boty Mndal Properties
For periodic motion of frequency \(\omega\), equation (2) reduces to the eigenvalue equation
\[
\left[\begin{array}{c:c}
K_{\ell \ell} & K_{\ell r}  \tag{B1}\\
\hdashline K_{\ell r}^{T} & K_{r r}
\end{array}\right]-\omega^{2}\left[\begin{array}{c:c}
M_{\ell \ell} & M_{\ell r} \\
\hdashline M_{l r}^{T} & M_{r r} \\
M_{l r}
\end{array}\right]\left[\begin{array}{c}
u_{\ell}! \\
\hdashline u_{r}
\end{array}\right]=0
\]

The solution of equation (B1) yields the natural irequencies and the corresponding natural modes of the system. For the rigid body modes corresponding to \(\omega=0\), equation ( F 1 ) reduces tc
\[
\left[\begin{array}{l}
K_{\ell \ell}^{i}  \tag{B2}\\
\hdashline K_{\ell r} \\
\hdashline K_{\ell r}^{T}
\end{array} r_{r r}, K_{r}=\left\{\begin{array}{l}
u_{\ell} \\
\hdashline u_{r}
\end{array}\right\}_{r i g .}=0\right.
\]

Since the rigid body mocie matrix \(\left[D_{l r}\right]\) relates the rigid body motions \{ \(\left.\left.u_{\ell}\right\}_{r i g . ~ i n ~ t e r m s ~ o f ~}{ }^{\prime} u_{r}\right\}_{r i g .}\), the following transformation may be written:
\[
\left\{\begin{array}{l}
u_{\ell}  \tag{B3}\\
u_{r}
\end{array}\right\}_{r 1 g}=\left[\begin{array}{c}
D_{\ell r} \\
I
\end{array}\right]\left\{u_{r}\right\}_{r i g} .
\]
where \([I]\) is the identity matrix. Using equation (B3), equation (B2) gives
\[
\left[\begin{array}{c:c}
K_{\ell \ell l} & K_{\ell r}  \tag{B4}\\
\hdashline K_{l r}^{T} & K_{r r}
\end{array}\right]\left[\begin{array}{c}
D_{l r} \\
1
\end{array}\right]\left\{u_{r}\right\}_{r 1 g}=0
\]

For arbitrary \(\left\{u_{r}\right\}_{\text {rig. }}\) displacements, it follows from the partitions of (B4) that
\[
\begin{equation*}
\left[\mathrm{K}_{\ell \ell}\right]\left[\mathrm{D}_{\ell \mathrm{r}}\right]+\left[\mathrm{K}_{\ell \mathrm{r}}\right]=0 \tag{B5}
\end{equation*}
\]
and
\[
\begin{equation*}
\left[\mathrm{K}_{\ell r}^{\mathrm{T}}\right]\left[\mathrm{D}_{\ell r}\right]+\left[\mathrm{K}_{r r}\right]=0 \tag{B6}
\end{equation*}
\]

Equations (B5) and (B6) thus yield two important identities relating the rigid body modes and the partitions of the stiffness matrix.

It should also be noted that solving equation (B5) for the rigid body mode matrix yields
\[
\begin{equation*}
\left[\tilde{D}_{\ell r}\right]=-\left[\mathrm{k}_{\ell \ell}\right]^{-1}\left[\mathrm{~K}_{\ell r}\right] \tag{B7}
\end{equation*}
\]
which is consistent with equation (41) in Section 3.5 of reference 2 and is the equation used in NASTRAN Rigid Format 3 to compute the rigid body mode matrix.

\section*{Flexible Body Modal Properties}

By definition of the \(\left\{u_{r}\right\}\) degrees-of-freedom, introduction of the constraint
\[
\begin{equation*}
\left\{u_{r}\right\}=0 \tag{B8}
\end{equation*}
\]
eliminates rigid body motion leaving only flexible body motion. Using equation (B8), the upper partition of equation (B1) yields the following eigenvalue equation for the flexible body modes:
\[
\begin{equation*}
\left[\mathrm{K}_{\ell \ell}-\omega^{2} \mathrm{M}_{\ell \ell}\right]\left\{u_{\ell}\right\}=0 \tag{B9}
\end{equation*}
\]

The modal matrix \(\left[\phi_{\ell i}\right]\) of the \(i\) eigenvectors of equation (B9) is shown in reference 4 to satisfy the following orthogonality relationships:
\[
\begin{align*}
& {\left[\phi_{\ell I}\right]^{\mathrm{T}}\left[\mathrm{M}_{\ell \ell}\right]\left[\phi_{\ell I}\right]=\left[\overline{\mathrm{M}}_{11}\right]}  \tag{B10}\\
& {\left[\phi_{\ell 1}\right]\left[\mathrm{K}_{\ell \ell}\right]\left[\phi_{\ell 1}\right]=\left[\bar{M}_{11} \omega_{1}^{2}\right]} \tag{B11}
\end{align*}
\]

The above equations provide the foundation for modal formulation.

\section*{APPENDIX C}
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APPENIIX D

\section*{MUITI-FORMT TAPE DUAP PROGRM}

PNDURAM A3930 IINPUT, OUTPUT.TAPES=INPUT,TAPEG=OUTPUT.TAPE1)

DIMENSION NN(S13) iFM(3), FMT(30)
DATA FM /7HoAlO.5i : 6H.E15.7, 7MOI10.5X /
UATA FMT(1),FMT(!0):CPAREN /4H(12X - (H) , IH) /
REWITC 1
wílte (6.1)
1 FOnhat (2hi)
Nretc=0
2 ICNT=IVAR(1.NN.0.513)
JFIICNT.EU.0) STOP
IFIICNY.LT.0) GO TO 7 NREC=NREC+1 WRITE(G.3) NREC
3 FOHMAT (IH ,ORECCRO-14)
00 o \(\quad 1=1,1\) CNT. 8
\(004 \mathrm{~J}=1,8\)
J2=1•J-1
CALL WHATINN(J2),NTYPE)
FMT(1-J) \(=\) FM(NTYPE)
IF (J2.EG.ICNT) GO TO 5
- continue

00106
5 FMT (2-J) ECPAREN
 60102
7 KRITE(0;8)
8 FORMAY(IH .30heoeep ARITYERRORe*ow) STOP END

\section*{appendix d - continued}
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Figure 1. - User Tape Interrogation Using Standard Tape Dump Program and Writing to an E Format
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Figure 2. - User Tape Interrogation Using Tape Dump Program of Appendix D





Figure 3. - Viking Dynamic Simulator



\footnotetext{
Figure 5. - Viking Configuration Used to Determine Input Acceleration-Time Histories
}


Figure 6. - Translational Accelerations Used As Input
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Figure 7. - Typical Load Versus Time for a Member of the Viking Spacecraft Adaptor Truss
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Figure 8. - Output Acceleration at the Top of the Viking Spacecraft```


[^0]:    Data provided by the firm of Shannon and Wilson

[^1]:    (a) First free bending mode. 56.4 Hz .

[^2]:    Figure 5.- Sample problem for multipartitioning and one-shot substructuring

[^3]:    igure 1 - Finite Element Mesh for Airfoil and Lashing Wires.

