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## 1. INTRODUCTION

1.1 General - The orblting of Skylab has marked the beginning In a series of large manned orbiting spacecraft that will be used as bases from which a variety of experiments will be performed. These experiments include astronomy, Earth resources, biomed, space physics, and various other technology areas. The orbital environment will enable measurements and observations to be made over extended periods of time that were not possible from the Earth or high flying aircraft due to atmospheric obscuration, the gravity environment, and limited observation times. These observations, measurements, and experiments conducted in space will contribute significantly to the understanding of the universe, its origin and dynamic behavior, as well as the Earth, its resources, weather, and its complex dynamic life cycles.

The Space Shuttle presently being planned by NASA will not only be a logistics vehicle, but will also serve a crucial role as a manned experiment base. In this role the chuttle will orbit the Earth from 7 to 30 days performing various experiments with equipment mounted in the cargo bay and/or deployed on various types of booms and isolation mechanisms. Examination of the experiments proposed for performance in low Earth orbit attached to a manned orbiting spacecraft such as Shuttle indicates that attitude stabilization of one degree or better is required by approximately 65 percent of the payloads with many of them primarily in the astronomy area requiring pointing stabilities of an sec or better. In addition, all of the astronomy and plasma physics experiments proposed are extremely sensitive to contamination. A CMG system that will stabilize large orbiting spacecraft such as the Shuttle is very attractive since it would provide a contaminacion free environment and simplify the experiment integration equipment needed to meet the stringent pointing stability requirements of the astronomy and some of the physics experiments.

This study titled "Study to Define Logic Associated With CMGs to Maneuver and Stabilize an Ortiting Spacecraft" wili deffine a CMG system capable of controlling a large orbiting spacecraft such as a Shuttle and develop all of the software required to satisfactorily manage and control such a system.

### 1.2 Study Objectives - The objectives of this study were the following:

a. Define mission requirements and feasible attitudes for a Shuttle-like vehicle that will meet mission objectives.
b. Determine the CMG actuator type (i.e., Single Gimbal CMGs or Double Gimbal CMis) and system configuration that wlll best meet overall mission requirements.
c. Define all of the software required to manage and control the selected CMG system.
d. Verify by computer simulation the adequacy of the selected CMG system and specified software package in meeting the overall mission requirements.

A11 of the above objectives were met during the course of the study.
1.3 Relationsh1p to Other Efforts - The Bendix Corporation has been critically involved with the Skylab program since its inception, performing studies in the areas of communications, mission operations, experiment integration, stabilization and control, humar. factors, and test and reliability. Bendix has also furnished the double gimbal CMGs, double gimballed star tracker and the experiment pointing electronics assembly (EPEA) which form a critical part of the total Skylab attitude and pointing control system (APCS) in addition to the C $\& D$ console used to operate and command virtually all systems aboard Skylab. During the course of the Skylab program detailed studies have been made into the behavior of CMG systems and the software required to satisfactorily control and manage such a system. Valuable experience and insight into the behavior and idiosyncracies of CMG systems has been gained over the seven years that these studies were performed, and was Jirectly applicable to the performance of the present study.

Data generated during the course of the Research and Applications Module (RAM) study (May 1971 - June 1972) in which Bendix was a prime participant, provided valuable input to the present study in the area of proposed experiment paylcads for the Shuctle vehicle and the requirements placed upon that vehicle due to those payloads. In addition the experience gained in the analysis and design of candidate CMG control systems for RAM applications is directly applicable to the present study.

The Astronomy Sortie Mission (ASM) Definition Study (December 1971 - March 1973) in which Bendix was a prime participant, also provided valuabie inputs to the present study in the area of Shuttle vehicle requirements due to proposed astronomy experimentation and in the design of possible attitude control systems which included reaction control, CMG, and experiment isolation systems that could be used to meet these requirements.

## 1-3

The experience and technical expertise gained during the performance of Skylab, RAM, and ASM formed the technological base which the present study was able to draw upon to further advance CMG technology for Shuttle-like vehicle applications thus yielding the basis for the design of a roalistic hardware and software package that could be used for this purpose.
1.4 Method of Apprrach and Principal Assumptions - The approach taken in the performance of the present study was to make maximum use of the results obtained in the RAM and ASM programs. These outputs still assumed applicable were used to specify the requirements placed upon a Shuttle type vehicle by the experimentation programs defined in these studies. In addition whatever developed hardware (i.e., CMGs) available from Skylab and other programs would be given maximum consideration for use in the present application in order to obtain an optimum and cost effective system. The scftware packages designed for Skylab, RAM, and ASM were used as a starting point for the present study which helped to optimize both system performance and computational requirements for the software package specified to meet the present overall mission specifications.

Verification of the specifiec CMG control system and associated software package was accomplished on a hybrid computer. The reason for choosing a hybrid machine to perform system verification was to enable the faithful simulation of the A/D and D/A interfaces that would be encountered in an actual flight control system. Effects of quantization and sampling time were taken into accuunt in the specification of overall system performance.

The Shuttle as defined in the July 1972 time frame was the vehicle for which the CMG control system design was defined. The Shuttle was modeled as a rigid body which was another assumption of the present study. Modeling the vehicle in this manner obviated the need for bending mode filters that might be required to yield satisfactory vehicle stability when flexibility is taken into account. These bending mode filters would probably be implemented in the digital computer aboard the vehicle and therefore represent an added software load. In addition the vehicle pointing stability would be somewhat degraded when vehicle flexibillties are taken into account. However, all of the software developed for managing and controlling the CMG system specified would still apply when vehicle flexibility is considered.
1.5 Basic Study Output and Sjgnificant Results - The study results and significant conclusions are listed below:
a. The Shuttle attitudes that will meet mission requirements can be divided into two classes, pseudo-inertial and local vertical. The pseudo-inertial orientations are longitudinal vehicle axis perpendicular to the orbital plane (X-POP), and the longitudinal axis of the vehicle in the orbital plane ( $X-I O P$ ). In the local vertical orientation, the vehicle $Z$ axis is local vertical with the vehicle $X$ axis in the orbital plane ( X -IOP, ZLV) or perpendicular to the orbital plane ( $\mathrm{X}-\mathrm{POP}, \mathrm{ZLV}$ ).
b. CMG system is sized to allow attitude hold for one orbit under the worst case gravity gradient momentum accumulation.
c. The CMG system chosen for Shuttle attitude control consists of six Skylab double gimbal CMGs modified with slip rings to enable unlimited gimbal freedom. Each of these CMGs have a momentum capability of $2,300 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ and provides fail operational, fail safe capability.
d. A rate plus position control law is recommended for vehicle stabilization with a closed loop bandwidth of $0.127 \mathrm{rad} / \mathrm{sec}$ and a damping ratio of 0.7 .
e. The Pseudo-Inverse CMG Control Law is recommended for commanding appropriate CMG gimbal races. This gimbal rate steering law will give decoupled vehicle control winle minimizing the energy expended.
f. The Optimal CMG Distribution Singularity Avoidance Control Law is defined in order to avoid CMG singularity conditions. This type of control will maximize the distance from a singularity condition for a particular CMG system momentum state and is compatible with the PseudoInverse CMG Control Law.
g. Gravity gradient desaturation is the recommended means of CMG momentum unloading. This will yield a contamination free environment required by a number of the proposed experiment payloads. The gravity gradient desaturation control law selected maneuvers the vehicle through small angles (i.e., $\leq 15 \mathrm{deg}$ ) in order to achieve momentum dump. This type of contrcl law minimizes computational requirements and the momentum required to affect the gravity gradient maneuvers.
h. A hybrid computer simulation verified the adequacy of the chosen CMG system configuration and associated software package in meeting overall mission requirements.
1.6 Study Limitations - The present study was primarily geared to define the software package reguired to manage and control a representaitive CMG system that cruld be used to control the at titude of a Shuttle type vehicle. Altho tgh trade studies were performed io select a candidate CMG system configuration from several alternatives, they did not constitute a major portion of the study and hence were top level in nature. When the design of an actual CMG system for Shut tle is contemplated, considerably more effort wcuid be required in trading various candidate CMG system configurations in order tc determine the optimum configuration that would meet overall Shuttle requirements in a cost effective manner. Shuttle mass characteristics should be updated to reflect the present Shuttle configuration. Additionally the latest experiment payloads slated to fly in a sortie mode should be examined in order to better ascertain and update the requirements placed upon the Shuttle by these experiments. However it should be noted that all of the techniques and some of the control laws (i.e., gravity gradient desaturation) deveioped in this study will be directly applicable to any CMG configuration that may finally result for Shuttle attitude control.

Although the pointing stability achievable by the CMG system selected has been estimated, the pointing performance that could ultimately be obtained would require a more comprehensive simula$t i o n$ for its determination. This simulation would include vehicle flexibility, CMG dynamics including all nonlinearities, and adequate representation of man motion disturbances. A more accurate determination of the pointing stability achievable by the CMG system is desirable since it would have a very strong effect on the type and complexity of the required experiment integration equipment. This in turn can appreciably effect the overall cost of the Shuttle experiment program.

### 1.7 Suggested Additional Effort - The following additional effort is suggested:

a. Review the experiments that are presently candidates for the Shuttle sortie mode ind revise/update Shuttle mission requirements.
b. Define candidate CMC control system configurations that could meet Shuttle mission requirements. Perform Indepth trade studies between the various CMG control system configurations in order to determine the optimum CMG configuration that will meet overall mission requirements in a cost effective manner. These studies should include detailed hardware trade offs with respect to size,
weight, power consumption, reliability and cost as wall as the impact various CMG configurations have on software complexity and overall software cost. In addition candidate types of control logic (e.g., CMG gimbal rate control laws, singularity avoidance laws, etc.) required to satisfactorily manage the CMG control system should be evaluated from the standpoint of software complexity, and required computer capacity for implementation as well as overall performance. These software trades will be of key significance in determining whether a dedicated or the central Shuttle computer be used to drive the chosen CMG system configuration.
c. Define the software package required to satisfactorily manage and control the resulting CMG system configuration. The amount of revision to the candidate CMG control logic described in this study will depend on the final configuration of the Shuttle CMG control system. If the configuration consists of a cluster of double gimbal CMGs, the modifications required to the defined control laws would be minimal. If the chosen CMG system consists of a cluster of single gimbal CMGs or a mixture of single and double gimbal CMGs the required software modification would be more extensive. However, regardless of the CMG configuration chosen, all of the techniques used to derive the various control laws required to manage a CMG system detailed in this report still applies.
d. Determine the accuracy that can be achieved by the CMG system and the impact this accuracy has on the type and complexity of required experiment integration equipment.

## 2. STUDY PLAN

Figure 2.1 is the study flow diagram describing the logic flow used to perform this study. The study was initiated as shown in block 1 by first selecting an appropriate vehicle that would benefit from a control moment gyro (CMG) at titude control system. The vehicle selected was the Space Shuttle. The assumed Shuttle vehicle dynamics and baseline reaction control subsystem (RCS) characteristics used in this study are contained in section 3. Proceeding onto block 2 , the next objective is to determine the vehicle mission requirements and how they impact the proposed CMC control system. For this analysis, the Shuttle sortie missions defined in the General Dynamics/Convair Phase B Research and Application Module (RAM) program were used. The results of this analysis are contained in section 4. In block 3 of the study flow, the mission requirements defined in the previous task are translated into appropriate CMG system requirements, such as output torque, momentum storage, and system redundancy requirements. The analysis and the resultant CMG system requirements are documented in section 5. After the CMG system requirements have been defined, the next step in the logic flow is to perform a survey of available CMG actuators. In this study a survey of both double gimbal and single gimbal CMGs was performed. From this survey, a number of candidate CMG systems were configured to meet the CMG system requirements defined in section 5 . A recommended CMG configuration was selected based on system weight, power, volume, availability, and software complexity. This task is documented in section 6. In block 5 , a CMG system stability analysis is performed. In this task, a vehicle control law is defined along with a set of appropriate control law gains that insure CMG control system stability. The resultant vehicle control law analysis is documented in section 7 .

In block 6 of this study flow diagram, a trade study is performed to selfct the CMG control logic needed to implement the CMG control system configured and designed in blocks 4 and 5. The required CMG control logic consists of three components; they are: (1) a CMG maneuver control law, (2) a CMG gimbal rate command law, and (3) a CMG system momentum management scheme. The general relationships of these three CMG control logic functions are illustrated in the block diagram shown in figure 2.2. In sections 8 thru 10 of this report, various candidates for the above CMG control logic functions are derived. From each set of candidates, a law is selected based primary on computational complexity and performance.

Figure 2.1. Study Plan Logic Flow Diagram

In section 8 , three candidate CMG maneuver control laws are derived; these three laws are based on (1) quaternion, (2) direction cosine, and (3) Euler angle strapdown implementations for describing the attitude of a spacecraft. The function of these three methods for computing the strapdown equations of motion is to generate the appropriate error signals that will enable the vehicle to maintain or track specific attitudes and to perform particular maneuvers from one attitude to another. The resultant attitude error $\Delta \vec{\theta}$ and/or rate maneuver command $\vec{\omega}_{D}$ are implemented by inputting these signals into the vehicle control law as shown in figure 2.2.

The CMG gimbal rate command law shown in figure 2.2 consists of two components; they are: (1) a CMG control law and (2) a CMG singularity avoidance scheme. The CMG control law generates a set of CMG gimbal rate commands as a function of the CMG gimbal state that will produce the desired CMG torque $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$ as computed by the vehicle control law. The purpose of the CMG singularity avoidance scheme is to drive the CMG system away from singularity poirts in its CMG gimbal space where the CMG system is physically unable to generate a three axis control torque. In other words, the function of the CMG singularity avoidance scheme is to insure that the CMG system is always capable of generating the desired CMG torque $\overrightarrow{\mathrm{T}}_{\text {COM }}$ whenever the system is not in saturation. The singularity avoidance scheme generates an additional set of CMG gimbal rate commands that drive the CMG system away from singularity without applying a net CMG torque to the vehicle. The sum of the CMG conţrol law and singularity avoidance scheme gimbal rate commands $\vec{U}_{c}$ are routed to the appropriate CMG actuators as shown in figure 2.2. In section 9 of this report, various candidate CMG control laws and CMG singularity avoidance schemes are derived and from these candidates a CMG control law and a singularity avoidance scheme is selected.

The function of the CMG momentum management scheme depicted in figure 2.2 is to insure that the CMG momentum exchange system does not saturate. Two types of laws are described in section 10 , accomplishing the above objective in different ways. The first law described is a CMG desaturation law which desaturates the CMG system by applying a torque to the vehicle which reduces the magnitude of the momentum stored in the CMG system. In section 10 , two general types of CMG desaturation systems are described; they are (1) a reaction fet desaturation system utilizing the haseife Shutte

Figure 2.2 Chic, Control Logic Block Diagram

RCS and (2) a gravity gradient desaturation system which uses the gravity gradient torques acting on the vehicle. As illustrated in figure 2.2, a RCS desaturation system desaturates the CMG system by sending appropriate jet firing commands to the baseline RCS. For a gravity gradient desaturation system, CMG desaturation is accomplished by sending the appropriate vehicle manuever command $\vec{\varepsilon}$ and rate command $\vec{\omega}_{D}$ to the vehicle control law where these commands are implemented. In section 10 , from among the various RCS and gravity gradient desaturation systems, a preferred desaturation law is selected. The second law described in section 10 is a pseudo-axis alignment scheme which attempts to compensate for the momentum build -up in the CMG system resulting from vehicle principal and control axis misalignments. In this way, the pseudo-axis alignment scheme minimizes the momentum that the CMG desaturation law must "dump" for any particular attitude.

In block 7 of the study flow, all of the selected components of the CMG control system are brought together into a hybrid computer simulation. This hybrid computer simulation is used to verify the effectiveness of the selected CMG control logic and to demonstrate the overall operations of the selected CMG attitude control system. The results of this computer simulation are documented in section 12.

## 3. VEHICLE AND BASELINE RCS

The vehicle used in this study is assumed to be the Space Shuttle. Using the Shuttle as the baseline vehicle, the mission requirements and the sizing of the CMG attitude control system are determined in the following sections. Since at the beginning of this study no final Shuttle design existed, the vehicle dynamics and baseline reaction control subsystem (RCS) listed in this section are assumed to be representative of a final design.
3.1 Vehicle Dynamics - The Shuttle is assumed to be a rigid body with the following moments of inertia:

$$
\begin{aligned}
& I_{x x}=1.04 \times 10^{6} \text { slug } \mathrm{ft}^{2} \\
& I_{y y}=8.21 \times 10^{6} \text { slug } \mathrm{ft}^{2} \\
& I_{z z}=8.55 \times 10^{6} \text { slug } \mathrm{ft}^{2}
\end{aligned}
$$

The vehicle cross products of inertia $I_{x y}, I_{x z}$, and $I_{y z}$ are
assumed to be negligible.
The vehicle dynamics are governed by the following Euler equation of motion:

$$
\begin{equation*}
\vec{T}_{v}=[I] \vec{\omega}+\vec{\omega} X[I] \vec{\omega} \tag{1}
\end{equation*}
$$

$\vec{T}_{v}$ is the total resultant torque acting on the vehicle; $\vec{T}_{v}$ consists of all disturbance torques $\overrightarrow{\mathrm{T}}_{\mathrm{D}}$, torques $\overrightarrow{\mathrm{T}}_{\mathrm{RCS}}$ exerted on the vehicle by the baseline RCS, and the CMG control torques $\overrightarrow{\mathrm{T}}_{\text {CMG }}$ $\left(\overrightarrow{\mathrm{T}}_{v}=\overrightarrow{\mathrm{i}}_{\mathrm{D}}+\overrightarrow{\mathrm{T}}_{\mathrm{RCS}}+\overrightarrow{\mathrm{T}}_{C M G}\right)$. [I] is the vehicle inertia tensor; [I] equals

$$
[I]=\left[\begin{array}{lll}
I_{x x} & 0 & 0  \tag{2}\\
0 & I_{y y} & 0 \\
0 & 0 & I_{z z}
\end{array}\right]
$$

Note that because the cross products of inertia are zero, the $X, Y$, and $Z$ vehicle geoqetric control axes are also the vehicle principal axes. $\vec{\omega}$ and $\vec{\omega}$ are the vehicle angular rate and acceleration, respectively.

3.2 Baseline Reaction Control Subsystem (RCS) - Figure 3.1 is a sketch of the Space Shuttle showing the locations of the baseline on-orbit reaction control subsystem. This system is assumed to consist of three pods, a single forward pod containing 16 thrusters and two aft pods containing 12 thrusters each. The forward pod thrusters in conjunction with the aft pod thrusters control both pitch and yaw while the two aft pod thrusters control roll. The normal control torque operating mode for this RCS system is to fire thruster pairs. A thruster pair firing consists of two thrusters fired simultaneously in opposite directions so that no net translational force is produced; the resulting pure control torque equals the engine thrust level times the corresponding moment arm between the two thrusters. The baseline RCS operacing characteristics such as thrust level, attitude deadband, etc..., are listed in table 3.1.
3.3 Baseline Vehicle Orbit - The vehicle is assumed to be stabilized in a 270 nautical mile circular orbit.


Figure 3.1 Sketci of Shuttle RCS Thruster Locations
Table 3.1. Basellne RCS Characterletics
Thrust level, F: 400 lbf.
Minimum pulse duration, $t_{f}$ : 0.1 sec
Minimum attitude deadband, $\theta_{0}: \pm 0.5$ deg
Fuel: Monopropellant hydrazine with a specific
impulse $I_{s p}$ of 200 seconds
Roll moment arm, $\ell_{x}$ : 20.7 ft
Pitch moment arm, $\ell_{y}: 100 \mathrm{ft}$
Yaw moment $\operatorname{arm}, \hat{x}_{z}: 100 \mathrm{ft}$

## 4. MISSION REQUIREMENTS

In this section, typical Shuttle mission requirements are defined that impact and influence the design ot a CMG attitude control system. These mission requirements are used in sections $5.0,6.0$, and 7.0 to size, configure, and design a Shuttle CMG control system.
4.1 Vehicle Pointing and Stahilization - The vehicle pointing and stabilization capabilities of a CMG control system are fn general much superior to those of a reartion jet attitude control sustem. The addition of a CMC; attitude control system to a vehicle like the Shuttle can drastically improve its pointing and stabilization capabilities and convert the vehicle into an accurately stabilized on-orbit experimental base. For this study, a CMG attitude controlled Shutrle base stabilization capability of three arc minutes is assumed. This projected stabilization capability is a conservative value because other studies for similar vehicles, reference 1 , indicate that a stabilization capability of less than one arc minute is feasible. The accuracy with which this vehicle can be pointed using a CMG control system is assumed to be approximately equal to its stabilization capability of three arc minutes. In general, the accuracy with which a vehicle can be pointed is limited by the accuracy of its attitude determination sensors; these sensors therefore will need to have accuracies of three arc minutes or les:-

Listed in table $l_{i} .1$ are thi :y-seven Shuttle sortie payloads defined in the General Dynamics/ onvair Phase B Research and Application Modules (RAM) Study, reference 2. These payloads are 1 isted in table 4.1 by disciplines: astronomy, physics, Earth observations, communications and navigation, materials science, technology, and life sciences. Also listed are the payload's pointing accuracy, stabilization, maximum observation, orientation, and contamination control requirements. It should be noted that the stabilization requirements listed in table 4.1 are specified either in terms of maximum allowable angular velocity (e.g., $0.5 \widehat{s e c} /$ second) or angular displacement (e.g., 1 sec/observation). This latter method of specifying a stability criteria is preferred because angular displacement usually determines the success or fallure of an observation. Stability requirements are specified in terms of angular velocity only in cases of very short observation intervals where an angular rate limit is essential. In the following paragraphs, the impact of this proposed Shuttle CMG attitude control system on the payloads listed in table 4.1 are investigated by scientific disciplines.
Table 4.1. RAM Sortic Payloads and Requirements

| Discipline | $\begin{gathered} \text { Payload } \\ \text { No. } \end{gathered}$ | Payload Title | Pointing |  | Maximur: <br> Observation <br> Time (tr.) | Orientation | Contamination |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Accuracy | Stability |  |  | $\begin{gathered} \text { Particles } \\ \text { (Class) } \end{gathered}$ | $\begin{gathered} \text { Gas } \\ \text { (tors) } \end{gathered}$ |
| Astronomy | A3S1B | Austere Solar Astronomy (Photoheliograph) | $10 \widehat{\mathrm{sec}}$ | $1 \widehat{\mathrm{sec} /}$ | 0.8 | Solar | 10,000 | $10^{-6}$ |
|  | A6S1B | Austere IR Astronomy (ARC Telescope) | $1 \underset{\text { sec }}{ }$ | $\begin{gathered} 0.5 \mathrm{sec} / \\ \mathrm{obs} \end{gathered}$ | 5 | Stellar | 10,000 | $10^{-7}$ |
|  | A8S1V | Combined Austere Astronomy Photoheliograph High Energy Array | $\begin{gathered} 10 \widehat{\mathrm{sec}} \\ 1 \widehat{\mathrm{~min}} \end{gathered}$ | $\begin{aligned} & 1 \mathrm{sec} / \mathrm{sebs} \\ & 30 \stackrel{\text { sec }}{ } \mathrm{obs} \\ & \text { obs } \end{aligned}$ | 0.8 3 | Sular Stellar | 10,000 10,000 | $\begin{aligned} & 10^{-6} \\ & 10^{-6} \end{aligned}$ |
|  | A8S1X | Combined Austere Astronomy Narrow-Field UV Telescope High Energy Array | 1 sec 1 min | $\begin{array}{cc} 1 \widehat{\mathrm{sec} /} / \\ 30 \mathrm{obs} \\ 30 \mathrm{sec} / \\ \text { obs } \end{array}$ | 0.8 3 | Stellar Stellar | 10,000 10,000 | $\begin{aligned} & 10^{-6} \\ & 10^{-6} \end{aligned}$ |
|  | A9S1J | Combined Austere Astronomy <br> Solat Telescope <br> High Energy Array | $10 \widehat{\mathrm{sec}}$ 6 min | $\begin{gathered} 2.5 \widehat{\mathrm{sec} /} 1 \\ 1 \mathrm{~min} / \\ \mathrm{obs} \end{gathered}$ | 0.75 0.75 | Solar Stellar | 10,000 10,000 | $\begin{aligned} & 10^{-7} \\ & 10^{-7} \end{aligned}$ |
|  | A8S1W | Combined Austere Astronomy Wide-Field UV Telescope High Energy Array | $\begin{aligned} & 5 \widehat{\mathrm{sec}} \\ & 6 \widehat{\min } \end{aligned}$ | $\left\lvert\, \begin{array}{r} 1 \widehat{\mathrm{sec} /} / \\ 6 \mathrm{~min} / \mathrm{obs} \\ \mathrm{obs} \end{array}\right.$ | 1 10 | Stellar Stellar | 10,000 10,000 | $\begin{aligned} & 10^{-6} \\ & 10^{-6} \end{aligned}$ |
|  | A8S12 | Combined Austere Astronomy IR Telescope High Energy Array | $\begin{aligned} & 1 \widehat{\mathrm{sec}} \\ & 5 \overparen{\mathrm{~min}} \end{aligned}$ | $\left\lvert\, \begin{aligned} & 1 \widetilde{\mathrm{sec} /} \\ & 1 \widetilde{\mathrm{~min}} / \mathrm{obs} \\ & \mathrm{obs} \end{aligned}\right.$ | 0.75 0.75 | Stellar Stellar | 10,000 10,000 | $\begin{aligned} & 10^{-7} \\ & 10^{-7} \end{aligned}$ |

Table 4.1. KAM Sortif Payloads and Kequirements (iont inued)

Table 4.1. RAM Sortie Paylords and Requirements (Cont inued)

| Discipline | Payload No. | Payload Title | Pointing |  | Maximum Ubservaijon Time (hr.) | Orientation | iontamination |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Accuracy | Stability |  |  | $\begin{gathered} \text { Particles } \\ \text { (Class) } \\ \hline \end{gathered}$ | $\begin{gathered} \text { Gas } \\ \text { (torrs) } \end{gathered}$ |
| Earth <br> Observation | E1S1R | Earth Observations (Disaster Assessment) - Austere | 0.5 deg | $\begin{array}{r} 0.05 \mathrm{deg} / \\ \mathrm{sec} \end{array}$ | 0.25 | Earth |  |  |
|  | E1S1S | Earth Observation (Ocean Resources) - Austere | 0.5 deg | $\begin{array}{r} 0.05 \mathrm{deg} / \\ \mathrm{sec} \end{array}$ | 0.25 | Earth |  |  |
| Communications/ Navigation | C1S $1 F$ | Communication/Navigation <br> (Lab I) - Austere | 0.5 deg | $\left\|\begin{array}{r} 0.1 \mathrm{deg} / \\ \mathrm{sec} \end{array}\right\|$ | 0.25 | Earth |  |  |
|  | C1S1E | Communication/Navigation (Lab I) - Austere | 0.5 deg | $1 \mathrm{deg} / \mathrm{sec}$ | 0.25 | Earth | NS |  |
|  | C1⁄2C | Communication/Navigation <br> (Lab II) - Median | 0.5 deg | $\left\lvert\, \begin{array}{r} 0.1 \mathrm{deg} / \\ \mathrm{sec} \end{array}\right.$ | 1 | Earth/ <br> Stellar | NS |  |
| Material <br> Science | M1SIE | Material Science Cchfiguration 1 - Operations Level 1 | N/A | N/A | N/A | N/A |  |  |
|  | M1S1F | Material Science Configuration 1 - Operations Level 2 | N/A | N/A | $\mathrm{N} / \mathrm{A}$ | N/A |  |  |
|  | M1S1G | Material Science Configuration 1 - Operations Level 3 | N/A | N/A | N/A | N/A |  |  |
|  | M1S2B | Material Science Configuration 2 - Operations Level 3 | $\mathrm{N}^{\prime} \mathrm{A}$ | N/A | N/A | N/A |  |  |
| Technology | T1S3A* | Complete Contamination Measurements | 0.5 deg | $0.05 \mathrm{deg} /$ | 14 | Solar |  |  |
|  | T2S1A | Propellant Transfer Experiment | N/A | N/A | N/A | N/A |  |  |
|  | T2S2E | Combined Cryogenic Storage and Fluid Systems Experiment | N/A | N/A | N/A | N/A |  |  |

Table 4.1. RAM Sortic Payloads and Requirements (Concluded)


Eight astronomy sortie payloads are defined in table 4.1. Six of these payloads consist of a telescope and a serarate high energy array; the two remaining pavloads, A3Sif and $16 S 1 R$, consist of a shogle telescope. The pointing accuratey and stabillat lon requlrements assoctated with riteh lelescope and high energy array are 1 lsted separately $f 11$ lable 4.1 . In gencral, these pointing accuracies and stabillty requirements are more stringent than the cotresponding profected vehicle capabilitles thus, an additional fine polating and stabllization system is required to meet these requirements. Another problem associated with the combined telescope and high energy array payloads is that some of the telescopes and high energy arrays need to be pointed et separate targets. For example, payload A8SIV consists of a telescope, a photoheliograph, that must be pointed at the sun and a high energy array that musit be pointed at various stellar energy sources. This later problem implies that the telescope and the arrays must have the capabillty of being pointed independently. These pointing and stabillzation problems were solved in the RAM and the subsequent NASA Astronomy Sortie Missions (ASM) programs by mount ine the telescope and the high energy arrays on separate experiment fomis located in the Shuttle bay as fllustrated in figure 4.1. Built into each mount are: (1) a wide angle gimballing system so that each telescope and array can be accurately and independently pointed and (2) a fine stabillzation system lo provide the additional stabilization required. From table 4.1, note that the high "nergy array stability requirements range from 0.5 to 6 arc minutes. If the eventual Shuttle base stabilization an be improved to within 0.5 arc minute using a CMG contiol system, the high energy array mount can be simplified by removing its fine stabilization system; the array and vehicle stabilization requirements and capabilities will then be compatable. In any case, stabilizing the Shutile to three arc minutes simplifies the design problems associated with these mounts and therefore from the standpoint of the astronomy payloads point ing and stabilization requirements, the addition of a CMG control system to the Shuttle is desirable.

Five physics payloads are defined in iable 4.1. Three of these pavloads pointing and stabllization requitrementes can be met by a (emc stabillzed shutcle. The two remalining phystes payloads have polinting and stabllity requircments that exceed the prolected Shutte capabilitles. To these two payloads, additional fine pointing and stabilization systems will have to be added to their affected scientific instruments in order to achieve these instruments' pointing and stabilization requirements.

Figure 4.1. Shuttle Astronomy Sortie Missions Experiment Mounts

Six Earth observation and three communications and navigation payloads are listed in table 4.1. All of these payloads have pointing and stabilization requirements that are compatible with the projected CMG stabilized Shuttle capabilities. Only one other payload contained in table 4.1 has definite pointing and stabilization requifements; this payload is the technology payluad Tls3A. Its polnting and stability requirements are also compatible with the projected CMG Shuttle capabilities.

Of the thirty-seven sortie payloads defined in the RAM program, twenty-three have definite pointing and stabilization requirements. Ten of these payloads pointing and stability requirements can be directly met by the projected pointing and stabilization capabilities of a CMG stabilized Shuttle. These payload pointing and stability requirements cannot be realistically met by the baseline RCS system defined in section 3.0. The remaining thirteen payloads will require additional fine pointing and stabilization systems. The complexity of these additional systems can be simplified due to the improved Shuttle base pointing and stabilization capabilities afforded by a CMG control system. In total, the pointing and stabilization requirements of twenty-three of the thirty-seven sortle payloads listed in table 4.1 can be met or partially met by the projected Shuttle CMG control system.
4.2 Vehicle Attitudes - The Shuttle payloads listed in table 4.1 requires two types of attitudes; they are: (1) an inertial attitude which allows the experimental payloads to be pointed towards the sun or a distant celestial target and (2) a local vertical attitude with one of the Shuttle axes normally thr 2 axis pointed towards or away from the Earth. Three Shuttle attitudes were selected, two inertial and one local vertical, for meeting the above payload pointing requirements. The three selected attitudes are:
a. An inertial attitude with the $X$ axis perpendicular to the orbital plane ( $X-P O P$ ).
b. An inertial attitude with the $X$ axis in the orbital plane ( $\mathrm{X}-\mathrm{IOP}$ ).
c. A local vertical attitude with the $Z$ axis allgned along the local vertical ( $\mathrm{Z}-\mathrm{LV}$ ).

The stellar and solar payloads can be pointed and stabilized using either inertial attitudes a or $b$. These two inertial attitudes impact with the designs of the CMG attitude control and experiment pointing systems in different ways. For an inertial $X$ - POP attitude, attitude $a$, the vehicle's $Y$ and $Z$ axes are constrained to the orbital plane thus reducing the spacecraft's rotational degrees-of-freedom from three to one. The vehlele can be rotated about only the $X$ axis. In order to permit a hemispherical experiment coverage capability to within an accuracy of three arc minutes, at least one wide angle gimbal (range: $\sim 180$ degrees) must be added to the experimental instrument to provide the second degree-of-freedom required. For an inertial X-IOP attitude, attitude $b$, the vehicle's $X$ axis is constrained to the orbital plane thus reducing the vehicle's rotational degrees-of-freedom from three to two. The vehicle can be rotated about the $X$ axis and an axis normal to the orbital plane. Because the vehicle still has two rotational degrees-of-freedom, the experiment package can be pointed anywhere in the celestial sphere hardmounted to the spacecraft; no wide angle gimbal is required. The cost of this additional rotational degree-of-freedom for an $X$-IOP attitude is a large increase in the CMG momentum storage requirement per orbit over that required by an X-POP attitude. This increase momentum storage requirement significantly impacts the size of the CMG control system; it can be directly related to additional CMGs required and more frequent CMG momentum desaturation "dumps". Depending on the experiment payload and its pointing and stabilization requirements, one of these two inertial attitudes may be required or exhibit certain characteristics that are particularly attractive for this specific mission or class of missions. For example, if on-orbit access to the payload's sensors or other components by the experimenter is required it may be impossible to add the wide angle gimbal to the experiment required by the $X-P O P$ attitude therefore, a $X-I O P$ Shut tle attitude would have to be utiiized in order to provide a hemispherica! pointing capability.

The 2 local vertical attitude, attitude $c$, is required by certain experiments such as Shut tle payloads CIS1F and P7S3A that must either remain pointed towards or away from the Earth. Payload ClSIF is a Communication and Navigation payload that must remain oriented towards the Earth while payload P7S3A, the Combined Cosmic Ray Physics and Chemistry Laboratory, must he kept pointed away from the Earth. By mounting these payloads along the Shuttle $Z$ axis, the experiments can be either pointed towards or away from the Earth using this $Z$ local vertical attitude.
4.3 CMG Momentum Desaturation - CMG momentum desaturation will be performed by either firing the vehicle's baseline reaction jets or by performing gravity gradient desaturation maneuvers. The select CMG desaturation system is assumed to have the capability of desaturating the CMG system once an orbit. Therefore, the maximum momentum that the CMG system must be sized to absorb corresponds to the maximum momentum that the CMG system must store during one orbit for the worst possible vehicle orientation. The possible vehicle orientations are limited to those contained in the classes of vehicle attitudes listed in section 4.2.
4.4 Vehicle Maneuver Capablilty - The Shut le is assumed to have a maximum maneuver sate capability of a 0.1 degree per second about each vehicle control axis. It is further assumed that this maneuver rate can be achieved in 15 seconds.
4.5 Baseline Reaction Control Subsystem (RCS) for On-Orbit Vehicle Stabilization - In this section, the on-orbit fuel requirements for stabilizing the Shuttle with the baseline reaction control subsystem described in section 3.0 are computed. Using the baseline RCS for stabilizing the vehicle while on-orbit is a viable alternative to adding a CMG control system to a vehicle like Shuttle.

To compute the fuel consumed by the baseline RCS during one orbit, the number of reaction jet actuations per orbit must be determined. The vehicle's on-orbit torque environment is assumed to be comprised of only gravity gradient torques. The resultant counteracting RCS control torques are generated by expelling mass. The minimum rate at which this mass is expelled corresponds to the case where the resultant $R C S$ control torques just counteract the effects of the gravity gradient torques. For this case, the amount of fuel consumed is directly proporional to the rectified gravity gradient momentum acting on the vehicle. If on the other hand the RCS system is continuously limit cycling back and forth tirough the KCS deadbands, the resultant fuel consumption can be excessive.

The maximum average rectified grivity gradient torques that can exist along the Shuttle $X, Y$, and $Z$ axis are:

$$
\begin{align*}
& T_{g x \mid r a}=\frac{3}{\pi} \omega_{0}^{2}\left(I_{z z}-I_{y y}\right)  \tag{1}\\
& T_{g y \mid r a}=\frac{3}{\pi} \omega_{0}^{2}\left(I_{z z}-I_{x x}\right)  \tag{2}\\
& r_{k z \mid r a}=\frac{3}{1} \omega_{0}^{2}\left(I_{y y}-I_{x x}\right) \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
\omega_{0}^{2}=\frac{g R}{r^{3}} \tag{4}
\end{equation*}
$$

$\omega_{0}$ is the vehicle orbital ratc, $g$ is the gravitational acceleration of the Earth, $R$ is the mean radius of the Earth ( $R=3.48$ nautical miles), and $r$ is the distance between the center of the Earth and the vehicle center of mass.

For a 270 nautical mile circular orott,

$$
\begin{align*}
& \omega_{0}^{2}=1.23 \times 10^{-6} \frac{1}{\sec ^{2}} \\
& \omega_{0}=1.11 \times 10^{-3} \frac{1}{\sec } \tag{5}
\end{align*}
$$

$\left.T_{g x}\right|_{r a},\left.T_{g y}\right|_{r a}$ and $\left.T_{g z}\right|_{r a}$ equal

$$
\begin{align*}
& \left.T_{g x}\right|_{r a}=0.396 \mathrm{ft}-1 \mathrm{~b}  \tag{6}\\
& \left.\mathrm{~T}_{\mathrm{gy}}\right|_{\mathrm{ra}}=8.75 \mathrm{ft}-1 \mathrm{~b}  \tag{7}\\
& \left.\mathrm{~T}_{\mathrm{gz}}\right|_{\mathrm{ra}}=8.36 \mathrm{ft}-1 \mathrm{~b} \tag{8}
\end{align*}
$$

The minimum angular momentum impulse bit (MIB) $i_{i} i=x, y, z$, that can be imparted along the vehicle $X, Y$, and $Z$ control axes due to firing the appropriate RCS pairs equal

$$
\begin{equation*}
(M 1 B)_{i}=F \ell_{i} t_{f} \quad 1=x, y, z \tag{9}
\end{equation*}
$$

Using the RCS parameters defined in section 3.0 , the minimum impulse bits (MIB) ${ }_{i}$ equal

$$
\begin{align*}
& (\mathrm{MIB})_{x}=828 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}  \tag{10}\\
& (\mathrm{MIB})_{y}=4000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}  \tag{11}\\
& (\mathrm{MIB})_{z}=4000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \tag{12}
\end{align*}
$$

The vehicle body rates $\omega_{1}$ along the $X, Y$, and $Z$ vehicle axes due to firing the appropriate momentum impulse bits (MIB) $i_{i}$ equal

$$
\begin{equation*}
w_{i}=\frac{(M I B)_{1}}{I_{11}} \quad(i=x, y, z) \tag{13}
\end{equation*}
$$

where
$\omega_{i}$ is the angular rate along the $i^{\text {th }}$ vehicle axis, radians per second
$I_{i i}$ is the vehicle moment of inertia about the $i^{\text {th }}$ axis, slug-ft ${ }^{2}$

Using the vehicle inertias given in section $3.0, \omega_{x}, \omega_{y}$, and '山 \% equal

$$
\begin{align*}
& \omega_{x}=0.796 \mathrm{~m} \mathrm{rad} / \text { second }  \tag{14}\\
& \omega_{y}=0.487 \mathrm{mrad} / \text { second }  \tag{15}\\
& \omega_{z}=0.468 \mathrm{mrad} / \text { second } \tag{16}
\end{align*}
$$

Assume that the Shuttle is in a torque-free environment. In this environment, the vehicle will limit cycle between the limits of the baseline RCS attitude deadband $\pm_{0}$. Figure 4.2 is a sketch of one of the RCS deadbands. The lower limit, $-\theta_{0}$, is designated state $a$, and the upper $11 m i t,+\theta_{0}$, is designated state $b$. Assume the $i^{\text {th }}$ vehicle axis is at state a. At this point, the appropriate RCS thrusters will firc one (MIB) $f_{i}$ sending the $i^{\text {th }}$ axis towards state $b$. As the $i^{\text {th }}$ axis traverses the deadband from a to $b$, the $i^{\text {th }}$ axis angular velocity $\omega_{a b}$ equals

$$
\begin{equation*}
\omega_{a b}=\omega_{1}+\omega_{a b}(0) \tag{17}
\end{equation*}
$$

where $\omega_{a b}(0)$ is the $i^{\text {th }}$ axis velocity just before the appropriate $1^{\text {th }}$ axis RCS reaction jets are fired. The resultant angular displacement of the $1^{\text {th }}$ axis within this attitude deadband equals

$$
\begin{equation*}
\theta_{a b}=\left[\omega_{1}+\omega_{a b}(0)\right] t-\theta_{0} \tag{18}
\end{equation*}
$$



Figure 4.2. Sketch of RCS Attitude Deadband

When the $1^{\text {th }}$ axis reaches state $b$, another set of RCS thrusters will fire sending the $i^{\text {th }}$ axis back towards state a. The corresponding angular velocity $\omega_{b a}$ and displacement $0_{b a}$ as the $i^{\text {th }}$ axis travels back towards state a equal

$$
\begin{gather*}
\omega_{b a}=-\omega_{i}+\omega_{b a}(0)  \tag{19}\\
\theta_{b a}=\left[-\omega_{i}+\omega_{b a}(0)\right] t+\theta_{0} \tag{20}
\end{gather*}
$$

$\omega_{b a}(0)$ is the angular velocity of the $i^{\text {th }}$ axis just prior to the reaction jet firings sending this vehicle axis back towards state a. From equation 18 , the time $t_{a b}$ for the $i^{\text {th }}$ axis to traverse the deadband from state a to state $b$ equals

$$
\begin{gather*}
\theta_{a b}=\theta_{0}=\left[\omega_{1}+\omega_{a b}(0)\right] t_{a b}-\theta_{0} \\
t_{a b}=\frac{2 \theta_{0}}{\omega_{1}+\omega_{a b}(0)} \tag{21}
\end{gather*}
$$

From equation 20 , the time $t_{b a}$ to return to state a equals

$$
\begin{gather*}
\theta_{b a}=-\theta_{0}=\left[-\omega_{i}+\omega_{b a}(0)\right] t_{b a}+\theta_{0} \\
t_{b a}=\frac{2 \theta_{0}}{\omega_{i}-\omega_{b a}(0)} \tag{22}
\end{gather*}
$$

Under steady state conditions

$$
\begin{equation*}
t_{a b}=t_{b a} \tag{23}
\end{equation*}
$$

Therefore, from equations 21, 22, and 23,

$$
\begin{equation*}
w_{a b}(0)=-w_{b a}(0) \tag{24}
\end{equation*}
$$

Because the angular velocity of the $i^{\text {th }}$ axis cannot change instanteously at either boundary of the deadhand, the following expressions can be written using equations 17 and 19 ,
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$$
\begin{align*}
& \omega_{b a}(0)=\omega_{i}+\omega_{a b}(0)  \tag{25}\\
& \omega_{a b}(0)=-\omega_{i}+\omega_{b a}(0) \tag{26}
\end{align*}
$$

Solving equations 24,25 , and 26 for $\omega_{a b}(0)$ and $\omega_{b a}(0)$ in terms of $\omega_{1}, \omega_{a b}(0)$ and $\omega_{b a}(0)$ equal

$$
\begin{align*}
& \omega_{a b}(0)=-\frac{\omega_{1}}{2}  \tag{27}\\
& \omega_{b a}(0)=\frac{\omega_{1}}{2} \tag{28}
\end{align*}
$$

Substituting the above expressions into either equation 21 or 22 yields the time $t_{T i}$ required to transverse the $i^{\text {th }}$ axis attitude deadband, $2 \theta_{0}$.

$$
\begin{equation*}
t_{T i}=t_{a b}=t_{b a}=\frac{4 \theta_{0}}{\omega_{i}} \quad(i=x, y, z) \tag{29}
\end{equation*}
$$

For the baseline RCS described in section $3.0, \theta_{0}$ equals 8.75 m rad (0.5 degrees). Substituting the values of $\omega_{i}$ given in equations 14 thru 16 into equation 29 yields the transit times to traverse the $X, Y$, and $Z$ axis RCS attitude deadbands, respectively.

$$
\begin{align*}
\mathrm{t}_{\mathrm{Tx}} & =39 \text { seconds }  \tag{30}\\
\mathrm{t}_{\mathrm{Ty}} & =63.6 \text { seconds }  \tag{31}\\
\mathrm{t}_{\mathrm{Tz}} & =66.2 \text { seconds } \tag{32}
\end{align*}
$$

The assumption that the vehicle is in a torque-free envilonment is valid if the actual gravity gradient corques acting on the vehicle are unable to prevent the baseline RCS from limit cycling with every RCS actuation. The gravity gradient decelerating angular momentum impulse, $\mathrm{H}_{\mathrm{gi}}$, for the above deadband transit times, $t_{T 1}$, equal

$$
\begin{equation*}
H_{g i}=\left(\left.T_{g i}\right|_{r a}\right) t_{r i} \quad(i=x, y, z) \tag{33}
\end{equation*}
$$

Substituting the appropriate values of $\left.\mathrm{T}_{\mathrm{gi}}\right|_{\mathrm{ra}}$ and $\mathrm{t}_{\mathrm{Ti}}$ into equation $33, H_{g i}$ corresponding to the three vehicle axes equal

$$
\begin{align*}
& \mathrm{H}_{\mathrm{gx}}=15.4 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}  \tag{34}\\
& \mathrm{H}_{\mathrm{gy}}=556 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}  \tag{35}\\
& \mathrm{H}_{\mathrm{gz}}=554 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \tag{36}
\end{align*}
$$

Note that the above values of $\mathrm{H}_{\mathrm{gi}}$ are less than one-seventh of the corresponding RCS minimum momentum impulse bit (MIB) ${ }_{i}$ indicating that the gravity gradient torque environment cannot prevent the baseline RCS from 1 imit cycling. The assumption that the vehicle is in a torque free environment is therefore valid. Because the vehicle can be considered to be in a torque-free environment, the rate of fuel consumption is independent of the vehicle attitude and only depends on the average time $t_{T i}$ it takes to traverse the RCS deadband.

The number of engine firings per orbit equals

$$
\begin{gather*}
\text { NEF/orbit }=2 T_{0} \sum_{i} \frac{1}{t_{T i}}=\frac{T_{0}}{2 \theta_{0}} \sum_{i} \frac{(M I B)_{i}}{I_{i i}} \\
(1=x, y, z) \tag{37}
\end{gather*}
$$

where $T_{0}$ is the period in seconds of one complete orbit.

$$
\begin{equation*}
T_{0}=\frac{2 \pi}{\omega_{0}} \tag{38}
\end{equation*}
$$

For a 270 nautical mile circular orbit, $T_{0}$ equals

$$
\begin{equation*}
T_{0}=5700 \text { seconds } \tag{39}
\end{equation*}
$$

The weight of fuel per orbit equals

$$
\begin{align*}
& \text { WOF/orbit }=(\text { NEF/orbit }) \frac{F t_{f}}{I_{S p}} \\
& =\frac{T_{o} F t_{f}}{2 \theta_{0} I_{s p}} \sum_{i} \frac{(M I B)_{i}}{I_{i i}} \quad(i=x, y, z) \tag{40}
\end{align*}
$$

For the baseline RCS described in section 3.0 , the weight of fuel per orbit required to stabilize the vehicle within a +0.5 degree attltude deadhand equals

$$
\begin{equation*}
\text { WOF/orbit }=114 \mathrm{lb} / \text { orbit } \tag{41}
\end{equation*}
$$

The amount of fuel consumed per dry equals

$$
\begin{equation*}
\mathrm{WOF} / \text { day }=1,730 \mathrm{lb} / \text { day } \tag{42}
\end{equation*}
$$

Tr. conclusions from the above analysis are: (1) the baseline RCS fuel consumption rate necessary to hold the Shuttle attitude within a $\pm 0.5$ degree deadband is two large and (2) the resultant RCS contaminates produced are excessive. Increasing the baseline RCS deadband can drastically reduce the fuel consumption and therefore the RCS contaminates produced but, at the expense of vehicle pointing and stabilization. Contamination is an important consideration because the astronomy payloads listed in table 4.1 require a clean vehicle environment. Three possible alternative exist to this contamination problem; they are: (1) eliminate the astronomy payloads, (2) add a low thrust RCS system, or (3) add a CMC attitude control system to the Shuttle. The first alternative is unacceptable because the astronomy payloads are one of the principal reasons for having a Shuttle sortie program. The second alternative, adding a low thrust RCS, can improve the vehicle pointing and stabilization capabilities and reduce RCS contaminants. This potential answer is not a "sure proof" solution because although RCS contaminates are reduced, they are not eliminated. Even with a low thrust RCS, the astronomy payloads might still have to be eliminated from the list of potential Shuttle sortie missions due to RCS contaminates. The third alternative, the addition of a CMG attitude control system, can drastically improve the vehicle's long term pointing and stabilization capabilities without contributing to the experiment contamination problem because CMGs are contamination "frce" devices. From a total program standpoint, the costs of a

Table 4.2. Shuttle Mission Requirements
Absolute Shuttle Pointing Requirement:
3 min
Shuttle Stabilization Requirement:
3 min/observation

Potential Shuttle Attitudes:
X-POP Inertial
X-IOP Inertial
Z-LV
CMG System Momentum Desaturation: Once an orbit capability
Vehicle Maneuver Rate Capability: 0.1 degree/second
about each vehicle control axis (rate must be attainable
in 15 seconds)
Contamination Control:
Particles: 10,000 class
Gas: $10^{-6}$ to $10^{-7}$ torrs.

From a preliminary examination, the total costs including operational and refurbishment costs appear to favor a CMG system over an add-on low thrust RCS. This third alternative, the addition of a CMG attitude control system, is the preferred solution.
4.6 Mission Requirements Summary - The mission requirements defined in this section are summarized in table 4.2. These mission requirements are used in subsequent sections as guidelines to size, configure, and design an approrpiate CMG attitude control system.

### 4.7 Notes

4.7.1 Symbols and Abhreviations

| ARC | Ames Research Center |
| :---: | :---: |
| ASM | Astronomy Sortie Missions |
| CMG | Control Moment Gyro |
| deg | Degree |
| F | RCS thrust level |
| g | Gravitational acceleration of the Earth ( $32.2 \mathrm{ft} / \mathrm{sec}$ ) |
| $\mathrm{H}_{\mathrm{gi}}$ | $i^{\text {th }}$ axis rectified average gravity gradienc momentum ( $i=x, y, z$ ) |
| $I_{11}$ | vehicle moments of inertia ( $i=x, y, z$ ) |
| IR | Infrared |
| $I_{\text {sp }}$ | RCS fuel specific impulse |
| $\ell_{1}$ | RCS vehicle moment arms ( $1=x, y, z$ ) |
| (MIB) $_{1}$ | $1^{\text {th }}$ axis minimum RCS angular momentum impulse $(1=x, y, z)$ |
| min | Arc minute |
| min/obs | Arc minute per observation |
| N/A | Not applicable |
| NEF/orbit | Number of RCS engine firings per orbit |
| NS | Not specified |
| R | Mean radius of the Earth |
| RAM | Research Application Modules |
| RCS | Reaction Control Subsystem |
| r | Distance between the center of the Earth and the vehicle center of mass |
| $\widehat{\mathrm{sec}}$ | Arc second |
| sec/obs | Arc second per observation |
| $\left.\mathrm{T}_{\mathrm{gi}}\right\|_{\text {ra }}$ | $i^{\text {th }}$ axis rectified average gravity gradient torque ( $i=x, y, z$ ) |


| To | Orbital period in seconds |
| :---: | :---: |
| $t$ | Time in seconds |
| $t_{a b}$ | Time for vehicle axis to traverse RCS attitude deadband from "a" to "b" |
| $t_{\text {ba }}$ | Time for vehicle axis to traverse RCS attitude deadband from "b" to "a" |
| $t_{f}$ | Minimum RCS pulse duration |
| ${ }^{\text {t }}$ TI | Time to traverse $i^{\text {th }}$ axis RCS deaband ( $1=x, y, z$ ) |
| UV | Ultra-violet |
| WOF/day | Weight of fuel per day |
| WOF/orbit | Weight of fuel per orbit |
| X-IOP | $X$ axis in the orbital plane |
| X-POP | $X$ axis perpendicular to the orbital plane |
| 2-LV | 2 axis aligned along the local vertical |
| $\theta_{a b}$ | Angular displacement as vehicle axis traverses RCS attitude deadband from "a" to "b" |
| $\theta_{a b}(0)$ | Initial value of $\theta_{a b}$ at "a" |
| $\theta_{\text {ba }}$ | Angular displacement as vehicle axis traverses RCS attitude deadband from "b" to "a" |
| $\theta_{b a}(0)$ | Initial value of $\theta_{b a}$ at "b" |
| $\theta_{0}$ | RCS attitude deadband limit ( $\pm \theta_{0}$ ) |
| $\pi$ | Physical constant, 3.141593 |
| $\omega_{a b}$ | Angular velocity as vehicle axis traverses RCS attitude deadband from "a" to "b" |
| $\omega_{a b}$ (0) | Initial value of $\omega_{a b}$ at "a" |
| $\omega_{b a}$ | Angular velocity as vehicle axis traverses RCS attitude deadband from "b" to "a" |
| $w_{b a}(0)$ | Initial value of $\omega_{b a}$ at " $b$ " |
| $\omega_{1}$ | $i^{\text {th }}$ axis angular velocity due to a single (MIB) $_{1}(1=x, y, z)$ |
| $\omega_{0}$ | Orbital rate |

### 4.7.2 References

1. High-Accuracy Stabilization and Control, MT-2383,

Bendix Corporation, Navigation \& Control
Division, Denver Facility, December 14, 1971.
2. Research and Applications Module (RAM) Phase B B Study, GDCA-DDA71-003, General Dynamica/ Convair Aerospace Division, San Diego, California, August 28, 1971.
3. Astronomy Sortie Missions Definition Study, Final Report, Volume III, Book 1, Martin Marietta Aerospace/Denver Division, September 1972.

## 5. CMG SYSTEM REQUIREMENAS

Using the mission requirements defined in section 4.0 , the size of the proposed CMG attitude control system and the role that it is to play in meeting these requirements are determined. The CNG control system torque and momentum storage requirements are computed so that a CMG system can be selected and configured in section 6.0.
5.1 Impact of Mission Requirements on CMG Attitude Control System - For convenience, the mission requirements specified in section 4.0 are listed below:
a. Pointing: 3 arc-minutes
b. Stabilization: 3 arc-minutes/observation
c. Contamination

Particles: 10,000 class
Gas: $10^{-7}$ to $10^{-6}$ torrs
d. Attitudes:

Inertial X-POP
Inertial X-IOP
2 local vertical
e. CMG Desaturation Capability: once an orbit
f. Vehicle Maneuvering: 0.1 degree/second maneuver rate capability about each vehicle axis; this rate should be attainable in 15 seconds.

From a potential experiment payload standpoint, adding a CMG attitude control system converts a vehicle like Shuttle from a poorly stabilized experimental base to a rather good one. The resultant CMG vehicle pointing and stabilization capabilities should exceed the mission requirements $a$ and $b$ listed above. Unlike the baseline RCS or a small reaction jet system, CMGs are contamination free devfces and therejore will not add contaminates to the vehicle environment. This means that adding a CMG control system will reduce contamination and thus make the problem of meeting the mission contamination requirement, requirement $c$, more easily attainable. The remaining mission requirements d thru f directly impacts the size of the CMG control system. The following sub-sections deal with the sizing of this CMG attitude control system.

### 5.2 CMG Torque and Momentum Requirements

5.2.1 Vehicle Torque Environment - The CMG system momentum storage requirements are sized based on the gravity gradient momentum that must be stored per orbit. Because the vehicle cross products of inertia are assumed to be negligible, the grivity gradient corque equation $\mathrm{T}_{\mathrm{gg}}$ reducen t 0

$$
\vec{T}_{g g}=\left[\begin{array}{c}
T_{g x}  \tag{1}\\
T_{g y} \\
T_{g z}
\end{array}\right]=3 \omega_{0}^{2}\left[\begin{array}{l}
a_{y} a_{z}\left(I_{z z}-I_{y y}\right) \\
a_{x} a_{z}\left(I_{x x}-I_{z z}\right) \\
a_{x} a_{y}\left(I_{y y}-I_{x x}\right)
\end{array}\right]
$$

$T_{g x}, T_{g y}$, and $T_{g z}$ are the components of $\vec{T}_{g g}$ along the vehicle $X, Y$, and $Z$ axes, respectively. $\omega_{0}$ is the vehicle orbital rate, the rate at which the vehicle orbits the Earth. For a $270 \mathrm{n} . \mathrm{m}$. circular orbit, $\omega_{0}$ equals $1.11 \times 10^{-3}$ radians per serond. $a_{x}$, $a_{y}$, and $a_{z}$ are the components of the local vertical vector $\hat{a}$ in vehicle coordinates. $\hat{a}$ is a unit vector directed from the center of the Earth towards the vehicle center of mass. $I_{x x}, I_{y y}$, and $I_{z z}$ are the vehicle moments of inertia. The resulting gravity gradient momentum $\vec{H}_{g 8}$ that must be stored in the CMG system equals

$$
\begin{equation*}
\vec{H}_{g g}=\int \overrightarrow{\mathrm{T}}_{g g} \mathrm{dt} \tag{2}
\end{equation*}
$$

The CMG control system needs only be sized to store the maximum ᄄomentum $\vec{H}_{g g}$ that can occur during a single orbit because the CMG system can be desaturated every orbit (mission requirement e).

It should be evident from the definition of $a$, the local vertical vector, that if the vehicle is stabilized in a $Z-L V$ attitude, $a_{x}$ and $a_{y}$ are both zero. The resultiant components of $\dot{T}_{\text {gR }}$ are zero and therefore, no gravity gradient momentum $\dot{H}_{88}$ storage requirement exists. The same result occurs if either of the two other vehicle axes $X$ or $Y$ are aligned along $a$. For the
other candidate vehicle attitudes $X-P O P$ and $X-I O P$, the components of $\stackrel{T}{g g}$ are not zero and therefore, the CMG control systea must be sized in order to accomodate the resultait angular momentum $\vec{H}_{g g}$.
5.2.2 $X$ Axis Perpendicular to the Orbital Plane ( $X-P \cap P$ )

An inertial $X$-Pop attitude where the $X$ roll axis remains perpendicular to the orbital plane is desirable from a momentum storage standpoint because the resultant gravity gradient torque $\dot{T}$ remins low. Assume that the Shuttle is stabilized in the $X$ - POP g g attitude depicted in figure 5.1. The components of the local vertical vector à equals

$$
\begin{align*}
& a_{x}=0  \tag{3}\\
& a_{y}=\cos \omega_{0} t  \tag{4}\\
& a_{z}=\sin \omega_{0} t \tag{؟}
\end{align*}
$$

where $t$ is the elapsed time in seconds (see figure 5.1). Substituting the above components of $\hat{a}$ into the gravity gradient torque equation, equation $1, T_{g x}, T_{g y}$, and $T_{g z}$ equal

$$
\begin{gather*}
T_{g x}=3 \omega_{0}^{2}\left(I_{z z}-I_{y y}\right) \sin \omega_{c} t \cos \omega_{o} t \\
=0.626 \sin 2 \omega_{o} t f t-1 b  \tag{6}\\
T_{g y}=0  \tag{7}\\
T_{g z}=0 \tag{8}
\end{gather*}
$$

The resultant gravitij $\sim$ dient momentum $\vec{H}_{g g}$ that must be stored in the CMG system equals the time integral of the above torque components. Because the $I$ and $Z$ components of $\vec{T}_{g g}$ are zero, the change in $\vec{H}_{g R}$ occurs only along the $X$ axis. $H_{g x}$ equals

$$
\begin{align*}
H_{g x}= & \int_{0}^{t} T_{g x} d t=\frac{0.626}{2 \omega_{0}}\left(\cos 2 \omega_{0} t-1\right) \\
& =282\left(\cos 2 \omega_{0} t-1\right) f t-1 b-8 e c \tag{9}
\end{align*}
$$


Figure 5.1 Sketch of Shuttle X-POP Attitude

For this ideal X-POP attitude, the momentum $H_{g x}$ is purely cyclic and therefore bounded. Ideally, given a CMG system large enough to store $H_{g x}$, no CMG desaturation system would be required since no accumulative momentum build-ups exist.

Given an ideal X-POP attitude, the maximum values of torque, $0.626 \mathrm{ft}-1 \mathrm{~b}$, and momentum, $564 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$, that the GMG system would have to absorb are small. A reasonable question is does small angular departures from an ideal $X$ - $\mathrm{P}^{\circ} \mathrm{P}$ atitude lead to excessive CMC lorque and/or momentum storage requirements. To answer this question, assume that the vehicle is rotated through a small angle $\varepsilon$ about the $Z$ axis. The local vertical vector â equals

$$
\hat{a}=\left[\begin{array}{ccc}
1 & \varepsilon & 0  \tag{10}\\
-\varepsilon & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
0 \\
\cos \omega_{0} t \\
\sin \omega_{0} t
\end{array}\right]=\left[\begin{array}{c}
\varepsilon \cos \omega_{0} t \\
\cos \omega_{0} t \\
\sin \omega_{0} t
\end{array}\right]
$$

The resultant components of the gravity gradient torque are:

$$
\begin{align*}
T_{g x} & =3 \omega_{0}^{2}\left(I_{z z}-I_{y y}\right) \sin \omega_{0} t \cos \omega_{0} t \\
& =0.626 \sin 2 \omega_{0} t f t-1 b  \tag{11}\\
T_{g y} & =3 \omega_{0}^{2} \varepsilon\left(I_{x x}-I_{z z}\right) \sin \omega_{0} t \cos \omega_{0} t \\
& =-13.9 \varepsilon \sin 2 \omega_{0} t f t-1 b  \tag{12}\\
T_{g z} & =3 \omega_{0}^{2} \varepsilon\left(I_{y y}-I_{x x}\right) \cos ^{2} \omega_{0} t \\
& =13.2 \varepsilon\left(1+\cos 2 \omega_{0} t\right) f t-1 b \tag{13}
\end{align*}
$$

Assume $\varepsilon$ corresponds to a one degree offset $\left(\varepsilon=1.745 \times 10^{-2}\right.$ radian). $T_{g y}$ and $T_{g z}$ equal

$$
\begin{align*}
& T_{g y}=-0.242 \sin 2 \omega_{0} t f t-1 b  \tag{14}\\
& T_{g z}=0.230\left(1+\cos 2 \omega_{0} t\right) f t-1 b \tag{15}
\end{align*}
$$

The magnitude of $\vec{T}_{g g}\left(\left|\vec{T}_{g g}\right|=\sqrt{\left.\left(T_{g x}\right)^{2}+\left(T_{g y}\right)^{2}+\left(T_{g z}\right)^{2}\right)}\right.$ is a maximum when $\omega_{0} t$ equals $0.458 \pi$; the peak magnitude of $\vec{T}_{g R}$ equals $0.715 \mathrm{ft}-1 \mathrm{~b}$. This magnitude of $\overrightarrow{\mathrm{T}}_{\mathrm{gR}}$ is small and therefore does not pose a sizing prohlem for the CMG system.

The resultant components of the angular momentum $\vec{H}_{g g}$ are:

$$
\begin{align*}
& H_{g x}=\int_{0}^{t} T_{g x} d t=282\left(\cos 2 \omega_{0} t-1\right) f t-1 b-\sec  \tag{16}\\
& H_{g y}=\int_{0}^{t} T_{g y} d t=109\left(\cos 2 \omega_{0} t-1\right) f t-1 b-\sec  \tag{17}\\
& H_{g z}=\int_{0}^{5} T_{g z} d t=207\left(\omega_{0} t+0.5 \sin 2 \omega_{0} t\right) f t-1 b-8 e c \tag{18}
\end{align*}
$$

Note that a non-cyclic momentum build-up occurs along the $Z$ axis; the components of momentum along the $X$ and $Y$ axes are cyclic. After one complete orbit, $\omega_{0} t=2 \pi$, the momentum build-up along the $Z$ axis equals

$$
\begin{equation*}
\left.\mathrm{H}_{\mathrm{gz}}\right|_{\mathrm{a}}=0.230 t=1300 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \tag{19}
\end{equation*}
$$

It is this accumulated momentum build-up $\left.H_{g z}\right|_{\text {a }}$ that a CMG desaturation system would have to "dump" per orbit. The time histories of the components of $\vec{H}_{g g}, H_{g x}, H_{g y}$, and $H_{g z}$, are illustrated in figure 5.2. From this figure, it is estialated that the magnitude of the gravity gradient momentum $\vec{H}_{\mathrm{gg}}$ is a maximum after $7 / 8$ of

$$
5-7
$$



Figure 5.2. Angular Momentum vs.
Time (X-Pop Attitude)
an orbit has been traversed; $H_{g z}$ is near its peak and $H_{g x}$ and $H_{g y}$ are at haif their peak values. The magnitude of the peak gravity momentum stored in the CMG system during a single orbit equals

$$
\begin{align*}
H_{M A X} & =\left[(282)^{2}+(109)^{2}+(1,300)^{2}\right]^{1 / 2} \\
& =1,330 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \tag{20}
\end{align*}
$$

This value of $H_{\text {MAX }}$ will be greater in successive orbits because of the momentum build-up along the $Z$ axis unless means are provided for desaturating the CMG control system. Continuous operation in this X-POP attitude for several orbits without desaturating the CMG system is plausible and is a reasonable mission requirement.

### 5.2.3 $X$ Axis in the Orbital Plane (X-IOP) - Maintaining

 the vehicle inertially fixed with its long axis, the $X$ axis, in the orbital plane significantly increases the CMG torque requirements over those required to stabilize the same vehicle in a X-POP attitude. The gravity gradient momentum build-up accumulated during an orbit is small as long as the moments of inertia of the vehicle transverse axes are approximately equal which is the case for the vehicle used in this study.Assume the Shuttle is stabilized in the $X$-IOP attitude depicted in figure 5.3. The minimum angle between the vehicle $Z$ axis and the orbital plane is denoted by the parameter $\lambda$. The corresponding local vertical vector â equals

$$
\hat{\lambda}=\left[\begin{array}{l}
\cos \omega_{0} t  \tag{21}\\
-\sin \lambda \sin \omega_{0} t \\
-\cos \lambda \sin \omega_{0} t
\end{array}\right]
$$

Substituting the components of $\hat{a}$ into equation 1 , the gravity gradient torque components $T_{g x}, T_{g y}$, and $T_{g z}$ are:


Figure 5.3 Sketch of X-IOP Shuttle Attitude

$$
\begin{align*}
& T_{g x}=3 \omega_{0}^{2}\left(I_{z z}-I_{y y}\right) \sin \lambda \cos \lambda \sin \omega_{0}^{2} \omega_{0}  \tag{22}\\
& T_{g y}=-3 \omega_{0}^{2}\left(I_{x x}-I_{z z}\right) \cos \lambda s i n \omega_{0} t \cos \omega_{0} t  \tag{23}\\
& T_{g z}=-3 \omega_{0}^{2}\left(I_{y y}-I_{x x}\right) \sin \lambda \sin \omega_{0} t \cos \omega_{0} t \tag{24}
\end{align*}
$$

Substituting the appropriate vehicle inertia's and orbital rate $\omega_{o}$ corresponding to a $270 \mathrm{n} . \mathrm{m}$. circular orbit into equations
22 thru 24, $\mathrm{T}_{\mathrm{gx}}, \mathrm{T}_{\mathrm{gy}}$, and $\mathrm{T}_{\mathrm{gz}}$ equal

$$
\begin{align*}
& T_{g x}=0.313 \sin 2 \lambda\left(1-\cos 2 \omega_{0} t\right) f t-1 b  \tag{25}\\
& T_{g y}=13.9 \cos 2 \sin 2 \omega_{o} t f t-1 b  \tag{26}\\
& T_{g z}=-13.2 \sin \lambda \sin 2 \omega_{0} t f t-1 b \tag{27}
\end{align*}
$$

Because the magnitude of $\mathrm{T}_{\mathrm{gx}}$ is much smaller than those of $\mathrm{T} g$ and $T_{g z}$, assume that the gravity gradient tozque $\mathbb{F}_{g 8}$ consistrsy of on 1 y two components $\mathrm{T}_{\mathrm{gy}}$ and $\mathrm{T}_{\mathrm{gz}}$. The peak magnitude of $\mathrm{T}_{\mathrm{gg}}$, $\mathrm{T}_{\text {max }}$, occurs when $\omega_{o} t$ equals $0.25 \pi$ and $\lambda$ equals zero; $T_{\text {max }}$ equals

$$
\begin{equation*}
T_{\max }=13.9 \mathrm{ft}-1 \mathrm{~b} \tag{28}
\end{equation*}
$$

This minimum CMG system torque requirement $T_{\text {max }}$ is over twenty-two times larger than its corresponding value for the $X$-POP attitude ( $0.62 \mathrm{ft} \mathrm{ft}-\mathrm{bb}$ ) described in section 5.2.2.

The corresponding components of the gravity gradient angular momentum $\overrightarrow{H g}_{g g}$ are:

$$
\begin{align*}
& H_{g x}=\int_{0}^{t} T_{g x} d t=282 \sin 2 \lambda\left(\omega_{0} t-0.5 \sin 2 \omega_{0} t\right) f t-1 b-\sec  \tag{29}\\
& H_{g y}=\int_{0}^{5} T_{g y} d t=-6,260 \cos \lambda\left(\cos 2 \omega_{0} t-1\right) f t-1 b-s e c  \tag{30}\\
& H_{g z}=\int_{0}^{5} T_{g z} d t=5,950 \sin \lambda\left(\cos 2 \omega_{0} t-1\right) f t-1 b-s e c \tag{31}
\end{align*}
$$

Note that an accumulative momentum build-up occurs along only the X axis, $\left.\mathrm{H}_{\mathrm{gX}}\right|_{\mathrm{a}}$ equals

$$
\begin{equation*}
\left.H_{g X}\right|_{A}=282 \omega_{0} t \sin 2 \lambda f t-1 b-\sec \tag{32}
\end{equation*}
$$

This acc imulated momentum build-up increases at its maximum rate when $\lambda$ equals 45 degrees. After a complete orbit, $\omega_{0} t$ equals $2 \pi$, and for a $\lambda$ oi 45 degrees, $\left.H_{g X}\right|_{a}$ equals

$$
\begin{equation*}
\left.\mathrm{H}_{\mathrm{gx}}\right|_{\mathrm{a}}=1,770 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \text { for } \omega_{0} \mathrm{t}=2 \pi, \lambda=45^{\circ} \tag{33}
\end{equation*}
$$

$\left.\mathrm{H}_{\mathrm{gx}}\right|_{\mathrm{a}}$ is the maximum momentum for an ideal $\mathrm{X}-\mathrm{IOP}$ attitude that would have to be "dumped" on a per orbit basie by the CMG desaturation system.

The maximum gravity gradient momentum that is stored in the CMG system on a per orbit basis $H_{\text {MAX }}$ corresponds to an orbital elapsed time $t$ approximately equal to $\frac{1.5 \pi}{\omega_{0}}$. Because $H_{g X}$ is much smaller than either $H_{g y}$ or $H_{g z}$, $H_{M A X}$ can be approximated by

$$
\begin{gather*}
\mathrm{H}_{\mathrm{MAX}}=\left(\mathrm{H}_{\mathrm{gy}}^{2}+\mathrm{H}_{\mathrm{gz}}^{2}\right)^{1 / 2} \\
=\left[(12,520)^{2} \cos ^{2} \lambda+(11,900)^{2} \sin ^{2} \lambda\right]^{1 / 2} \\
\text { for } \omega_{0} t=1.5 \pi \tag{34}
\end{gather*}
$$

For $\lambda$ equal to 45 degrees which corresponds to the maximum rate of momentum accumulation along the $X$ axis, $H_{M A X}$ equals

$$
\begin{equation*}
\mathrm{H}_{\mathrm{MAX}}=12,210 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \tag{35}
\end{equation*}
$$

The effects of a small angular departure from a ideal $X$-IOP attitude must also be considered. Assume that the $X$ axis is rotated out of the orbital plane through a small angle f. about the $Z$ axis, the corresponding local vertical vector $a^{\prime}$ equals

$$
\begin{align*}
\hat{a}^{\prime} & =\left[\begin{array}{ccc}
1 & \varepsilon & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\cos \omega_{0} t \\
-\sin \lambda \sin \omega_{0} t \\
-\cos \lambda \sin \omega_{0} t
\end{array}\right] \\
& =\left[\begin{array}{c}
\cos \omega_{0} t-\varepsilon \sin \lambda \sin \omega_{0} t \\
-\varepsilon \cos \omega_{0} t-\sin \lambda \sin \omega_{0} t \\
-\cos \lambda \sin \omega_{0} t
\end{array}\right] \tag{36}
\end{align*}
$$

The prime (') superscript is used to denote the offset X-IOP attitude from the ideal $X$-IOP attitude; a:l unprimed functions in this section 5.2 .3 correspond to the ideal $X$-IOP attitude. Substituting the above components of $\hat{a}^{\prime}$, into equation 1 and neglecting all terms that are multiplied by $f^{2}\left(\varepsilon^{2} \sim 0\right)$, the resultant gravity gradient torque components $\mathrm{T}_{\mathrm{gx}}{ }^{\prime}, \mathrm{T}_{\mathrm{gy}}{ }^{\prime}$, and $\mathrm{T}_{\mathrm{gz}}{ }^{\prime}$ equal

$$
\begin{align*}
T_{g x}^{\prime}= & 1.5 \omega_{0}^{2}\left(I_{z z}-I_{y y}\right)\left[\varepsilon \cos \lambda \sin 2 \omega_{0} t\right. \\
& \left.+0.5 \sin 2 \lambda\left(1-\cos 2 \omega_{0} t\right)\right] \\
= & T_{g x}+1.5 \omega_{0}^{2} \varepsilon\left(I_{z z}-I_{y y}\right) \cos \lambda \sin 2 \omega_{0} t  \tag{37}\\
T_{g y}^{\prime}= & 1.5 \omega_{0}^{2}\left(I_{x x}-I_{z z}\right)\left[0.5 \varepsilon \sin 2 \lambda\left(1-\cos 2 \omega_{0} t\right)\right. \\
& \left.-\cos \lambda \sin 2 \omega_{0} t\right] \\
= & T_{g y}+0.75 \omega_{0}^{2} f\left(1 I_{x x}-I_{z z}\right) \ln 2 \lambda\left(1-\cos 2 \omega_{0} t\right)  \tag{38}\\
T_{g z}^{\prime}= & \left.-1.5 \omega_{0}^{2(1} I_{y y}-I_{x x}\right)\left[0.5 \varepsilon(1+\cos 2 \lambda)\left(1-\cos 2 \omega_{0} t\right)\right. \\
& \left.+\sin \lambda \sin 2 \omega_{0} t\right] \\
= & T_{g z}-0.75 \omega_{0}^{2} \varepsilon\left(I_{y y}-I_{x x}\right)(1+\cos 2 \lambda)\left(1-\cos 2 \omega_{0} t\right) \tag{39}
\end{align*}
$$

$T_{g x}, T_{g y}$, and $T_{g z}$ are the gravity gradient torque components corresponding to the ideal $X-I O P$ attitude illustrated in figure 5.3. The components of the gravity gradient momentum $\vec{H}_{\mathbf{g g}}$ are:

$$
\begin{aligned}
H_{g x}^{\prime}= & \int_{0}^{t} T_{g x} d t \\
= & 0.75 \omega_{0}\left(I_{z z}-I_{y y}\right)\left[\sin 2 \lambda\left(\omega_{0} t-0.5 \sin 2 \omega_{0} t\right)\right. \\
& \left.-\varepsilon \cos \lambda\left(\cos 2 \omega_{0} t-1\right)\right] \\
= & H_{g x}-0.75 \omega_{0} \varepsilon\left(I_{z z}-I_{y y}\right) \cos \lambda\left(\cos 2 \omega_{0} t-1\right) \\
H_{g y}^{\prime}= & \int_{g}^{t} T_{g y}^{\prime} d^{\prime} \\
= & 0.75 \omega_{0}\left(I_{x x}-I_{z z}\right)\left[\varepsilon \sin 2 \lambda\left(\omega_{0} t-0.5 \sin 2 \omega_{0} t\right)\right. \\
& \left.+\cos \lambda\left(\cos 2 \omega_{0} t-1\right)\right] \\
= & H_{g y}+0.75 \omega_{0} \varepsilon\left(I_{x x}-I_{z z}\right) \sin 2 \lambda\left(\omega_{0} t-0.5 \sin 2 \omega_{0} t\right)
\end{aligned}
$$

$$
H_{g z}^{\prime}=\int_{g}^{t} T_{g z^{\prime}} d t
$$

$$
=0: 75 \omega_{0}\left(I_{y y}-I_{x x}\right)\left[\sin \lambda\left(\cos 2 \omega_{0} t-1\right)\right.
$$

$$
\left.-\varepsilon(1+\cos \lambda)\left(\omega_{0}=-0.5 \sin 2 \omega_{0} t\right)\right]
$$

$$
\begin{equation*}
=H_{g z}-0.75 \omega_{0} \varepsilon\left(I_{y y}-I_{x x}\right)(1+\cos \lambda)\left(\omega_{0} t-0.5 \sin 2 \omega_{0} t\right) \tag{42}
\end{equation*}
$$

Assume that $\varepsilon$ corresponds to a one degree offset $\left(\varepsilon= \pm 1.745 \times 10^{-2}\right.$ radian). Substituting $\varepsilon$, the vehicle moments of inertia, and the orbital rate $\omega_{0}$ corresponding to a 270 n.m. circular orbit into equations 37 thru 42 , the components of $\vec{T}_{\mathbf{g g}}{ }^{\prime}$ and $\vec{H}_{\mathbf{g g}}$ ' are:

$$
\begin{align*}
& T_{g x}^{\prime}=T_{g x} \pm\left(1.1 \times 10^{-2}\right) \cos \lambda \sin 2 \omega_{0} t  \tag{43}\\
& T_{g y}^{\prime}=T_{g y} \mp 0.121 \sin 2 \lambda\left(1-\cos 2 \omega_{0} t\right)  \tag{44}\\
& T_{g z}^{\prime}=T_{g z} \mp 0.155(1+\cos 2 \lambda)\left(1-\cos 2 \omega_{0} t\right)  \tag{45}\\
& H_{g x}^{\prime}=H_{g x} \mp 4.93 \cos \lambda\left(\cos 2 \omega_{0} t-1\right)  \tag{46}\\
& H_{g y^{\prime}}^{\prime}=H_{g y} \mp 109 \sin 2 \lambda\left(\omega_{0} t-0.5 \sin 2 \omega_{0} t\right)  \tag{47}\\
& H_{g z}^{\prime}=H_{g z} \mp 140(1+\cos \lambda)\left(\omega_{0} t-0.5 \sin 2 \omega_{0} t\right) \tag{48}
\end{align*}
$$

Comparing the above components of $\overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ ' and $\vec{H}_{g g}$ ' with those for $\overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ and $\overrightarrow{\mathrm{H}}_{\mathrm{gg}}$ given in equation 25 thru 27 and 29 thru 31 , respecitvely, no significant change in the magnitude of the resultant gravity gradient torque or momentum is projuced due to this one degree $\varepsilon$ offset.
5.2.4 Acquiring and Maintaining Local Vertical - It was pointed out in section 5.2 .1 that the magnitude of the gravity gradient torque acting on the vehicle is zero when one of its principal axes is aligned with the local vertical. To keep this principal axis aligned with the local vertical, the spacecraft must rotate at the orbital rate $\omega_{0}$ about an axis perpendicu: $r$ to the orbital plane. If this axis perpendicular to the orbital plane is also a principal axis, no dynamic torque due to spinning the vehicle is produced, but if the vehicle is spun around a non-principal axis a constant dynamic torque is generated that must be absorbed by the CMG system. This statement can be verified by the following Euler equation of vehicle motion contained in section 3.1 .

$$
\begin{equation*}
\vec{T}_{v}=[I] \vec{\omega}+\vec{\omega} x[I] \vec{\omega} \tag{49}
\end{equation*}
$$

$\vec{T}_{v}$ is the total resultant torque acting on the vehicle due to all disturbance and control torques, [I] is the vehicle inertia tensor, and $\vec{\omega}$ and $\vec{\omega}$ are the vehicle ągular velocity and acceleration, respectively. The terms $[I] \vec{\omega}$ and $\vec{\omega} \times[I] \vec{\omega}$ in equation 49 are
the two dynamic torque terms due to the angular motion of the vehicle. Because for a local vertic̣al attitude the vehicle is spinning at a constant velocity $\vec{\omega}, \vec{\omega}$ is zero and the first term [I] $\vec{\omega}$ is zero. If the vehicle is rotating about a principal axis, the vehicle angular momentum [I] $\vec{\omega}$ is a vector quantity along the angular velocity vector $\vec{\omega}$ therefore, the second term, the cross product of $\vec{\omega}$ into $[I] \vec{\omega}$, is also zero. If on the other hand the vehicle is not rotating about a principal axis, the dynamic torque $\vec{\omega} \times[I] \vec{\omega}$ is a constant because $\vec{\omega}$ and $[I] \vec{\omega}$ are not aligned. This constant torque $\vec{\omega} \times[I] \vec{\omega}$ in vehicle coordinates must be absorbed by the CMC system. The above discussion emphasizes the need for spinning the vehicle abou, either the $X$ or $Y$ principal axis when the spacecraft is in a $Z$ local vertical attitude ( Z -LV).

For a 270 n.m. circular orbit, the vehicle angular momentum that the CMG system would have to impart to the vehicle in order to acquire a $Z-L V$ attitude is a function of whether the vehicle is spun around the $X$ or $Y$ principal axis. The corresponding momentum requirements needed to acquire these two $Z-L V$ attitudes, X-POP Z-LV and X-IOP Z-LV, are:

$$
\begin{align*}
& \text { X-POP Z-LV: } H_{x}=I_{x x} \omega_{o}=1,154 \mathrm{ft}-1 b-\sec  \tag{50}\\
& \text { X-IOP Z-LV: } H_{y}=I_{y y} \omega_{o}=9,111 \mathrm{ft}-1 b-\sec \tag{51}
\end{align*}
$$

From strictly a momentum standpoint, a X-POP Z-LV attitude is preferred because it requires the smallest expenditure of momentum to acquire.

Assume that the vehicle is stabilized in a $7-L V$ attitude and that its orbit is elliptical rather than circular. As the vehicle travels along this elliptical path, the angular velocity $\dot{\theta}$ and acceleration $\theta$ of its spin axis perpendicular to the orbital plane varies as a function of its orbital position. Because the vehicle is in a $Z-L V$ attitude, the $Z$ vehicle axis remains pointed towards the center of Earth along the vector $\vec{r}$ shown in figure 5.4 .


Figure 5.4. Flliptical Urbit Geometry

In other words, the vehicle is stationary with respect to $\dot{r}$ and therefore, the rotational velocity and acceleration of $\dot{r}$ equals those of the vehicle's spin axis. The rotational motion 9 of this spin axis can be described by the following four equations contained in reference 2.

$$
\begin{align*}
& r^{2} \dot{\theta}=h=\operatorname{constan} t  \tag{52}\\
& r=\frac{a\left(1-e^{2}\right)}{1+e \cos \theta}  \tag{53}\\
& h=n a^{2} \sqrt{1-e^{2}}  \tag{54}\\
& n=\sqrt{\frac{8 R e^{2}}{a^{3}}} \tag{55}
\end{align*}
$$

where
$r$ is the magnitude of $\vec{r}$
$h$ is the angular momentum of the vehicle about the center of the Earth
$\theta$ is the angle from perigee describing the location of $\vec{r}$
a is the semimajor axis of the orbit
$e$ is the eccentricity of the orbit
$n$ is the mean motion, i.e., a constant angular velocity having the same period as the orbit
$R_{e}$ is the mean radius of the Earth
$g$ is the gravitational acceleration of the Earth ( $32.2 \mathrm{ft} / \mathrm{sec}$ )
Combining equations 52 and 53,

$$
\begin{equation*}
\dot{\theta}=\frac{h(1+e \cos \theta)^{2}}{a^{2}\left(1-e^{2}\right)^{2}} \tag{56}
\end{equation*}
$$

Substituting equation 54 into 56 ,

$$
\begin{equation*}
i=\frac{n(1+e \cos \theta)^{2}}{\left(1-e^{2}\right)^{3 / 2}} \tag{57}
\end{equation*}
$$

If $e$ is small, the above expression can be simplified,

$$
\begin{equation*}
\dot{\theta}=\frac{n(1+2 e \cos \theta)}{1-3 / 2 e^{2}} \tag{58}
\end{equation*}
$$

The extreme values of $\dot{\theta}$ occur when $\theta=0$ and $\theta=\pi$. Consequently, the total change in $\dot{\theta}$ equals

$$
\begin{align*}
\Delta \dot{\theta} & =\frac{n(1+2 e \cos 0-1-2 e \cos \pi)}{1-3 / 2 e^{2}} \\
& =\frac{4 n e}{1-3 / 2 e^{2}} \tag{59}
\end{align*}
$$

Differentiating equation 57 results in the angular acceleration $\ddot{\theta}$

$$
\begin{equation*}
\ddot{\theta}=\frac{-2 n^{2} e(1+e \cos \theta)^{3} \sin \theta}{\left(1-e^{2}\right)^{3}} \tag{50}
\end{equation*}
$$

wh th for small values of $e$ can be simplified to

$$
\begin{equation*}
\ddot{\theta}=\frac{-2 n^{2} e(1+3 e \cos \theta) \sin \theta}{1-3 e^{2}} \tag{61}
\end{equation*}
$$

The magnitude of $\ddot{\theta}$ is a maximum when $\theta$ equals $\frac{\pi}{2}$ or $-\frac{\pi}{2}$; the maximum value of $\theta, \theta_{\text {max }}$, equals

$$
\begin{equation*}
\ddot{\theta}_{\max }=\frac{2 n^{2} e}{1-3 e^{2}} \tag{62}
\end{equation*}
$$

The orbit of an artificial satellite is often described in terms of its altitude at apogee $h_{a}$ and perigee $h_{p}$. From the geometry of an ellipse, the orbit's semimajor axis a and eccentricity e can be written in terms of $h_{a}$ and $h_{p}$.

$$
\begin{align*}
& a=R_{e}+\frac{1}{2}\left(h_{a}+h_{p}\right)  \tag{63}\\
& e=\left(a-R_{e}-h_{p} ; / a\right. \tag{64}
\end{align*}
$$

Using the above expressions for $a$ and $e$, the maximum torque, $I_{\max }=I_{1 i} \ddot{\theta}_{\max }$, and the maximum change in vehicle momentum, $\Delta H_{\max }=I_{i i} \Delta \dot{\theta}(i=x, y)$, were computed for a class of elliptical orbits where the orbit's perigee $h_{p}$ equals $100 \mathrm{n} . \mathrm{m}$. and its apogee $h_{a}$ ranges from 100 to $1,000 \mathrm{n} . \mathrm{m}$. The corresponding values of $\mathrm{T}_{\max }$ and $\Delta H_{\max }$ for these orbits are tabulated in table 5.1. These values of $T_{\max }$ and $\Delta H_{\max }$ appear to be well within the capabilities of a CMG control system. For apogee altitudes $h_{a}$ greater than $1,000 \mathrm{n} . \mathrm{m}$. , the assumption that the orbital eccentricity $e$ is small is ro longer valid and the approximations made in this section are not appropriate.
5.2.5 Tracking An Earth Target - Tracking a point on the surface of the Earth is an experimental requirement for a number of potential experimental payioads. One possible method of tracking such a target is to maneuver the vehicle from a $Z$-LV attitude so that the experiment's line of sight is always pointed at the target. The vehicle angular velocity, acceleration, and the corresponding CMG system torque and momentum requirements are computed below.

Assume that the vehicle is in a $100 \mathrm{n} . \mathrm{m}$. circular orbit. The orbital angular velocity $\omega_{0}$ equals

$$
\begin{equation*}
\omega_{o}=\sqrt{\frac{g R_{e}^{2}}{r^{3}}} \tag{65}
\end{equation*}
$$

The magnitude of the vehicie's linear velocity $v_{o}$ equals

$$
\begin{equation*}
v_{0}=r \omega_{0}=R_{e} \sqrt{\frac{R_{r}}{r}} \tag{66}
\end{equation*}
$$

Table 5.1. Torque and Momentum Requirements for Z-LV ( $h_{a}=100 \mathrm{n} . \mathrm{m} . ; h_{p}=100-1,(000 \mathrm{n} . \mathrm{m}$.

| APOGEE | $X-I O P(i=y)$ |  | X -POP ( $1=\mathrm{x}$ ) |  |
| :---: | :---: | :---: | :---: | :---: |
| ALTITUDE n.m. | MOMENTUM CHANGE, $\triangle \mathrm{H}$ FT.LB.SEC. ${ }^{\text {max }}$ | $\begin{aligned} & \text { MAX. } \\ & \text { TORQUE, T } \\ & \text { FT.LB. } \end{aligned}$ | $\begin{aligned} & \text { MOMENTUM } \\ & \text { CHANGE, } \triangle H \text { max } \\ & \text { FT.LB.SEC } \end{aligned}$ | MAX. TORQUE, $\mathrm{T}_{\max }$ FT.LB. |
| 100 | 0 | 0 | 0 | 0 |
| 200 | 533 | 0.3 | 67 | 0.04 |
| 300 | 1023 | 0.57 | 130 | 0.07 |
| 400 | 1615 | 0.80 | 205 | 0.10 |
| 500 | 1950 | 1.08 | 247 | 0.14 |
| 600 | 2340 | 1.25 | 296 | 0.16 |
| 800 | 3090 | 1.57 | 391 | 0.20 |
| 1000 | 3740 | 1.89 | 474 | 0.24 |

and neglecting the Earth's rotational rate, the maximum vehicle tracking rate $\dot{\alpha}_{\max }$ is the ratio of its linear velocity $v_{0}$ to its altitude.

$$
\begin{align*}
\dot{\alpha}_{\max } & =\frac{R_{e}}{r-R_{e}} \sqrt{\frac{g}{r}}  \tag{67}\\
& =0.0419 \mathrm{rad} / \mathrm{sec}(2.40 \mathrm{deg} / \mathrm{sec})
\end{align*}
$$

This maximum vehicle angular tracking rate $\dot{\alpha}_{\max }$ can be translated into the following CMG momentum storage requirements $\Delta H$ For a X-POP Z-LV attitude,

$$
\begin{equation*}
\Delta H_{\max }=I_{x x} \dot{\alpha}_{\max }=4.35 \times 10^{4} \mathrm{ft}-\mathrm{lb}-\mathrm{sec} \tag{68}
\end{equation*}
$$

and for a X -IOP Z -LV attitude,

$$
\begin{equation*}
\Delta H_{\max }=I_{y y} \dot{\alpha}_{\max }=3.44 \times 10^{5} \mathrm{ft}-\mathrm{lb}-\mathrm{sec} \tag{69}
\end{equation*}
$$

The vehicle's maximum angular acceleration $\ddot{\alpha}_{\text {max }}$ can be estimated by assuming the spacecraft is moving in a straight horizontal line over the target as shown in figure 5.5. Using this figure, the tracking angle $\alpha$ equals

$$
\begin{equation*}
\alpha=\arctan \left(v_{o} t / a_{E}\right) \tag{70}
\end{equation*}
$$

where a $E$ is the attitude of the orbit above the Earth and the time $t$ is measured in seconds from the point directly above the target. Differentiating equation 70 twice, the angular acceleration $\alpha$ equals

$$
\begin{equation*}
\ddot{\alpha}=\frac{-2 a_{E} v_{0}^{3} t}{a_{E}^{4}+2 a_{E} v_{0}^{2}{ }_{0}^{2} t^{2}+v_{0}^{4} t^{4}} \tag{71}
\end{equation*}
$$

Substituting the appropriate values of $a_{E}$ and ${ }^{\circ}{ }_{o}$ into equation 71, a equals

$$
\begin{equation*}
\ddot{\alpha}=\frac{-47.3 t}{3.14 \times i 0^{5}+1.122 \times 10^{3} t^{2}+t^{4}} \tag{72}
\end{equation*}
$$



Figure 5.5. Tracking Earth Target

To determine the time $t$ when $\ddot{\alpha}$ is a maximum, $\ddot{\alpha}$ is differentiated once more and then set equal to zero.

$$
\begin{equation*}
\ddot{q}^{0}=\frac{47.3\left(-2.14 \times 10^{5}+1.122 \times 10^{3} t^{2}+3 t^{4}\right)}{\text { denominator }}=0 \tag{73}
\end{equation*}
$$

The denominator of ${ }_{\alpha}^{\alpha}$ need not be evaluated in order to determine that " $\dot{x}$ equals zero when $t$ equals 13.7 seconds. Substituting this value of $t$ intc equation 72 , the maximum magnitude of the vehicle angular acceleration ${ }^{\prime} \dot{\alpha}{ }_{\max }$ equals

$$
\begin{equation*}
\dddot{u}_{\max }=1.07 \times 10^{-3} \mathrm{rad} / \mathrm{sec}^{2}\left(6.12 \times 10^{-2} \mathrm{deg} / \mathrm{sec}^{2}\right) \tag{74}
\end{equation*}
$$

This maximum vehicle angular acceleration $\ddot{\alpha}_{\max }$ can be converted into the following CMG torque requirements $T_{\max }$. For a X-POP Z-LV attitude,

$$
\begin{equation*}
T_{\max }=I_{x x} \ddot{\alpha}_{\max }=1.11 \times 10^{3} \mathrm{ft}-1 \mathrm{~b} \tag{75}
\end{equation*}
$$

and for a X-IOP Z-LV attitude,

$$
\begin{equation*}
T_{\max }=I_{y y} \ddot{a}_{\max }=8.79 \times 10^{3} \mathrm{ft}-1 \mathrm{~b} \tag{76}
\end{equation*}
$$

Summarized in table 5.2 are the CMG torque and momentum requirements associated with tracking a target fixed to the surface of the Earth. These CMG torque and momentum requirements are excessive indicating that a reasonably sized CMG control system would be incapable of tracking such a target by maneuvering the Shuttle. All of these experimental payloads would have to provide a sepirate tracking system for tracking an Earth target while the vehicle is held in a 7 . LV attitude. This separate tracking system could be either internal or external to the experimental instrument. An internal tracking system would correspond to an image motion compensation system within the instrument while an external system would correspond to a mechanical gimballing system that would physically rotate the instrucent with respect to the vehicle base.

Tatle 5.2. CMG Torque and Momentum Requirements for Tracking an Earth Target

| ATTITUDE |  |
| :---: | :---: |
| X-POP Z-LV | $\mathrm{T}_{\max }=1.11 \times 10^{3} \mathrm{ft}-1 \mathrm{~b}$ |
| X-IOP Z-LV | $\Delta H_{\max }=4.35 \times 10^{4} \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ |
|  | $\mathrm{T}_{\max }=8.79 \times 10^{3} \mathrm{ft}-1 \mathrm{~b}$ |
| $\Delta H_{\max }=3.44 \times 10^{5} \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ |  |

### 5.2.6 Maneuvering - The maximum maneuver rate defined for

the Shuttle in section 4.0 is 0.1 degree per second $\left(1.745 \times 10^{-3}\right.$ rad/sec) about each vehicle control axis; this rate should he at tainable in 15 seconds (mission requirement f). The CMG torque $T_{i}{ }^{(m)}$ and momentum $H_{i}{ }^{(m)}$ requirements necessary to meet this above maneuver requirement along each axis can be readily computed using the following expressions

$$
\begin{array}{ll}
T_{i}^{(m)}=1.162 \times 10^{-4} L_{i 1} & (i=x, y, z) \\
H_{i}^{(m)}=1.745 \times 10^{-3} I_{i i} & (i=x, y, \cdots \tag{78}
\end{array}
$$

Using these equations, the CMG torque and momentum requirements necessary to attain a maneuver rate of 0.1 degree per second about each axis in 15 seconds were computed and tabulated in table 5.3.

A 0.1 degree per second mareuver rate corresponds to a very slow maneuver. Because of this slow maneuver rate capability, the gravity gradient tcrque acting on the vehicle during the maneuver irterval can result in an appreciable momentum accumulation in the CMG system. As an illustration, assume the vehicle is maneuvered between the two attitudes shown in figure 5.6. Initially, the vehicle is orientod so that its positive $Z$ axis is pointed away from the Earth and its $Y$ axis is perpendicular to the orbital plane directed out of the page. The vehicle is maneuvered to its desired attitude by rotating the vehicle in a clockwise direction about its $Y$ axis until the 2 axis is aligned along the local vertical as shown in figure 5.6. This particular maneuver can be associated with a transition from an inertial X-IOP attitude to an Earth observation X-IOP Z-LV attitude.

Assume tiat during this maneuver the position of the vehicle in the orbit does not significantly change. The local vertical vector $\hat{a}$ during the maneuver therefore can be approximated by

$$
\hat{a}=\left[\begin{array}{c}
\cos \omega_{m} t  \tag{79}\\
0 \\
-\sin \omega_{m} t
\end{array}\right]
$$

Table 5.3. CMG Torque and Momentum Maneuver Requirements

| CONTROL AXIS | $T_{1}{ }^{(m)}$ | $H_{i}^{(m)}$ |
| :---: | :---: | :---: |
| $\mathbf{x}$ | 121 | 1,815 |
| $y$ | 955 | 14,350 |
| 2 | 995 | 14,920 |
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where $\omega_{\mathrm{m}}$ is the maneuver rate in radians per second $\left(\omega_{m}=\right.$ $1.745 \times 10^{-3} \mathrm{radian} / \mathrm{second}$ ). Substituting the above components of $\hat{\mathbf{a}}$ into the gravity gradient torque equation, equation 1 , the components of $\vec{T}_{\text {gg }}$ are

$$
\begin{align*}
& T_{g x}=0  \tag{80}\\
& T_{g y}=\frac{3 \omega_{0}^{2}}{2}\left(I_{z z}-I_{x x}\right) \sin 2 \omega_{m} t  \tag{81}\\
& T_{g z}=0 \tag{82}
\end{align*}
$$

The gravity gradient momentum accumulated during this 90 degree maneuver occurs only along the $Y$ axis; this accumulated momentum $H_{g y}^{(m)}$ equals

$$
\begin{equation*}
H_{g y}(m)=\int_{0}^{\frac{\pi}{2} \omega_{m}} T_{g y} d t=\frac{3 \omega_{0}^{2}}{2 \omega_{m}}\left(I_{z z}-I_{x x}\right) \tag{83}
\end{equation*}
$$

Substituting the appropriate Shuttle moments of inertia, maneuver rate $\omega_{m}$, and orbital rate $\omega_{o}$ corresponding to a $270 \mathrm{n} . \mathrm{m}$. circular orbit into equation $83, \mathrm{H}_{\mathrm{gy}}(\mathrm{m})$ equals

$$
\begin{equation*}
H_{g y}^{(m)}=7,930 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \tag{84}
\end{equation*}
$$

Adding this accumulated gravity gradient momentum $H_{g y}{ }^{(m)}$ to the 14,350 ¢t-lb -sec (table 5.3) needed to accelerate the Shuttle's $Y$ axis to a maneuver rate of 0.1 degree per second increases the total CMG momentum requirement needed to perform the maneuver shown in figure 5.6 to $22,280 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$. A CMG system with this large momentum capability is feasible although it would be very expensive from a cost, weight, and power standpoint. As an alternative, the baseline RCS because of its large torque and momentum capabilities should be used to maneuver the vehicle. In this mode, the CMG system would be used to provide fine maneuver control by reducing system overshoots and settling times.
5.2.7 Aerodynamic Torques - At the present time, information concerning the aerodynamic coefficients of the Shuttle is not availaile. Nevertheless, on the basis of previous experience with vehicles of similar size like Skylab, the aerodynamic torques acting on the Shuttle can be estimated to be an order of magnitude smaller than their corresponding gravi!y gradient torques. A rough estimate of the CMG aerodynamic to eque and momentum requirements is $1.0 \mathrm{ft}-1 \mathrm{~b}$ and $1,200 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ for a X -POP attitude and $0.7 \mathrm{ft}-\mathrm{lb}$ and $800 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ for a X-IOP attitude. The differences in these CMG torque and momentum requirements between a $X-P O P$ and a $X-I O P$ attitude can be explained by noting that the projected vehicle area perpendicular to the vehicle's translational velocity vector $v_{o}^{\prime}$ is larger for a X-POP attitude than for a X-IOP attitude.

### 5.2.8 Summary of CMG Torque and Momentum Requirements -

 Summarized in table 5.4 are the CMG system torque and momentum requirements derived in this section. Tabulated in column 2 as a function of Shuttle attitude is the accumulative gravity gradient momentum that is stored in the CMG system on a per orbit basis. It is this accumulative momentum that a CMG desaturation system must be able to "dump" per orbit.The CMG system torque and momentum requirements listed in table 5.4 for tracking stationary targets on the surface of the Earth and for maneuvering the vehicle at a rate of 0.1 degree per second are excessive and beyond the reasonable capabilities of a Shuttle designed CMG system. Therefore, these two functions will not be charged against the CMG control system. It is recommended that payloads that must track objects on the surface of the Earth provide their own tracking mechanisms. This tracking mechanism can be an internal system such as an image motion compensation system or an external gimballing system that tracks the target line-of-sight by rotating the afferted ectentific instrument with respect to the Shuttle base. To provide the 0.1 degree per second maneuver rate requirement needed to maneuver the vehicle between its various attitudes, the baseline RCS should be used because of its high torque and momentum capabilities.

The CMG system momentum storage requirement should be based on the peak gravity gradient momentum that the CMG system must store. From table 5.4 , the peak gravity gradient momentum occurs for the worst case $X-I O P$ attitude and equals $12,210 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$. For the $X-I O P$ attitude illustrated in figure 5.3 , the expressions for the components of the gravity gradient momentum $\vec{H}_{g g}$ are glven in equation 29 thru 31. As a review, these expressions are reproduced below.

Table 5.4. Summary of Worst Case Torque and Momentum Requirements

| OPERATION | PEAK OR TRANSIENT MOMENTUM FT.LB.SEC. | ACCUMULATED MOMENTUM PER ORBIT FT.LB.SEC. | PEAK TORQUE FT.LB. |
| :---: | :---: | :---: | :---: |
| Maintain X-POP | 564 | 0 | 0.6 |
| Maintain X-POP ( $1^{\circ}$ Misalignment) | 1330 | 1300 | 0.7 |
| Maintain X-IOP $245^{\circ}$ from OP | 12210 | 1770 | 13.9 |
| Maintain X-IOP Z $45^{\circ}$ from OP ( $1^{\circ}$ Misalignment) | 12210 | 2400 | 14.1 |
| $\begin{aligned} & \text { Acquire Z-LV from Inertial Hold } \\ & \text { X-POP } \end{aligned}$ | 1154 |  |  |
| $\begin{aligned} & \text { Acquire Z-LV from Inertial Hold } \\ & \text { X-IOP } \end{aligned}$ | 9111 |  |  |
| Maintain Z-LV in Elliptic Orbit X-IOP 100 to 1000 n.m. Altitude | 3740 |  | 1.9 |
| Track Earth Target X-POP 2-LV | $4.35 \times 10^{4}$ |  | 1110 |
| Track Earth Target X-IOP 2-LV | $3.44 \times 10^{5}$ |  | 8790 |
| Slew At 0.1 deg/sec (z-axis) | 14920 |  |  |
| ```Acceleratz at 0.1 deg/sec in 15 sec (2-axis)``` |  |  | 995 |
| Gravity-Gradient Effect During Maneuver | 7930 |  | 13.9 |
| Aerodynamic Torque X-POP | 1200 |  | 1 |
| Aerodynamic Torque $\mathrm{X}-\mathrm{IOP}$ | 800 |  | 0.7 |
| OP - Orbital Plane |  |  |  |

$$
\begin{align*}
& H_{g x}=282 \sin 2 \lambda\left(\omega_{0} t-0.5 \sin 2 \omega_{0} t\right) f t-1 b-\sec  \tag{29}\\
& H_{g y}=-6,260 \cos \lambda\left(\cos 2 \omega_{0} t-1\right) f t-1 b-\sec  \tag{30}\\
& H_{g z}=5,950 \sin \lambda\left(\cos 2 \omega_{0} t-1\right) f t-1 b-s e c \tag{31}
\end{align*}
$$

Note that on a single orbit basis, the momentum that the CMG system must store occurs principally along the $Y$ and $Z$ axes. Also note that these components are cyclic and that their algebraic signs do not change iut, vary between zero and their peak magnitudes. Because the gravity gradient momentum $\vec{H}$ acting on the vehicle is predictable and basically cyclic and because the algebraic signs of the principal components of $\vec{H}_{g g}, H_{g y}$ and $H_{g z}$, do not change, the CMG system momentum storage capability can effectively be doubled by properly initializing the CMG system so that the stored momentum along each axis is periodic about zero. The CMG system can also be initialized so that the momentum stored along the X axis varies over a range centered around zero.

Based on the aerodynamic and gravity gradieat momentum that the CMG system must be capable of storing, a CMG system spherical momentum requirement of $13,000 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ was selected. Assuming proper CMG initialization, this momentum capability can provide: (1) a sufficient momentum storage capability to enable the vehicle to remain in a X-POP, a X-IOP, or a $Z-L V$ attitude for several orbits without desaturating the CMG system, (2) an adequate safety margin, and (3) sufficient momentum to permit small angle CMG gravity gradient tesaturation maneuvers. From a CMG torque standpoint, a double gimbal CMG can be expected to develop a torque of $60 \mathrm{ft}-1 \mathrm{~b}$ per $1,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ of wheel momentum. In general, a single gimbal CMG can generate a larger torque per $1,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ of wheel momentum than a double gimbal CMG. Based on the torque requirements listed in table 5.3 and on the specified $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \mathrm{CMG}$ system momentum storage requirement, a CMG system torque requirement of $200 \mathrm{ft}-1 \mathrm{~b}$ along each axis is more than adequate and can be reasonably produced by any CMG configuration with a $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ spherical momentum storage capability. In summary, the CMG system momentum and torque requirements determined in this section are:

Momentum: 13,000 ft-lb-sec (spherical)
Torque: $\quad 200 \mathrm{ft}-1 \mathrm{~b}$ about each axis
5.3 CMG; Redundancy - The CMC system redundancy criteria selected is a "fail operational, fail safe" philosophy. If a single CMG should fail, the remaining CMC system must be capable of successfully completing the mission. If a second failure should occur, this failure must not endanger the crew or vehicle. This "fail safe" condition is inherent because the baseline RCS is always avallable :o return the crew and Shuttle to Earth.

### 5.4 Votes

### 5.4.1 Symbols and Abbreviations

| a | Elliptical orbit semimajor axis |
| :---: | :---: |
| 3 | Local vertical vector in vehicle space |
| $a_{x}, a_{y}, a_{z}$ | Components of a |
| $a^{\prime}$ | Local vertical vector a after small angle rotation |
| CMG | Control momentum gyro |
| e | Orbital eccentricity |
| ft-1b | Foot pound (s) |
| ft-1b-sec | Foot pound second(s) |
| 8 | Gravitational acceleration of the Earth |
| $\vec{H}_{88}$ | Gravity gradient angular momentum |
| $\mathrm{H}_{\mathrm{gx}}, \mathrm{H}_{\mathrm{gy}}, \mathrm{H}_{82}$ | Components of $\vec{H}_{\mathbf{g g}}$ |
| $\vec{H}_{\mathrm{gg}}{ }^{\prime}$ | $\vec{H}_{g g}$ after a small angle vehicle rotation |
| $\mathrm{H}_{\mathrm{gx}}{ }^{\prime}, \mathrm{H}_{\mathrm{gy}}{ }^{\prime}, \mathrm{H}_{\mathrm{gz}}{ }^{\prime}$ | Components of $\mathrm{H}_{\mathbf{g R}}{ }^{\prime}$ |
| $\mathrm{H}_{\text {max }}$ | Maximum angular momentum |
| $\triangle \mathrm{H}_{\text {max }}$ | Maximum change in momentum |
| $h$ | Vehicle angular momentum about center of Earth |
| $h_{a}$ | Al:itude at apogee |
| $h_{p}$ | Altitide at perigee |
| ${ }_{1 i}$ | Vehicie moments of inertia ( $1=x, y, z$ ) |
| [ I] | Vehicle inertia tensor |
| n | Mean motion of vehicle in orbit |
| n.m. | Nautical mile(s) |
| RCS | Reaction control (sub) system |
| $\mathrm{R}_{\mathrm{e}}$ | Mean radius of the Earth |



## 6. CMG CONFIGURATION STUDY

The purpose of this section is to survey the types and sizes of control moment gyros (CMGs) that are avallable and to configure an appropriate CMG control system that can meet the momentum, torque, and CMG redundancy requirements defined in section 5 . These CMG system requirements are:

Momentum: 13,000 ft-lb-sec (spherical)
Torque: $200 \mathrm{ft}-1 \mathrm{~b}$ about each control axis
Redundancy: fail operational, fail safe
6.1 CMG Types - There are two principal types of CMGs: (1) a single gimbal CMG (SGCMG) and a double gimbal CMG (DGCMG). Sketches of these two types of CMGs are shown in figure 6.1. A SGCMG has a single gimbal between its wheel and its base, its gimbal axis is perpendicular to its wheel momentum vector $\vec{H}$. A DGCMG has two gimbals between its wheel and base and is essentially a SGCMG with an additional outer gimbal as illustrated in figure 6.1(b). A SGCMG has a single degree-of-freedom while a DGCMG due to its additional gimbal has two degrees-of-freedom.

### 6.2 CMG Output Torque - Because a SGCMG has only one rota-

 tional degree-of-freedom, its output torque $\vec{T}_{C M G}\left(\vec{T}_{C M G} \vec{\omega}_{g} \times \overrightarrow{\mathrm{h}}\right)$ is constrained to lie along the straight line that is orthogonal to both its gimbal axis and wheel momentum $\vec{H}$. This straight line shown in figure 6.2(a) is referred to as the SGCMG output torque axis. Adding a second gimbal as shown in figure 6.1(b), a DGCMG can generate an effective gimbal rate $\vec{\omega}_{g}$ anywhere in the plane perpendicular to $\vec{H}$ and therefore, an output torque $\overrightarrow{\mathbf{F}}_{\text {OMG }}$ anywhere in this piane as illustrated in figure $6.2(b)$.The gyroscopic torques in a SGCMG are perpendicular to the giriba! axis and therefore ther, is no torque component along the ginbal axis. Thus, the loading capacity of the gimbal bearing is the factor that limits CMG output torque. The gimbal actuators must only accelerate the gimbal and overcome the small gyroscopic torques due to vehicle rotation. Because there are no large gyruscopic torques acting along the gimbal axis, relatively large gimbal rates can be obtained and therefore, large output torques. Using present technology, gimbal rates as large as 1.7 radians per second can be generated yhich means that the magnitude of the maximum CMG output torque $\left|T_{C M G}\right|_{\max }$ can equal 1.7 times the magnitude of the whet 1 momentum $\vec{H}\left(\left|T_{C M C}\right|_{\max }=1.7|\overrightarrow{\mathrm{H}}|\right)$.

(a) SINGLE GIMBAL CMG

(b) DOUBLE GIMBAL CMG

Figure 6.1 Sketches of a Single and a Double Gimbal CMG
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(a) SGCMG TORQUE AXIS

(b) DGCMG TORQUE PLANE

Figure 6.2 Sketch of $S G$ and $D G$ CMG Torque Loci

For a DCCMG, the CMG gyroscopic torques acting on the gimbals always have a component along one of these two gimbal axes. The CMG output torque $\vec{T}_{\text {CMG }}$ transmitted to the base is therefore ilmited due to the possible saturation of one of the gimbal actuators. The maximum CMG output torque $\left|\vec{T}_{\text {CMG }}\right|_{\max }$ is therefore much smaller than for a corresponding SGCMG with the same CMG wheel momentum. For example, the DGCMG developed for Skylab has a wheel momentum of $2,300 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ and a maximum output torque $\left|\vec{T}_{C M G}\right|_{\max }$ of only $1.22 \mathrm{ft}-1 \mathrm{~b}$. This value of $\left|\vec{T}_{\text {CMG }}\right|_{\text {max }}$ corresponds to a maximum gimbal rate of approximately 0.05 radian per second which is much smaller than the 1.7 radians per second capability of a SGCMG. A SGCMG with the same wheel momentum and a maximum gimbal rate of 1.7 radians per second has a maximum torque capability of $3,910 \mathrm{ft}-\mathrm{lb}$. Another significant difference between a SG and a DGCMG are their structurel integrity. Because of the additional outer gimbal, a DGCMG is structurally less rigid, more flexible than a corresponding SGCMG. The resultant DGCMG bending modes and mechanical cross coupling tend to limit the servo bandwidth to a value lower than that of a SGCMG with the same momentum rating.

In general, SGCMGs are used where high output torques are of prime consileration and DGCMGs where large momentum storage capabilities are required and low CMG output torques are acceptable. This latter case is the present situation. Any reasonable CMG system, $S G$ or $D G$, that is sjzed to meet the CMG momentum storage requirement of $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ can also easily meet the $200 \mathrm{ft}-1 \mathrm{~b}$ torque requiremei... Therefore, the final selection of CMG type and configuration is made on the basis of CMG system momentum and redundancy requirements.

### 6.3 CMF Survey

6.3.1 Double Gimbal CMGs - DGCMGs are presently available without gimbal stops. The elimination of gimbal stops simplifies the CMG system software requirements because additional control logic is not needed to avoid gimbal stops. As a result of the unlimited gimbal rotation, the available momentum in any direction is the algebraic sum of the individual CMG wneel momentum. The resultant CMG system momentum envelope is spherical. Therefore, the number of DGCMGs required are determined primarily on the basis of available DGCMG sizes, CMG redundancy, and singularity avoidance.

For a DGCMG system, singularity occurs when all of the CMG wheel spin axes are parallel. In this condition, it is impossible for the CMG system to develop a control torque directed parallel to the spin axes. If the spin axes are all pointed in the same direction, the system is saturated and the CMG system must be desaturated. If the spin axes are parallel bur, with some axes pointed in opposite directions, the resultant singularity condition is referred to as an "anti-parallel" condition. This "antiparallel" singularity can in general be avoided by redistributing the CMG gimbal angles without generating a net CMG torque.

If the syatem is comprised of only two DGCMG, the "antiparallel" condition occurs when the total CMG system momentum is zero. Redistribution of the gimbal angles is impossible because any gimbal motion away fron this singularity condition results in a net CMG torque. However, because the torques acting on the vehicle are to a large extent predictable, the CMG gimbal angles can be initialiced so as to prevent all three components of the total CMG momentum from simultaneously passing through zero. In this way, the "anti--parallel" condition can be avoided. With three or more DGCMGs; the "anti-parallel" singularity conditions occur at an infinite number of points in the CMG momentum space. But, because a sufficient number of CMG rotational degrees-offreedom are available, singularity can be avoided without generating a net CMG torque by redistributing the CMG gimbal angles. For a DGCMG system, singularity avoidance is not a critical problem.

The "fail operational, fail safe" CMG redundancy criteria can be satisfied with a minimum of three DGCMGs. After a single CMG fallure, the total CMG system momentum capability is reduced and proper CMG gimbal initialization will be necessary to avoid singularity but, the system is still operational. After a second failure, CMG attitude control is lost, but because the baseline RCS is available to return the crew and Shuttle to Earth, the "fall safe" criteria is satisfied.

Listed in table 6.1 are the momentum, torque, weight, volume, and power characteristics of the four Berdix DGCMCs that are either presently available cr will be in the near future. For each DGCMG model listed in table 6.1 , the number of CMGs required to meet the system requirement of $13,000 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ plus, the resultant CMG system morentum capability, weight, volume, and power characteristics associated with each system are tabulated in table 6.2.

The MA-1000 DGCMG system listed in table 6.2 requires thirteen CMGs. The software computational requirements associated with this system are excessive because of the large number of CMGs required
Table 6.1. Bendix Double-Gimbal Control Moment Cyros

| MODEL | MOMENTUM FT LB SEC | peak torque FT LB | $\underset{\text { LB }}{\substack{\text { WEIGHT** }}}$ | VOLUME <br> CU FT | POWER WATTS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | SPIN-UP | NOMINAL OPERATING | peak torque |
| MA-1000 | 1,000 | 175 | 230 |  |  |  |  |
| MA-2000 | 1,000 to 3,000 | 175 | 558 | 18.0 | 400 | 54 | 275 |
| MA-2300 | 2,300 | 122 | 418 | 18.0 | 240 | 65 | 280 |
| MA-6000D | 3,000 to 9,000 | 500* | 900* | 28* | 625 | 70* | 750* |
| * Estimated value <br> ** Weight does not include CMG inverter assemblies |  |  |  |  |  |  |  |

Table 6.2. Total Candidate DFCMG System Characteristics

|  | NUMBER | SYSTEM | SYSTEM** | SYSTEM |  | IER, WATTS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MODEL | UNITS | fT Lb SEC | LB | CU FT | SPIN-UP | nominal operating |
| MA-1000 | 13 | 13,000 | 2,990 |  |  |  |
| $M-2000$ | 5 | 5,000-15,000 | 2,790 | 90 | 2,000 | 270 |
| MA-2300 | 6 | 13,800 | 2,508 | 108 | 1,440 | 390 |
| MA-60COD | 3 | 9,000-27,000 | 2,700* | 84* | 1,875 | 210* |
| * Estimated value <br> ** Weight does not include CMG inverter assemblies |  |  |  |  |  |  |

and therefore, this system is eliminated from further consideration. The DGCMG system utilizing CMG model MA-2000 is also eliminated because of its high spin-up power requirement and also because its remaining system characteristics are very similar to those exuibited by the DGCMG system using CMG model MA-2300. The two remaining DGCMG systems are discussed in detail in the following paragraphs.

The MA-6000D DGCMG system can be mounted as 1llustrated in figure 6.3 and because there are only three CMGs, the minimum allowable by the CMC redundancy requirement, the software computational requirements can be kept to a minimum. Note that the MA-6000D CMG has a variable CMG wheel speed and therefore, a variable CMG wheel momintum. If this DGCMG system is operating with a CMG momentum capability of $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ and a CMG should fail, the remaining CMG wheel speeds can be increased so that the total system momentum capability is returned to $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$. For this two CMG operational mode, the CMG gimbal angles must also be initialized to avoid the "anti-parallel" zero momentum singularity condition. The MA-6000D DGCMG is being developed and at present, only the CMG wheel and gimbal assemblies have been built and tested. Therefore, the CMG wheel spin-up power is the only measured quantity contained in tables 6.1 and 6.2 ; the remaining parameters are estimaten. The chief drawbacks of this system are: (1) the MA-6000D DGCMG has not been fully developed and may not be and (2) the system's wheel spin-up power requiranent is high as compared to the MA-2300 DGCMG system. The principal advantage of the MA-6000D CMG system over the MA- 2300 one is that it has an estimated lower operating power requirement. The MA-6000D system has an operating power requirement of 210 watts as compared to a 390 watts for the MA- 2300 system. This advantage is not very significant because both operating power requirements are reasonable requirements that a Shuttle power system might be expected to set aside for a CMG control system.

The MA- 2300 DGCMG system listed in table 6.2 consists of six CMGs or twice as many as needed using the MA-6000D DGCMGy. If these six CMGs are operated as six individual CMGs, the logic associated with the CMG control law and singularity avoidance scheme would approximately double over that required by iliree DGCMGs, e.g., the MA-6000D system. The logic associated with the vehicle, maneuver, and CMG desaturation control laws would essentially remain unchanged. A possible CMG mounting configuration for the six MA-2300 CMGs is illustrated in figure 6.4. Two CMGs are identically mounted along each of the three vehicle control axes. The advantage of this configuration is that each axial CMG pair can be slaved together so that they act as a single CMG with a wheel momentum of $2 \mathrm{H}(\mathrm{H}=2,300$ $f t-10-s e c$ ). This effective reduction in tie number of CMGs from six


Figure 6.3 Candidate MA-6000D DGCMG : Kounting Configuration


Figure 6.4. Ciandidate MN-2 200 DCCMC: Mounting Configuration
to three reduces the computational complexity of the CMG control law and singularity avoidance scheme to essentially that required for three DGCMGs or the MA-6000n CMG system. this slaved CMG operational mode is neither recommended or disapproved of; it is just a method of reducing the computational complexity of the CMG control logic.

With the six MA- 2300 CMG system, if a single CMG fails, the CMG system womentum capability is reduced from 13,800 to 11,500 $\mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ which should still be adequate to successfully complete the mission. No special gimbal angle initialization procedure is needed to aroid the "anti-parallel" singularity condition because five DGCMGs are still operational.

One of the principal advantages cf configuring a CMG control system uising the MA-2300 DGCMG is that this CMG has been developed and built. The MA-2300 DGCMG is primarily the same CMG that is used to control the attitude of NASA's first manned orbiting space station Skylab. The only significant difference between the proposed MA-2300 CMG and the Skylab ATM CMG is that it has no gimbal stops.

### 6.3.2 Single Gimbal CMGs - Becuase a SGCMG has only one

 gimbal, its wheel momentum vector $\vec{H}$ is constrained to lie in the plane perpendicular to its gimbal axis. Therefore, the momentum envelope for a SGCMG system is not spherical with a radius equal to the sum of the individual CMG wheel momentums as in the case of a DGCMG system. A SGCMG system mementum envelope is a fiaction of the number of CMGs, their orientations, aild their wheel momentums. Figure 6.5 is a typical SGCMG mounting configuration; the SGCMGs are mounted on the faces of an imaginary pyramid. The SGCMG configuration illustrated in figure 6.5 consists of a six-sided pyramid; each CMG gimbal axis is perpendicular to its corresponding pyramid face as shown. The $X, Y$, and $Z$ axes shown in this figure are assumed to be the vehicle control axes. The vehicle's roll axis, its $X$ axis, is perpendicular to the base of the pyramid. The shape of the momentum envelope is a function of the angle $B$, the angle formed by the sides of the pyramid with the base. As B decreases, the envelope becomes flatter with its inomentum capability along the $X$ axis decreasirg. For a $B$ of 53 deg:ee.3, the momentum envelope is approximately apherical.The $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ momentum requirement corsputed in section 5 is primarily based on the momentum storage capability needed in the $x-Z$ pla:e. The actual momentum requiremeits along the $X$ axis is considerably less than $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ becsuse the vehicle moments of inertia about the $Y$ and $Z$ axes, $I_{y y}$ and $I_{z z}$, are

Figure 6.5 Typical SGCMG Pyramid Mounting Configuration
approximately equal and much larger than $I_{x x}$, the $X$ axis moment of inertia. A spherical momentum envelope is therefore not really necessary. For instance, if each SCCMC shown in figure 5.5 had a wheel momentum of $2,300 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ and $\beta$ equals 25 degrees, the momentum capabilities along the $Y$ and $Z$ axes would be $13,100 \mathrm{ft}-1 \mathrm{~b}-$ sec and 5,800 ft-lb-sec along the $X$ axis. This momentum envelope would be adequate, but its nonspherical shape introduces a new problem. Assume that this SGCMG system is approaching saturation along the $Y$ axis as illustrated in figure 6.6. If a reaction jet system is used to desaturate the CMG system, a torque can readily be applied directly to the $Y$ axis thus, redicing the momentum along this axis without difficulty. On the other hand, if CMG desaturation is accomplished using either a magnetic or a gravity gradient system, the unly torque that may be availabie with a component along the $Y$ axis may also have an unavoidable component along the $X$ axis. Although the magnitude of the momentun stored in the CMG system may be decreasing, its direction may also be moving towards rather than away from saturation as shown in figure 6.6 due to the nonspherical shape of the momentun envelope. For this reason, the SGCMG systems configured in this section will have momentum envelopes that are approximately spherical.

A SGCMG configuration similar to the pyramid array shown in figure 6.5 can include as many SGCíGs and pyramid faces as needed to meet the CMG system momentum requirements. The minimum number of SGCMGs required is determined on the basis of CMG singula:ity avoidance and the "fail operational, fail safe" CMG redundancy requirements. Singularity for a SGCMG system occurs when all of the CMG output torque axes are coplanar. In this condition, it is impossible for the CMG system to generate a torque perpendicular to this plane and therefore, three axis control is lost.

Singularity for a SGCMG system can be avoided by over sizing the CMG system and then limiting its operating range to a small region of the potentially large momentum envelope where no singularity conditions exist. This procedure can be performed when the momentum that must be stored in the CMG system is predictable by properly inftializing the CMG gimbal angles to insure that the system will operate in the desired momentum region. The main problem with this singularity avoidance scheme is that it is very wasteful of the potential CMG womentum capability because the CMG system is constrained to operate in only a small portion of the total CAG momentum space. For the above reason, this method of providing singularity avoidance is not desirable.

Another method of avoiding singularity is to develop a scalar fuaction that is a measure of the "distance" from singularity. A CMC; glmbil rate control law in then developed that attempts to

a PATH OF dESATURATION BY REACTION JLTS
u pussibll i'ath of desatleation bi magiletic turque

Figure 6.6 Sketch of Potential SGCMG Desaturation Problem Associated With Nonspherical Momentum Envelope
maximize this function without generating, a net torque. In this way, singularity is avoided. in order to keep the computational requirements within reason, the scalar function is driven to a local rather than a global maximum which unfortunately may not be very far from a potential singularity condition. At least four SGCMGs are required to avoid singularity. With three SCCMGe, all three gimbal rotational degrees of-freedom are needed to generate the desired CMG torque command $\vec{T}_{C O M}$; no additional degree-of-freedom is available to provide for singularity avoidance. To provide a singularity avoidance capability, at least one additional SGCMG o: a total of four SGCMGs is needed so that a single degree-of-freedom is available for singularity avoidance. To meet the "fail operational, fail safe" CMG redundancy eriteria, a minimum of five SGCMGs ara needed in order to provide for a single CMG failure.

If a SGCMG failc, the shape of the momentum envelope is a!.tered which in turn creates a nonspherical momentum envelope. The resultant shape of the momentum envelope is a function of which SGCMG fails. This nonspherical momentum envelope results in the same CMG desaturation problem previously discussed.

Listed in table 6.3 are the SGCMGs that have been built or are presentiy being developed by Bendix along with their corresponding wheel momentum, peak torque capability, weight, rolume, and power requirements. To meet the $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ system momentum requirement, these SGCMGs can be arranged into pyramid array configurations similar to the one shown in figure 6.5.

One possible configuration is to mount five MA-6000D SGCMGs to the faces of a five-sided pyramid. Note that five is the minimum number of SGCMGs that can be used and still meet the "fatl operational, fall safe" CMG redundancy requirement. If the angle $B$, the angle between the pyramid base and sides, equals 45 degrees, the maximum available CMG momentum capability along the three vehicle axes are:

$$
\begin{aligned}
& \mathrm{H}_{x}=21,200 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \\
& \mathrm{H}_{y}=25,800 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \\
& \mathrm{~h}_{z}=25,600 \mathrm{ft}-\mathrm{bb}-\mathrm{sec}
\end{aligned}
$$

The momentum capability of this array far exceeds the CMG system momentum requiremerit of $13,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$.
Table 6.3. Bendix Single-Gimbal Control Moment Gyios

| MODEL |  | PEAKTORQUEFT LB | $\begin{aligned} & \text { WEIGHT** } \\ & \text { lb } \end{aligned}$ | VOLUME <br> CU FT | POWER LATTS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MOMENTUM <br> FT LB SEC |  |  |  | SPIN-UP | $\begin{aligned} & \text { NOMINAL } \\ & \text { OPERATING } \end{aligned}$ | $\begin{gathered} \text { PEAK } \\ \text { TOROUE } \end{gathered}$ |
| 3A-450 | 450 | 80 | 179 | 4.6 | 128 | 34 | 48 |
| MA-500 | 500 | 500 | 145 | 2.5 | 170 | 22 | 132 |
| MA-1300 | 1,300 | 2,000 | 261 |  | 224 | 36 | 810 |
| MA-6000D | 3,000 to 9,000 |  | 800* |  | 625 | 70* |  |
| * Estimated value <br> ** Weight does not include CMG inverter assemblies |  |  |  |  |  |  |  |

Twelve MA-1300 SGCMGs can also be used to meet the CMG system momentum requirement. These SCCMCs can either be uniformly distributed on the sides of a twelve-sided pyramid or arranged in parallel pairs on the faces of a six-side pyramid. The former arrangement provides a much amoother momentum envelope while the latter configuration can result in a reduction in the CMG control law computational requirements associated with these configurations if the SGCMGs comprising a CMG pair are slaved together. For a $B$ of 45 degrees, the maximum available CMG momentum capability along the vehicle axes for both potential configurations equals:

$$
\begin{aligned}
& \mathrm{H}_{x}=11,050 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \\
& \mathrm{H}_{\mathrm{y}}=14,200 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \\
& \mathrm{H}_{z}=14,200 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}
\end{aligned}
$$

Thirty MA- 450 or MA-500 SGCMGs could also be used to provide the required CMG system momentu: capability. But becsise of the large number of units needed an ${ }_{c}$ the resultant system complexity essociated with this many SGCMGs, these two SGCMGs are eliminated as potential candidates for a Shuttle CMG control system.

Another alternative SGCMG configuration is the scissored pair configuration 111ustrated in figura 6.7. A scissored pair consists of two SGCMGs either geared or servoed together to rotate in opposite directions at the same rate. The resultant momentum vector associated with a SGCMG pair can vary in magnitude but not in direction. Three orthogonally mounted scissored pairs as shown in figure 6.7 can generate a control torque in any direction and requires only a simple control law because each CMG pair generates a torque along only one of the vehicle control axes. Another advantage of this configuration is that no singularity condition exists because the torque axes associated with the CMG pairs are always orthogonal. This configurarion's momentum envelope is a cube with a momentum capability of 2 H along each orthogonal axis. The problem with this configuration is that if a SGCMG should fail, the system as it is presently being operated is inoperative and three axis control is lost. The CMG "fall operational" redundancy requirement cannot therefo:e be met with this type of a system.
6.4 CMG Configuration Selection - Tabulated in table 6.4 are the four remaining candidate CMG configurations, two DG and two SG systems, along with the number of CMGs needed, system weight, volume, and power requirements. Note that the SGCMG system weights and spin-up power requirements greatly exceed those associated with the candidate DG systems.


Figure 6.7 Three-Scissored-Pair SGCMG Mounting Configuration
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Table 6.4. Candidate Shuttle CMG Configuration and Requirements

| TYPE | MODEL | NURBER OF UNITS | hEIGHT** 1b | VCLUME <br> CU FT | POWER WATTS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | SPIN-UP | NOMINAL OPERATING |
| DG | MA-2300 | 6 | 2,508 | 108 | 1,440 | 390 |
| DG | MA-6000D | 3 | 2,700* | 84* | 1,875 | 210* |
| SG | MA-1300 | 12 | 3,132 |  | 2,688 | 432 |
| SG | MA-6000D | 5 | 4,000* |  | 3,125 | 350* |
|  | Estimated Does not | lue <br> lude we | $t$ of CMG | erter a | lies |  |

The chies ac'vantage of a SGCMG system is its h.g:t system torque capability. Its principal disadvantages besides its system weight and spin-up power requirements are: (1) a single CMG failure wili result in a nonspherical momentum envelope which may efthe- prevent or make CMG desaturation with either a magnetic or gravity gradient system very difficult, and (2) singularity avoidance is a conplex problem and can therefore result in excessive computational requirements. Although compared to a SGCMG system, the torque capabilities of a DGCMG system are much smaller, it does not exhibit the above problems associated with a SGCMG system. If a DGCMG should fail, the system momentum envelope is reduced but, its shape iemains spherical and therefore, CMG desaturation can still be performed with no increase in complexity by either a magnetic or gravity gradient desaturation system. Singularity avoidance for a DGCMG system is not a major problem and therefore can easily be accomplished unlike a SGCMG system. Becsuse of the above problems associated with a SGCMG system and because the CMG system torque requirements are not large and can be met by either a SG or DGCMr system, the two SGCMG candidate systems listed in table 6.4 are eliminated as potential candidates.

Of the two remaining CMG systems, the system weight and spin-up power requirements favor the MA- 2300 DGCMG system but, on the other hand, the system volume and nominal operating power requirements favor the MA-6000D DGCMG system. The system comparisons between these two systems are very similar and do not favor one system over the other. The final CMG system selection is therefore made on avallabliity. The MA- 2300 DGCMG system is selected over the MA-600ND system because the MA- 2300 DGCMG is a unit that has been built whereas the MA-6000D DGCMG has not yet been fully developed. The recomended CMG mounting configu.ration is the CMG pair mounting configuration shown in figure 6.4.
6. 5 Symbols and Abbreviations

| ATM | Apollo Telescope Mount |
| :---: | :---: |
| CMG | Control Moment Gyro |
| CU FT | Cubic Foet |
| DCCMS | Double (imbal CMC, |
| $\mathrm{ft}-1 \mathrm{~b}$ | foot pound (s) |
| $\mathrm{ft}-1 \mathrm{b-sec}$ | foot pound second(s) |
| H | CMC wheel momentum |
| $\mathrm{H}_{\mathrm{x}}, \mathrm{Hy}_{y}, \mathrm{H}_{z}$ | along $X, Y$, and $: Z$ vehicle axes |
| $\mathrm{I}_{\mathrm{i}} \mathrm{i}$ | Vehicle moments of inertia |


| 16 | pounds |
| :---: | :---: |
| RCS | Reaction Control (sub) System |
| SCCMG | Single gimbal CMC |
| $\mathbf{T}_{\text {См }}$ | CMG output torque |
| $\left\|\mathrm{T}_{\text {CMI }}\right\|_{\text {max }}$ | maximum CMG output torque |
| B | Angle between the base and sides of a SGCMG pyramid mounting configuration (see figure 6.5) |
| $\vec{\omega}_{\mathbf{g}}$ | CMG gimbal rate in inner gimbal space |

## 7. CMG SYSTEM STABILITY

The objective of this section is to specify a vehicle control law along with an appropriate set of control law gains. The control iaw gains are selected so as to keep the vehicle stable as opposed to unstable and to meet the three arc-minute vehicle stabilization goal specified in section 4.1 . The control law gains are computed so that the vehicle can meet this three arc-minute stabilization goal under the influence of both gravity gradient and worst case man disturbance torques.
7.1 Vehicle Control Law - The main function of the vehicle control law is to compute a CMG torque command $\mathrm{T}_{\mathrm{COM}}$ from sensed body motion that will compensate for the disturbance torques acting on the vehicle resulting in unwanted vehicle motion. The vehicle control law is also used to implement any CMG maneuver command generated by the CMG maneuver control law. The selected venicle control law is a standard rate plus position control law. This vehicle control law is given in equation 1.

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{COM}}=\left[K_{r}\right]\left(\vec{\omega}_{D}-\vec{\omega}\right)+\left[K_{p}\right](\Delta \vec{\theta}+\vec{\varepsilon}) \tag{1}
\end{equation*}
$$

$\vec{\omega}$ is the sensed vehicle angular velocity. $\vec{\omega}_{D}$ and $\Delta \vec{\theta}$ are the desired vehicle rotational rate and attitude error, respectively; both $\vec{\omega}_{D}$ and $\Delta \vec{\theta}$ are computed by the CMG maneuver control law. $\vec{\varepsilon}$ is a vehicle attitude offset command; $\vec{E}$ can be a gravity gradient CMG desaturation maneuver command. $\left[K_{r}\right]$ and $\left[K_{p}\right]$ are the vehicle control law rate and position gain matrices, respectively.

$$
\begin{align*}
& {\left[K_{r}\right]=\left[\begin{array}{ccc}
K_{r x} & 0 & 0 \\
0 & K_{r y} & 0 \\
0 & 0 & K_{r z}
\end{array}\right]}  \tag{2}\\
& {\left[K_{p}\right]=\left[\begin{array}{ccc}
K_{p x} & 0 & 0 \\
0 & K_{p y} & 0 \\
0 & 0 & K_{p z}
\end{array}\right]} \tag{3}
\end{align*}
$$

$K_{r x}, K_{r y}$, and $K_{r z}$ and $K_{p x}, K_{p y}$, and $K_{p z}$ are the rate and position gains associated with the three vehicle control axes. These gains are determined in the following section.
7.2 Vehicle Control Loop - Figure 7.1 shows the general arrangement of the vehicle control loop. To compute the gain matrices $\left[K_{r}\right]$ and $\left[K_{p}\right]$, the following assumptions are made: (1) all control sensors are perfect, (2) the vehicle is rigid, (3) interaxis vehicle dynamic coupling does not exist, and (4) the GMG dynamics can be represented by a first-order iag. After a preliminary set of values for $K_{r x}, K_{r y}, K_{r z}, K_{p x}, K_{p y}$, and $K_{p z}$ nave been computed, the above assumptions will be reexamined.

The largest projected disturbance torque acting on the Shuttle is assumed to be due to a wall pushoff by a crewman moving from one side of the crew quarters to the other. The projected disturbance force profile $F_{w}$ is shown in figure 7.2. Assume that this force acts along the $Z$ axis causing a disturbance torque about the $Y$ axis. Assume an effective moment arm $L$ of 50 feet, the distance along the $X$ axis from the vehicle center of mass to the line of action of the force $F_{w}$. The change in the angular rate about the $Y$ axis due to a single wall pushoff equals

$$
\begin{equation*}
\Delta \omega_{y}=\frac{\mathrm{L}}{\mathrm{I}_{y y}} \cdot \int \mathrm{~F}_{\mathrm{w}} \mathrm{dt}=1.096 \times 10^{-4} \mathrm{rad} / \mathrm{sec} \tag{4}
\end{equation*}
$$

If the pushoffs occur periodically with a crewman pushing off one wall and then off the opposite wall, the incremental change in the velocity $\Delta \omega_{y}$ varies in a steady state condition between plus and minus $5.48 \times 10^{-5}$ radians per second. The angular displacement during a half cycle, $P / 2$, approximately equals

$$
\begin{equation*}
\Delta \theta_{y}=5.48 \times 10^{-5}(\mathrm{P} / 2)=2.74 \times 10^{-5} \mathrm{P} \text { radians } \tag{5}
\end{equation*}
$$

One of the mission requirements described in section 4.0 is that the vehicle attitude must be stabilized to three arc-minutes during each observation. Because wall pushoffs are by far the largest disturbances expected, an error of two arc-minutes from this source is tolerable. Substituting the appropriate value for $\Delta \theta_{y}, 5.82 \times 10^{-4}$ radian, corresponding to two arc-minutes into

Figure 7.1. Vehicle Control Loop
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Figure 7.2. Disturbance Due to Crew Moticn
equation 5 , the period $P$ equals 21.3 seconds. This period $P$ corresponds to a principal frequency of 0.295 radian per second. If the period $P$ is made shorter than 21.3 seconds, the corresponding principal frequency would increase but, because the angular displacement $\Delta \theta_{y}$ decreases as the frequency increases, the resulting $\Delta \theta_{y}$ will not exceed the two arc-minute limitation. Therefore, the vehicle control loop must only be effective for frequencies less than 0.3 radian per second.

Consider the signal flow diagram of the simplified control system shown in figure 7.3. Applying Mason's method to this signal flow diagram, the transfer function with the outer loop open is

$$
\begin{align*}
\frac{{ }_{o}}{\varepsilon} & =\frac{K_{p}}{s\left(\tau_{g} I s^{2}+I s+K_{r}\right)} \\
& =\frac{K_{p} / K_{r}}{s\left(s^{2} / \omega_{r}+2 \zeta_{r} s / \omega_{r}+1\right)} \tag{6}
\end{align*}
$$

where $\omega_{r}$ and $\zeta_{r}$ are the natural frequency and damping ratio of the rate loop, respectively. A Bode diagram of this transfer function is shown in figure 7.4. A rule of thumb is that the closed loop will be stable if the open-loop transfer function crosses the zero-db axis at a point where (1) its slope is 20 db per decade and (2) there are no breakpoints within an octave. The crossover will be set at 0.3 radian per second to provide the bandwidth specified in the previous paragraph. If $\omega_{r}$ is set at 1.0 , it will be more than an octave from the crossover, ${ }^{\text {and }}$ setting $\zeta$ equal to 0.707 will prevent the occurrence of resonant peaks. Fof rotutional motion about the pitch axis, $Y$ axis, the vehicle moment of inertia $I$, $I_{y y}$, equals $8.21 \times 10^{6}$ slug feet ${ }^{2}$. Substituting these values of $\omega_{r}, \zeta_{r}$, and $I$ into equation $6, \tau_{g}$ and $K_{r}$ equal

$$
\begin{align*}
& \tau_{g}=1 /\left(2 \zeta_{r} \omega_{r}\right)=0.707 \mathrm{sec}  \tag{7}\\
& K_{r}=\omega_{r}^{2} \tau_{g} I=5.82 \times 10^{6} \mathrm{ft}-1 \mathrm{~b} /(\mathrm{rad} / \mathrm{sec}) \tag{8}
\end{align*}
$$

The asymptote of figure 7.4 has a magnitude of -9.5 db , or 0.30 , at $\omega$ equal to one. At $\omega$ equal to one, the magnitude of the denominator of equation 6 equals one and therefore its numerator $K_{p} / K_{r}$ equals the above value, 0.3. Using the value of $K_{r}$ given ih equation 8 , $K_{p}$ equals $1.745 \times 10^{6} \mathrm{ft}-1 \mathrm{~b} / \mathrm{radian}$.
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This preliminary analysis has specified approximate gains $K_{r}$ and $K_{p}$ that satisfy stabilization requirements in the presence of assumed crew motion. Other disturbances, particularly gravity gradient torques must be considered. The gravity gradient torque acting on the vehicle has a maximum component of $13.9 \mathrm{ft}-1 \mathrm{~b}$ about the $Y$ axis ( $X$-lop attitude) and varies so slowly that it may be considered constant. The steady state displacement $\Delta \theta_{y}{ }^{(g g)}$ due to this torque equals

$$
\begin{align*}
\Delta \theta_{y}(g g) & =T_{g y} / K_{p}=13.9 / 1.745 \times 10^{6}  \tag{9}\\
& =7.9 .5 \times 10^{-6} \mathrm{rad}=0.00273 \text { arc minute }
\end{align*}
$$

which is negligible. Angular displacement due to aerodynamic torques are even smaller than $\Delta \theta_{y}^{(g g)}$. The assumed rate and position control law gains are therefore adequate, and error integration is not required.

Another source of error is the dead zones inherent in each CMG due to Coulomb friction and various electronic dead zones. In the case of a $2,300 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ DGCMG, the minimum output torque is 0.25 ft lb . A pessimistic assumption is that six of these gyros break away simultaneously, providing a total dead zone of 1.5 ft 1 b . A position error of 0.003 arc minute or a rate error of 0.009 arc minute per second will generate enough signal to drive the CMG out of the dead zone. The error is so small that further consideration of the limit cycle caused by CMG dead zones is unnecessary.

The first-order lag is a reasonable approximation to the transfer function of a SGCMG at low frequencies. However, a typical time constant is 0.02 second. It could be increased to 0.7 second, as required by the foregoing analysis, by reducing the gain of the gimbal servo; but an undesirable result would be an increase in the dead zone due to Coulomb friction. A CMG time constant of 0.02 second and the previously computed rate-loop gain ( $5.82 \times 10^{6}$ ) give the following transfer function.

$$
\begin{align*}
\frac{\theta_{0}}{\varepsilon} & =\frac{1.745 \times 10^{6}}{s\left(0.02 \times 8.21 \times 10^{6} \mathrm{~s}^{2}+8.21 \times 10^{6} \mathrm{~s}+5.82 \times 10^{6}\right)} \\
& =\frac{0.3}{s(s / 0.72+1)(\mathrm{s} / 49.3+1)} \tag{10}
\end{align*}
$$

The Bode diagram of this function shown in figure 7.5 is still satisfactory.

In the case of a DGCMG, the preliminary estimates may be improved by use of a more exact gyro model. Figure 7.6 is a signal flow diagram of a DGCMG in which all mechanical parts are rigid. The corresponding transfer function derived from this diagram is

$$
\begin{equation*}
\frac{\dot{\delta}_{1}}{\dot{\delta}_{1 c}}=\frac{N K_{v} G_{1}\left(J_{e 3} s+G_{3} N K_{v}\right)}{J_{e 1}{ }_{e 3} s^{2}+N K_{v}\left(G_{1} J_{e 3}+G_{3} J_{e 1}\right) s+H^{2} \cos ^{2} \delta_{1}+G_{1} G_{3} N^{2} K_{v}^{2}} \tag{11}
\end{equation*}
$$

If the compensation functions $G_{1}$ and $G_{3}$ are unity, $\frac{\delta_{1}}{\delta_{1 c}}$ becomes

$$
\begin{equation*}
\frac{\dot{\delta}_{1}}{\dot{\delta}_{1 c}}=\frac{\tau_{n} s+1}{s^{2} / \omega_{g}{ }^{2}+2 \zeta_{g} s / \omega_{g}+1} \tag{12}
\end{equation*}
$$

## The vehicle control loop including the transfer function $\frac{\dot{\delta}_{1}}{\dot{\delta}_{1 c}}$

is shown in figure 7.7. One more application of Mason's method gives the open loop transfer function $\frac{\theta_{0}}{\varepsilon}$.

$$
\begin{equation*}
\frac{\theta_{0}}{\varepsilon}=\frac{K_{p}\left(\tau_{n} s+1\right)}{s\left[I s^{3} / \omega_{g}^{2}+2 I \zeta_{g} s^{2} / \omega_{g}+\left(I+K_{r} \tau_{n}\right) s+K_{r}\right]} \tag{13}
\end{equation*}
$$

In a typical CMG, $\tau_{n}$ is about 1 millisecond. $K_{r} \tau_{n}$ is, consequently, negligible by comparison to $I$. Using the values of $K_{r}$ and $K_{p}$ estimated by the first-order approximation and setting $\omega_{g}$ equal to $1 / \tau_{g}, 1.414 \mathrm{rad} / \mathrm{sec}$, the transfer function $\frac{\theta_{0}}{\varepsilon}$ equals

$$
\begin{equation*}
\frac{\theta_{0}}{\varepsilon}=\frac{0.3(8 / 1000+1)}{s(8 / 1.30+1)\left(s^{2} / 1.045^{2}+2 \times 0.335 s / 1.045+1\right)} \tag{14}
\end{equation*}
$$

The Bode diagram of this transfer function shown in figure 7.8 , indicates a stable system but, the damping ratio 0.335 is inadequate.


subscripts 1 and 3 refer to inner and outer gimbals, respectively.

Figure 7.6. Signal-Flow Graph of Rigid DGCMG


Figure 7.8. Magnitude Vs Frequency Plot of Simplified Vehicle
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CMGs are usually designed to have a natural frequency much greater than 1.414 radians per second. Ten Hz , or 62.8 radians per second, is a typical value of $\omega_{g}$. If this is used, the vehicle transfer function $\frac{\theta_{0}}{\varepsilon}$ equals ${ }^{s}$

$$
\begin{equation*}
\frac{\theta_{0}}{\mathrm{E}}=\frac{0.3(\mathrm{~s} / 1000+1)}{\mathrm{s}(\mathrm{~s} / 0.72+1)\left(\mathrm{s}^{2} / 62.3^{2}+2 \times 0.705 \mathrm{~s} / 62.3+1\right)} \tag{15}
\end{equation*}
$$

The corresponding Bode diagram also shown in figure 7.8 indicates a more satisfactory system.

Another matter of interest is the effect of crew motion disturbances on the model shown in figure 7.7. The transfer function relating vehicle displacement $\theta_{0}$ to disturbance torque equals

$$
\begin{equation*}
\frac{\theta_{0}}{T_{d}}=\frac{\left(s^{2}+2 \zeta_{g} \omega_{g} s+\omega_{g}^{2}\right) / I}{s^{4}+2 r_{g} \omega_{g} s^{3}+\omega_{g}} \frac{\left(1+\tau_{n} K_{r} / I\right) s^{2}+\omega_{g}^{2}\left(K_{r}+\tau_{n} K_{p}\right) s / I+\omega_{g}{ }^{2} K_{p} / I}{} \tag{16}
\end{equation*}
$$

The previously established values for the parameters contained in equation 16 are:

$$
\begin{aligned}
& I=8.21 \times 10^{6} \mathrm{slug} \mathrm{ft}^{2} \\
& K_{p}=1.745 \times 10^{6} \mathrm{ft} 1 \mathrm{~b} / \mathrm{rad} \\
& K_{r}=5.82 \times 10^{6} \mathrm{ft} 1 \mathrm{~b} /(\mathrm{rad} / \mathrm{sec}) \\
& \zeta_{g}=0.707 \\
& \tau_{\mathrm{n}}=0.001 \mathrm{sec} \\
& \omega_{g}=62.4 \mathrm{rad} / \mathrm{sec}
\end{aligned}
$$

Substituting these values into the transfer function $\frac{\theta_{0}}{T_{d}}$,

$$
\begin{equation*}
\frac{\theta_{0}}{T_{d}}=\frac{\left(s^{2}+88.8 s+3940\right) / 8.21 \times 10^{6}}{\left(s^{2}+0.707 \mathrm{~s}+0.213\right)\left(\mathrm{s}^{2}+88.1 \mathrm{~s}+3880\right)} \tag{17}
\end{equation*}
$$

The quadratic factor in the numerator is essentially identical to one in the denominator therefore thev can ho assumed to cancel.
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The resulting transfer function $\frac{{ }^{\theta}}{T_{d}}$ equals

$$
\begin{equation*}
\frac{\theta_{0}}{T_{d}} \approx \frac{1.22 \times 10^{-7}}{s^{2}+0.707 \mathrm{~s}+0.213} \tag{18}
\end{equation*}
$$

The time response to a unit impulse of torque can be readily computed; $\theta_{0}(t)$ equals

$$
\begin{equation*}
\theta_{0}(t)=4.12 \times 10^{-7} e^{-0.354 t} \sin 0.295 t \tag{19}
\end{equation*}
$$

The crew motion disturbance mentioned previously generates alternating impulses of 900 ft lb sec each. The resulting displacement, in arc minutes, is therefore

$$
\begin{aligned}
\theta_{0}(t) & =4.12 \times 10^{-7} \times 900 \times 57.3 \times 60 e^{-0.354 t} \sin 0.295 t \\
& =1.275 e^{-0.354 t} \sin 0.295 t
\end{aligned}
$$

which has a maximum value of 0.36 arc minute when $t=2.5$ seconds.
Although this is the largest disturbance that has been considered, it is much smaller than the allowable disturbance. A reduction of vehicle loop gains might therefore be considiered. ${ }_{5}$ By neglecting CMG dynamics, it is estimated that values of $2.43 \times 10^{5}$ and $2.08 \times 10^{6}$ for $K_{p}$ and $K_{r}$, respectively, will allow the disturbance to increase to 1.0 arc minute while maintaining a damping ratio of 0.7. Substitution of these values into equation 16 leads to

$$
\begin{align*}
& \frac{0_{0}}{\mathrm{~T}_{\mathrm{d}}}=\frac{\left(\mathrm{s}^{2}+88.8 \mathrm{~s}+3940\right) / 8.21 \times 10^{6}}{\left(\mathrm{~s}^{2}+0.253 \mathrm{~s}+0.0296\right)\left(\mathrm{s}^{2}+88.8 \mathrm{~s}+3940\right)} \\
& =\frac{1.22 \times 10^{-7}}{\mathrm{~s}^{2}+0.253 \mathrm{~s}+0.0296} \tag{21}
\end{align*}
$$

The time response $\theta_{0}(t)$ corresponding to a $900 \mathrm{ft} \mathrm{lb} \mathrm{sec}$. in arc minutes equals

$$
\begin{equation*}
\theta_{0}(t)=3.11 e^{-0.217 t} \sin 0.172 t \tag{22}
\end{equation*}
$$

$\theta_{0}(t)$ has a maximum value of 1.0 arc minute at $t$ equal to 4.56 seconds.

The cancellation of the quadratic terms in equation 21 indicates that the affects of CMG dynamics on the vehicle attitude control loop is negligible. The revised value of $K_{p}$ for the $Y$ axis changes the angular displacement due to gravity gradient disturbance torques as computed in equation 9 to 0.197 arc minute; this angular displacement is still negligible. The attitude error attributed to CMG dead zones is increased to 0.02 arc minutes which is also insignificant. These attitude errors along with those due to crew motion are illustrated in figure 7.9. Note that the total attitude error depicted in this figure is well within the desired three arc minute stablization goal.

The revised rate and position gains $K_{r i}$ and $K_{p i}, i=x, y, z$,

$$
\begin{align*}
& K_{r i}=0.243 \mathrm{I}_{11} \\
& \mathrm{~K}_{\mathrm{pi}}=0.0295 \mathrm{I}_{1 i} \tag{23}
\end{align*}
$$

Substituting the appropriate vehicle moments of inertia $I_{\text {if }}$ into the above expressions $K_{r i}$ and $K_{p i}$ equal

$$
\begin{align*}
& \mathrm{K}_{\mathrm{rx}}=2.52 \times 10^{5} \mathrm{ft}-1 \mathrm{~b} /(\mathrm{rad} / \mathrm{sec}) \\
& \mathrm{K}_{\mathrm{ry}}=1.995 \times 10^{6} \mathrm{ft}-1 \mathrm{~b} /(\mathrm{rad} / \mathrm{sec}) \\
& \mathrm{K}_{\mathrm{rz}}=2.078 \times 10^{6} \mathrm{ft}-1 \mathrm{~b} /(\mathrm{rad} / \mathrm{sec}) \\
& \mathrm{K}_{\mathrm{px}}=3.068 \times 10^{4} \mathrm{ft}-1 \mathrm{~b} / \mathrm{rad}  \tag{24}\\
& \mathrm{~K}_{\mathrm{py}}=2.422 \times 10^{5} \mathrm{ft}-1 \mathrm{~b} / \mathrm{rad} \\
& \mathrm{~K}_{\mathrm{pz}}=2.522 \times 10^{5} \mathrm{ft}-1 \mathrm{~b} / \mathrm{rad}
\end{align*}
$$

The above control law gains result in a closed loop control system with a natural frequency of 0.127 radian per second ( 0.027 Hz ) and a damping ratio of 0.7 . These CMG vehicle control law gains are used in the computer verification task documented in section 12.0 . The purpose of the computer verification task is to demonstrate the feasibility using a hybrid computer simulation of the selected control logic associated with this CMG control system.
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Figure 7.9. Typical Attitude Errore

### 7.3 Notes

### 7.3.1 symbols

| CMG | Control moment gyro |
| :---: | :---: |
| db | Decibel(s) |
| DGCMG | Double gimbal CMG |
| $\mathrm{ft}-1 \mathrm{~b}$ | Foot pound (s) |
| $\Gamma_{\text {w }}$ | Crew wall pushoff disturbance force |
| G | CMG servo compensation function |
| H | Wheel spin momentum |
| Hz | Hertz |
| I | Vehicle moment of inertia |
| [ I] | Vehicle inertia tensor |
| I 11 | Vehicle moment of inertia ( $1=x, y, z$ ) |
| $\mathrm{J}^{\text {e }}$ | Equivalent moment of inertha of CMC wheel and gimbal |
| K | CMG amplifier and motor gain |
| [ $K_{p}$ ] | Vehicle control law position gain matrix |
| $K_{p x}, K_{p y}, K_{p z}$ | Components of [ $K_{p}$ ] |
| [ $K_{r}$ ] | Vehicle control law rate gain matrix |
| $\mathrm{K}_{r x}, \mathrm{~K}_{r y}, \mathrm{~K}_{r z}$ | Components of [ $\mathrm{K}_{\mathbf{r}}$ ] |
| ${ }^{\mathrm{K}} \mathrm{V}$ | CMG tachometer gain |
| L | Effective moment arm corresponding to crew wall pushoff disturbance |
| mln | Arc minute(s) |
| min/sec | Arc minute(s) per second |
| N | CMG gear train ratio |
| P | Period between crew pushoffs |
| s | Laplace trans form operator |
| sec | Second (s) |
| SGCMG | Single gimbal CMG |
| $t$ | Time (seconds) |
| $\stackrel{T}{T}^{\text {COM }}$ | CMG torque command |
| $\mathrm{T}_{\mathrm{d}}$ | Disturbance torque |
| $\delta$ | Gimbal angle |
| ${ }_{1}$ | Gimbal angle ( $i=1$, inner; $1=3$, outer) |
| $\dot{S}_{1}$ | Gimbal rate ( $1=1$, inner; $1=3$, outer) |
| $\dot{\delta}_{\text {ic }}$ | Gimbal rate command ( $1=1$, inner; $i=3$, outer) |
| $\vec{\varepsilon}$ | Vehicle attitude error or offset command |
| $\zeta_{r}$ | CMG servo damping rat io |
| $\theta_{c}$ | Vehicle angular displacement command |
| $\theta_{0}$ | Vehtcle angular displacement |

vehicle attitude error
incremental change in vehicle angular displacement due to crew wall pushoffs
CMG time constant (seconds)
vehicle angular velocity
desired vehicle angular velocity
CMG servo natural frequency
incremental change in vehicle angular velocity due to crew wall pushoffs

### 7.3.2 Reference

1. Mathematical Models for Orbiting Space Station Control System Analysis, Report No. 70-4, Bendix Corp., Research Laboratories, Southfield, Michigan, January 1971

## 8. CMG MANEUVER CONTROL LAWS

Three methods of implementing the attitude strapdown equations of motion for a large Earth orbiting spacecraft are described in this section; they are based on (1) quaternion, (2) direct cosines, and (3) Euler angle implementations for describing the attitude of a spacearaft. The function of the strapdown equations is to generate sufficient vehicle attitude information that will enable the vehicle to maintain or track specific attitudes and to perform vehicle maneuvers. The output of this section to select one of these CMG maneuver control laws on the basis of software complexity, computational case, and system performance.
8.1 Vehicle Control Law - The vehicle control law utilizes the attitude information computed by the CMG maneuver control law to generate the appropriate CMG torque commands $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$. The CMG torque command $\vec{T}_{\text {COM }}$ that is sent to the CMG control system is governed by the following rate plus position yenicle control law described in section 7.1 .

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{COM}}=\left[\mathrm{k}_{\mathbf{r}}\right]\left(\vec{\omega}_{\mathrm{D}}-\vec{\omega}\right)+\left[\mathrm{k}_{\mathrm{p}}\right](\Delta \vec{\theta}+\vec{\varepsilon}) \tag{1}
\end{equation*}
$$

$\vec{\omega}$ is the vehicle angular rate as measured by the rate gyros mounted to the vehicle, $\vec{\omega}_{D}$ and $\Delta \vec{\theta}$ are the desired vehicle rate and vehicle attitude error as determined by the CMG maneuver control law. The gains matrices $\left[K_{r}\right]$ and $\left[K_{p}\right]$ are the corresponding vehicle rate and position vehicle control law gains defined in section 7.0 and $\vec{E}$ is a vehicle attitude offset command.
8.2 Quaternion Maneuver Control Law - The attitude of a spacecraft with respect to some reference frame can be described by a set of four parameters called quaternions. These four parameters are based on Euler's theorem that states that the rotational displacement of a rigid body from some initial orientation can be described by a single rotation about a fixed axis. This axis is referred to as an eigenaxis because it is common to both the reference and vehicle coordinate frames. The quaternions describe the attitude of a spacecraft by defining the eigenaxis and the appropriate angular displacement about this axis necessary to transfer from the reference frame to vehicle space.
8.2.1 Quaternion Definition - Assume that the rigid body shown in figure 8.1 is rotated with respect to some reference frame XYZ about an eigenaxis $\vec{E}$ defined by the three directional angles $\alpha, \beta$, and $\gamma$ through an angular displacement $\theta$. Assume that $\vec{E}$ is a unit vector.

$$
\begin{equation*}
\vec{E}=\cos \alpha \hat{i}+\cos \hat{\beta}+\cos \gamma \hat{k} \tag{2}
\end{equation*}
$$

where $\hat{i}, \hat{j}$, and $\hat{k}$ are unlt vectors along the $X, Y$, and $Z$ axes, respectively. Let the reference coordinates $x, y, z$ define the location of a point $P$ in the body prior to the rotation $\theta$ about $\vec{E}$.

Define a second coordinate system $x^{\prime} y^{\prime} z^{\prime}$ such that $x^{\prime}$ lies along the eigenaxis $\vec{E}, y^{\prime}$ lits in the $Y Z$ plane, and $z '$ forms the remaining axis of the orthogonal coordinate triad $x^{\prime} y^{\prime} z^{\prime}$. Let $\hat{i}^{\prime}, \hat{j} '$, and $\hat{k}{ }^{\prime}$ be unit vectors along $x^{\prime}, y^{\prime}$, and $z^{\prime}$, respectivaly. $i^{\prime}, j^{\prime}$, and $k$ ' in terms of $1, j$, and $k$ equal

$$
\begin{gather*}
\hat{i} \hat{i}^{\prime}-\overrightarrow{\mathrm{E}}=\cos \hat{i}+\cos \beta \hat{j}+\cos \gamma \hat{k}  \tag{3}\\
\hat{j}^{\prime}=\frac{\hat{i} \times \hat{i^{\prime}}}{\sin \alpha}=-\frac{\cos \gamma}{\sin \alpha} \hat{j}+\frac{\cos \beta}{\sin \alpha} \hat{k}  \tag{4}\\
\hat{k}^{\prime}=\hat{i}^{\prime} \times \hat{j^{\prime}}=\frac{1}{\sin \alpha}\left[\left(\cos ^{2} \beta+\cos ^{2} \gamma\right) \hat{i}\right. \\
-\cos \alpha \cos \beta \hat{j}-\cos \alpha \cos \gamma \hat{k}] \tag{5}
\end{gather*}
$$

The transformation from $x^{\prime} y^{\prime} z$ ' to XYZ space can be defined by the following transformation:

$$
\left[\begin{array}{l}
X  \tag{6}\\
Y \\
Z
\end{array}\right]=\left[\phi_{R+R^{\prime}}\right]\left[\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
z^{\prime}
\end{array}\right]
$$

where
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$$
\left[\phi_{R+R^{\prime}}\right]=\left[\begin{array}{ccc}
\cos \alpha & 0 & \frac{\cos ^{2} \beta+\cos ^{2} \gamma}{\sin \alpha} \\
\cos \beta & -\frac{\cos \gamma}{\sin \alpha} & -\frac{\cos \alpha \cos \beta}{\sin \alpha} \\
\cos \gamma & \frac{\cos \beta}{\sin \alpha} & -\frac{\cos \alpha \cos \gamma}{\sin \alpha}
\end{array}\right]
$$

Define a third coordinate system $X_{v} Y_{v} Z_{v}$ that is fixed to the rigid body. Assume that prior to the rotation 0 about $\vec{E}$, that the two coordinate systems $x^{\prime} y^{\prime} z '$ and $X_{v} Y_{v} Z_{v}$ are aligned. The coordinates of point $P$ in body space $X_{v} Y_{v} Z_{v}$ are

$$
\left[\begin{array}{c}
X_{v}  \tag{7}\\
Y_{v} \\
z_{v}
\end{array}\right]=\left[\Phi_{R+R^{\prime}}\right]\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]
$$

where

$$
\left[\Phi_{R^{\prime}+R}\right]=\left[\begin{array}{ccc}
\cos \alpha & \cos \beta & \cos \gamma \\
0 & -\frac{\cos \gamma}{\sin \alpha} & \frac{\cos \beta}{\sin \alpha} \\
\frac{\cos ^{2} \beta+\cos ^{2} \gamma}{\sin \alpha} & -\frac{\cos \alpha \cos \beta}{\sin \alpha} & -\frac{\cos \alpha \cos \gamma}{\sin \alpha}
\end{array}\right]
$$

Now assume the rigid body is rotated about the eigenaxis $\vec{E}$ ( $X_{v}$ axis) through the angle $\theta$. This rotation can be thought of as a transformation from the $x^{\prime} y^{\prime} z$ ' coordinate frame to the new location of the $X_{v} Y_{v} Z_{v}$ coordinate system as shown in figure 8.2. The resulting transformation from $X_{v} Y_{v} Z_{v}$ to $x^{\prime} y^{\prime} z^{\prime}$ is

$$
\left[\begin{array}{l}
x^{\prime}  \tag{8}\\
y^{\prime} \\
z^{\prime}
\end{array}\right]=\left[\Phi_{R^{\prime}+v^{\prime}}\right]\left[\begin{array}{l}
X_{v} \\
y_{v} \\
z_{v}
\end{array}\right]
$$

where

$$
\left[\Phi_{R^{\prime}+\mathbf{V}}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta & -\sin \theta \\
0 & \sin \theta & \cos \theta
\end{array}\right]
$$



Figure 8.2 Rotational Dieplacement $\theta$ of $X_{v} y_{v} Z_{v}$ Fron $x^{\prime} y^{\prime} z^{\prime}$
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The new location of point $P$ in the $X Y Z$ reference frame due to the rotational displacement $\theta$ about $\vec{E}$ is given by the following transformation.

$$
\left[\begin{array}{l}
X  \tag{9}\\
Y \\
Z
\end{array}\right]=\left[\Phi_{R \not-R}\right]\left[\Phi_{R^{\prime} \varangle v^{\prime}}\right]\left[\Phi_{R^{\prime} \leftarrow R}\right]\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]
$$

Let

$$
\begin{equation*}
[\phi]=\left[\phi_{R+R}\right]\left[\phi_{R^{\prime} \leftarrow}\right]\left[\phi_{R^{\prime}+R}\right] \tag{10}
\end{equation*}
$$

such that

$$
\left[\begin{array}{l}
X  \tag{11}\\
Y \\
Z
\end{array}\right]=[\Phi]\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]
$$

The transformation [ $\Phi$ ] describes the new location of the rigid tody with respect to the $X Y Z$ reference frame. [ $\$$ ] equals

$$
[\phi]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{12}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

where

$$
\begin{aligned}
& a_{11}=1-2 \sin ^{2}\left(\frac{\theta}{2}\right) \sin ^{2} \alpha \\
& a_{12}=2\left[\sin ^{2}\left(\frac{\theta}{2}\right) \cos \alpha \cos \beta-\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2}\right) \cos \gamma\right] \\
& a_{13}=2\left[\sin ^{2}\left(\frac{\theta}{2}\right) \cos \alpha \cos \gamma+\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2}\right) \cos \beta\right] \\
& a_{21}=2\left[\sin ^{2}\left(\frac{\theta}{2}\right) \cos \beta \cos \alpha+\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2}\right) \cos \gamma\right] \\
& a_{22}=1-2 \sin ^{2}\left(\frac{\theta}{2}\right) \sin ^{2} \beta \\
& a_{23}-2\left[\sin ^{2}\left(\frac{\theta}{2}\right) \cos B \cos \gamma-\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2}\right) \cos \alpha\right]
\end{aligned}
$$

$$
\begin{aligned}
& a_{31}=2\left[\sin ^{2}\left(\frac{\theta}{2}\right) \cos \gamma \cos \alpha-\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2}\right) \cos \beta\right] \\
& a_{32}=2\left[\sin ^{2}\left(\frac{\theta}{2}\right) \cos \gamma \cos \beta+\sin \left(\frac{\theta}{2}\right) \cos \left(\frac{\theta}{2}\right) \cos \alpha\right] \\
& a_{33}=1-2 \sin ^{2}\left(\frac{\theta}{2}\right) \sin ^{2} \gamma
\end{aligned}
$$

The relative orientation of the two coordinate systems, $X_{v} Y_{v} Z_{v}$ with respect to $X Y Z$, can be specified by either the transformation $[\Phi]$ or by the single axis rotation defined by $\vec{E}$ and $\theta$ that would align both coordinate frames. The following four parameters $q_{1}$, $q_{2}, q_{3}$, and $q_{4}$ can be used to specify $\vec{E}$ and $E$.

$$
\begin{align*}
& q_{1}=\cos \left(\frac{\theta}{2}\right)  \tag{13}\\
& q_{2}=E_{x} \sin \left(\frac{\theta}{2}\right)  \tag{14}\\
& q_{3}=E_{y} \sin \left(\frac{\theta}{2}\right)  \tag{15}\\
& q_{4}=E_{z} \sin \left(\frac{\theta}{2}\right) \tag{16}
\end{align*}
$$

These four parameters are referred to as the four Euler rotational quaternions. $E_{x}, E_{y}$, and $E_{z}$ are the directional cosines that define $\vec{E}\left(E_{x}=\cos \alpha, E_{y}=\cos \beta, E_{z}=\cos \gamma\right)$. The iour quaternions $q_{1}, q_{2}, q_{3}$, and $q_{4}$ are often written in the form of a complex number $\vec{q}$.

$$
\begin{equation*}
\stackrel{\rightharpoonup}{q}=q_{1}+q_{2} \hat{i}+q_{3} \hat{j}+q_{4} \hat{k} \tag{17}
\end{equation*}
$$

where $\hat{i}, \hat{j}$, and $\hat{k}$ are the unit vectors along the $X, Y$, and 2 reference axes, respectively.

These four quaternions $q_{1}, q_{2}, q_{3}$, and $q_{4}$ are sufficient to determine completcly the transformation [ $\Phi$ ]. It can be shown that the nine elements of $[\$] a_{11}, a_{12}, \ldots, a_{33}$ can be written in terms of these four quaternions.

$$
\begin{align*}
& a_{11}=q_{1}^{2}+q_{2}^{2}-q_{3}^{2}-q_{4}^{2}  \tag{18}\\
& a_{12}=2\left(q_{2} q_{3}-q_{1} q_{4}\right)  \tag{19}\\
& a_{13}=2\left(q_{2} q_{4}+q_{1} q_{3}\right) \tag{20}
\end{align*}
$$

$$
\begin{align*}
& a_{21}=2\left(q_{2} q_{3}+q_{1} q_{4}\right)  \tag{21}\\
& a_{22}=q_{1}^{2}-q_{2}^{2}+q_{3}^{2}-q_{4}^{2}  \tag{22}\\
& a_{23}=2\left(q_{3} q_{4}-q_{1} q_{2}\right)  \tag{23}\\
& a_{31}=2\left(q_{2} q_{4}-q_{1} q_{3}\right)  \tag{24}\\
& a_{32}=2\left(q_{1} q_{2}+q_{3} q_{4}\right)  \tag{25}\\
& a_{33}=q_{1}^{2}-q_{2}^{2}-q_{3}^{2}+q_{4}^{2} \tag{26}
\end{align*}
$$

Since the transformation [ $\$$ ] describes the attitude of the rigid body shown in figure 8.1 with respect to the $X Y Z$ reference frame and since $[\Phi]$ can also be written in terms of $q_{1}, q_{2}, q_{3}$, and $q_{4}$, these four quaternions also completely specify the orientation of the $X_{v} Y_{v}{ }^{2} v$ coordinate frame.

Given [ $\Phi$ ], the quaternions $q_{1}, q_{2}, q_{3}$, and $q_{4}$ can be computed from its elements $a_{11}, a_{12}, \ldots, a_{33}$. To compute $q_{1}, q_{2}, q_{3}$, and $q_{4}$, one needs only to determine the eigenaxis $\vec{E}$ and the rotational displacement $\theta$ about the axis as specified by [ $\Phi$ ]. $\theta$ can be computed using the unique property that the trace of [ $\$$ ] equals $1+2 \cos \theta$.

$$
\begin{equation*}
\text { trace of }[\phi]=\sum_{1=1}^{3} a_{11}=1+2 \cos \theta \tag{27}
\end{equation*}
$$

$\theta$ equals

$$
\begin{equation*}
\theta=\cos ^{-1}\left[0.5\left(a_{11}+a_{22}+a_{33^{-1}}\right)\right] \tag{28}
\end{equation*}
$$

The eigenaxis $\vec{E}$ is defined by the three direction cosines, $\cos \alpha$, $\cos \beta$, and $\cos \gamma$ designated $E_{x}, E_{y}$, and $E_{z}$, respectively. Using equations 18 thru 26 , it can be shown that $E_{x}, E_{y}$, and $E_{z}$ equal

$$
\begin{align*}
& E_{x}-\cos \alpha=\frac{a_{32^{-a} 23}}{4 \cos \left(\frac{\theta}{2}\right) \sin \left(\frac{\theta}{2}\right)}  \tag{29}\\
& E_{y}=\cos \beta=\frac{a_{13^{-a} 31}^{4 \cos \left(\frac{\theta}{2}\right) \sin \left(\frac{\theta}{2}\right)}}{}=\frac{1}{} \tag{30}
\end{align*}
$$

$$
\begin{equation*}
E_{z}=\cos \gamma=\frac{a_{21}^{-a} 12}{4 \cos \left(\frac{\theta}{2}\right) \sin \left(\frac{\theta}{2}\right)} \tag{31}
\end{equation*}
$$

Using the results of equations 28 thru 31 , the quaternions $q_{1}, q_{2}$, $q_{3}$, and $q_{4}$ as a function of the elements of $[\$]$ equal

$$
\begin{gather*}
q_{1}=\cos \left(\frac{\theta}{2}\right) \text { where } \theta=\cos ^{-1}\left[0.5\left(a_{11}+a_{22}+a_{33^{-1}}\right)\right]  \tag{32}\\
q_{2}=E_{x} \sin \left(\frac{\theta}{2}\right)=\frac{a_{32^{-a} 23}}{4 q_{1}}  \tag{33}\\
q_{3}=E_{y} \sin \left(\frac{\theta}{2}\right)=\frac{a_{13^{-a} 31}}{4 q_{1}}  \tag{34}\\
q_{4}=E_{z} \sin \left(\frac{\theta}{2}\right)=\frac{a_{21}-a_{12}}{4 q_{1}} \tag{35}
\end{gather*}
$$

8.2.2 Quaternion Strapdown Equat ions - The strapdown equations are a set of equations that are used to digitally compute the four quaternions by using sensed body rates. In the case of a spacecraft, these body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$ are normally sensed and measured by at least three rate gyros rigidly mounted to the vehicle.

Assume that the orientation of the rigid body shown in figure 8.3 is due to the Euler rotations $\psi, 7$, and $\phi$. The order of these rotations is (1) an angular rotation $\psi$ about the 2 axis, (2) a $\eta$ rotation about the displaced $X$ axis, and (3) a $\phi$ rotation about the displaced $z$ axis. The three Euler rotations $\psi, \eta$, and $\phi$ correspond to the following transformations $[\$]_{\psi},[\phi]_{\eta}$, and $[\Phi]_{\phi}$, respectively.

$$
\begin{align*}
& {[\Phi]_{\psi}=\left[\begin{array}{ccc}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right]}  \tag{36}\\
& {[\Phi]_{\eta}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \eta & \sin \eta \\
0 & -\sin \eta & \cos \eta
\end{array}\right]} \tag{37}
\end{align*}
$$
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Figure 8.3 Euler Rotatione $\psi$, $\eta$, $\oplus$

$$
[\phi]_{\phi}=\left[\begin{array}{ccc}
\cos \phi & \sin \phi & 0  \tag{38}\\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

The transformation from the reference coordinate system XYZ to the rigid body coordinate frame $X_{v} Y_{v} Z_{v}$ equals

$$
\left[\begin{array}{l}
X_{v}  \tag{39}\\
y_{v} \\
z_{v}
\end{array}\right]-[\Phi]_{\phi}[\Phi]_{\eta}[\Phi]_{\psi}\left[\begin{array}{l}
X \\
y \\
z
\end{array}\right]
$$

The rigid body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$ can be written in terms of the three Euler rates $\dot{\psi}, \dot{n}$, and $\dot{\phi}$ as follows

$$
\begin{align*}
{\left[\begin{array}{c}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right] } & =[\Phi]_{\phi}[\Phi]_{\eta}[\Phi]_{\psi}\left[\begin{array}{l}
0 \\
0 \\
\dot{\psi}
\end{array}\right] \\
& +[\Phi]_{\phi}[\Phi]_{\eta}\left[\begin{array}{l}
\dot{\eta} \\
0 \\
0
\end{array}\right]+[\Phi]_{\phi}\left[\begin{array}{l}
0 \\
0 \\
\dot{\Phi}
\end{array}\right] \tag{40}
\end{align*}
$$

Simplifing the above erpression, $\omega_{x}, \omega_{y}$, and $\omega_{z}$ equal

$$
\left[\begin{array}{c}
\omega_{x}  \tag{41}\\
\omega_{y} \\
\omega_{z}
\end{array}\right]-[\phi]_{\dot{\psi} \dot{n} \phi}\left[\begin{array}{l}
\dot{\psi} \\
\dot{n} \\
\dot{\phi}
\end{array}\right]
$$

where
$[\phi] \dot{\psi n \phi}=\left[\begin{array}{ccc}\sin n \sin \phi & \cos \phi & 0 \\ \sin \eta \cos \phi & -\sin \phi & 0 \\ \cos \eta & 0 & 1\end{array}\right]$

The Euler rates $\dot{\psi}, \dot{n}$, and $\dot{\phi}$ as a function of the body rates $\omega_{x}$, $\omega_{y}$, and $\omega_{z}$ equal

$$
\left[\begin{array}{c}
\dot{\psi}  \tag{42}\\
\dot{n} \\
\dot{\phi}
\end{array}\right]=[\Phi]_{\dot{\psi} \dot{n} \dot{\phi}}^{-1}\left[\begin{array}{l}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right]
$$

-1
where $[\Phi]_{\dot{\psi} \dot{\eta} \dot{\phi} \text { is the inverse of }[\phi]}^{\psi i n \dot{\phi} .}$
The three Euler rotations $\psi, \eta$, and $\phi$ can be represented by $t h r e e$ complex quaternions. The following quaternions $\vec{q}_{\psi}, \vec{q}_{n}$, and $\vec{q}_{\phi}$ correspond to the $\psi, \eta$, and $\phi$ Euler rotations, respectively.

$$
\begin{align*}
& \vec{q}_{\psi}=\cos \frac{\psi}{2}+\sin \frac{\psi}{2} \hat{k}  \tag{43}\\
& \vec{q}_{\eta}=\cos \frac{\eta}{2}+\sin \frac{\eta}{2} \hat{i}  \tag{44}\\
& \vec{q}_{\phi}=\cos \frac{\phi}{2}+\sin \frac{\phi}{2} \hat{k} \tag{45}
\end{align*}
$$

The quaternion $\vec{q}$ that describes the final orientation of the rigid body as the results of the three Euler rotations $\psi, \eta$, and $\phi$ can be computed by performing the following quaternion multiplication.

$$
\begin{align*}
\vec{q} & =q_{1}+q_{2} \hat{i}+q_{3} \hat{j}+q_{4} \hat{k} \\
& =\left(\cos \frac{\psi}{2}+\sin \frac{\psi}{2} \hat{k}\right)\left(\cos \frac{\eta}{2}+\sin \frac{\eta}{2} \hat{i}\right)\left(\cos \frac{\phi}{2}+\sin \frac{\phi}{2} \hat{k}\right) \tag{46}
\end{align*}
$$

Note that

$$
\begin{aligned}
& \hat{i}^{2}=\hat{j}^{2}=\hat{k}^{2}=-1 \\
& \hat{i} \hat{j}=-\hat{j} \hat{i}=\hat{k} \\
& \hat{j} \hat{k}=-\hat{k} \hat{j}=\hat{i} \\
& \hat{k} \hat{i}=-\hat{i} \hat{k}=\hat{j}
\end{aligned}
$$

The components of $\vec{q}$ equal

$$
\begin{equation*}
q_{1}-\cos \frac{\psi}{2} \cos \frac{\eta}{2} \cos \frac{\phi}{2}-\sin \frac{\psi}{2} \cos \frac{\eta}{2} \sin \frac{\phi}{2} \tag{47}
\end{equation*}
$$

$$
\begin{align*}
& q_{2}=\sin \frac{\psi}{2} \sin \frac{\eta}{2} \sin \frac{\phi}{2}+\cos \frac{\psi}{2} \sin \frac{\eta}{2} \cos \frac{\phi}{2}  \tag{48}\\
& q_{3}=\sin \frac{\psi}{2} \sin \frac{\eta}{2} \cos \frac{\phi}{2}-\cos \frac{\psi}{2} \sin \frac{\eta}{2} \sin \frac{\phi}{2}  \tag{49}\\
& q_{4}=\sin \frac{\psi}{2} \cos \frac{\eta}{2} \cos \frac{\phi}{2}+\cos \frac{\psi}{2} \cos \frac{\eta}{2} \sin \frac{\phi}{2} \tag{50}
\end{align*}
$$

The time derivatives of the above expressions for $q_{1}, q_{2}, q_{3}$, and $q_{4}$ can be written as follows:

$$
\overrightarrow{\mathbf{q}}=\left[\begin{array}{l}
\dot{q}_{1}  \tag{51}\\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{lll}
a_{1 \dot{\psi}} & a_{1 \dot{\eta}} & a_{1 \dot{\phi}} \\
a_{2 \dot{\psi}} & a_{2 \dot{\eta}} & a_{2 \dot{\phi}} \\
a_{3 \dot{\psi}} & a_{3 \dot{\eta}} & a_{3 \dot{\phi}} \\
a_{4 \dot{\psi}} & a_{4 \dot{\eta}} & a_{4 \dot{\phi}}
\end{array}\right]\left[\begin{array}{l}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right]
$$

where

$$
\begin{aligned}
& a_{1}=-\sin \frac{\psi}{2} \cos \frac{\eta}{2} \cos \frac{\phi}{2}-\cos \frac{\psi}{2} \cos \frac{\eta}{2} \sin \frac{\phi}{2} \\
& a_{1}=\sin \frac{\psi}{2} \sin \frac{\eta}{2} \sin \frac{\phi}{2}-\cos \frac{\psi}{2} \sin \frac{\eta}{2} \cos \frac{\phi}{2} \\
& a_{1}=-\cos \frac{\psi}{2} \cos \frac{\eta}{2} \sin \frac{\phi}{2}-\sin \frac{\psi}{2} \cos \frac{\eta}{2} \cos \frac{\phi}{2} \\
& a_{2} \dot{\psi}=\cos \frac{\psi}{2} \sin \frac{\eta}{2} \sin \frac{\phi}{2}-\sin \frac{\psi}{2} \sin \frac{\eta}{2} \cos \frac{\phi}{2} \\
& a_{2} \dot{\eta}=\sin \frac{\psi}{2} \cos \frac{\eta}{2} \sin \frac{\phi}{2}+\cos \frac{\psi}{2} \cos \frac{\eta}{2} \cos \frac{\phi}{2} \\
& a_{2} \dot{\phi}=\sin \frac{\psi}{2} \sin \frac{\eta}{2} \cos \frac{\phi}{2}-\cos \frac{\psi}{2} \sin \frac{\eta}{2} \sin \frac{\phi}{2} \\
& a_{3 \dot{\psi}}-\cos \frac{\psi}{2} \sin \frac{\eta}{2} \cos \frac{\phi}{2}+\sin \frac{\psi}{2} \sin \frac{\eta}{2} \sin \frac{\phi}{2} \\
& a_{3 i}-\sin \frac{\psi}{2} \cos \frac{\eta}{2} \cos \frac{\phi}{2}-\cos \frac{\psi}{2} \cos \frac{\eta}{2} \sin \frac{\phi}{2} \\
& a_{3 \dot{\phi}}=-\sin \frac{\psi}{2} \sin \frac{\eta}{2} \sin \frac{\phi}{2}-\cos \frac{\psi}{2} \sin \frac{\eta}{2} \cos \frac{\phi}{2} \\
& a_{4 \dot{\psi}}=\cos \frac{\psi}{2} \cos \frac{\eta}{2} \cos \frac{\phi}{2}-\sin \frac{\psi}{2} \cos \frac{\eta}{2} \sin \frac{\phi}{2}
\end{aligned}
$$

$$
\begin{aligned}
& a_{4} \cdot=-\sin \frac{\psi}{2} \sin \frac{\eta}{2} \cos \frac{\phi}{2}-\cos \frac{\psi}{2} \sin \frac{\eta}{2} \sin \frac{\phi}{2} \\
& a_{4} \cdot=\cos \frac{\psi}{2} \cos \frac{\eta}{2} \cos \frac{\phi}{2}-\sin \frac{\psi}{2} \cos \frac{\eta}{2} \sin \frac{\phi}{2}
\end{aligned}
$$

By substituting equation 42 into 51 and then simplifing, $\vec{q}$ in terms of the body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$ equals

$$
\stackrel{\rightharpoonup}{q}=\left[\begin{array}{c}
\dot{q}_{1}  \tag{52}\\
\dot{q}_{2} \\
\dot{q}_{3} \\
\dot{q}_{4}
\end{array}\right]=\frac{1}{2}\left[\begin{array}{ccc}
-q_{2} & -q_{3} & -q_{4} \\
q_{1} & -q_{4} & q_{3} \\
q_{4} & q_{1} & -q_{2} \\
-q_{3} & q_{2} & q_{1}
\end{array}\right]\left[\begin{array}{l}
\omega_{x} \\
\omega_{y} \\
\omega_{2}
\end{array}\right]
$$

Using the above relationship, the quaternion rate $\dot{q}$ is computed from the sensed body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$. These computed quaternion rates $\vec{q}$ are then integrated using a numerical integration technique to compute $\vec{q}$. Equation 52 and the equations used to perform this numerical integration are referred to as the quaternion strapdown equations. Assume that the numerical integration technique selected is trapezoidal integration. The resulting expressions for $q_{1}, q_{2}, q_{3}$, and $q_{4}$ are:

$$
\begin{align*}
& \mathrm{q}_{1}=\mathrm{q}_{1 \mathrm{P}}+0.5\left(\dot{\mathrm{q}}_{1 \mathrm{P}}+\dot{\mathrm{q}}_{1}\right) \Delta \mathrm{t}  \tag{53}\\
& \mathrm{q}_{2}=\mathrm{q}_{2 \mathrm{P}}+0.5\left(\dot{\mathrm{q}}_{2 \mathrm{P}}+\dot{\mathrm{q}}_{2}\right) \Delta \mathrm{t}  \tag{54}\\
& \mathrm{q}_{3}=\mathrm{q}_{3 \mathrm{P}}+0.5\left(\dot{\mathrm{q}}_{3 \mathrm{P}}+\dot{\mathrm{q}}_{3}\right) \Delta \mathrm{t}  \tag{55}\\
& \mathrm{q}_{4}=\mathrm{q}_{4 \mathrm{P}}+0.5\left(\dot{\mathrm{q}}_{4 \mathrm{P}}+\dot{q}_{4}\right) \Delta \mathrm{t} \tag{56}
\end{align*}
$$

$q_{1 p}, q_{2 p}, q_{3 p}$, and $q_{4 P}$ are the previously computed quaternions while $\dot{q}_{1 P}, q_{2 P}, \dot{q}_{3 P}$, and $\dot{q}_{4 p}$ are their corresponding previously computed quaternion rates. $\Delta t$ is the sample period in seconds between numerical integrations.

$$
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The sign of the quaternion parameter $q_{1}$ must remain plus or the rotational displacement 0 will exceed $\%$ ( 180 degrees). After performing the integration indicated in equat ions 53 thru 56 over the period $\Delta t$, the $s i g n$ of $q_{1}$ must be checked. If $q_{1}$ is negative, the signs of all the quaternions $q_{1}$ thru $q_{4}$ must be changed. In other words, if $q_{1}$ is less than zero as computed by equation 53 ,

$$
\begin{align*}
& q_{1}=-q_{1}  \tag{57}\\
& q_{2}=-q_{2}  \tag{58}\\
& q_{3}=-q_{3}  \tag{59}\\
& q_{4}=-q_{4} \tag{60}
\end{align*}
$$

where the $q_{1}$ thru $q_{4}$ on the right \&ide of equations 57 thru 60 are those computed in equations 53 thru 56.
8.2.3 Quaternion Maneuver - Assume that one wants to maneuver the spacecraft to a new attitude described with respect to the reference frame $X Y Z$ by the following transformation [ $\phi_{D}$ ].

$$
\left[\Phi_{D}\right]=\left[\begin{array}{lll}
a_{11 D} & a_{12 D} & a_{13 D}  \tag{61}\\
a_{21 D} & a_{22 D} & a_{23 D} \\
a_{31 D} & a_{32 D} & a_{33 D}
\end{array}\right]
$$

Using equations 32 through 35 , the four quaternions $Q_{D 1}, q_{D 2}{ }^{\prime}{ }^{Q_{D}}{ }^{\prime}{ }^{\prime}$ and $a_{D 4}$ describing the desired spacecraft attitude can be computed from the elements of $\left[\Phi_{D}\right], a_{11 D}, a_{12 D}, \ldots,{ }_{33 D}, q_{D 1}, q_{D 2}, q_{D 3}$, and $q_{D 4}$ equal

$$
\begin{align*}
q_{D 1}=\cos \left(\frac{\theta^{D}}{2}\right) \text { where } \theta_{D} & =\cos ^{-1}\left[0.5\left(a_{11 D}+a_{22 D}+a_{33 D}-1\right)\right]  \tag{62}\\
q_{D 2} & =\frac{a_{32 D}-a_{23 D}}{4 q^{D} D 1}  \tag{63}\\
q_{D 3} & =\frac{a_{13 D^{-a} 31 D}}{4 q_{D 1}}  \tag{64}\\
q_{D 4} & =\frac{a_{21 D^{-a} 12 D}^{4 a_{D 1}}}{4} \tag{<}
\end{align*}
$$

The transformation $\left[\phi_{D V}\right.$ ] describing the desired vehicle orientation. with respect to its present attitude equals

$$
\begin{equation*}
\left[\Phi_{D V}\right]=\left[\Phi_{D}\right][\Phi]^{-1} \tag{66}
\end{equation*}
$$

The corresponding quaternion $\vec{q}_{D V}$ describing the desired maneuver defined by [ $\$_{D V}$ ] equals

$$
\begin{align*}
\vec{q}_{D V} & =\left(q_{1}-q_{2} \hat{i}-q_{3} \hat{j}-q_{4} \hat{k}\right)\left(q_{D 1}+q_{D 2} \hat{i}+q_{D 3} \hat{j}+q_{D 4} \hat{k}\right) \\
& =\left[\begin{array}{l}
q_{D V 1} \\
q_{D V 2} \\
q_{D V 3} \\
q_{D V 4}
\end{array}\right]=\left[\begin{array}{cccc}
q_{D 1} & q_{D 2} & q_{D 3} & q_{D 4} \\
q_{D 2} & -q_{D 1} & -q_{D 4} & q_{D 3} \\
q_{D 3} & q_{D 4} & -q_{D 1} & -q_{D 2} \\
q_{D 4} & -q_{D 3} & q_{D 2} & -q_{D 1}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right] \tag{67}
\end{align*}
$$

The eigenaxis in vehicle coordinates about which the desired maneuver is to be performed is defined by the following three direction cosines $E_{x}^{(m)}, E_{y}^{(m)}$, and $E_{z}^{(m)}$.

$$
\begin{equation*}
E_{x}^{(m)}=\frac{q_{D V 2}}{\sin \left(\frac{m}{2}\right)} \tag{68}
\end{equation*}
$$

$$
\begin{equation*}
E_{y}^{(m)}=\frac{q_{D V 3}}{\sin \left(\frac{\mathrm{~m}}{2}\right)} \tag{69}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{E}_{\mathrm{z}}^{(\mathrm{m})}=\frac{\mathrm{q}_{\mathrm{DV} 4}}{\sin \left(\frac{\mathrm{~m}}{2}\right)} \tag{70}
\end{equation*}
$$

where

$$
\frac{\theta_{m}}{2}=\cos ^{-1}\left(q_{D V 1}\right) \quad 0^{\circ} \geq \frac{\theta}{2} \geq 90^{\circ}
$$

This desired maneuver is performed by setting the vehicle attitude error $\Delta \vec{\theta}$ to zero (null vector) and by setting $\vec{u}_{n}$ equal to

$$
{\overrightarrow{u_{D}}}_{D}=\omega_{m}\left[\begin{array}{c}
E_{x}^{(m)}  \tag{71}\\
E_{y}^{(m)} \\
E_{z}^{(m)}
\end{array}\right]
$$

The maneuver rate $\omega_{m}$ is set equal to $1.745 \times 10^{-3}$ radian per second (six degrees per minute) therefore, the individual meneuver rate about any single vehicle axis cannot exceed its limit of six degrees per minute. This maneuver rate command $\vec{w}_{D}$, equation 71 , and the zeroed attitude error $\Delta \vec{\theta}$ is inputted to the vehicle control law until the quaternion $q_{V D 1}$ approaches unity indicating that the vehicle is close to its desired attitude. At this point, the maneuver has been completed and the desired vehicle rate $\vec{\omega}_{D}$ associated with the desired attitude is inputted to the vehicle control law along with the actual vehicle attitude error $\Delta \stackrel{\rightharpoonup}{\theta}$ 。

It should be noted that if the desired attitude is a local vertical attitude, the elements of the transformation [ $\phi_{D}$ ] are functions of time; and the magnitude of the desired vehicle rate $\vec{\omega}_{D}$ associated with this type of attitude equals $\omega_{0}$, the vehicle orbital rate. For an inerifal attitude, the elements of [ $\Phi_{D}$ ] are constant and the desired $\vec{\omega}_{D}$ equals zero.
8.2.4 Quaternion Vehicle Attitude Error - The quaternion $\vec{q}_{D V}$ that describes the desired vehicle attitude with respect to its actual attitude equals

$$
\begin{align*}
& \vec{q}_{D V}=\left(q_{1}-q_{2} \hat{i}-q_{3} \hat{j}-q_{4} \hat{k}\right)\left(q_{D 1}+q_{D 2} \hat{i}+q_{D 3} \hat{j}+q_{D 4} \hat{k}\right) \\
& =\left[\begin{array}{c}
q_{D V 1} \\
q_{D V 2} \\
q_{D V 3} \\
q_{D V 4}
\end{array}\right]=\left[\begin{array}{rrrr}
q_{D 1} & q_{D 2} & q_{D 3} & q_{D 4} \\
q_{D 2} & -q_{D 1} & -q_{D 4} & q_{D 3} \\
q_{D 3} & q_{D 4} & -q_{D 1} & -q_{D 2} \\
q_{D 4} & -q_{D 3} & q_{D 2} & -q_{D 1}
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
q_{2} \\
q_{3} \\
q_{4}
\end{array}\right] \tag{72}
\end{align*}
$$

The quaternions $q_{D V 1}, q_{\eta V 2}, q_{D V 3}$, and $q_{D י 4}$ equal

$$
\begin{gather*}
q_{D V 1}=\cos \left(\frac{\varepsilon}{2}\right)  \tag{73}\\
q_{D V 2}=E_{x}^{(\varepsilon)} \sin \left(\frac{\varepsilon}{2}\right)  \tag{74}\\
q_{D V 3}=E_{y}^{(\varepsilon)} \sin \left(\frac{\varepsilon}{2}\right)  \tag{75}\\
q_{D V 4}=E_{z}^{(\varepsilon)} \sin \left(\frac{\varepsilon}{2}\right) \tag{76}
\end{gather*}
$$

The vehicle attitude error $\Delta \vec{\theta}$ is completely defined $D ; \varepsilon$ and thn eigenaxis defined by the direction $\operatorname{cosines} \mathrm{E}_{\mathrm{x}}^{(\varepsilon)}, \mathrm{E}_{\mathrm{y}}^{(\varepsilon)}$, and $F_{7}^{(\varepsilon)}$. Because, is nermally small, the vehicle attitude error A') can be approximated using the quaternions $q_{D V 2}, q_{D V 3}$, and $q_{D V 4}\left(q_{D V 2} \because \frac{\varepsilon}{2} E_{x}^{(\varepsilon)}, \ldots\right)$.

$$
\Delta \vec{\theta}=L\left[\begin{array}{l}
q_{D V 2}  \tag{77}\\
q_{D V 3} \\
q_{D V 4}
\end{array}\right]
$$

The above approximation of $\Delta \vec{\theta}$ is inputted to the vehicle control law in order to generate the appropriate CMG torque command $\vec{T}_{C O M}$ needed to correct for $\Delta \vec{\theta}$.

### 8.3 Direction Cosine Maneuver Control Law

8.3.1 Direction Cosine Definition - The orientation between two orthogonal coordinate systems can be described by specifying the projections between the various axes comprising the two coordinate frames. Figure 8.4 is a sketch of the vehicle coordinate frame $X_{v} Y_{v} Z_{v}$ and the reference frame $X Y Z$. The direction cosinea, the parameters $a_{11}, a_{12}, \ldots, a_{33}$, are the projections between the axes comprising these two coordinate systems. For example, $a_{1 i}$ is the projection of $X_{v}$ onto $X$ (or $X$ onto $X_{V}$ ) and $a_{12}$ is the projection of $X_{v}$ onto $Y$ (or $Y$ onto $X_{v}$ ). The direction cosines ${ }^{a_{11}},{ }^{a_{12}}, \ldots, a_{33}$ are the cosines of the angles subtended between the corresponding axes shown in figure 8.4. The transformation [ $\$$ ] describing the vehicle attitude $X{ }_{v} Y_{v} v_{v}$ with respect to $X Y Z$

$$
\left[\begin{array}{c}
X_{v}  \tag{78}\\
Y_{v} \\
Z_{v}
\end{array}\right]=[\Phi]\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right]
$$

equals

$$
[\Phi]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{79}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

8.3.2 Direction Cosine Strapdown Equations - Equations 18
thru 26 along with the quaternion strapdown equation, equation 52 , are used to derive the corresponding direction cosine strapdown equations $\dot{a}_{11}, \dot{a}_{12}, \ldots, \dot{a}_{33}$. From equation $18, a_{11}$ equals

$$
\begin{equation*}
a_{11}=q_{1}^{2}+q_{2}^{2}-q_{3}^{2}-q_{4}^{2} \tag{18}
\end{equation*}
$$

The time rate of change of $a_{11}$ equals
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$$
\begin{equation*}
\frac{\dot{d} \dot{q}_{11}}{d t}-\dot{a}_{11}-2 q_{1} \dot{q}_{1}+2 q_{2} \dot{q}_{2}-2 q_{3} \dot{q}_{3}-2 q_{4} \dot{q}_{4} \tag{80}
\end{equation*}
$$

Substituting the expressions for $\dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}$, and $\dot{q}_{4}$ contained in equation 52 into equation $80, \dot{a}_{11}$ equals

$$
\begin{align*}
\dot{a}_{11} & =q_{1}\left(-q_{2} \omega_{x}-q_{3} \omega_{y}-q_{4} \omega_{z}\right)+q_{2}\left(q_{1} \omega_{x}-q_{4} \omega_{y}+q_{3} \omega_{z}\right) \\
& -q_{3}\left(q_{4} \omega_{x}+q_{1} \omega_{y}-q_{2} \omega_{z}\right)-q_{4}\left(-q_{3} \omega_{x}+q_{2} \omega_{y}+q_{1} \omega_{z}\right) \tag{81}
\end{align*}
$$

Simplifying and collecting terms of $\omega_{x}, \omega_{y}$, and $\omega_{z}$, $\dot{a}_{11}$ equals

$$
\begin{equation*}
\dot{a}_{11}=-2\left(q_{2} q_{4}+q_{1} q_{3}\right) \omega_{y}+2\left(q_{2} q_{3}-q_{1} q_{4}\right) \omega_{z} \tag{82}
\end{equation*}
$$

From equation 19 and 20 , note that

$$
\begin{align*}
& a_{12}=2\left(q_{2} q_{3}-q_{1} q_{4}\right)  \tag{19}\\
& a_{13}-2\left(q_{2} q_{4}+q_{1} q_{3}\right) \tag{20}
\end{align*}
$$

Substituting equations 19 and 20 into equation 82 , $\dot{a}_{11}$ equals

$$
\begin{equation*}
\dot{a}_{11}-a_{13}{ }_{y}+a_{12}{ }_{z} \tag{83}
\end{equation*}
$$

Similarly, the time rate of change of $a_{12}, a_{13}, \ldots, a_{33}$ can be computed. $\dot{a}_{12}, \dot{a}_{13}, \ldots, \dot{a}_{33}$ equal

$$
\begin{align*}
& \dot{a}_{12}=a_{13} \omega_{x}^{-a} 11_{2}  \tag{84}\\
& \dot{a}_{13}{ }^{-8}{ }_{12}{ }^{\omega} x^{+a_{11}}{ }^{\omega} y  \tag{85}\\
& \dot{a}_{21}=-a_{23}{ }_{y}{ }^{\omega}+a_{22}{ }_{z}  \tag{86}\\
& \dot{a}_{22}=\mathrm{a}_{23}{ }^{\omega_{x}}{ }^{-a_{21}}{ }_{2}{ }_{z}  \tag{87}\\
& \stackrel{a}{23}^{-a_{2}}{ }_{22_{x}}+a_{21}{ }_{y}  \tag{88}\\
& a_{32}=-a_{33}{ }_{y}+a_{32}{ }_{z}  \tag{89}\\
& \dot{a}_{32}=a_{33} x_{x}{ }^{-a_{13}}{ }_{z}  \tag{90}\\
& a_{33}-a_{32}{ }_{x}+a_{31}{ }^{\omega} \tag{91}
\end{align*}
$$

From the above expressions, equations 83 through 91 , the direction cosine rates $\dot{a}_{11}, \dot{a}_{12}, \ldots, \dot{a}_{33}$ are computed using sensed body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$. These direction cosine rates are then integrated using a numerical integration technique to compute the direction cosines $a_{11}, a_{12}, \ldots, a_{33}$. Equations 83 through 91 plus the equations used to perform this numerical integration are referred to as the direction cosine strapdown equations. Assume that trapezoldal integration is used. The resulting expressions for $a_{11}, a_{12}, \ldots, a_{33}$ are:

$$
\begin{align*}
& a_{11}-a_{11 \mathrm{p}}+0.5\left(\dot{a}_{11 \mathrm{p}}+\dot{a}_{11}\right) \Delta t  \tag{92}\\
& \mathrm{a}_{12}-\mathrm{a}_{12 \mathrm{P}}+0.5\left(\dot{\mathrm{a}}_{12 \mathrm{P}}+\dot{\mathrm{a}}_{12}\right) \Delta \mathrm{t}  \tag{93}\\
& a_{13}=a_{13 \mathrm{~F}}+0.5\left(\dot{a}_{13 \mathrm{p}}+\dot{a}_{13}\right) \Delta t  \tag{94}\\
& a_{21}=a_{21 \mathrm{P}}+0.5\left(\dot{a}_{21 \mathrm{P}}+\dot{a}_{21}\right) \Delta t  \tag{95}\\
& a_{22}=a_{22 \mathrm{P}}+0.5\left(\dot{a}_{22 \mathrm{P}}+\dot{a}_{22}\right) \Delta \mathrm{t}  \tag{96}\\
& \mathrm{a}_{23}=\mathrm{a}_{23 \mathrm{P}}+0.5\left(\dot{a}_{23 \mathrm{P}}+\dot{a}_{23}\right) \Delta \mathrm{t}  \tag{97}\\
& a_{31}=a_{31 \mathrm{P}}+0.5\left(\dot{a}_{31 \mathrm{p}}+\dot{a}_{31}\right) \Delta t  \tag{98}\\
& \mathrm{a}_{32}=\mathrm{a}_{32 \mathrm{p}}+0.5\left(\dot{a}_{32 \mathrm{P}}+\dot{a}_{32}\right) \Delta \mathrm{t}  \tag{99}\\
& a_{33}=a_{33 \mathrm{P}}+0.5\left(\dot{a}_{33 \mathrm{P}}+\dot{\dot{a}}_{33}\right) \Delta t \tag{100}
\end{align*}
$$

$a_{11 p}, a_{12 \mathrm{P}}, \ldots, a_{33 p}$ are the previously computed direction cosines $a_{11}, a_{12}, \ldots, a_{33}$, respectively while $\dot{a}_{11 p}, \dot{a}_{12 p}, \ldots, \dot{a}_{33 p}$ are their corresponding previously computed direction cosine rates á $\dot{11}^{\prime}$ $\dot{a}_{12}, \ldots, \dot{a}_{33}$, respectively. $\Delta t$ is the sample period in seconds between numerical integrations.
8.3.3 Direction Cosine V-hicle Attitude Error - Assume that the transformation $\left[\Phi_{D}\right]$ describes the desired vehicle attitude with respect i:O the $X Y Z$ reference frame.

$$
\left[\Phi_{D}\right]=\left[\begin{array}{lll}
a_{11 D} & a_{12 D} & a_{13 D}  \tag{101}\\
a_{21 D} & a_{22 D} & a_{23 D} \\
a_{31 D} & a_{32 D} & a_{33 D}
\end{array}\right]
$$

$$
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$$

The corresponding transformation $\mid$ tov that diflnes the desired vehtcle attitude whith respect $t$. Its actual attitude equals

$$
\left[\Phi_{D V}\right]=\left[\Phi_{D}\right][\Phi]^{-1}=\left[\begin{array}{ccc}
a_{11}^{\prime} & a_{12}^{\prime} & a_{13}^{\prime}  \tag{102}\\
a_{21}^{\prime} & a_{22}^{\prime} & a_{23}^{\prime} \\
a_{31}^{\prime} & a_{32}^{\prime} & a_{33}^{\prime}
\end{array}\right]
$$

Assume that the vehicle is displaced from its desired attitude by thret small rotations $E_{x}$, $E_{V}$, and $E_{z}$ about the $X_{V}$, $Y_{V}$, and $Z_{V}$ axe's, respectively. The transformation $\left[\Phi_{D V}\right]$ can be approximated by the following small angle transformation.

$$
\left[\phi_{D V}\right)^{\sim}\left[\begin{array}{ccc}
1 & \varepsilon_{z} & -\varepsilon  \tag{103}\\
-\varepsilon & 1 & \varepsilon_{x} \\
z & -\varepsilon & 1
\end{array}\right]
$$

' $x$, $\xi^{y}$, and $\varepsilon_{z}$ are the vehicle attitude errors measured from vehicle to desired vehicle space. Matching terms in equation 102 and 103 , the vehicle attitude error $\Delta \hat{e}^{*}$ can be approximated by

$$
\Delta \vec{\theta}=\left[\begin{array}{l}
\varepsilon_{x}  \tag{104}\\
\varepsilon_{y} \\
\varepsilon_{z}
\end{array}\right] \simeq\left[\begin{array}{l}
a_{23}^{\prime} \\
a_{31}^{\prime} \\
a_{12}^{\prime}
\end{array}\right]
$$

$\Delta \|$ is inputted to the vehicle control law in order to generate the appropriate CMG torque command $T_{C O M}$ needed to correct for $B O$.
8.3.4 Direction Cosine Maneuver - The vehicle can be maneuvered to a new attitude described by the transformation [ $\phi_{D}$ ] by two dis-
tinct rotations. The first rotaition aligns one of the corresponding vehicle axes with its desiied orientation and the secend rotation about this axis aligus the ramaining two vehicle axes with their desired orientations. A potential direction cosine rotational sequence is demonstrated in figure 8.5. Figure 8.5a defines the vehicle orientation, $X_{v} Y_{v} Z_{v}$, and its desired orfentation, $X_{D} Y_{D} Z_{D}$, prior to any maneuver. Figure $8.5 b$ illustrates the ifrst rotation $\omega_{m l}$ which

aligns the vehicle $X_{v}$ axis with its desired orientation $X_{D}$. This rotation is accomplished by maneuvering the vehicle about an axis lying in the $Y_{v} Z_{v}$ plane. Figure $8.5 c$ illustrates the final rotation $\vec{\omega}_{m 2}$ about the $X_{v}$ axis which aligns the vehicle $Y_{v}$ and $Z_{v}$ axes with $Y_{D}$ and $Z_{D}$, respectively.

The procedure for performing the maneuvers depicted in figure 8.5 is (1) to zero the vehicle attitude error $\Delta \theta$ (null vector), (2) to compute maneuver rate $\vec{\omega}_{m l}$, (3) to perform the maneuver associated with $\vec{\omega}_{\mathrm{ml}}$, (4) to generate the appropriate vehicle attitude error $\Delta \vec{\theta}$ that will keep the $X_{v}$ axis aligned with $X_{D}$ during the second maneuver, (5) to compute maneuver rate $\vec{\omega}_{\mathrm{m} 2}$, (6) to perform the maneuver assoclated with $\vec{\omega}_{m 2}$, and (7) to reintroduce the vehicle attitude error $\triangle \vec{G}$ as given in equation 104. The transformation [ $\Phi_{D V}$ ] describing the desired vehicle orientation with respect to its present attitude equals

$$
\left[\Phi_{D V}\right]=\left[\Phi_{D}\right][\Phi]^{-1}-\left[\begin{array}{lll}
a_{11 m} & a_{12 m} & a_{13 \mathrm{~m}}  \tag{105}\\
a_{21 m} & a_{22 m} & a_{23 \mathrm{~m}} \\
a_{31 \mathrm{~m}} & a_{32 \mathrm{~m}} & a_{33 \mathrm{~m}}
\end{array}\right]
$$

The direction cosines $a_{11 m},{ }^{a_{12 m}}, \ldots, a_{33 m}$ are defined in figure $4 a$. The unit vector $\hat{i}_{D X}$ along the desired vehicle $X_{D}$ axis described in vehicle space equals

$$
\begin{equation*}
\hat{i}_{D X}=a_{11 m}^{\hat{i}+a} 12 m^{\hat{j}+a} 13 m^{\hat{k}} \tag{106}
\end{equation*}
$$

$\hat{i}, \hat{j}$, and $\hat{k}$ are unit vectors along the $X_{v}, Y_{v}$, and $Z_{v}$ axes, respectively. The maneuver rate $\vec{\omega}_{\text {ml }}$ equals

$$
\begin{equation*}
\vec{\omega}_{m 1}=\frac{\omega_{m}\left(\hat{x_{1}} \hat{D X}^{\hat{k}}\right.}{\left|1 \times \hat{1}_{D X}\right|}=\frac{\omega_{m}\left(a_{12 m} \hat{k}-a_{13 m} \hat{j}\right)}{\left(a_{12 m}^{2}+a_{13 m}^{2}\right)} 1 / 2, \tag{107}
\end{equation*}
$$

The unit vector $\frac{\left(\hat{1} \hat{i_{D X}}\right)}{\left|\hat{1} \hat{\hat{i}_{D X}}\right|}$ defines the rotational axis and $\omega_{m}$ equals $1.745 \times 10^{-3}$ radian per second (six degrees per minute), the maximum
maneuver rate allowed about any single vehicle axis. ${\underset{\sim m}{*}}_{\rightarrow}^{+}$is inputted into the vehicle control law, equation 1 , as $\vec{\omega}_{D}\left(\vec{\omega}_{D}=\vec{\omega}_{m l}\right)$.

$$
\begin{equation*}
\vec{T}_{\operatorname{COM}}=\left[K_{r}\right]\left(\vec{\omega} \vec{D}^{-\vec{\omega}}\right)+\left[K_{p}\right](\Delta \vec{\theta}+\vec{\varepsilon}) \tag{1}
\end{equation*}
$$

The vehicle is maneuvered at this rate $\vec{\omega}_{m l}$ untif the direction cosine $a_{11 m}$ approacies unity indicating that $X_{V}$ and $X_{D}$ are aligned. $\vec{\omega}_{\mathrm{ml}}$ is then zeroed. To keep the $X_{V}$ vehicle axis aligned with $X_{D}$, the following vehicle attitude error $\Delta \overleftrightarrow{\forall}$ is fed to the vehicle control law.

$$
\Delta \theta=\left[\begin{array}{c}
0  \tag{108}\\
a_{31}^{\prime} \\
a_{12}^{\prime}
\end{array}\right]
$$

The vehicle is then maneuvered about 1 ts $X_{v}$ axis at a rate of $\vec{\omega}_{m 2}$ until $a_{22 m}$ and $a_{33 m}$ approach unity indicating that the $Y_{v}$ and $Z_{v}$ axes are aligned with $Y_{D}$ and $Z_{D}$, respectively. The unit vector $j_{D Y}$ along the desired vehicle $Y_{D}$ axis defined in vehicle space equals

$$
\begin{equation*}
\hat{j}_{D Y}=a_{21 m} \hat{i}+a_{22 m} \hat{j}^{\hat{j}+a_{23 m}} \hat{k} \tag{109}
\end{equation*}
$$

$\vec{\omega}_{\mathrm{m} 2}$ equals
$\vec{\omega}_{m 2} 11 k e \vec{\omega}_{m 1}$ is inputted into the vehicle control law as $\vec{\omega}_{D}\left(\vec{u}_{D}=\right.$ $\vec{\omega}_{\mathrm{m} 2}$ ). As soon as both $\mathrm{a}_{22 \mathrm{~m}}$ and $\mathrm{a}_{33 \mathrm{~m}}$ approach unity, $\vec{\omega}_{\mathrm{m} 2}$ is zeroed and the venicle attitude error $\Delta \vec{\theta}$ as defined by equation 104 is reintroduced to the vehicle control law.

$$
\Delta \vec{\theta}=\left[\begin{array}{c}
a_{23}^{\prime}  \tag{104}\\
a_{31}^{\prime} \\
a_{12}^{\prime}
\end{array}\right]
$$

$$
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$$

Inputting $A$ into the vehfcle control law will zero out any residual mancuvering errors.

### 8.4 Euler Angle Mancuver Control Law

8.4.1 Euler Angle Definition - The transformation from one coordinate frame to a second one can be described by three separate rotations about three coordinate axes. These three rotations are referred to as the Euler angles. Figure 8.6 illustrates one of the varlous Euler angle sets that can ba used. The order in which these three rotations $\psi, \eta$, and $\phi$ are performed are important. For the Euler angle set shown in figure 8. 6 , the first rotation $\psi$ is about the $X$ axis, the second rotation $\eta$ is about the displaced $Y_{1}$ axis, and the third rotarion $\phi$ is about the diaplaced $Z_{2}$ axis. The final orientation of this displaced coordinate frame is denoted as the vehicle coordinate system $X_{v} Y_{v} Z_{v}$. The vehicle at titude $X_{v}{ }^{Y} v_{v}{ }_{v}$ with respect to the reference frame $X Y Z$ can be described by the transformation [ $\$$ ].

$$
\left[\begin{array}{c}
X_{v}  \tag{111}\\
Y_{v} \\
Z_{v}
\end{array}\right]=[\phi]\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right]
$$

$[\phi]$ is a function of the three Euler angles $\psi, \eta$, and $\phi$. [ $\$$ ] equals

$$
\begin{equation*}
[\phi]=\left[\phi_{\psi}\right]\left[\psi_{\eta}\right]\left[\phi_{\psi}\right] \tag{112}
\end{equation*}
$$

where

$$
\begin{align*}
& {\left[\psi_{\psi}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \psi & \sin \psi \\
0 & -\sin \psi & \cos \psi
\end{array}\right]}  \tag{113}\\
& {\left[\phi_{\eta}\right]=\left[\begin{array}{ccc}
\cos \eta & 0 & -\sin \eta \\
0 & 1 & 0 \\
\sin \eta & 0 & \cos \eta
\end{array}\right]} \tag{114}
\end{align*}
$$
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$$
\left[\Phi_{\phi}\right]=\left[\begin{array}{ccc}
\cos \phi & \sin \phi & 0  \tag{115}\\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Substituting the individual Euler transformation given in equations 113, 114, and 115 into equation 112 , [ $\$$ ] equals

$$
[\Phi]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{116}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

where

$$
\begin{align*}
& a_{11}=\cos \phi \cos \eta  \tag{117}\\
& a_{12}=\sin \eta \sin \psi \cos \phi+\sin \phi \cos \psi  \tag{118}\\
& a_{13}=\sin \phi \sin \psi-\sin n \cos \psi \cos \phi  \tag{119}\\
& a_{21}=-\sin \phi \cos \eta  \tag{120}\\
& a_{22}=\cos \phi \cos \psi-\sin n \sin \psi \sin \phi  \tag{121}\\
& a_{23}=\cos \phi \sin \psi+\sin n \cos \psi \sin \phi  \tag{122}\\
& a_{31}=\sin \eta  \tag{123}\\
& a_{32}=-\sin \psi \cos \eta  \tag{124}\\
& a_{33}=\cos n \cos \psi \tag{125}
\end{align*}
$$

8.4.2 Euler Angle Strapdown Equations - The Euler rates $\dot{\psi}$, $\dot{\eta}$, and $\dot{\phi}$ can be written as a function of vehicle body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$. But first, let us write the body rates $\omega_{x}, \omega_{y}$, and $\omega_{2}$ in terms of iheir Euler rates $\dot{\psi}, \dot{\eta}$, and $\dot{\phi}$.

$$
\left[\begin{array}{l}
\omega_{x}  \tag{126}\\
\omega_{y} \\
\omega_{z}
\end{array}\right]-\left[\phi_{\phi}\right]\left[\phi_{\eta}\right]\left[\Phi_{\psi}\right]\left[\begin{array}{l}
\dot{\psi} \\
0 \\
0
\end{array}\right]+\left[\phi_{\phi}\right]\left[\phi_{n}\right]\left[\begin{array}{l}
0 \\
\dot{n} \\
0
\end{array}\right]+\left[\phi_{\phi}\right]\left[\begin{array}{l}
0 \\
0 \\
\dot{\phi}
\end{array}\right]
$$

The transformations $\left[\phi_{\psi}\right],\left[\phi_{n}\right]$, and $\left[\phi_{\psi}\right]$ are dofined in equations 113 through 11 j . Substituting these transformations into equation 122 , the body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$ equal

$$
\left[\begin{array}{c}
\omega_{x}  \tag{127}\\
\omega_{y} \\
\omega_{z}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \phi \cos \eta & \sin \phi & 0 \\
-\sin \phi \cos \eta & \cos \phi & 0 \\
\sin \eta & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\dot{\psi} \\
\dot{\eta} \\
\dot{\phi}
\end{array}\right]
$$

By computing the inverse of the above matrix equation, the Euler rates $\dot{\psi}, \dot{\eta}$, and $\dot{\phi}$ in terms of the vehicle body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$ equal

$$
\left[\begin{array}{c}
\dot{\psi}  \tag{123}\\
\dot{\eta} \\
\dot{\phi}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\cos \phi}{\cos \eta} & \frac{-s \sin \phi}{\cos \eta} & 0 \\
\sin \phi & \cos \phi & 0 \\
\frac{-s \sin n \cos \phi}{\cos \eta} & \frac{\sin \phi \sin \eta}{\cos \eta} & 1
\end{array}\right]\left[\begin{array}{l}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right]
$$

Note that when the Euler angle $\eta$ equals

$$
\eta=\frac{(2 n+1) \pi}{2}
$$

where $n$ is an integer ( $n=0, \pm 1, \pm 2, \ldots$ ) the above Euler rate matrix equation is singular. For these values of $n$ the Euler rates $\dot{\psi}$ and $\dot{\phi}$ "blow up." A similar singularity problem exists for all potential Euler angle rotational sequences. This singular problem is a major drawback of using an Euler angle implementation for tracking the angular motion of a vehicle.

The Euler rates $\dot{\psi}, \dot{\eta}$, and $\dot{\phi}$ are integrated numerically in order to compute the Euler angles $\psi, \eta$, and $\phi$ that describe the orientation of the vehicle with respect to the XYZ reference frame. Assume that trapezoidal integration is used. The resulting expressions for $\psi, \eta$, and $\phi$ are:

$$
\begin{align*}
& \psi=\psi_{\mathrm{P}}+0.5\left[\dot{\psi}_{\mathrm{P}}+\dot{\psi}\right] \Delta t  \tag{129}\\
& \eta=\eta_{\mathrm{P}}+0.5\left[\dot{\eta}_{\mathrm{P}}+\dot{n}\right] \Delta t  \tag{130}\\
& \phi=\phi_{\mathrm{P}}+0.5\left[\dot{\phi}_{\mathrm{P}}+\dot{\phi}\right] \Delta t \tag{131}
\end{align*}
$$

$\dot{\psi}_{p}, \eta_{P}$, and $\phi_{P}$ and $\dot{\psi}_{P}, \dot{\eta}_{P}$, and $\dot{\phi}_{P}$ are the previously computed Euler anyles $\psi, \eta$, and $\psi$ and Euler raten $\dot{\psi}$, $\dot{\eta}$, and $\dot{\phi}$, respectively. $\lambda_{i}$ is the rample period in seconds between numerical integrations. Equatione 128 through 131 are the Euler angle nt rapdown equatione.
8.4.3 Euler Angle Vehiclu Attitude Error - The transformation [ ${ }_{D}$ ] describes the desired vehicle attitude with respect to the XYZ reference frame.

$$
\left[\Phi_{D}\right]=\left[\begin{array}{lll}
a_{11 D} & a_{12 D} & a_{13 D}  \tag{132}\\
a_{21 D} & a_{22 D} & a_{23 D} \\
a_{31 D} & a_{32 D} & a_{33 D}
\end{array}\right]
$$

where

$$
\begin{align*}
& a_{11 D}=\cos \phi_{D} \cos \eta_{D}  \tag{133}\\
& a_{12 D}=\sin \eta_{D} \sin \psi_{D} \cos \phi_{D}+\sin \phi_{D} \cos \psi_{D}  \tag{134}\\
& a_{13 D}=\sin \phi_{D} \sin \psi_{D}-\sin \eta_{D} \cos \psi_{D} \cos \phi_{D}  \tag{135}\\
& a_{21 D}=-\sin \phi_{D} \cos \eta_{D}  \tag{136}\\
& a_{22 D}=\cos \phi_{D} \cos \psi_{D}-\sin \eta_{D} \sin \psi_{D} \sin \phi_{D}  \tag{137}\\
& a_{23 D}=\cos \phi_{D} \sin \psi_{D}+\sin \eta_{D} \cos \psi_{D} \sin \phi_{D}  \tag{138}\\
& a_{31 D}=\sin \eta_{D}  \tag{139}\\
& a_{32 D}=-\sin \psi_{D} \cos \eta_{D}  \tag{140}\\
& a_{33 D}=\cos \eta_{D} \cos \psi_{D} \tag{141}
\end{align*}
$$

$\psi_{D}, \eta_{D}$, and $\phi_{D}$ are the desired Euler angles that describe the desired vehicle attitude.

The transformation [ $\Phi_{\mathrm{DV}}$ ] describing the desired vehicle attitude with respect to actual attitude equals

$$
\begin{equation*}
\left[\phi_{D V}\right]=\left[\phi_{D}\right][\Phi]^{-1} \tag{142}
\end{equation*}
$$

where [\$] is the transformation describing the vehicle attitude with respect to reference, equation 116 . Assume that the vehicle is displaced from its desired attitude by three small
rotations $\varepsilon_{x}, \varepsilon_{y}$, and $\varepsilon_{z}$ about the $X_{V}, Y_{V}$, and $Z_{V}$ axes, respectively. The transformation $\left[\%_{D V}\right]$ can be approsimated by the following small angle transformation

$$
\left.1 \phi_{D V}\right] \cdot\left[\begin{array}{ccc}
1 & r_{z} & -\varepsilon_{y}  \tag{143}\\
-\gamma_{z} & 1 & \varepsilon_{x} \\
\varepsilon_{y} & -\varepsilon & 1
\end{array}\right]
$$

$\varepsilon_{x}$, $\varepsilon_{y}$, and $\varepsilon_{z}$ are the vehicle attitude errors measured from vehicle to desired vehicle space. Matching elements of equation 143 with those contained in equation 142 , the three vehicle attitude errors $\varepsilon_{x}, \varepsilon_{y}$, and $\varepsilon_{z}$ equal

$$
\begin{align*}
& \varepsilon_{x}=a_{31} a_{21 D}+a_{32} a_{22 D}+a_{33^{a}} 23 D  \tag{144}\\
& \varepsilon_{y}=a_{11^{a} 31 D^{+a} 12^{a} 32 D}^{+a} 13^{a} 33 D  \tag{145}\\
& \varepsilon_{z}=a_{21} a_{11 D^{+a}}^{22^{a}} 12 D^{+a} 23^{a} 13 D
\end{align*}
$$

Substituting the appropriate expressions for $a_{11}, i_{12}, \ldots, a_{33}$, equations 117 thru 125, and $a_{110}, a_{12 D}, \ldots, a_{33 D}$, equations 133 thru 141 , into the above equations, $\varepsilon_{x}, \varepsilon_{y}$, and $\varepsilon_{z}$ equal

$$
\begin{align*}
\varepsilon_{x} & =0.5 \sin \phi_{D}\left[1+\cos \left(\psi_{D}-\psi\right)\right] \sin \left(n_{D}-\eta\right) \\
& -0.5 \sin \phi_{D}\left[1-\cos \left(\psi_{D}-\psi\right)\right] \sin \left(\eta_{D}+\eta\right) \\
& +\cos n \cos \phi_{D} \sin \left(\psi_{D}-\psi\right)  \tag{147}\\
\varepsilon_{y} & =0.5 \cos \phi_{\left[1-\cos \left(\psi-\psi_{D}\right)\right] \sin \left(\eta_{D}+\eta\right)} \\
& +0.5 \cos \phi\left[1+\cos \left(\psi_{-} \psi_{D}\right)\right] \sin \left(\eta_{D}-\eta\right) \\
& -\sin \phi \cos \eta_{D} \sin \left(\psi_{D}-\psi\right) \tag{148}
\end{align*}
$$

$$
\begin{align*}
\varepsilon_{z} & =-0.25\left\{\left[\cos \left(\psi_{D} \psi\right)+1\right] \cos \left(\eta_{D} D^{-n}\right)\right. \\
& +\left[1-\cos \left(\psi_{D}-\psi\right)\right] \cos \left(n_{D}+n\right) \\
& \left.-2 \cos \left(\psi_{D}-\psi\right)\right\} \sin \left(\phi_{D}+\phi\right) \\
& +0.25\left\{\left[\cos \left(\psi_{D}-\psi\right)+1\right] \cos \left(\eta_{D}-\eta\right)\right. \\
& +\left[1-\cos \left(\psi_{D}-\psi\right)\right] \cos \left(\eta_{D}+1\right) \\
& \left.+2 \cos \left(\psi_{D}-\psi\right)\right\}_{\sin } \ln \left(\phi_{D}-\phi\right) \\
& +0.5\left\{\left(\sin \eta_{D}+\sin \eta\right) \cos \left(\phi_{D}-\phi\right)\right. \\
& \left.+\left(\sin \eta_{D}-\sin \eta\right) \cos \left(\phi_{D}-\phi\right)\right\} \sin \left(\psi_{D}-\psi\right) \tag{149}
\end{align*}
$$

Assume that the Euler angles $\psi, \eta$, and $\phi$ are approximately equal to their corresponding desired Eulirr angles $\psi_{D}$, $\eta_{D}$, and $\phi_{D}$, respectively $\left(\psi \simeq \psi_{D}, \eta \simeq \eta_{D}, \phi \simeq \phi_{D}\right)$. The vehicle attitude errors can then be approximated by the following expressions.

$$
\begin{align*}
& \varepsilon_{x} \simeq \Delta n \sin \phi_{D}+\Delta \psi \cos \phi_{D} \cos \eta_{D}  \tag{150}\\
& \varepsilon_{y} \simeq \Delta n \cos \phi_{D}-\Delta \psi \sin \phi_{D} \cos \eta_{D}  \tag{151}\\
& \varepsilon_{z} \simeq \Delta \phi+\Delta \psi \sin \eta_{D} \tag{152}
\end{align*}
$$

where $\Delta \psi, \Delta n$, and $\Delta \phi$ equal

$$
\begin{align*}
& \Delta \psi=\psi_{D}-\psi  \tag{153}\\
& \Delta \eta=\eta_{D}-\eta  \tag{154}\\
& \Delta \phi=\phi_{D}-\phi \tag{155}
\end{align*}
$$

The vehicle attitude error vector $\Delta \vec{\theta}$ equals

$$
\Delta \vec{\theta}=\left[\begin{array}{c}
\varepsilon_{x}  \tag{156}\\
\varepsilon_{y} \\
\varepsilon_{z}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \phi_{D} \cos \eta_{D} & \sin \phi_{D} & 0 \\
-\sin \phi_{D} \cos \eta_{D} & \cos \phi_{D} & 0 \\
\sin \eta_{D} & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\Delta \psi \\
\Delta \eta \\
\Delta \phi
\end{array}\right]
$$

$\Delta \vec{\theta}$ is used by the vehicle control law to generate the appropriate CMG torque command $\vec{T}_{\text {COM }}$.

Note that in order to use this method for generating $\Delta \vec{\theta}$, one must be able to compute the Euler angles $\psi_{D}, \eta_{D}$, and $\phi_{D}$ given the transformation [ $\phi_{D}$ ]. The Euler angles $\psi_{D}, \eta_{D}$, and $\phi_{D}$ describe three distinct maneuvers about the $X, Y$, and $Z$ axes that will align the $X Y Z$ referelice frame with the dasired volifcle attitude $X_{D} Y_{D} Z_{D}$. The first rotation $\psi_{D}$ about the $X$ axia rcorients the $X Y Z$ reference frame such that the $Y$ axis is placed perpendicular to the desired $Z_{D}$ axis. The $Z$ axis can be aligned with $Z_{D}$ by performing the second rotation $\eta_{D}$ about the $Y$ axis. And finally the third rotation $\phi_{D}$ about the $Z$ axis aligns the $X$ and $Y$ axes with their corresponding desired axes $X_{D}$ and $Y_{D}$.

The first rotation $\psi_{D}$ places the $Y$ axis perpendicular to $Z_{D}$, the desired orientation of the $Z$ axis. After this rotation $\psi_{D}$, the transformation $\left[\phi_{D}^{\prime}\right]$ relating the desired vehicle attitude with the displaced $X Y Z$ coordinate system denoted $X^{\prime} Y^{\prime} Z^{\prime}$ equals

$$
\left[\psi_{D}^{\prime}\right]=\left[\begin{array}{ccc}
a_{11}^{(\psi)} & a_{12}^{(\psi)} & a_{13}^{(\psi)}  \tag{157}\\
a_{21}^{(\psi)} & a_{22}^{(\psi)} & a_{23}^{(\psi)} \\
a_{31}^{(\psi)} & a_{32}^{(\psi)} & a_{33}^{(\psi)}
\end{array}\right]=\left[\phi_{D}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \psi_{D} & -\sin \psi_{D} \\
0 & \sin \psi_{D} & \cos \psi_{D}
\end{array}\right]
$$

The resuitant element of $\left[\phi_{D}^{\prime}\right], \varepsilon_{11}^{(\psi)}, a_{12}^{(\psi)}, \ldots, a_{33}^{(\psi)}$ equal

$$
\begin{align*}
& a_{11}^{(\psi)}=a_{11 D}  \tag{158}\\
& a_{12}^{(\psi)}=a_{12 D} \cos \psi_{D}+a_{13 D^{s i n}} \psi_{D}  \tag{159}\\
& a_{13}^{(\psi)}=-a_{12 D^{s i n} \psi_{D}+a_{13 D} \cos \psi_{D}}^{(\psi)}  \tag{160}\\
& a_{21}^{(\psi)}=a_{21 D}  \tag{161}\\
& a_{22}^{(\psi)}=a_{22 D} \cos \psi_{D}+a_{23 D^{s i n}} \psi_{D}  \tag{162}\\
& a_{23}^{(\psi)}=-a_{22 D^{s i n} \psi_{D}+a_{23 D} \cos \psi_{D}} \tag{163}
\end{align*}
$$

$$
\begin{align*}
& a_{31}^{(\psi)}=a_{31 D}  \tag{164}\\
& a_{32}^{(\psi)}=a_{32 D^{\cos \psi_{D}+a_{33 D^{1}} \operatorname{nn} \psi_{D}}}^{a_{33 D}^{(\psi)}=-a_{32 D^{81 n} \psi_{D}+a_{33 D}}^{\cos \psi_{D}}} \tag{165}
\end{align*}
$$

The direction cosine elements of $\left[\Phi_{D}\right] a_{11 D}, a_{12 D}, \ldots, a_{33 D}$ are defined in equations 133 through 141. With the $Y^{\prime}$ axis perpendicular to $Z_{D}$, the direction cosine $a_{32}^{(\psi)}$ equals zero.

$$
\begin{equation*}
a_{32}^{(\psi)}=a_{32 D} \cos \psi_{D}+a_{33 D} s \ln \psi_{D}=0 \tag{167}
\end{equation*}
$$

From equation 167 , $\psi_{D}$ equals

$$
\begin{equation*}
\psi_{D}=\tan ^{-1}\left(^{-a_{32 D}}\right) \tag{158}
\end{equation*}
$$

There are two solutions for $\psi_{D}$, one where the magnitude of $\psi_{D}$ is iess than $\frac{\pi}{2}$ and one where its magnitude lies between $\frac{\pi}{2}$ and $\pi$. The former solution where

$$
\begin{equation*}
\frac{-\pi}{2} \leq \psi_{D} \leq \frac{\pi}{2} \tag{169}
\end{equation*}
$$

is selected. The second rotation $\eta_{D}$ aligns the $Z^{\prime}$ axis with $Z_{D}$. The resultant displaced $X^{\prime} Y^{\prime} Z$ ' coordinate frame is denoted $X^{\prime \prime} Y^{\prime \prime} Z$ ". The transformation $\left[\phi_{D}^{\prime \prime}\right]$ relatiug the desired vehicle attitude $X_{D} Y_{D} Z_{D}$ with respect to $X^{\prime \prime} Y^{\prime \prime} Z^{\prime \prime}$ equals

$$
\left[\phi_{D}^{\prime \prime}\right]=\left[\begin{array}{ccc}
a_{11}^{(n)} & a_{12}^{(n)} & a_{13}^{(n)}  \tag{170}\\
a_{21}^{(n)} & a_{22}^{(n)} & a_{23}^{(n)} \\
a_{31}^{(n)} & a_{32}^{(n)} & a_{33}^{(n)}
\end{array}\right]=\left[\phi_{D}^{\prime}\right]\left[\begin{array}{ccc}
\cos n & 0 & \sin \eta \\
0 & 1 & 0 \\
-\sin n & 0 & \cos \eta
\end{array}\right]
$$

The resultant elements of $\left[\phi_{D}^{\prime \prime}\right], a_{11}^{(n)}, a_{12}^{(n)}, \ldots, a_{33}^{(n)}$ equal

$$
\begin{align*}
& a_{11}^{(n)}=a_{110} \cos \eta_{D}+\left(a_{12 D} \sin \psi_{D}-a_{13 D} \cos \psi_{D}\right) \sin \eta_{D}  \tag{171}\\
& a_{12}^{(n)}=a_{12 D}{ }^{\cos \psi_{D}+a_{13 D}}{ }^{\sin \psi_{D}}  \tag{172}\\
& a_{13}^{(n)}=a_{11 D^{s i n} \eta_{D}+\left(a_{13 D} \cos \psi_{D}-a_{12 D} s i n \psi_{D}\right) \cos \eta_{D}}  \tag{173}\\
& a_{21}^{(n)}=a_{21 D}{ }^{\cos \eta_{D}+\left(a_{22 D}\right.}{ }^{\sin \psi_{D}-a_{23 D}}{ }^{\left.\cos \psi_{D}\right) s i n \eta_{D}}  \tag{174}\\
& a_{22}^{(n)}-a_{22 D}{ }^{\cos \psi_{D}+a_{23 D}} \sin \psi_{D}  \tag{175}\\
& a_{23}^{(n)}=a_{21 D^{s i n} \eta_{D}+\left(a_{23 D} \cos \psi_{D}-a_{22 D^{s i n}} \psi_{D}\right) \cos \eta_{D}}  \tag{176}\\
& a_{31}^{(n)}=a_{31 D} \cos n_{D}+\left(a_{32 D} \sin \psi_{D}-a_{33 D} \cos \psi_{D}\right) \sin n_{D}  \tag{177}\\
& ={ }_{32}^{(n)}=a_{32 D} \cos \psi_{D}+a_{33 D} \sin \psi_{D}  \tag{178}\\
& a_{33}^{(n)}=a_{31 D^{\sin \eta_{D}}+\left(a_{33 D} \cos \psi_{D}-a_{32 D} \sin \psi_{D}\right) \cos \eta_{D}, ~} \tag{179}
\end{align*}
$$

Note that if $Z^{\prime \prime}$ is aligned with $Z_{D}$,

$$
\begin{align*}
& a_{33}^{(n)}=1  \tag{180}\\
& a_{13}^{(n)}=a_{23}^{(n)}=a_{31}^{(n)}=a_{32}^{(n)}=0 \tag{181}
\end{align*}
$$

The definition of $\mathbf{a}_{31 D}$, equation 139 , is

$$
\begin{equation*}
a_{31 D}=\sin n_{D} \tag{182}
\end{equation*}
$$

Solving equation 178 for $\eta_{D}, \eta_{D}$ equals

$$
\begin{equation*}
\eta_{D}=\sin ^{-1}\left(a_{31 D}\right) \tag{183}
\end{equation*}
$$

In the range from $-\pi$ to $\pi$, there are two solutions for $\eta_{D}$ that satisfies equation 183. Only one of these solutions will align $Z^{\prime \prime}$ with $Z_{D}$. To determine which value of $\eta_{D}$ is computed by setting the expression for $a_{13}^{(n)}$, equation 173 , equal to zero. Solving for the cosine of $\eta_{D}$,

$$
\begin{equation*}
\cos _{D}=\frac{a_{11 D^{a} 31 D}^{a_{12 D^{s i n}} D^{-a} 13 D^{\cos \psi_{D}}}}{\text { a }} \tag{184}
\end{equation*}
$$

Because the Euler angle $\psi_{D}$ is known, equation 168 , the $\cos \eta_{D}$ can be computed using the above expression. If the sign of cosine of $\eta_{D}$ is positive, the desired value of $\eta_{D}$ lies either in the first ( $0 \leq \eta_{D} \leq \frac{\pi}{2}$ ) or the fourth $\left(-\frac{\pi}{2} \leq \eta_{D} \leq 0\right)$ quadrant, but if it is negative $\eta_{D}$ les either in the second $\left(\frac{\pi}{2} \leq \eta_{D} \leq i i\right)$ or third $\left(-\pi \leq \eta \leq-\frac{T}{2}\right)$ quadrant. In other words if the sign of cos $\eta_{D}$ as computed in equation 184 is positive $\eta_{D}$ equals

$$
\begin{equation*}
\eta_{D}=\sin ^{-1}\left(s_{310}\right) \tag{185}
\end{equation*}
$$

where $\frac{\pi}{2} \geq \eta_{D} \geq-\frac{\pi}{2}$, but if the sign of $\cos \eta_{D}$ is negative

$$
\begin{equation*}
\eta_{D}=\left(\pi-\left|\eta_{D}\right|\right) \operatorname{sign}\left(\eta_{D}\right) \tag{186}
\end{equation*}
$$

The value of $\eta_{D}$ used in equation 186 is the value computed in equation 185. The third Euler angle $\phi_{D}$ can be computed using the definitions of $a_{11 D}$ and $a_{21 D}$, and the computed value of $\cos \eta_{D}$. $a_{11 D}$ and $a_{21 D}$ equal

$$
\begin{align*}
& a_{11 D}-\operatorname{ccs} \phi_{D} \cos \eta_{D}  \tag{187}\\
& a_{21 D}-\sin \phi_{D} \cos \eta_{D} \tag{188}
\end{align*}
$$

The sine and cosine of $\phi_{D}$ equal

$$
\begin{align*}
& \cos \phi_{D}=\frac{a_{11 D}}{\cos \eta_{D}}  \tag{189}\\
& \sin \phi_{D}=\frac{-a_{21 D}}{\cos \eta_{D}} \tag{190}
\end{align*}
$$

If the sign of cos $\phi_{D}$ is positive, $\phi_{D}$ equals

$$
\begin{equation*}
\phi_{D}=\sin ^{-1}\left(\frac{-a_{21 D}}{\cos \eta_{D}}\right) \tag{191}
\end{equation*}
$$

where ${ }_{2}^{\pi}>p_{D} \therefore-\frac{\pi}{2}$, but if the olga of cos $\phi_{D}$ is negative, $\phi_{D}$ equals

$$
\begin{equation*}
\phi_{D}=\left(\pi-\left|\phi_{D}\right|\right) \operatorname{sign}\left(\phi_{D}\right) \tag{192}
\end{equation*}
$$

The value of $\phi_{D}$ used in equation 188 is the value computed in equation 191

In summary, the Euler angles $\psi_{D}, \eta_{D}$, and $\phi_{D}$ can be computed using the following procedure:

1. Compute $\psi_{D}$,

$$
\psi_{D}=\tan ^{-1}\left(\frac{-a 2 D}{a_{33 D}}\right)
$$

where $-\frac{\pi}{2} \because \psi_{D} \leq \frac{\pi}{2}$.
2. Compute $\cos \eta_{D}$,

$$
\cos \eta_{D}=\frac{a_{11 D^{a} 31 D}^{a_{12 D}{ }^{\sin } \psi_{D}{ }^{-a} 13 D^{\cos } \psi_{D}}}{\text { a }}
$$

3. Compute intermediate $\eta_{D}, \eta_{D}^{\prime}$

$$
\eta_{D}^{\prime}=\sin ^{-1}\left(a_{31 D}\right)
$$

where $-\frac{\pi}{2} \leq \eta_{D}^{\prime} \leq \frac{\pi}{2}$.
4. If the sign of $\cos \eta_{D}$ is positive,

$$
\eta_{D}=\eta_{D}^{\prime}
$$

but if the sign of $\cos \eta_{D}$ is negative,

$$
\eta_{D}=\left(\pi-\left|\eta_{D}^{\prime}\right|\right) \operatorname{sign}\left(\eta_{D}^{\prime}\right)
$$

5. Compute $\cos \phi_{D}$,

$$
\cos \phi_{D}=\frac{a_{11 D}}{\cos \eta_{D}}
$$

## 6. Compute intermecitate $\phi_{D}, \phi_{D}^{\prime}$

$$
\phi_{D}^{\prime}=\sin ^{-1}\left(\frac{-a^{21 D}}{\cos ^{8 n}}\right)
$$

where $-\frac{\pi}{2}<\phi_{D}^{\prime} \leq \frac{\pi}{2}$.
7. If the sign of $\cos \phi_{D}$ is positive,

$$
\phi_{D}=\phi_{D}^{\prime}
$$

but if the $s i g n$ of $\cos \phi_{D}$ is negative,

$$
\phi_{D}=\left(\pi-\left|\phi_{D}^{\prime}\right|\right) \operatorname{sign}\left(\phi_{D}^{\prime}\right)
$$

8.4.4 Euler Angle Maneuver - This maneuvering technique maneuvers the vehicle to its desired vehicle attitude defined by $\left[\$_{D}\right]$ by computing the three corresponding Euler rotations $\psi_{m}, \eta_{m}$, and $\phi_{m}$ that will align the vehicle axes $X_{v} Y_{v} Z_{v}$ with their desired orientation $X_{D} Y_{D} Z_{D}$. The proper eequence in which these three maneuvers must be performed are: (1) a manelver through an angle $\psi_{m}$ about the $X_{v}$ axis, (2) $\eta_{m}$ about the displaced $\bar{X}_{v}$ axis, and (3) $\phi_{m}$ about the displaced $Z_{v}$ axis.

The transformation $\left[\Phi_{D V}\right.$ ] that describes the desired vehicle attitude $X_{D} Y_{D} Z_{D}$ with respect to the present vehicle attitude $X_{V} Y_{V} Z_{V}$ equals

$$
\left[\phi_{D V}\right]=\left[\phi_{D}\right][\Phi]^{-1}=\left[\begin{array}{lll}
a_{11 m} & a_{12 m} & a_{13 m}  \tag{193}\\
a_{21 m} & a_{22 m} & a_{23 m} \\
a_{31 m} & a_{32 m} & a_{33 m}
\end{array}\right]
$$

The Euler angles $\psi_{m}, \eta_{m}$, and $\phi_{m}$ can be computed in the same manner as $\psi_{D}, \eta_{D}$, and $\phi_{D}$ are in section 8.4.3. The Euler angle $\psi_{\mathrm{m}}$ equals

$$
\begin{equation*}
\psi_{m}=\tan ^{-1}\left(-\frac{a_{32 m}}{a_{33 m}}\right) \tag{194}
\end{equation*}
$$

where $-\frac{\pi}{2} \leq \psi_{m} \leq \frac{\pi}{2}$. The Euler angle $\eta_{m}$ equals

$$
\begin{equation*}
\eta_{m}=\ln ^{-1}\left(a_{31 m}\right) \tag{195}
\end{equation*}
$$

Two possible solutions for $\eta_{m}$ as given by equation 105 exists. For example, if $a_{31 m}$ equals +0.5 , $\eta_{m}$ can equal either $\frac{\pi}{6}$ or $\frac{5 \%}{6}$. Only one of these values is proper as can be determined by the $s i g n$ of $\cos \eta_{m}$. If the sign of $\cos \eta_{m}$ is positive, $\eta_{m}$ equals $\frac{\pi}{6}$, but, if the sign of $\cos \eta_{m}$ is negative, the proper value for $\eta_{m} i s \frac{5 \pi}{6}$. The cosine of $\eta_{m}$ in terms of the elements of [ $\phi_{D V}$ ] equals

$$
\begin{equation*}
\cos \eta_{m}-\frac{11 m^{a} 31 m}{a_{21 m^{8}} \ln \psi_{m}-a_{13 m} \cos \psi_{m}} \tag{196}
\end{equation*}
$$

If the sign of cos $\eta_{m}$ is positive, $\eta_{m}$ lies within either the first $\left(0-\eta_{m} \leq \frac{\pi}{2}\right)$ or fourth $\left(-\frac{\pi}{2} \leq \eta_{m} \leq 0\right)$ quadrants. But if the sign of $\cos \eta_{m}$ is negnilve, the proper value for $\eta_{m}$ lies within the second $\left(\frac{\pi}{2} \leq \eta_{m} \leq \pi\right)$ or third $\left(-\pi \leq \eta_{m}-\frac{\pi}{2}\right)$ quadrants. Equations 195 and 196 uniquely determine the proper value for $\eta_{m}$. The third Euler angle $\phi_{m}$ is determined in a similar manner. $\phi_{m}$ equals

$$
\begin{equation*}
\phi_{m}=\sin ^{-1}\left(-\frac{a_{21 m}}{\cos _{m}}\right) \tag{197}
\end{equation*}
$$

The cosine of $\phi_{m}$ equals

$$
\begin{equation*}
\cos \phi_{m}=\frac{a_{11} m}{\cos \eta_{m}} \tag{198}
\end{equation*}
$$

If the cosine of $\phi_{m}$ is positive, $\phi_{m}$ lies within the first or fourth quadrant and if the coaine of $\phi_{m}$ is negative, $\phi_{m}$ lies within the second or third quadrant. Equations 197 and 198 uniquely determine the proper value for $\phi_{m}$.

To perform the three mancuvers $\psi_{m}, \eta_{m}$, and $\phi_{m}$, the vehicle attitude error $\Lambda 0$ is zeroed and each maneuver in performed in ita proper sequence at the maximum i'lowable maneuver rate $\omega_{m}$, $1.745 \times 10^{-3}$ radian per second (six degrees per minute). The itrat velifele mallewver rate command $\dot{w}_{\mathrm{ml}}$ cquale

$$
\vec{\omega}_{m l}=\omega_{m} \operatorname{sign}\left(\psi_{m}\right)\left[\begin{array}{l}
1  \tag{199}\\
0 \\
0
\end{array}\right]
$$

The sign of $\psi_{m}$ in the above expression indicates which direction the vehicle is to be maneuvered about the $X_{v}$ axis. This maneuver rate command $\vec{w}_{m l}$ is continued until the direction cosine 32 m approaches zero indicating that the $Y_{V}$ axis is perpendicular to the desired $Z_{1}$ axis. At this point $\dot{\omega}_{m l}$ is zeroed, and the second maneuver $\eta_{m}$ about the $Y_{v}$ axis commences. The vehicle rate command $\dot{w}_{m 2}$ assoclated with this maneuver $\eta_{m}$ equals

$$
\stackrel{\omega}{m 2}=\omega_{m} \operatorname{sign}\left(n_{m}\right)\left[\begin{array}{l}
0  \tag{200}\\
1 \\
0
\end{array}\right]
$$

This maneuver rate command $\vec{\omega}_{m 2}$ is applied to the system until the direction cosine $a_{3 m}$ approaches unity indicating that the $Z_{v}$ axis is aligned with the desired $Z_{D}$ axis. $\vec{\omega}_{m 2}$ is then zeroed and the third and inal maneuver $\phi_{m}$ about the $Z_{v}$ axis is performed. The vehicle rate comanded $\dot{\omega}_{m} 3$ associated with this maneuver $\phi_{m}$ equals

$$
\stackrel{\omega}{m 3}=\omega_{m} \operatorname{sign}\left(\phi_{m}\right)\left[\begin{array}{l}
0  \tag{201}\\
0 \\
1
\end{array}\right]
$$

This maneuver rate command $\vec{\omega}_{m}$ is applied to the system until the direction cosines $a_{11 m}$ and $a_{22 m}$ approach unity indicating that the vehicle $X_{v}$ and $Y_{v}$ axes are allgned with their corresponding desired orientations $X_{D}$ and $Y_{D}$, respectively. These three velifele maneuver rate commands are iod to the velifile control daw where they replace the destred vehilele rate $\dot{w}_{\mathrm{D}}$. At the completion "f the tinf mancuvers $\phi_{m}$, the vehtele attitude error $\Delta 0$ in reint roduced to the vehicle control law thus correcting for all residual vehicle maneuvering errors.
8.5 Strapdown Equation Initialization and Update - The strapdown equation implementations, the quaternions, the direction cosines, and the Euler angles, track the attitude of the vehicle by essentially integrating the vehicle body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$. The numerical integrations associated with each of these implementations must be initialized and updated periodically. The periodic update corrects for computational errois and the accumulative effects of errors such as rate gyro drift contalned in the measured vehicle rates $\omega_{x}$, $\omega_{y}$, and $\omega_{z}$. For the quaternion initialization and update, the actual values of the four quaternion parameters $q_{1}, q_{2}, q_{3}$, and $q_{4}$ are determined and then substituted for $q_{1 p}, q_{2 p}, \varphi_{3 p}$, and $q_{4} p$ in the quaternion strapdown equations. The inftialization and update of the direction cosine and Euler angle strapdown equations are performed in a similar manner except that the corresponding d rection cosines $a_{11 p}, a_{12 p}, \cdots, a_{33}$ and Euler angles $\psi_{p}$, ' $I_{p}$, and $\phi_{p}$ are determined.

To perform this initialization or update procedure, the transformation [\$] from reference space XYZ to velicicle space $X_{v} Y_{v} Z_{v}$ must be determined. This update or initialization procedure is normaily performed using star trackers attached to the spacecraft. These star trackers are used to measure in vehicle coordinates the location of two reference stars whose coordinates in the XYZ reference frame are known. Assume that the locations of two reference stars in the XYZ reference frame are given by the two unit vectors $S_{1}$ and $\vec{S}_{2}$ and that their corresponding vehlcle coordinates as measured by the vehicle star trackers are described by the unit vectors $S_{1}^{\prime}$ and $S_{2}$, respectively.

In order $t 0$ compute $[\$]$, two additional unit vectors $\dot{S}_{12}$ and $\dot{S}_{12}$ ' must be computed. $\dot{S}_{12}$ and $\dot{S}_{12}$ ' are the unit vectors correspondin: to the vector cross product of $\dot{s}_{1}$ and $\dot{S}_{2}$ and $\dot{S}_{1}$ ' and $\dot{S}_{2}$ ', respectively.

$$
\begin{align*}
& \vec{s}_{12}=\frac{\vec{s}_{1} \times \vec{s}_{2}}{\| \vec{s}_{1} \times \vec{s}_{2}| |}  \tag{202}\\
& \vec{s}_{12}^{\prime}=\frac{\vec{s}_{1}^{\prime} \times \vec{s}_{2}^{\prime}}{\left\|\vec{s}_{1}^{\prime} \times \vec{s}_{2}^{\prime}\right\|} \tag{203}
\end{align*}
$$

$||\vec{A}||$ represents the norm of the enclosed vector $\vec{A} . \quad \vec{S}_{12}$ and $S_{12}$ ' are unit vectors that are perpendicular to the planes formed by $\vec{S}_{1}$ and $\vec{s}_{2}$ and $\vec{S}_{1}^{\prime}$ and $\vec{S}_{2}^{\prime}$, respectively. These six unit vectors $\vec{S}_{1}, \vec{S}_{2}, \vec{S}_{12}, \vec{S}_{1}{ }^{\prime}, \vec{S}_{2}^{\prime}$, and $\vec{S}_{12}$ ' completely specify the transformation [ $\$$ ]. To compute [ $\$$ ], the following relationships must be satisfied.

$$
\begin{align*}
& \vec{S}_{1}=[\Phi] \vec{S}_{1}^{\prime}  \tag{204}\\
& \vec{S}_{2}=[\Phi] \vec{S}_{2}^{\prime}  \tag{205}\\
& \vec{S}_{12}=[\phi] \vec{S}_{12}^{\prime} \tag{206}
\end{align*}
$$

where

$$
[\Phi]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

Assume that the unit vestors $\vec{S}_{1}, \vec{S}_{1}^{\prime}, \vec{S}_{2}, \vec{S}_{2}^{\prime}, \vec{S}_{12}$, and $\vec{S}_{12}$ ' are

$$
\begin{aligned}
& \dot{s}_{1}=\left[\begin{array}{l}
c_{11} \\
a_{12} \\
c_{13}
\end{array}\right] \\
& \vec{s}_{1}^{\prime}=\left[\begin{array}{l}
c_{21} \\
c_{22} \\
c_{23}
\end{array}\right] \\
& \vec{s}_{22}=\left[\begin{array}{l}
d_{11} \\
d_{12} \\
d_{13}
\end{array}\right] \\
& \dot{s}_{12}=\left[\begin{array}{l}
f_{11} \\
t_{12} \\
f_{13}
\end{array}\right]
\end{aligned}
$$

Substituting the above vectors into equations 204 thru 206.

$$
\begin{aligned}
& \vec{s}_{1}=[\varphi] \vec{s}_{1}^{\prime}=\left[\begin{array}{l}
c_{11} \\
c_{12} \\
c_{13}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{l}
c_{31} \\
c_{22} \\
c_{23}
\end{array}\right] \\
& \dot{s}_{2}=\left[1 \left\lvert\, \dot{s}_{2}^{\prime}=\left[\begin{array}{l}
d_{11} \\
d_{12} \\
d_{13}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{l}
d_{21} \\
d_{22} \\
d_{23}
\end{array}\right]\right.\right.
\end{aligned}
$$

$$
\dot{S}_{12}=|\Phi| \dot{S}_{12}^{\prime}=\left[\begin{array}{l}
f_{11}  \tag{209}\\
f_{12} \\
f_{13}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{l}
f_{21} \\
f_{22} \\
f_{23}
\end{array}\right]
$$

Equations 207 thru 209 san be rearranged into the following expressions.

$$
\begin{align*}
& {\left[\begin{array}{l}
c_{11} \\
d_{11} \\
f_{11}
\end{array}\right]=\left[\begin{array}{lll}
c_{21} & c_{22} & c_{23} \\
d_{21} & d_{22} & d_{23} \\
f_{21} & f_{22} & f_{23}
\end{array}\right]\left[\begin{array}{l}
a_{11} \\
a_{12} \\
a_{13}
\end{array}\right]}  \tag{210}\\
& {\left[\begin{array}{l}
c_{12} \\
d_{12} \\
f_{12}
\end{array}\right]=\left[\begin{array}{lll}
c_{21} & c_{22} & c_{23} \\
d_{21} & d_{22} & d_{23} \\
f_{21} & f_{22} & f_{23}
\end{array}\right]\left[\begin{array}{l}
a_{21} \\
a_{22} \\
a_{23}
\end{array}\right]}  \tag{211}\\
& {\left[\begin{array}{l}
c_{13} \\
d_{13} \\
f_{13}
\end{array}\right]=\left[\begin{array}{lll}
c_{21} & c_{22} & c_{23} \\
d_{21} & d_{22} & d_{23} \\
f_{21} & f_{22} & f_{23}
\end{array}\right]\left[\begin{array}{l}
a_{31} \\
a_{32} \\
a_{33}
\end{array}\right]} \tag{212}
\end{align*}
$$

Applying Cramer's rule for solving simultaneous algebraic equations, the elements of [ $\Phi$ ], $11, a_{12}, \ldots, a_{33}$, can be computed using equations 210 thru 212. Note that the 3 by 3 matrix appearing in each of these equations are identical. The symbol $\Delta$ is used to denote the determinant of this matrix. $\Delta$ equals

$$
\begin{align*}
& N=d a t\left[\begin{array}{lll}
c_{21} & c_{22} & c_{23} \\
d_{21} & d_{22} & d_{23} \\
1_{21} & 1_{22} & 1_{23}
\end{array}\right]+c_{21}\left(d_{222_{23}}-d_{23} 1_{22}\right) \\
& +c_{22}\left(d_{23} f_{21}-d_{21} f_{23}\right)+c_{23}\left(d_{21} f_{22}-d_{22 i 21}\right) \tag{213}
\end{align*}
$$

The nine elements of $[\$]$ in terms of the components of $\vec{S}_{1}, \vec{S}_{2}$, $\vec{S}_{12}, \vec{S}_{1}, \vec{S}_{2}^{\prime}$, and $\vec{S}_{12}^{\prime}$ equal

$$
\begin{align*}
& a_{11}=\frac{\left[\begin{array}{lll}
c_{11} & c_{22} & c_{23} \\
d_{11} & d_{22} & d_{23} \\
f_{11} & d_{22} & f_{23}
\end{array}\right]}{\Lambda}=\left[c_{11}\left(d_{22} f_{23} d_{23} f_{22}\right)\right. \\
& \left.+c_{22}\left(d_{23} f_{11}-d_{11} f_{23}\right)+c_{23}\left(d_{11} f_{22}-d_{22} f_{11}\right)\right] / \Delta  \tag{214}\\
& a_{12}=\operatorname{det}\left[\begin{array}{lll}
c_{21} & c_{11} & c_{23} \\
d_{21} & d_{11} & d_{23} \\
f_{21} & f_{11} & f_{23}
\end{array}\right]=\left[c_{21}\left(d_{11} f_{23}-d_{23} f_{11}\right)\right. \\
& \left.+c_{11}\left(d_{23} f_{21}-d_{21} f_{23}\right)+c_{23}\left(d_{21} f_{11}-d_{11} f_{21}\right)\right] / \Delta \tag{215}
\end{align*}
$$

$$
\begin{align*}
& \left.+c_{22}\left(d_{11} f_{21}-d_{21} f_{11}\right)+c_{11}\left(d_{21} f_{22}-d_{22} f_{21}\right)\right] / \Delta  \tag{216}\\
& a_{21}=\frac{\operatorname{det}\left[\begin{array}{lll}
c_{12} & c_{22} & c_{23} \\
d_{12} & d_{22} & d_{23} \\
f_{12} & f_{22} & f_{23}
\end{array}\right]}{\Delta}=\left[c_{12}\left(d_{22} f_{23}-d_{23} f_{22}\right)\right. \\
& \left.+c_{22}\left(d_{23}{ }^{f} 12-d_{12} f_{23}\right)+c_{23}\left(d_{12} f_{22}-d_{22} f_{12}\right)\right] / \Delta  \tag{217}\\
& a_{22}=\frac{\operatorname{det}\left[\begin{array}{lll}
c_{21} & c_{12} & c_{23} \\
d_{21} & d_{12} & d_{23} \\
f_{21} & f_{12} & f_{23}
\end{array}\right]}{\Delta}=k_{21}\left(d_{12} f_{23}-d_{23} f_{12}\right) \\
& \left.+c_{12}\left(d_{23} f_{21}-d_{21} f_{23}\right)+c_{23}\left(d_{21} f_{12}-d_{12} f_{21}\right)\right] / \Delta \tag{218}
\end{align*}
$$

$$
\begin{align*}
& \left.+c_{22}\left(d_{12} f_{21}-d_{21} f_{12}\right)+c_{12}\left(d_{21} f_{22}-d_{22} f_{21}\right)\right] / \Delta \tag{219}
\end{align*}
$$

$$
\begin{align*}
& a_{31}=\left[\begin{array}{ccc}
c_{13} & c_{22} & c_{23} \\
d_{13} & d_{22} & d_{23} \\
1,3 & 1_{22} & 1_{23}
\end{array}\right]=l_{13}\left(d_{22}^{1} 23^{\left.-d_{23} 1_{22}\right)}\right. \\
& +c_{22}\left(\mathrm{~d}_{23} \mathrm{f}_{11}-\mathrm{d}_{13} \mathrm{f}_{23}\right)+\mathrm{c}_{23}\left(\mathrm{~d}_{13} \mathrm{f}_{22}-\mathrm{d}_{221} 133^{1 / \Lambda}\right.  \tag{220}\\
& a_{32}=\left[\begin{array}{lll}
c_{21} & c_{13} & c_{23} \\
d_{21} & d_{13} & d_{23} \\
E_{21} & f_{13} & f_{23}
\end{array}\right]=\left[c_{21}\left(d_{13} f_{23}-d_{23} \dot{I}_{13}\right)\right. \\
& +c_{13}\left(d_{2 j} f\left(21-d_{21} f_{23}\right)+c_{23}\left(d_{21} f 13-d_{13} f_{21}\right)\right] / \Delta  \tag{221}\\
& a_{33}=\frac{\left[\begin{array}{lll}
c_{21} & c_{22} & c_{13} \\
d_{21} & d_{22} & d_{13} \\
\tilde{f}_{21} & f_{22} & f_{13}
\end{array}\right]=\left[c_{21}\left(d_{22} f_{13}-d_{13} f_{22}\right), ~\left(l_{1}\right.\right.}{\Delta} \\
& \left.+c_{22}\left(d_{13} f_{21}-d_{21} f_{13}\right)+c_{13}\left(d_{21} f_{22}-d_{22} f_{21}\right)\right] / \Delta \tag{222}
\end{align*}
$$

To update or to initiaiize the direction cosine strapdown equations, the above computed direction cosines a $a_{11}$, $a_{12}$, $\ldots . a_{33}$ are substituted for $a_{11 p} a_{12 p}, \ldots, a_{33 p}$. For the quaternion strapdown equations, the updated (or initial) values of $q_{1 p}, 1_{2 p}, q_{3 p}$, and $q_{4 p}$ are determined from the star tracker derived direction cosines. $q_{1 p}, q_{2 p}, q_{3 p}$, and $q_{4 p}$ equal

$$
\begin{equation*}
q_{1 p}=\cos \left(\frac{\theta}{2}\right) \tag{223}
\end{equation*}
$$

where

$$
\begin{align*}
&\left.\theta=\cos ^{-1} 10.5\left(a_{11}+a_{22}+a_{33}-1\right)\right] \\
& q_{2 p}=-\frac{2^{-a_{2]}}}{4 T 1 p}  \tag{224}\\
& q_{3 P}=\frac{a_{13}-a_{11}}{4 q_{1 P}}  \tag{225}\\
& q_{4 P}=\frac{a_{21} 1_{12}}{4 q_{1 P}} \tag{226}
\end{align*}
$$

To update (or initialize) the Euler angle strapdown equations, the Euler angles $\psi_{p}, \eta_{p}$, and $\phi_{p}$ are also computed from these star tracker derived direction cosines. $\Psi_{P}$ equals

$$
\begin{equation*}
\psi_{F}=\tan ^{-1}\left(-\frac{a_{32}}{a_{33}}\right) \tag{227}
\end{equation*}
$$

where $-\frac{\pi}{2} \leq \psi_{P} \leq \frac{\pi}{2}$. The cosine of $n_{P}$ equals

If the sign of $\cos _{p}$ is positive, $\eta_{p}$ equals

$$
\begin{equation*}
\eta_{p}=\sin ^{-1}\left(a_{31}\right) \tag{229}
\end{equation*}
$$

where $-\frac{\pi}{2} \leq \pi_{p} \leq \frac{\pi}{2}$, but if the aign of cosn is negacive, $\eta_{p}$ equals

$$
\begin{equation*}
\eta=\left(\pi-\left|\eta_{p}^{\prime}\right|\right) \operatorname{sign}\left(\xi^{\prime}\right) \tag{230}
\end{equation*}
$$

where the value of $n_{p}$ ' equals the value of $n^{\text {g }}$ given by equation 229. The cosine of ip equals

$$
\begin{equation*}
\cos \phi_{\mathrm{P}}=\frac{\mathbf{a}_{11}}{\cos \eta_{\mathrm{p}}} \tag{231}
\end{equation*}
$$

If the sign of $\cos \phi_{P}$ is positive, $\phi_{P}$ equals

$$
\begin{equation*}
\varphi_{\mathrm{P}}=\sin ^{-1}\left(-\frac{a_{21}}{\cos \eta_{P}}\right) \tag{232}
\end{equation*}
$$

where $-\frac{\pi}{2} \cdots \phi_{p} \frac{\pi}{2}$, but if the sign of $\cos \phi_{p}$ is negative, tp equals

$$
\begin{equation*}
\phi_{p}=\left(\pi-\left|\phi_{P}^{\prime}\right|\right) \operatorname{sign}\left(\phi_{P}^{\prime}\right) \tag{233}
\end{equation*}
$$

where the value of $\phi_{P}$ ' equals the value of $\phi_{p}$ given by equation 232.
8. 6 Comparison of Candidate Maneuver Control Laws - Three vehicle $C M \bar{G}$ maneuver control laws have been proposed. These three control laws are based on (1) quaternion, (2) direction cosine, and (3) Euler angle implementations. The vehicle strapdown equations of motion and associated maneuver equaticns were derived for each of these implementations. Listed in table 8.1 are the advantages and disadvantages of each of these three methods.

The chief advantages of the quaternion implementation are (1) the maneuver produced is optimal and (2) the associsted strapdown and maneuver equations can be simply and readily computed. The maneuver is optimal because the vehicle is rotated about a single axis through the smallest angle required to generate the desired attitude change. The disadvantages of this quaternion control law are (1) updating the quaternion strapdown equations require computing the four quaternion parameters from the measured vehicle transformation [\$], and (2) additional calculations are needed to derive the direction cosine matrix [*] from the four quaternion parameters computed by the strapdown equations. These disadvantages are minor because (1) the additional computations needed to compute the updated quaternions are few and (2) it is not necessary to compute the direction cosine matrix [\$] in order to implement this CMG maneuver control law. The reason one might want to compute the direction cosine matrix [ $\$$ ] is because one may be more familiar with this representation for describing the vehicle attitude than the corresponding quaternion representation.
Table 8.1. CMG Mareuver Control Laws ADVANTAGES
Linear set of four linear differential
equations - simple software implementa-
tion
No singularities
Optimal maneuver capability
No singularities
Direction cosine matrix always
available No additional computations required to update strapdown equations given [\$]
Solution of the smallest $n$ mber
of parameters, three
Non optimal maneuver
Requires separate computation
Requires additional computation
to updated Euler angles given [\$]

The advantages of the direction cosine CMC maneuver control law are (1) the direction cosine matrix is always available and (2) no additional computations are required to update the direction cosine strapdown equations. The disadvantages are (1) nine linear differential equations must be solved as compared with only four for the quaternion CMG maneuver control law and (2) the resulting vehicle maneuver is non optimal. The maneuver is non optimal because in generel two distinct rotations are needed to reorient the vahicle with its new desired artitude.

The single advantage of the Euler angle CMG maneuver control law is that only three parareters are needed to describe the vehicle attitude rather than four for the quaternion and nine for the direction cosine maneuver control laws. The disadvantages are (1) the strapdown equations are a set of non linear differential equations, (2) the strapdown equations are singular causing the Euler rates to "blow up" when the Euler angle $n$ approaches $\frac{(2 n+1) \pi}{2}(n=0, \pm 1, \ldots)$, (3) ufdating the Euler engle strapdown equations require computing the three Euler angies from the measured vehicle transformation [\$], (4) additional computations are needed to derive the direction cosine matrix [5] from the three computed Euler angles, and (5) the resulting vehicle maneuver is non optimal. To maneuver the vehicle so new orientation, three separate rotations are required.

From a "pure" computational standpoint, either the Euler angle or quaternion control law are favored over the direction cosine law. For the Euler angle control law, only three parameters are needed to describe the vehicle attitude while for the quatarnion implemantation, four parameters are requirad. To describe the vehicle attitude using the direction cosine control law, nine parameters are needed. The major drawback with the Euler angle control law is that its strapdown aquations of motion are eingular. Because of this singularity problem, the Euler angle control law is eliminated from further considerations. The principal drawback of the direction cosine law besides its large computational requiramenta is that like the Euler angle control law the resuitant vehicle maneuvera are non optimal. For the quatarnion control law, the vehicle maneuvers are optimal.

The quaternion CMG manauver control law is selected as baseline because ( 1 ) the computational requiremente associated with the four linear quaternion etrapdown equations are fawer than for the corresponding nine linear direction cosine equations
or the three nonlinear Euler angle strapdown equations, (2) there exists no aingularity problem as in the case of the Euler angle strapdown equations, and (3) the resulting vehicle maneuver is optimal.
8.7 Selected GXG Mnneuver Control Law Signal Flow Diagram Figure 8.7 is a signal flow diagram describing the quaternion GMG maneuver control law logic flow. In box 1 , the past vehicle quaternion rates $\dot{q}_{1 p}, \dot{q}_{2 p}, \dot{\dot{q}}_{3 p}$, and $\dot{q}_{4 p}$ are initialized. Boxes 2 and 3 represent the quaternion strapdown equations. In box 2 , the quaternion rates $\dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}$, and $\dot{q}_{4}$ are computed from the vehicle body rates $\omega_{x}, \omega_{y}$, and $\omega_{z}$ and are then integrated in box 3 to generate the vehicle quaternions $q_{1}, q_{2}, q_{3}$, and $q_{4}$, Box 4 represents the procedure for updating or initializing these strapdown equations. In box 5 , the computed vehicle quaternions are normalized to insure that the sum of the squares of the quaternions equal unity. In box 6 , :he past quaternions $q_{1 p}, q_{2 p}, q_{3 p}$, and $q_{4 p}$ and the quaternion rates $\dot{q}_{1 p}, \dot{q}_{2 p}$, $q_{3 p}$, and $q_{4}$ are updated. These updated quaternion past values are needed to computed the strapdown equations during the next pass through the logic flow.

In boxes 7 thru 10, the vehicle attitude error $\Delta \vec{\theta}$ is computed. In box 7, the quaternions describing the desired vehicle attitude $q_{D 1}, q_{D 2}, q_{D 3}$, and $q_{D 4}$ are computed from the transformation $\left\{\Phi_{D}\right.$ ] corresponding to the desired vehicle attitude.
In box 8 , the determination whether a maneuver is being performed or not is made. If a maneuver is being performed, the control logic is routed to box 11 whare the appropriate vehicle maneuver command is generated. If a maneuver is not in process, the logic flow moves on to box 9 where the quaternions describing the vehicle attitude with respect to the desired attituje ${ }^{q_{V D 1}}{ }^{\prime} \mathrm{q}_{\text {VD2 }}{ }^{\prime} \mathrm{q}_{\text {VD3 }}$, and $\mathrm{q}_{\text {VD4 }}$ are computed. In box 10 , the vehiule attitude error $\Delta \vec{\theta}$ is computed; $\Delta \vec{\theta}$ and the appropriate vehicle rate $\vec{\omega}_{D}$ as specified by the transformation $\left[\Phi_{D}\right]$ is routed to the vehicle control law. For an inertial attitude, $\vec{w}_{D}$ equals the null vector. The control logic transfers back to box 2.

Figure 8.7 CHG Quaternion Maneuver Control Logic Flow Diagram (Sheet 1 of 3)

Figure 3. 7 CMG Puaternion Maneuver Control Logic Flow Diagram (Sheet 2 of 3)


In boxes 11 thru 16 , the appropriate vehicle maneuver command is generated. In box 11 , the vehicle attitude error $\Delta \vec{\theta}$ is zeroed and is then routed to the vehicle control law. In box 12 , the quaternions describing the desired attitude with respect to the vehicle $q_{D V 1}, q_{D V 2}$, $q_{D V 3}$, and $q_{D V 4}$ are computed. In box 13, the meneuver axis is computed along with the total maneuver angle $\theta_{m}$. The $\operatorname{logic}$ flow continues on to box 14 where the vehicle maneuver rate $\vec{\omega}_{D}$ is generated. The vehicle is maneuver about the computed maneuver axis at a rate $\omega_{m}$ of six degrees per minute; $\dot{\omega}_{D}$ is routed to the vehicle control law. In box 15 , the quaternion $q_{V D I}$ is compared with unity. If $q_{V D I}$ is approximately equal to one, the maneuver is finished and the maneuver rate $\vec{w}_{D}$ is zeroed or set at its desired value as determined by the desired vehicle transformation $\left[\phi_{D}\right.$ ]. If $q_{V D 1}$ does not equal unity, the logic flow is recycled back to box 2.

### 8.8 Notes

### 8.8.1 Symbols and Abbreviations




## 9. CMG CONTROL LAWS AND SINGULARITY AVOIDANCE TECHNIQUES

The function of the CMG control law is to generate an appropriate set of CMF gimbal rate commands that will generate the desired torque command $\vec{T}_{C O M}$ computed by the vehicle control law (section 7). The CMG control law is sometimes referred to as the CMG steering law. In order for the CMG control law to generate the desired torque command, $\vec{T}_{\text {COM }}$, the CMG system must avoid all singularity conditions. When a CMG system is in a singularity state, the CMG control system in general is physically unable to produce the desired torque $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$. The function of the singularity avoidance scheme is therefore to steer the CMG system away from all avoidable singularity conditions. A singularity avoidance law performs this task by distributing the CMG gimbal angles in such a manner as to avoid singularity but, without applying a net CMG torque to the vehicle. The separate gimbal rate comands generated by the CMG control and singularity avoidance laws are in general summed and sent to the appropriate CMG gimbal servomechanisms.

In this section, four CMG control laws, three singularity avoldance scheme, and a control function that attempts to combine the functions of the CMG control law and singularity avoidance scheme into a single law are developed. From these candidates, a preferred CMG control law and singularity avoidance scheme are selected.
9.1 CMC Configuration - The CMG control system selected in section 6 consists of six double gimbal CMGs (DGCMGs) with each CMG having an individual wheel momentum of $2,300 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$. These CMGs are similar to the Skylab ATM CMGs: the most significant difference is that unlike the ATM CMGs the proposed CMGs have no gimbal stops.

A possible CMG mounting configuration is shown in figure 9.1. Two CMGs are identirally mounted along each of the three vehicle axes. The advantage of this configuration is that each axial CMG pair can be slaved together so that they act as a single CMC with a wheel momentum of 2 H . This effective reduction in the number of CMGs from six to three reduces the computational complexity of the resultant CMG control laws and singularity avoidance schemes. The various control laws and singularity avoidance schemes derived in this report are formulated using this configuration. The computational requirements associatad with these contro' laws and singularity avoidance schemes are determined for two operational modes: (1) when the CMGs are cperated in slaved pairs as previously described and (2) when the CMGs are operated as six


Figure 9.1. Proposed CMG Mounting Configuration
individual units. The CMG control laws and singularity avoidance schemes for both operational modes are formulated to handle the failure contingency of one or more CMGs.
9.2 CMC Torque Equations - The CMG torque equations are derived in this section and are used in later sections to derive the various CMC control laws. For the CMO configuration shown in figure 9.1, the resultant CMG output torque $\vec{T}_{C M G}$ acting on the vehicle equals the summation of the output torque $\vec{T}_{c i}$ of the $s i x$ individual CMGs $\left(\vec{T}_{C M G}=\sum_{i=1}^{6} \overrightarrow{\mathrm{~T}}_{\mathrm{ci}}\right)$. $\overrightarrow{\mathrm{T}}_{\mathrm{ci}}$ can be determined by (1) computing the torque a CMG exerts on its base $\vec{T}_{c b}$ and (2) transforming $\vec{T}_{c b}$ from the $i^{\text {th }}$ CMG base mounting orientation into vehicle space

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{c i}=[\Phi]_{v+b i} \overrightarrow{\mathrm{~T}}_{\mathrm{cb}} \tag{1}
\end{equation*}
$$

$[\$]_{v+b i}$ is the transformation from the $1^{c h}$ CMG base coordinate frame to vehicle space.

Figure 9.2 is a sketch of a CMG assembly showing the CMC wheel, inner gimbal, outer gimbal, and base. Three coordinate systems are defined: (1) an inner simbal space $X_{I} Y_{I} Z_{I}$, (2) an outer gimbal space $X_{0} Y_{o} Z_{o}$, and (3) a CMC base space $X_{b} Y_{b} Z_{b}$. When the $X_{I} Y_{I} Z_{1}$ and $X_{o} Y_{o} Z_{o}$ frames are aligned, the inner gimbal angle $\delta_{1}$ is defined to be zero; and when the $X_{o} Y_{o} Z_{o}$ and $X_{b} Y_{b} Z_{b}$ frames coincide, the outer gimbal angle $\delta_{3}$ is defined to be zero. The transformation from base space $X_{b} Y_{b} Z_{b}$ to outer gimbal space $Y_{0} Y_{0} Z_{o}$ equals


Figure 9.2. CMG Assembly

$$
\left[\begin{array}{l}
x_{0}  \tag{2}\\
y_{0} \\
z_{0}
\end{array}\right]=[\phi]_{0+b}\left[\begin{array}{l}
x_{b} \\
y_{b} \\
z_{b}
\end{array}\right]
$$

where

$$
[\phi]_{0+b}=\left[\begin{array}{ccc}
\cos \delta_{3} & \sin \delta_{3} & 0  \tag{3}\\
-\sin \delta_{3} & \cos \delta_{3} & 0 \\
0 & & 0
\end{array}\right.
$$

The transformation from outer gimbal space to inner gimbal space $X_{I} Y_{I} Z_{I}$ equals

$$
\left[\begin{array}{c}
x_{I}  \tag{4}\\
y_{I} \\
z_{1}
\end{array}\right]=[\phi]_{[+0}\left[\begin{array}{c}
x_{0} \\
y_{0} \\
z_{0}
\end{array}\right]
$$

where

$$
[\Phi]_{1+0}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{5}\\
0 & \cos \delta_{1} & \sin \delta_{1} \\
0 & -\sin \delta_{1} & \cos \delta_{1}
\end{array}\right]
$$

The corque exerted on the inner gimbal equals

$$
\begin{equation*}
\dot{\vec{H}}=\vec{w}_{I} \times \vec{H}+(\dot{\vec{H}})_{r} \tag{6}
\end{equation*}
$$

( $\left.{ }^{\bullet}\right)_{r}$ is the rate of change of $\vec{H}$ with respect to the inner gimbal and $\vec{\omega}_{I}$ is the angular rate of change of the inner gimbal space $X_{I} Y_{1} Z_{I}$. The CMis are assumed to have a constant wheel speed. (ii) ${ }_{r}$ is therefore zero, and

$$
\begin{equation*}
\stackrel{\rightharpoonup}{H}=\vec{\omega}_{I} \times \vec{H} \tag{7}
\end{equation*}
$$

From figure 9.2,

$$
\vec{H}=\left[\begin{array}{l}
0  \tag{8}\\
H \\
0
\end{array}\right]
$$

where the scaler $H$ is the magnitude of the wheel monentum. Substituting equation 8 into 7 ,

$$
\begin{align*}
\dot{\vec{H}} & =\left[\begin{array}{ccc}
\hat{i} & \hat{j} & \hat{k} \\
\omega_{I X} & \omega_{I Y} & \omega_{I Z} \\
0 & H & 0
\end{array}\right]  \tag{9}\\
& =-H \omega_{I Z} \hat{i}+H \omega_{I X} \hat{k}
\end{align*}
$$

$\omega_{I X}, \omega_{I Y}$, and $\omega_{I Z}$ are the axial components of the inner gimbal rate $\vec{\omega}_{i}, \vec{\omega}_{i}$ can be written as a function of the inner gimbal rate $\delta_{1}$, the outer gimal rate $\delta_{3}$, and the rotational rate of the CMC base $\vec{w}_{0}$. First uaing figure 9.2 , let us write $\vec{u}_{I}$ in terme of $\delta_{1}$ and $\vec{\omega}_{0}$, the outer gimbal rate.

$$
\vec{د}_{I}=\left[\begin{array}{l}
\dot{s}_{1}  \tag{10}\\
0 \\
0
\end{array}\right]+[\phi]_{I+0 \vec{\omega}_{0}}
$$

$i_{0}$, ain be written $\ln$ terms of $\dot{b}_{3}$ and $\dot{i n}_{b}$.

$$
\vec{\omega}_{0}=\left[\begin{array}{c}
0  \tag{11}\\
0 \\
\delta_{3}
\end{array}\right]+[\Phi]_{0+b} \vec{\omega}_{b}
$$

Substituting expression 11 into 10

$$
\vec{\omega}_{I}=\left[\begin{array}{c}
\dot{\delta}_{1}  \tag{12}\\
0 \\
0
\end{array}\right]+[\Phi]_{I+0}\left[\begin{array}{l}
0 \\
0 \\
\dot{\delta}_{3}
\end{array}\right]+[\Phi]_{I+0}[\Phi]_{0+b} \vec{\omega}_{b}
$$

Assume that $\vec{\omega}_{b}$ is small, $\vec{\omega}_{I}$ equals

$$
\vec{\omega}_{\mathrm{I}}=\left[\begin{array}{l}
\dot{\delta}_{1}  \tag{13}\\
0 \\
0
\end{array}\right]+\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \delta_{1} & \sin \delta_{1} \\
0 & -\sin \delta_{1} & \cos \delta_{1}
\end{array}\right]\left[\begin{array}{l}
0 \\
0 \\
\dot{\delta}_{3}
\end{array}\right]
$$

The components of $\vec{\omega}_{I}$ are

$$
\begin{align*}
& \omega_{I X}=\delta_{1} \\
& \omega_{I Y}=\delta_{3} \sin \delta_{1}  \tag{14}\\
& \omega_{I Z}=\delta_{3} \cos \delta_{1}
\end{align*}
$$

Substituting equation 14 into 9 ,

$$
\dot{\vec{H}=H}\left[\begin{array}{ccc}
-\delta_{3} & \cos & \delta_{1} \\
& 0 & \\
& \delta_{1} &
\end{array}\right]
$$

Note that it is the reaction torque that the inner gimbal applies to the outer gimbal equals $-\vec{H}$ that gets transferred to the CMG base. $\vec{T}_{c b}$ equals

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{c b}=[\Phi]_{0^{+} b}^{-1}[\Phi]_{I+o}^{-1}(-\dot{\vec{H}}) \tag{16}
\end{equation*}
$$

where $[\Phi]_{O^{+} b}^{-1}$ and $[\Phi]_{I+0}^{-1}$ are the inverses of $[\Phi]_{0+b}$ and $[\Phi]_{I+O^{\prime}}$, respectively.

$$
\begin{align*}
& {[\Phi]_{0+b}^{-1}=\left[\begin{array}{ccc}
\cos \delta_{3} & -\sin \delta_{3} & 0 \\
\sin \delta_{3} & \cos \delta_{3} & 0 \\
0 & 0 & 1
\end{array}\right]}  \tag{17}\\
& {[\Phi]_{I+0}^{-1}=\left[\begin{array}{lcc}
1 & 0 & 0 \\
0 & \cos \delta_{1} & -\sin \delta_{1} \\
0 & \sin \delta_{1} & \cos \delta_{1}
\end{array}\right]} \tag{18}
\end{align*}
$$

Substituting $[\$]_{0^{+b}}^{-1},[\$]_{\mathrm{I}+0}^{-1}$, and equation 15 into 16 ,

$$
\vec{T}_{c b}=H\left[\begin{array}{lccc}
\dot{\delta}_{3(1)} & \cos \delta_{1(1)} & \cos \delta_{3(1)} \xi_{1(1)} & \sin \delta_{1(1)} \\
\dot{\delta}_{3(1)} & \sin \delta_{3(1)} \\
& & \cos \delta_{1(1)} & \sin \delta_{3(1)}+\delta_{1(1)} \\
& \sin \delta_{1(1)} & \cos \delta_{3(1)} \\
& & -\delta_{1(1)} & \cos \delta_{1(1)}
\end{array}\right]
$$

For CMC No. 1 and 2 along the $X_{v}$ axis,

$$
[\phi]_{v+b l}=[\phi]_{v+b 2}=\left[\begin{array}{ccc}
0 & 1 & 0  \tag{20}\\
1 & 0 & 0 \\
0 & 0 & -1
\end{array}\right]
$$

Substituting expressions 19 and 20 into 1 ,

$$
\begin{align*}
& \vec{T}_{\mathrm{Cl}}=\mathrm{H}\left[\begin{array}{l}
\delta_{3(1)} \\
\cos _{3(1)} \\
\delta_{1(1)} \\
\cos \delta_{1(1)} \\
\sin \delta_{3(1)}+\delta_{1(1)} \\
\sin \delta_{1(1)} \\
\operatorname{sos} \delta_{3(1)}-\delta_{1(1)} \\
\sin \delta_{1(1)} \\
\sin \delta_{3(1)}
\end{array}\right](21) \\
& \vec{T}_{\mathrm{c} 2}=\left[\begin{array}{lll}
\dot{\delta}_{3(2)} & \cos \delta_{1(2)} & \sin \delta_{3(2)}+\dot{\delta}_{1(2)} \\
\sin \delta_{1(2)} & \cos \delta_{3(2)} \\
\dot{\delta}_{3(2)} & \cos \delta_{1(2)} & \cos \delta_{3(2)}-\dot{\delta}_{1(2)} \\
\sin \delta_{1(2)} & \sin \delta_{3(2)} \\
\dot{\delta}_{1(2)} \cos \delta_{1(2)}
\end{array}\right] \tag{22}
\end{align*}
$$

The transfcrmation $[\$]_{\mathrm{v}+\mathrm{b} i}$ corresponding to the other four CMGs are:

$$
\begin{align*}
& {[\Phi]_{v a b}=[\Phi]_{v+b 4}=\left[\begin{array}{rrr}
0 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right]}  \tag{23}\\
& {[\Phi]_{v+b 5}=[\Phi]_{v+b 6}=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right]} \tag{24}
\end{align*}
$$

The corresponding individual CMG output torques $\vec{T}_{c i}(1=3, \cdots, 6)$ equal

$$
\vec{T}_{c 3}=H\left[\begin{array}{c}
\delta_{1(3)} \cos \delta_{1(3)} \\
\dot{\delta}_{3(3)} \\
\dot{\delta}_{3(3)} \\
\cos \delta_{1(1)} \\
\sin \delta_{3(3)}+\delta_{1(3)} \\
\sin \delta_{1(3)} \\
\cos \delta_{3(3)}-\dot{\delta}_{1(3)} \\
\sin \delta_{1(3)} \\
\sin \delta_{3(3)}
\end{array}\right]
$$



The resultant output torque $\vec{T}_{\text {CMG }}$ can be written as

$$
\begin{gather*}
\vec{T}_{C M G}=\sum_{i=1}^{6} \vec{T}_{c i} \\
=H\left\{[A]_{1}^{\dot{d}}(1)+[B]_{3}^{\dot{f}(1)}+[C] \dot{f}_{1}^{(2)}+[D] \dot{\delta}_{3}^{(2)}\right) \tag{29}
\end{gather*}
$$

where

$$
\dot{\delta}_{1}(1)=\left[\begin{array}{l}
\delta_{1(1)}  \tag{30}\\
\dot{\delta}_{1(3)} \\
\dot{\delta}_{1(5)}
\end{array}\right]
$$

$$
\begin{aligned}
& \dot{\delta}_{3}^{(1)}=\left[\begin{array}{l}
\dot{\delta}_{3(1)} \\
\dot{\delta}_{3(3)} \\
\dot{\delta}_{3(5)}
\end{array}\right] \\
& \dot{\delta}_{1}^{(2)}=\left[\begin{array}{l}
\dot{\delta}_{1(2)} \\
\dot{\delta}_{1(4)} \\
\dot{\delta}_{1(6)}
\end{array}\right] \\
& \dot{j}_{3}^{(2)}=\left[\begin{array}{l}
\dot{\delta}_{3(2)} \\
\dot{\delta}_{3(4)} \\
\dot{\delta}_{3(6)}
\end{array}\right] \\
& {[A]=\left[\begin{array}{ccc}
s \sin \\
1(1) & \cos \delta_{3(1)} & \cos \delta_{1(3)} \\
-\sin \delta_{1(1)} & \sin \delta_{3(1)} & \sin \delta_{1(5)} \sin \delta_{3(5)} \cos \delta_{3(3)} \\
\cos \delta_{1(1)} & -\operatorname{cin} \delta_{1(3)} \sin \delta_{3(3)} & \sin \delta_{1(5)} \cos \delta_{3(5)}
\end{array}\right]} \\
& {\left[B \left\lvert\,=\left[\begin{array}{ccc}
\cos \delta_{1(1)} \sin \delta_{3(1)} & 0 & \cos \delta_{i(5)} \cos \delta_{3(5)} \\
\cos \delta_{1(1)} \cos \delta_{3(1)} & \cos \delta_{1(3)} \sin \delta_{3(3)} & 0 \\
0 & & \cos \delta_{1(3)} \cos \delta_{3(3)} \\
\cos \delta_{1(5)} \sin \delta_{3(5)}
\end{array}\right]\right.\right.}
\end{aligned}
$$

$[C]=\left[\begin{array}{ccc}\sin \delta_{1(2)} \cos \delta_{3(2)} & \cos \delta_{1(4)} & -\sin \delta_{1(6)} \sin \delta_{3(6)} \\ -\sin \delta_{1(2)} \sin \delta_{3(2)} & \sin \delta_{1(4)} \cos \delta_{3(4)} & \cos \delta_{1(6)} \\ \cos \delta_{1(2)} & -\sin \delta_{1(4)} \sin \delta_{3(4)} & \sin \delta_{1(6)} \cos \delta_{3(6)}\end{array}\right]$
$[D]=\left[\begin{array}{ccc}\cos \delta_{1(2)} & \sin \delta_{3(2)} & 0 \\ \cos \delta_{1(6)} & \cos \delta_{3(6)} \\ \cos \delta_{1(2)} \cos \delta_{3(2)} & \cos \delta_{1(4)} & \sin \delta_{3(4)} \\ 0 & \cos \delta_{1(4)} \cos \delta_{3(4)} & \cos \delta_{1(6)} \\ \sin \delta_{3(6)}\end{array}\right]$
(37)

Equation 29 describes the CMG system output torque $\overrightarrow{\mathrm{T}}_{\text {CMC }}$ for a six CMG system for an inertially held vehicle ( $\vec{u}_{b}=0$ ). For a rotating vehicle, this expression for $\vec{T}_{C M G}$ is not adequate; the rotational motion of the vehicle must be taken into account. The general expression for $\vec{T}_{C M G}$ equals

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{CMC}}=\mathrm{H}\left\{[\mathrm{~A}] \dot{\mathrm{f}}_{1}^{(1)}+[B] \dot{\delta}_{3}^{(1)}+[C] \dot{\delta}_{1}^{(2)}+[D] \dot{\delta}_{3}^{(2)}\right\}+\vec{\omega} x \vec{H}_{C M C} \tag{38}
\end{equation*}
$$

where $\vec{\omega}$ and $\vec{H}_{C M G}$ are the vehicle angular velocity and total CMG momentum imparted to the vehicle, respectively. For the six CMG configuration shown in figure 9.1, $\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}$ equals

$$
\begin{align*}
& \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}=\mathrm{H}\left[\begin{array}{cc}
-\cos \delta_{1(1)} & \cos \delta_{3(1)} \\
\cos \delta_{1(1)} & \sin \delta_{3(1)} \\
\sin \delta_{1(1)}
\end{array}\right]+\mathrm{H}\left[\begin{array}{cc}
-\cos \delta_{1(2)} & \cos \delta_{3(2)} \\
\cos \delta_{1(2)} & \sin \delta_{3(2)} \\
\sin \delta_{1(2)}
\end{array}\right] \\
& +\mathrm{H}\left[\begin{array}{c}
\sin \delta_{1(3)} \\
-\cos \delta_{1(3)} \\
\cos \delta_{3(3)} \\
\cos \delta_{1(3)} \\
\sin \delta_{3(3)}
\end{array}\right]+\mathrm{H}\left[\begin{array}{c}
\sin \delta_{1(4)} \\
-\cos \delta_{1(4)} \\
\cos \delta_{3(4)} \\
\cos \delta_{1(4)} \\
\sin \delta_{3(4)}
\end{array}\right] \\
& +H\left[\begin{array}{c}
\cos \delta_{1(5)} \\
\sin \delta_{3(5)} \\
\sin \delta_{1(5)} \\
-\cos \delta_{1(5)} \cos \delta_{3(5)}
\end{array}\right]+H\left[\begin{array}{c}
\cos \delta_{1(6)} \sin \delta_{3(6)} \\
\sin \delta_{1(6)} \\
-\cos \delta_{1(6)} \cos \delta_{3(6)}
\end{array}\right] \tag{39}
\end{align*}
$$

For the slaved CMG mode, let

$$
\begin{align*}
& \dot{\delta}_{1}=\left[\begin{array}{l}
\dot{\delta}_{1 x} \\
\dot{\delta}_{1 y} \\
\dot{\delta}_{1 z}
\end{array}\right]=\dot{\delta}_{1} 1=\left[\begin{array}{l}
\dot{\delta}_{1(1)} \\
\dot{\delta}_{1(3)} \\
\dot{\delta}_{1(5)}
\end{array}\right]=\dot{\delta}_{1}(2)=\left[\begin{array}{l}
\dot{\delta}_{1(2)} \\
\dot{\delta}_{1(4)} \\
\dot{\delta}_{1(6)}
\end{array}\right] \tag{40}
\end{align*}
$$

The general expression of $\vec{T}_{\text {CMG }}$ for the slaved CMG, mode equals

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}=2 \mathrm{H}\left\{\left[A^{\prime}\right]_{1}^{\dot{\delta}_{1}}+\left[B^{\prime}\right] \dot{\mathrm{\delta}}_{3}\right\}+\vec{\omega}^{2} \overrightarrow{\mathrm{H}}_{C M G} \tag{42}
\end{equation*}
$$

where [ $\left.A^{\prime}\right],\left[B^{\prime}\right]$, and $\vec{H}_{C M G}$ are

$$
\begin{align*}
& {\left[A^{\prime}\right]=\left[\begin{array}{ccc}
\sin \delta_{1 x} \cos ^{\cos } 3 x & \cos \delta_{1 y} & -\sin \delta_{1 z} \sin \delta_{3 z} \\
-\sin \delta_{1 x^{2}} \sin ^{\sin } 3 x & \sin \delta_{1 y}{ }^{\cos \delta_{3 y}} & \cos \delta_{1 z} \\
\cos \delta_{1 x} & -\sin \delta_{1 y}{ }^{\sin \delta_{3 y}} & \sin \delta_{1 z} \cos \delta_{3 z}
\end{array}\right]}  \tag{43}\\
& {\left[B^{\prime}\right]=\left[\begin{array}{ccc}
\cos \delta_{1 x^{\sin \delta_{3 x}}} & 0 & \cos \delta_{1 z} \cos \delta_{3 z} \\
\cos \delta_{1 x^{2}} \cos ^{\cos } 3 x & \cos \delta_{1 y} \sin _{3 y} & 0 \\
0 & \cos \delta_{1 y}{ }^{\cos \delta_{3 y}} & \cos \delta_{1 z} \sin \delta_{3 z}
\end{array}\right]}  \tag{44}\\
& \vec{H}_{C M G}=H\left[\begin{array}{c}
-\cos \delta_{1 x} \cos ^{\prime} \delta_{3 x} \\
\cos \delta_{1 x} \sin _{3 x} \\
\sin \delta_{1 x}
\end{array}\right]+H\left[\begin{array}{c}
81 n \delta_{1 y} \\
-\cos \delta_{1 y} \cos \delta_{3 y} \\
\cos \delta_{1 y} \sin \delta_{3 y}
\end{array}\right] \\
& +H\left[\begin{array}{c}
\cos \delta_{1 z} \sin _{3 z} \\
\sin \delta_{1 z} \\
-\cos \delta_{12} \cos ^{2 z}
\end{array}\right] \tag{45}
\end{align*}
$$

9.3 CMG Control Laws and Singularity Avoidance - The attitude of a CMG stabilized spacecraft is controlled by commanding an appropriate set of gimbal rates $\delta_{1(1)}$ and $\delta_{3(i)}$ that results in a control torque $\vec{T}_{C M G}$ that equals or approximates the command torque $\vec{T}_{\text {COM }}$. The ability of a CMC system to generate $\vec{T}_{C O M}$ is a function of the CMG gimbal angles $\delta_{1(i)}$ and $\delta_{3(1)}$. Note from equation 7 .

$$
\begin{equation*}
\stackrel{\rightharpoonup}{H}=\vec{w}_{I} \times \vec{H} \tag{7}
\end{equation*}
$$

the torque that an individual CMC, can generate is constrafned to lie in the plane perpendicular to its wheel momentum $\vec{H}$. This plane is referred to as the $C M G^{\prime}$ s torque plane. If all of the individual CMG torque planes coincide, the only CMG control torque $\vec{T}_{\text {CMG }}$ that can be generated lies in this single common plane. The CMG system is incapable of three axis control and is said to be singular.

Figure 9.3 illustrates the two types of singularity that a double gimbal CMC system can exhibit. Figure 9.3.a shows all of the momentum vectors $\vec{H}_{i}$ pointed in the same direction. This singularity condition corresponds to saturation and the CMC system must be desaturated in order to re-establish three axis control. In figure 9.3.b, the momentum vectors are all aligned, but with some of the momentum vectors $\vec{H}_{1}$ pointed in opposite directions. This singularity condition is referred to as the anti-parallel condition that must be avoided in order to insure three axis control. With three or more DGCMGs, this anti-parallel condition can always be avoided without degrading system performance by commandinc appropriate CMG gimbal rates $\dot{\delta}_{1(1)}$ and $\dot{\delta}_{3(i)}$. For three or more DGCMGs, the number of degrees-of-freedom, the number of independent CMG gimbals, exceeds the three degrees-of-freedom needed to generate $\vec{T}_{C O M}$. The remaining degrees-of-freedom can be used to redistribute the CMG gimbal angles in such a manner as to avoid the various anti-parallel conditions. This redistribution can be performed without exerting any additional net torque on the vehicle. The form of the resultant CMO gimbal rate commands are in general:

$$
\begin{align*}
& i_{(1)}=\left(\begin{array}{l}
(C L) \\
1(1)
\end{array}+K_{S A} \dot{\delta}_{1(1)}^{(S A)}\right.  \tag{46}\\
& \dot{\delta}_{3(1)}=(C L)+K_{S A} \dot{\delta}_{3(1)}^{(S A)} \tag{47}
\end{align*}
$$

$\dot{\delta}(C L)$ and $\dot{\delta}_{j(1)}^{(C L)}$ are the inner and outer CMC; gimbal rate commands

are the gimbal rate commands that are used by the singularity avoidance scheme to redistribute the CMC gimbals. The resultant

(a) Saturation

$$
\longrightarrow \overrightarrow{\mathrm{H}}_{1}
$$

$\vec{H}_{3} \longrightarrow$
$\vec{H}_{4} \longrightarrow$

(b) Anti-Parallel Singularity

Figure 9.3. Singularity Conditions for a Double Gimbal CMG System
torque generated by the gimbal rate commands $\dot{\delta}_{1(1)}^{(S A)}$ and $\dot{\delta}_{3(1)}^{(S A)}$ is zero therefore, in general any singularlty avoldance scheme can be used with any CMC control law. The gain K ${ }^{\text {S }}$. is sized so that the combined CMC gimbal rate commands $\dot{\delta}_{1(i)}$ and $\dot{\delta}_{3(i)}$ will not exceed the CMG gimbal rate limits due to ${ }_{i}^{(S A)} \begin{aligned} & (i)\end{aligned}$ and ${ }_{8}^{(S A)} 3(i)$.
9.4 GMG Control Laws - In this report, the following four CMG control laws are derived:

> a. Cross Product CMG Control Law
> b. H-Vector CMG Control Law
> c. Decoupled Scissored Pair CMG Control Law
> d. Decoupled Fseudo-Inverse CMG Control Law

Each of the above control laws are derived for both proposed CMG operational modes: (1) when the CMGs are operated in slaved pairs and (2) when the CMGs are operated as six individual actuators.
9.4.1 Cross Product CMG Control Law - The Cross Product CMG Control Law is an open-loop, noindeal control law. This control law is developed for an inertially held vehicle and is then modified to handle the case of a rotating vehicie. This control law is nonideal because the resultant control torque $\vec{T}_{\text {CMG }}$ in general does not equal the torque command $\overrightarrow{\mathrm{T}}_{\text {COM }}$. As illustrated in figure $9.4, \overrightarrow{\mathrm{~T}}_{\mathrm{CMG}}$ consists of two components: (1) $\overrightarrow{\mathrm{T}}_{\mathrm{CP}}$, an undesirable component perpendicular to $\vec{T}_{\text {COM }}$ and (2) $\vec{T}_{C M G}$, a component along the desired torque $\vec{T}_{\text {COM }}$. Figure 9.5 is a block diagram of the corresponding vehicle control loop. Note that because the CMG control law is open-loop, the unwanted torque $\vec{T}_{c p}$ gets applied directly to the vehicle as a disturbance torque and thus degrades system performance. $\vec{T}_{c p}$ is driven towards zero by the action of the control loop being closed through the vehicle dynamics. The torque component $\vec{F}_{\text {CMG }}$ acting along $\vec{T}_{C O M}$ does not in general equal $\vec{T}_{\text {COM }}$, its magnitude is a function of the CMG gimbal angles. The


Figure 9.4. Relationship Retween Cross Product CMC, Control Torque $\overrightarrow{\mathrm{T}}_{\mathrm{CM}}^{\mathrm{M}}$, and $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$

Figure 9.5. Cross Product CMG Control Law Vehicle Control Loops
open-loop CMG control law gain $\frac{\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}^{\prime}}{\overrightarrow{\mathrm{T}}_{\mathrm{COM}}}$ is a function of the CMG gimbal angles and therefore, the bandwidth of the vehicle control loop is also a function of the CMG gimbal angles. The chief advantage of this CMG control law is that it can be implemented in an analog manner, thus not requiring a digital computer.

A DCCMG with a constant wheel speed ( (ii) $\left.{ }_{r}-0\right)$ can generate a torque only in the plane perpendicular to its wheel momentum $\vec{H}$. The Cross Product CMG Control Law commands each individual CMG to generate a control torque $\vec{T}_{c i_{r}}$ that is proportional to the component of the command torque $\vec{T}_{C O M}$ perpendicular to $\vec{H}$. The resultant CMG control torque $\vec{T}_{\text {CMG }}$ equals the summation of the individual CMG torque $\vec{T}_{C i}\left(\vec{T}_{C M G}=\sum_{i=1}^{n} \vec{T}_{c i}\right)$. To understand the operation of the Cross Product CMG Control Law, the CMG gimbal rate commands $\dot{\delta}_{1(i)}^{(C L)}$ and $\dot{\delta}_{3(1)}^{(C L)}$ are compu ed for the $1^{\text {th }}$ CMC and the results are applied to the specific CMC conf iguration shown in figure 9.1.

For the $1^{\text {th }}$ CMC, the torque that is exerted on the inner gimbal ${ }_{\text {Hi }}{ }_{\text {I }}$ quals

$$
\begin{equation*}
\stackrel{\rightharpoonup}{H}_{I i} \vec{\omega}_{I i} \times \vec{H} \tag{48}
\end{equation*}
$$

where $\vec{\omega}_{I i}$ is the rotational rate of the $i^{\text {th }}$ CMG inner gimbal. To minimize the magnitude of $\vec{\omega}_{I i}, \vec{\omega}_{I i}$ is constrained to lie in the plape perpendicular to $\vec{H}$ and therefore. $\vec{\omega}_{I i}$ is also perpendicular to $\vec{H}_{I i}$ as illustrated in figure 9.6. $\vec{H}_{I I}$ as a function of the torque command $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$ can be written as


Figure 9.6. Relative orientations of $\vec{\omega}_{I i}, \dot{\vec{n}}_{\mathrm{Ii}}$, and $\vec{\mu}$

$$
\begin{equation*}
\stackrel{\rightharpoonup}{H}_{I I}=\left(\hat{i}_{H} \times K_{i} \vec{T}_{C O M i}\right) \times \hat{i}_{H} \tag{49}
\end{equation*}
$$

$\hat{i}_{H}$ is a unit vector along the CMG wheel momentum $\vec{H}$ in inner gimbal space $\left(\hat{i}_{H}=\frac{\vec{H}}{|\vec{H}|}\right), K_{i}$ is a control law gain associated with the $i^{\text {th }}$ CMC. and $\vec{T}_{\text {COM }}$ equals $-\overrightarrow{\mathrm{T}}$ COM transformed into the $i^{\text {th }}$ CMG inner gimbal space. $\vec{T}_{\text {COM }}$ equals the negative of $\vec{T}_{C O M}$ trans formed into inner gimbal space because it is the reaction torque $-\dot{\vec{H}}_{\mathrm{I} i}$ that gets transferred to the vehicle. $\vec{T}_{\text {COM }}$ equals

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{COMi}}=-[\Phi]_{\mathrm{I}+\mathrm{o}}[\Phi]_{\mathrm{O}+\mathrm{b}}[\Phi]_{V+b i}^{-1} \stackrel{\rightharpoonup}{\mathrm{~T}}_{\mathrm{COM}} \tag{50}
\end{equation*}
$$

At this pint, the Cross Product CMG Control Law can be corrected for any rotational motion of the vehicle by replacing $\vec{T}{ }_{\text {COM }}$ in equation 50 with $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}{\overrightarrow{-U} \times \mathrm{H}_{\text {MG }}} \overrightarrow{\mathrm{H}}_{\text {CHG }}$ is the total CMG system momentum imparted to the vehicle. Correcting for the rotational motion of the vehicle, $\vec{T}_{\text {COM }}$ equals

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{COMI}}=-[\phi]_{\mathrm{I}+\mathrm{o}}[\Phi]_{O+\mathrm{b}}[\Phi]_{V+b i}^{-1}\left(\overrightarrow{\mathrm{~T}}_{\mathrm{COM}}-\vec{\omega}^{\mathrm{X}} \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}\right) \tag{51}
\end{equation*}
$$

From figure 9.6, the magnitude of $\vec{\omega}_{I i}$ equals

$$
\begin{equation*}
\left|\vec{\omega}_{I i}\right|=\frac{|\stackrel{\vec{H}}{I i}|}{|\vec{H}|} \tag{52}
\end{equation*}
$$

$\vec{\omega}_{I i}$ can be written as the following vector cross product

$$
\begin{equation*}
\vec{\omega}_{I 1}=\left|\vec{\omega}_{I i}\right|\left(\hat{i}_{H} \times \frac{\dot{\vec{H}}_{I 1}}{\left|\dot{\vec{H}}_{I 1}\right|}\right)=\frac{1}{|\overrightarrow{\mathrm{H}}|^{2}}\left(\overrightarrow{\mathrm{H}}_{\times 1} \dot{\vec{H}}_{I i}\right) \tag{53}
\end{equation*}
$$

Substituting equation 49 into $53, \vec{\omega}_{\text {Ii }}$ becomes

$$
\begin{align*}
\vec{\omega}_{I i} & =\frac{1}{|\vec{H}|^{2}}\left\{\vec{H}_{X}\left[\left(\hat{i}_{H} \times K_{i} \vec{T}_{C O M i}\right) \times \hat{i}_{H}\right]\right\} \\
& =\frac{1}{|\vec{H}|^{2}}\left\{\vec{H}_{\times K} \vec{T}_{C O M i}\right\} \tag{54}
\end{align*}
$$

Since $1!^{\prime l}$ is $(0,11,0), \dot{\omega}_{I 1}$ equals

$$
\begin{equation*}
\dot{\omega}_{I i}=\frac{K_{i}}{H}\left(T_{\operatorname{COMiz}} \hat{i-T} \operatorname{COMix}^{\hat{k}}\right) \tag{55}
\end{equation*}
$$

where $T_{\text {COMix }}$ and $T_{C O M 12}$ are the $X$ and $Z$ components of $\vec{T}_{\text {COM }}$, respectively. Using equation 14 , the corresponding inner and outer gimbal rate commands $\dot{\delta}_{1(1)}^{(C L)}$ and $\dot{\delta}_{3(1)}^{(C L)}$ needed to generate $\vec{\omega}_{\text {II }}$ are:

$$
\begin{gather*}
\delta_{1(1)}^{(C L)}=\omega_{I 1 x}=\frac{K_{1}}{H} T_{\operatorname{COMiz}}  \tag{56}\\
\delta_{3(1)}^{(C L)}=\frac{\omega_{I 1 z}}{\cos \delta_{1(1)}}=-\frac{K_{1} \frac{\sec \delta_{1(1)}}{H} T_{C O M i x}}{} \tag{57}
\end{gather*}
$$

$\omega_{I 1 x}$ and $\omega_{I I z}$ are the $X$ and $z$ components of $\vec{\omega}_{I 1}$, respectively. The gimbal rate commands $\underset{1(1)}{\dot{\tilde{j}}(C L)}$ and $\dot{\dot{t}}_{j(1)}^{(C L)}$ can be computed for both CMG cnerational modes, the slaved mode and the six individual CMG modes, by solving equations 51,56 , and 57 .

Slaved CMG Mode - Substitute the fillowing slaved CMG gimbal angles $\vec{\delta}_{1}$ and $\vec{\delta}_{3}$ for the individual CMG gimbal angles $\delta_{1(1)}$ and $\delta_{3(1)}$.

$$
\delta_{1}=\left[\begin{array}{l}
\delta_{1 x}  \tag{58}\\
\delta_{1 y} \\
\delta_{1 z}
\end{array}\right]=\left[\begin{array}{l}
\frac{k_{1} \delta_{1(1)}+k_{2} \delta_{1(2)}}{k_{1}+k_{2}} \\
\frac{k_{3} \delta_{1(3)}+k_{4} \delta_{1(4)}}{k_{3}+k_{4}} \\
\frac{k_{5} \delta_{1(5)}+k_{6} \delta_{1(6)}}{k_{5}+k_{6}}
\end{array}\right]
$$

$$
\delta_{3}=\left[\begin{array}{l}
\delta_{3 x}  \tag{59}\\
\delta_{3 y} \\
\delta_{3 z}
\end{array}\right]=\left[\begin{array}{l}
\frac{k_{1} \delta_{3(1)}+k_{2} \delta_{3(2)}}{k_{1}+k_{2}} \\
\frac{k_{3} \delta_{3(3)}+k_{4} \delta_{3(4)}}{k_{3}+k_{4}} \\
\frac{k_{5} \delta_{3(5)}+k_{6} \delta_{3(6)}}{k_{5}+k_{6}}
\end{array}\right]
$$

The gains $k_{1}(1-1, \ldots, 6)$ describe the status of the CMG system,

$$
\begin{equation*}
k_{1}=1 \tag{60}
\end{equation*}
$$

when the $1^{\text {th }}$ CMG is 0 ierational and

$$
\begin{equation*}
\mathbf{k}_{1}=0 \tag{61}
\end{equation*}
$$

when the $1^{\text {th }}$ CMG is inoperative. The gains $k_{1}$ should not be confused with the control law gains $K_{i}$. By initially neglecting the CMG control law gains $K_{i}$, equations 51,56 , and 57 can be solved for an intermediate set of gimbal rate commands ${\underset{\delta}{1}}_{I}$ and $\vec{\delta}_{3} I^{\circ}$

$$
\begin{align*}
& \left.\dot{\delta}_{1}^{I}=\left[\begin{array}{c}
\delta_{1}^{I} \\
1 x \\
\delta_{1}^{I} \\
1 y \\
\delta_{1}^{I} \\
1 z
\end{array}\right]=\frac{1}{H}\left[A^{\prime}\right]^{T} \overrightarrow{(I}_{C O M}-\vec{\omega} \times \vec{H}_{C M G}\right)  \tag{62}\\
& \left.\dot{\delta}_{3}^{I}=\left[\begin{array}{c}
\delta^{I} \\
3 x \\
\delta^{I} \\
3 y \\
\delta^{I} \\
3 z
\end{array}\right]=\frac{1}{H}\left[S^{2}\right]\left[B^{\prime}\right]^{T} \vec{T}_{C O M}-\vec{\omega} \times \vec{H}_{C M G}\right) \tag{63}
\end{align*}
$$

where

$$
\left[s^{2}\right]=\left[\begin{array}{ccc}
\sec ^{2} \delta_{1 x} & 0 & 0  \tag{64}\\
0 & \sec ^{2} \delta_{1 y} & 0 \\
0 & 0 & \sec ^{2} \delta_{1 z}
\end{array}\right]
$$

[A'] and [ $B^{\prime}$ ] were previously defined in equations 43 and 44 respectively. $\vec{H}_{C M G}$ is defined in equation 45 . The resultant CMG gimbal rate commands $\dot{\delta}_{1(1)}^{(C L)}$ and $\dot{\delta}_{3(1)}^{(C L)}$ equal

$$
\begin{align*}
& \dot{\xi}^{(1)(C L)}\left[\begin{array}{l}
\dot{\delta}_{1}^{(C L)} \\
1(1) \\
\dot{\delta}(C L) \\
1(3) \\
\dot{\delta}_{1(5)}^{(C L)}
\end{array}\right]-\left[K^{(1)}\right] \dot{\delta_{1}} I_{1}  \tag{65}\\
& \dot{\delta}_{3}^{(1)(C L)}\left[\begin{array}{l}
\dot{\delta}_{(C L)} \\
3(1) \\
\dot{\delta}_{(C L)} \\
3(3) \\
\dot{\delta}(C L) \\
3(5)
\end{array}\right]-\left[K^{(1)}\right] \dot{\delta_{3}^{I}}  \tag{66}\\
& \dot{\delta}_{1}^{(2)(C L)}\left[\begin{array}{c}
\dot{\delta}_{1(2)}^{(C L)} \\
\delta_{(C L)}^{(C L)} \\
1(4) \\
\dot{\delta}(C L) \\
1(6)
\end{array}\right]=\left[K^{(2)}\right] \dot{\delta}_{1}  \tag{67}\\
& \dot{\delta}_{3}^{(2)(C L)}\left[\begin{array}{c}
\dot{\delta}_{3}^{(C L)} \\
?(2) \\
\dot{\delta}_{(C L)}^{(C L)} \\
3(4) \\
\dot{\delta}(C L) \\
3(6)
\end{array}\right]=\left[K^{(2)}\right] \dot{\delta}_{3}^{I} \tag{68}
\end{align*}
$$

where

$$
\begin{align*}
& {[\therefore(1)]=\left[\begin{array}{ccc}
k_{1} K_{1} & 0 & 0 \\
0 & k_{3} k_{3} & 0 \\
0 & 0 & k_{5} K_{5}
\end{array}\right]}  \tag{69}\\
& {\left[k^{(2)}\right]=\left[\begin{array}{lll}
k_{2} K_{2} & 0 & 0 \\
0 & k_{4} k_{4} & 0 \\
0 & 0 & k_{6} K_{6}
\end{array}\right]} \tag{70}
\end{align*}
$$

Six Individual CMC Mode - Solving equations 51, 56, and 57, the resultant CMG gimbal rate commands $\dot{\delta}_{1}^{(1)(C L), ~} \dot{\delta}_{3}^{(1)(C L), ~} \dot{\delta_{1}}(2)(C L)$, and $\dot{\delta}_{3}^{(2)(C L)}$ for this operational mode are:

$$
\begin{align*}
& \dot{\delta}_{3}^{(1)(C L)}=\frac{1}{H}\left[K^{(1 ;}\right]\left[S^{2(1)}\right][B]^{T}\left(\vec{T}_{C O M}^{-\overrightarrow{\omega x}} \overrightarrow{C M G}\right)  \tag{72}\\
& \dot{\delta}_{1}^{(2)(C L)}=\frac{1}{H}\left[K^{(2)}\right][C]^{T}\left(\vec{T}_{C O M}{ }^{\left.-\vec{\omega} \times{ }_{C M G}\right)}\right.  \tag{73}\\
& \dot{\delta}_{3}^{(2)(C L)}=\frac{1}{-}\left[K^{(2)}\right]\left[\mathrm{S}^{2(2)}\right][\mathrm{D}]^{\mathrm{T}}\left(\overrightarrow{\mathrm{~T}}_{\mathrm{COM}} \overrightarrow{\mathrm{~L}}^{(2)} \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}\right)
\end{align*}
$$

where

$$
\begin{align*}
& {\left[s^{2(1)}\right]=\left[\begin{array}{ccc}
\sec ^{2} \delta 1(1) & 0 & 0 \\
0 & \sec ^{2} \delta_{1(3)} & 0 \\
0 & 0 & \sec ^{2} \delta_{1(5)}
\end{array}\right]}  \tag{75}\\
& {\left[s^{2(2)}\right]=\left[\begin{array}{ccc}
\sec ^{2} \delta_{1(2)} & 0 & 0 \\
0 & \sec ^{2} \delta_{1(4)} & 0 \\
0 & 0 & \sec ^{2} \delta_{1(6)}
\end{array}\right]} \tag{76}
\end{align*}
$$

$[A],[B],[C]$, and [D] are defined in equations $34,35,36$, and 37, respectively. ${ }^{H}$ CMG for this individual CMG mode is defined in equation 39.

## Control Law Gain $K_{1}$ selection - The control law gains $K_{1}$ are

determined on the basis of system stability and response characteristics. One method of selecting these gains $K_{i}$ is to choose them so that for the zero CMG gimbal condition $\left(\delta_{1(1)}=\delta_{3(1)}=0\right)$, the resultan CMG control torque $\vec{T}_{C M G}$ equals the command torque $\vec{T}_{C O M}$. For the zero gimbal condition, the individual CMG torques $\vec{T}_{c i}$ are:

$$
\begin{align*}
& \vec{T}_{\mathrm{Cl}}=\mathrm{K}_{1}\left(\mathrm{~T}_{\mathrm{COMy}}{ }^{\hat{j}+\mathrm{T}_{\mathrm{COMz}}}{ }^{\hat{k}}\right)  \tag{77}\\
& \overrightarrow{\mathrm{T}}_{\mathrm{C} 2}=\mathrm{K}_{2}\left(\mathrm{~T}_{\mathrm{COMy}} \hat{\mathrm{j}}+\mathrm{T}_{\mathrm{COMz}} \hat{\mathrm{k}}\right)  \tag{78}\\
& \overrightarrow{\mathrm{T}}_{\mathrm{c} 3}=\mathrm{K}_{3}\left(\mathrm{~T}_{\mathrm{COMx}} \hat{\mathrm{i}}+\mathrm{T}_{\mathrm{COMz}} \hat{\mathrm{k}}\right)  \tag{79}\\
& \overrightarrow{\mathrm{T}}_{\mathrm{C} 4}=\mathrm{K}_{4}\left(\mathrm{~T} \mathrm{COMX}{ }^{\hat{i}+\mathrm{T}} \mathrm{COMz}^{\hat{k}}\right)  \tag{80}\\
& \vec{T}_{c 5}=K_{5}\left(T_{C O M x} \hat{i}+T_{C O M y} \hat{j}\right)  \tag{81}\\
& \stackrel{\rightharpoonup}{T}_{6}=K_{6}\left(T_{C O M x}{ }^{\hat{i}+T_{C O M y}} \hat{j}\right) \tag{82}
\end{align*}
$$

Note that $\vec{T}_{C i}$ is proportional to the portion of $\vec{T}_{C O M}$ that is perpendicular to its corresponding $i^{\text {th }}$ wheel momentum $\vec{H}$.

The resultant CMG control torque $\overrightarrow{\mathrm{T}}_{\mathrm{CMC}}$ equals:

$$
\begin{align*}
& \overrightarrow{\mathrm{t}}_{\mathrm{CMC}}={ }_{\mathrm{i}}^{\mathrm{E}} \mathrm{C}_{1} \overrightarrow{\mathrm{~T}}_{\mathrm{Ci}}=\left(\mathrm{K}_{3}+\mathrm{K}_{4}+\mathrm{K}_{5}+\mathrm{K}_{6}\right) \mathrm{T}_{\mathrm{COMx}} \hat{i} \\
& +\left(K_{1}+K_{2}+K_{5}+K_{6}\right) T_{\text {COMp }} \hat{j}+\left(K_{1}+K_{2}+K_{3}+K_{4}\right) T_{\mathrm{COMz}^{2}} \hat{k} \tag{83}
\end{align*}
$$

By selecting

$$
\begin{equation*}
K_{i}=0.25 \tag{84}
\end{equation*}
$$

The control torque $\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}$ equals $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$. Depending on the orientation of the CMGs, $\overrightarrow{\mathrm{T}}_{\text {MG }}$ the component of $\overrightarrow{\mathrm{T}}_{\text {CM }}$ along $\overrightarrow{\mathrm{T}}_{\text {COM }}$ can exceed the desired torque command $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$. When the individual CMG momentum ventors $\vec{H}_{i}$ are perpendicular to the desired torque $\vec{T}_{C O M}, \vec{T}_{C M G}{ }^{\prime}$ is a maximum and equals $1.5 \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}$. For this orientation, $\overrightarrow{\mathrm{T}}_{\mathrm{cp}}$ is zero.

Another method of selecting the control law gains $K_{i}$ is to note that $\stackrel{r}{r}_{c i}$, the torque produced by the $i^{\text {th }}$ CMG, equals

$$
\begin{equation*}
\vec{T}_{C 1}=K_{i}\left(\vec{T}_{C O M}{ }^{-\vec{T}_{C O M}} \cdot \hat{1}_{H i}\right) \tag{85}
\end{equation*}
$$

where $\hat{i}_{H i}$ is a unit vector in vehicle space along the $i^{\text {th }}$ CMG wheel momentum $\vec{H}_{i}$.

$$
\begin{equation*}
\hat{i}_{H i}=\frac{\vec{H}_{i}}{H} \tag{86}
\end{equation*}
$$

The total CMG control torque $\vec{T}_{C M G}$ equals

$$
\begin{equation*}
\vec{T}_{C M G}=\sum_{i=1}^{6} K_{i}\left(\vec{T}_{C O M}-\vec{T}_{C O M} \cdot \hat{i}_{H i}\right) \tag{87}
\end{equation*}
$$

By selecting

$$
\begin{equation*}
K_{i}=0.167 \tag{88}
\end{equation*}
$$

$\overrightarrow{\mathrm{T}}_{\text {CMG }}$ equals $\overrightarrow{\mathrm{T}}_{\text {COM }}$ plus an undesired torque

$$
\begin{equation*}
-\sum_{i=1}^{6} \mathrm{~K}_{i} \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}{ }^{\cdot \hat{1}_{\mathrm{Hi}}} \tag{89}
\end{equation*}
$$

It should be noted that the above undesired torque component does not correspond to the previously unwanted torque $\vec{T}_{c p}$. This undesired torque given in equation 89 in general will have a component that is in the opposite direction of $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$. Only when the individual CMG momentum vectors $\vec{H}_{1}$ are all perpendicular to $\vec{T}_{C O M}$ will $\vec{T}_{C M G}$ and $\vec{T}_{C M G}$ equal $\vec{T}_{C O M}$.
9.4.2 H-Vector CMG Control Law - The H-vector CMG Control Law is a modification of the previously defined Cross Product CMG Control Law. Figure 9.7 is a block diagram of the corresponding H-vector vehicle control loop. A feedback path is added from the output of the CMG cluster to the input of the Cross Product Control Law. This feedback path compares the momentum state of the CMGs with a desired momentum state $\vec{H}_{C O M}{ }^{*} \vec{H}_{C O M}$ is computed


Figure 9.7. H-Vector CMG Control Law Vehicle Control Loop
by integrating with respect to time the torque command $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$ generated by the vehicle control law. A signal $\Delta \vec{H}$ proportional to the difference between $\vec{H}_{C O M}$ and $\vec{H}_{C M G}$ is fed to the Cross Product Control Law as a torque comand. The $\vec{\omega}_{\mathrm{X}}^{\mathrm{H}} \overrightarrow{C M G}^{\text {term shown in figure }}$ 9.7 is used to compensate for any rotational motion of the vehicle. The advantage of instrumenting the Cross Product Control Law in this manner is that by selecting an appropriate value for the gain $\mathrm{K}_{\mathrm{H}}$ shown in figure 9.7 the response of the inner loop can be made to be much faster than that of the outer vehicle control loop. This faster inner loop tends to compensate for the undesirable cross product torque $\vec{T}_{c p}$ before it can adversely affect the outer vehicle loop thus, improving vehicle performance. The H-Vector CMG Control Law like the Cross Product CMG Control Law can also be instrumented in an analog fashion.

The CMG momentum $\vec{H}_{\text {CMG }}$ is the angular momentum that the CMG system transfers to the vehicle. $\vec{H}_{\text {CMG }}$ is computed using the outputs of the CMG gimbal resolver trains. $\vec{H}_{C M G}$ equals

$$
\begin{equation*}
\vec{H}_{C M G}=\sum_{I=1}^{6} k_{i}[\Phi]_{v^{+b 1}}[\Phi]_{0+b}^{-1}[\Phi]_{I+o}^{-1}(-\vec{H}) \tag{90}
\end{equation*}
$$

where $k_{i}$ are the operational status gains defined in equation 60 and $\in 1$. For the slaved CMG mode,

$$
\begin{align*}
& \vec{H}_{C M G}=k_{x}^{H}\left[\begin{array}{c}
-\cos \delta_{1 x} \\
\cos \delta_{3 x} \\
\cos \delta_{1 x} \\
\sin \delta_{3 x} \\
\sin \delta_{1 x}
\end{array}\right]+k_{y} H\left[\begin{array}{c}
\sin \delta_{1 y} \\
-\cos \delta_{1 y} \cos \delta_{3 y} \\
\cos \delta_{1 y} \\
\sin \delta_{3 y}
\end{array}\right] \\
& +k_{z} H\left[\begin{array}{cc}
\cos \delta_{1 z} & \sin \delta_{3 z} \\
\sin \delta_{1 z} \\
-\cos \delta_{1 z} & \cos \delta_{3 z}
\end{array}\right] \tag{91}
\end{align*}
$$

where

$$
\begin{align*}
& k_{x}=k_{1}+k_{2} \\
& k_{y}=k_{3}+k_{4}  \tag{92}\\
& k_{z}=k_{5}+k_{6}
\end{align*}
$$

For the six individual CMG mode,

$$
\begin{align*}
& \dot{H}_{C M G}=k_{1} H\left[\begin{array}{c}
-\cos 1(1)^{\cos \delta_{3(1)}} \\
\cos ^{\cos } 1(1)^{\sin \delta_{3(1)}} \\
\sin ^{\sin } 1(1)
\end{array}\right]+\mathrm{k}_{2} \mathrm{H}\left[\begin{array}{c}
-\cos \delta_{1(2)^{\cos \delta_{3(2)}}}^{\cos ^{\delta} 1(2)^{\sin \delta_{3(2)}}} \\
\sin \delta_{1(2)}
\end{array}\right] \\
& +\mathrm{k}_{3} \mathrm{H}\left[\begin{array}{c}
\sin \delta_{1(3)} \\
-\cos \delta_{1(3)} \cos _{3(3)} \\
\cos _{1(3)}{ }^{\sin \delta_{3(3)}}
\end{array}\right]+\mathrm{k}_{4} \mathrm{H}\left[\begin{array}{c}
\sin \delta_{1(4)} \\
-\cos \delta_{1(4)} \cos _{3(4)} \\
\cos \delta_{1(4)} \sin _{3(4)}
\end{array}\right] \\
& +\mathrm{k}_{5} \mathrm{H}\left[\begin{array}{c}
\cos \delta_{1(5)}{ }^{\sin \delta_{3(5)}} \\
\sin \delta_{1(5)} \\
-\cos \delta_{1(6)}{ }^{\cos \delta_{3(5)}}
\end{array}\right]+\mathrm{k}_{6} \mathrm{H}\left[\begin{array}{c}
\cos \delta_{1(6)} \sin _{3(6)} \\
\sin \delta_{1(6)} \\
-\cos \delta_{1(6)}{ }^{\cos \delta_{3(6)}}
\end{array}\right] \tag{93}
\end{align*}
$$

The addition of this $H$-vector path around the Cross Product CMG Control Law can result in a low gain system instability. For the following analysis assume that the vehicle is being held in an Inertial attitude; the $\overrightarrow{\omega x H}_{\mathrm{CMG}} \overrightarrow{\mathrm{C}}_{\text {term }}$ is zero. Figure 9.8 contains the transfer function block diagrams of the vehicle control loops with and without this feedback path. The gain $K_{c}$ rnpresents the Cross Product CMC Control Law; this gain $K$ varies as a function or the direction of $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}{ }^{\prime}$ relative to the orientations of the individual CMG wheel momentum vectors $\vec{H}_{i}$. For the $H$-vector CMG control loop, the gain $K_{H}$ is included in $K_{c}$.

(a) CROSS PRODUCT CMG CONTROL LOOP TRANSFER FUNCTION BLOCK DIAGRAM

(b) H-VECTOR CMG CONTROL LOOP TRANSFER FUNCTION BLOCK DIAGRAM

Figure 9.8. Cross Product and H-Vector CMG Control Law Block Diagra=s

For the Cross Product CMG control loop, figure 9.8.a, the transfer function $\frac{\vec{T}_{C M G}}{\vec{T}_{D}}$ equals

$$
\begin{equation*}
\frac{\vec{T}_{C M G}}{\vec{T}_{D}}=\frac{\frac{K_{c} K_{r}}{I}\left(s+\frac{K_{p}}{K_{r}}\right)}{s^{2}+\frac{K_{c} K_{r}}{I} s+\frac{K_{c} K_{p}}{I}} \tag{94}
\end{equation*}
$$

The system's characteristic equation is

$$
\begin{equation*}
s^{2}+\frac{K_{c} K_{r}}{I} s+\frac{K_{c} K_{p}}{I}=0 \tag{95}
\end{equation*}
$$

Using Routh's stability criteria, the range of $K_{c}$ for which the system is stable can be computed; the corresponding Routh array is

$$
\begin{array}{l|ll}
s^{2} & 1 & \frac{K_{c} K_{r} r}{I} \\
s^{1} & \frac{K_{c} K_{p}}{I} & \\
s^{0} & \frac{K_{c} K_{r}}{I} &
\end{array}
$$

Routh's criterion states: The number of roots of the characteristic equation with positive real parts is equal to the number of changes of sign of the coefficients in the first column. ${ }^{1}$ If there are no sign changes in the first column, there are no characteristic roots with positive real parts and the system is stable. Noting that the vehicle control law gains $K_{r} K_{p}$ and the vehicle inertia I ase positive quantities, the cross product CMG control system is stable as long as the control law gain $K_{c}$ is also positive; all of the coefficients in the first column are positive. Because it is physically impossible for $K_{c}$ to go negative, the system will not go unstable due to a charige in $K_{c}$.

[^0]\[

$$
\begin{aligned}
& \text { For the } H \text {-vector CMC control loop, figure } 9.8 . b \text {, the transfer } \\
& \text { function } \frac{\mathrm{T}_{\mathrm{CMG}}}{\overrightarrow{\mathrm{~T}}_{\mathrm{D}}} \text { equals }
\end{aligned}
$$
\]

$$
\begin{equation*}
\frac{\vec{T}_{C M G}}{\vec{T}_{D}}=\frac{\frac{K_{c}{ }^{K} r}{I}\left(s+\frac{K_{p}}{K_{r}}\right)}{s^{3}+K_{c} s^{2}+\frac{K_{c}{ }^{K} r}{I} s+\frac{K_{c} K_{p}}{I}} \tag{96}
\end{equation*}
$$

The system's characteristic equation is

$$
\begin{equation*}
s^{3}+K_{c} s^{2}+\frac{K_{c}^{K^{K} r}}{I} s+\frac{K_{c} K_{p}}{I}=0 \tag{97}
\end{equation*}
$$

The corresponding Routh array is


From the Routh stability conditions (1) and (3), the control law galn $K_{c}$ must be greater than zero $\left(K_{c}>0\right)$. From stability condition (2),

$$
\frac{{ }_{c}{ }_{c}{ }^{K}{ }_{r}-{ }^{K}{ }_{p}}{I}>0
$$

or

$$
\begin{equation*}
K_{c}>\frac{K_{p}}{K_{r}} \tag{98}
\end{equation*}
$$

From section 7 , the ratio $\frac{K_{p}}{K_{r}}$ equals 0.121 which means that in urder for the $H$-vector $C M C$ control loop to be stable $K_{c}$ must exceed 0.121. Normally, this gain $K_{c}$ will be considerably larger than the above limit. K will only approach this value when the CMGs approach saturation ${ }^{c}$ or approach the undesired anti-parallel condition. Since both of these conditions must be avoided for all double gimbal CMG systems, this low gain instability of the H-vector CMG control loop is not a very important trade consideration.
9.4.3 Decoupled Scissored Pair CMG Control Law - The Decoupled Scissored Pair CMG Control Law is a digital law requiring a digital computer. This control law is decoupled meaning that the resultant CMG control turque $\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}$ equals the torque command $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$ assuming that the actual CMG gimbal rates equal the gimbal rate commands $\delta_{1(i)}$ and $\dot{\delta}_{3(i)}$. Figure 9.9 is the corresponding vehicle control loop block diagram showing the required analog to digital (A/D) and digitai to analog (D/A) digital computer incerfaces.

The Decoupled Scissored Pair CMG Control Law groups the CMGs into pairs; each CMG is paired with the remaining CMGs. For example, a three CMG system (e.g., the slaved CMG operational mode) has three CMG pairs and a six CMG system (e.g., the individual CMG operational mode) has fifteen CMG pair combinations. The control law commands each CMG pair to generate a portion of the lurque command
capability. $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$ based on the pair's remaining momentun storage

To understand how the Decoupled Scissored Pair CMG Control law operates assume that CMG 1 and 2 form a CMG pair. Figure 9.10 is a sketch of the CMG reaction momentum $(-\vec{H})$ vectors $\vec{H}_{1}$ and $\vec{H}_{2}$ in vehicle space corresponding to CMG 1 and 2 , respectively. $\vec{H}_{12}$ is the vector sum of $\vec{H}_{1}$ and $\vec{H}_{2}$. A torque $\vec{T}_{12 r}$ perpendicular to $\vec{H}_{12}$ can be produced by rotating the vector sum $\vec{H}_{12}$ at an angular rate $\vec{\omega}_{12 r}$.

Figure 9.9. Decoupled Scissored Pair CMG Control Law Vehicle Control Loop


Figure 9.10. CMG Scissored Pair 1, 2

$$
\begin{align*}
& \vec{T}_{12 r} \vec{\omega}_{12 r} \times \overrightarrow{\mathrm{H}}_{12}  \tag{99}\\
& \vec{H}_{12 r} \text { and } \vec{\omega}_{12 r} \text { are orthogonal ard lie in a plane perpendicular to }
\end{align*}
$$

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{12 \mathrm{r}}=\left[\frac{\overrightarrow{\mathrm{H}}_{12}}{\left|\overrightarrow{\mathrm{H}}_{12}\right|} \times \mathrm{xK}_{12} \overrightarrow{\mathrm{~T}}_{C O M}\right] \times \frac{\overrightarrow{\mathrm{H}}_{12}}{\left|\overrightarrow{\mathrm{H}}_{12}\right|} \tag{100}
\end{equation*}
$$

$K_{12}$ is a fractional gain $\left(K_{12}<1\right)$ indicating the portion of $\vec{T}_{C O M}$ that the CMG pair is to generate. $K_{12}$ is based on the remaining momentum storage capability of the CMG pair along $\vec{H}_{12} \cdot \vec{\omega}_{12 r}$ equals

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\omega}_{12 r}=\frac{\vec{H}_{12}}{\left|\vec{H}_{12}\right|} \times \kappa_{12} \vec{T}_{C O M} \tag{101}
\end{equation*}
$$

The remaining component of $\mathrm{K}_{12} \stackrel{\rightharpoonup}{\mathrm{~T}}_{\mathrm{COM}}$ along $\overrightarrow{\mathrm{H}}_{12}$ is generated by the scissoring action of $\overrightarrow{\mathrm{H}}_{1}$ and $\overrightarrow{\mathrm{H}}_{2}$. By closing the scissored pair, the magaitude of $\vec{H}_{12}$ increases producing a torque directed along $\vec{H}_{12}$ By spreading the scissored pair, the magnitude of $\vec{H}_{12}$ decreases creating a torque directed in the opposite direction of $\vec{H}_{12}{ }^{\circ}$. The resultant torque generated by the scissoring action is denoted by $\vec{T}_{12 s}$. Using figure 9.10 , the magnitude of $\overrightarrow{\mathrm{H}}_{12}$ is

$$
\begin{equation*}
\left|\vec{H}_{12}\right|=\left|\vec{H}_{1}\right| \cos \alpha_{1}+\left|\vec{H}_{2}\right| \cos \alpha_{2} \tag{102}
\end{equation*}
$$

The angles $\alpha_{1}$ and $\alpha_{2}$ are defined in figure 9.10. The sum of the projection of $\vec{H}_{1}$ and $\vec{H}_{2}$ perpendicular to $\vec{H}_{12}$ is zero.

$$
\begin{equation*}
\left|\vec{H}_{1}\right| \sin \alpha_{1}+\left|\vec{H}_{2}\right| \sin \alpha_{2}=0 \tag{103}
\end{equation*}
$$

Differentiating equations 101 and 102 with respect to time,

$$
\begin{gather*}
-\left|\dot{i}_{1}\right| \dot{\alpha}_{1} \sin \alpha_{1}-\left|\dot{H}_{2}\right| \dot{\alpha}_{2} \sin \alpha_{2}=\left|\dot{H}_{12}\right|=\left|\dot{T}_{12 s}\right|  \tag{104}\\
\left|\vec{H}_{1}\right| \dot{\alpha}_{1} \cos \alpha_{1}+\left|\vec{H}_{2}\right| \dot{\alpha}_{2} \cos \alpha_{2}=0 \tag{105}
\end{gather*}
$$

Solving equations 104 and 105 for $\dot{\alpha}_{1}$ and $\dot{\alpha}_{2}$,

$$
\begin{align*}
& \dot{\alpha}_{1}=\left(\left|\overrightarrow{\mathrm{H}}_{2}\right|\left|\overrightarrow{\mathrm{T}}_{12 \mathrm{~s}}\right| \cos \alpha_{2}\right) / \Delta  \tag{106}\\
& \dot{\alpha}_{2}=\left(\left|\overrightarrow{\mathrm{H}}_{1}\right|\left|\overrightarrow{\mathrm{T}}_{12 \mathrm{~s}}\right| \cos \alpha_{1}\right) / \Delta \tag{107}
\end{align*}
$$

where

$$
\begin{align*}
\Delta & =\left|\vec{H}_{1}\right|\left|\overrightarrow{\mathrm{H}}_{2}\right|\left(\cos \alpha_{1} \sin \alpha_{2}-\sin \alpha_{1} \cos \alpha_{2}\right) \\
& =\left|\overrightarrow{\mathrm{H}}_{1}\right|\left|\overrightarrow{\mathrm{H}}_{2}\right| \sin \left(\alpha_{2}-\alpha_{1}\right)=\left|\overrightarrow{\mathrm{H}}_{1} \times \vec{H}_{2}\right| \tag{108}
\end{align*}
$$

The rotational rate $\vec{\omega}_{1 s}^{(12)}$ and $\vec{\omega}_{2 s}^{(12)}$ associated with $\dot{\alpha}_{1}$ and $\dot{\alpha}_{2}$ that result in the desired scissoring action equal

$$
\begin{align*}
& \vec{\omega}_{1 \mathrm{~s}}^{(12)}=\dot{\alpha}_{1} \frac{\left(\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{2}\right)}{\left|\overrightarrow{\mathrm{H}}_{1} \times \vec{H}_{2}\right|} \frac{\overrightarrow{\mathrm{H}}_{12} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}}{\left|\overrightarrow{\mathrm{H}}_{12} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}\right|}  \tag{109}\\
& \omega_{2 \mathrm{~s}}^{(12)}=\dot{\alpha}_{2} \frac{\left(\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{2}\right)}{\left|\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{2}\right|} \frac{\overrightarrow{\mathrm{H}}_{12} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}}{\left|\overrightarrow{\mathrm{H}}_{12} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}\right|} \tag{110}
\end{align*}
$$

The cross product term $\frac{\left(\vec{H}_{1} \times \vec{H}_{2}\right)}{\left|\vec{H}_{1} \times \vec{H}_{2}\right|}$ defines the rotational axis of $\stackrel{+}{\omega}_{1 \mathrm{~s}}^{(12)}$ and $\vec{\omega}_{2 \mathrm{~s}}^{(12)}$ perpendicylar to the plane containing both $\vec{H}_{1}$ and $\vec{n}_{2}$. The dot product term $\frac{1_{12}{ }^{\circ} \mathrm{T}}{\left|\hat{H}_{12} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}\right|}$ indicates whether the desired scissor torque $\overrightarrow{\mathrm{T}}_{12 \mathrm{~s}}$ is directed along $\vec{H}_{12}$ or in the opposite direction. Note that $\left|\vec{H}_{12} \cdot \stackrel{\rightharpoonup}{\mathrm{~T}}_{\mathrm{COM}}\right|$ equals

$$
\begin{equation*}
\left|\overrightarrow{\mathrm{r}}_{12} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}\right|=\frac{\left|\overrightarrow{\mathrm{H}}_{12}\right|\left|\overrightarrow{\mathrm{T}}_{12 \mathrm{~s}}\right|}{\mathrm{K}_{12}} \tag{111}
\end{equation*}
$$

The trigometric functions $\cos \alpha_{1}$ and $\cos \alpha_{2}$ in terms of $\vec{H}_{1}, \overrightarrow{\mathrm{H}}_{2}$, and $\vec{H}_{12}$ equal

$$
\begin{equation*}
\cos \alpha_{1}=\frac{\overrightarrow{\mathrm{H}}_{1} \cdot \overrightarrow{\mathrm{H}}_{12}}{\left|\overrightarrow{\mathrm{H}}_{1}\right|\left|\overrightarrow{\mathrm{H}}_{12}\right|}=\frac{\left|\overrightarrow{\mathrm{H}}_{1}\right|^{2}+\overrightarrow{\mathrm{H}}_{1} \cdot \overrightarrow{\mathrm{H}}_{2}}{\left|\overrightarrow{\mathrm{H}}_{1}\right|\left|\overrightarrow{\mathrm{H}}_{12}\right|} \tag{112}
\end{equation*}
$$

$$
\begin{equation*}
\cos \alpha_{2}=\frac{\overrightarrow{\underline{H}}_{2} \cdot \overrightarrow{\mathrm{H}}_{12}}{\left|\overrightarrow{\mathrm{H}}_{2}\right|\left|\overrightarrow{\mathrm{H}}_{12}\right|}=\frac{\left|\overrightarrow{\mathrm{H}}_{2}\right|^{2}+\overrightarrow{\mathrm{H}}_{1} \cdot \overrightarrow{\mathrm{H}}_{2}}{\left|\overrightarrow{\mathrm{H}}_{2}\right|\left|\overrightarrow{\mathrm{H}}_{12}\right|} \tag{113}
\end{equation*}
$$

Approprlately combining equation 106 thru $113, \vec{\omega}_{1 \mathrm{~s}}^{(12)}$ and $\vec{\omega}_{2 \mathrm{~s}}^{(12)}$ equal

$$
\begin{equation*}
\vec{\omega}_{1 \mathrm{~s}}^{(12)}=\frac{\mathrm{K}_{12}\left(\left|\overrightarrow{\mathrm{H}}_{2}\right|^{2}+\overrightarrow{\mathrm{H}}_{1} \cdot \overrightarrow{\mathrm{H}}_{2}\right)\left(\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{2}\right)\left(\overrightarrow{\mathrm{H}}_{12} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}\right)}{\left|\overrightarrow{\mathrm{H}}_{12}\right|^{2}\left|\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{2}\right|^{2}} \tag{114}
\end{equation*}
$$

$$
\begin{equation*}
\vec{\omega}_{2 \mathrm{~s}}^{(1 \hat{2})}=\frac{-\mathrm{K}_{12}\left(\left|\overrightarrow{\mathrm{H}}_{1}\right|^{2}+\overrightarrow{\mathrm{H}}_{1} \cdot \overrightarrow{\mathrm{H}}_{2}\right)\left(\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{2}\right)\left(\overrightarrow{\mathrm{H}}_{12} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}\right)}{\left|\overrightarrow{\mathrm{H}}_{12}\right|^{2}\left|\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{2}\right|^{2}} \tag{115}
\end{equation*}
$$

$\overrightarrow{\mathrm{T}}_{12 \mathrm{~s}}$ equals

$$
\begin{equation*}
\vec{r}_{12 s}=\left(\vec{\omega}_{1 s}^{(12)} \times \vec{i}_{1}\right)+\left(\vec{\omega}_{2 s}^{(12)} \times \vec{H}_{2}\right) \tag{116}
\end{equation*}
$$

 $\mathrm{T}_{12 \mathrm{~s}}$.

$$
\begin{gather*}
K_{12} \overrightarrow{\mathrm{~T}}_{\operatorname{COM}}^{=\overrightarrow{\mathrm{T}}_{12 r}+\overrightarrow{\mathrm{T}}_{12 \mathrm{~s}}} \\
=\left(\vec{\omega}_{12 \mathrm{r}}+\vec{\omega}_{1 \mathrm{~s}}^{(12)}\right) \times \overrightarrow{\mathrm{H}}_{1}+\left(\vec{\omega}_{12 \mathrm{r}}+\vec{\omega}_{2 \mathrm{~s}}^{(12)}\right) \times \vec{H}_{2} \tag{117}
\end{gather*}
$$

To compute the CMG gimbal rate commands $\dot{\delta}_{1(1)}, \delta_{3(1)},{ }_{i}^{2}{ }_{1(2)}$, and $\dot{\delta}_{3(2)}$ needed to generate $\mathrm{K}_{12} \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}$, the negative of the following CMG rates are transformed from vehicle space to the appropriate CMG gimbal space; the negative sign is needed because it is the reaction torque $\underset{\vec{H}}{\vec{H}}$ that is transferred to the vehicle.

$$
\begin{array}{ll}
\text { CMG 1: } & \vec{\omega}_{1}^{(12)}=\vec{\omega}_{12 r}+\vec{\omega}_{18}^{(12)}-\vec{\omega} \\
\text { CMG 2: } & \vec{\omega}_{2}^{(12)}=\vec{\omega}_{12 r}+\vec{\omega}_{2 \mathrm{~s}}^{(12)}-\vec{\omega} \tag{119}
\end{array}
$$

The vehicle angular rate $\vec{\omega}$ is subtracted from the above rates because $\vec{\omega}_{12 r}, \vec{\omega}_{1 \mathrm{~s}}^{(12)}$, and $\vec{\omega}_{2 \mathrm{~s}}^{(12)}$ are computed with respect to an inertial space. Subtracting $\vec{\omega}$ from $\vec{\omega}_{1}^{(12)}$ and $\vec{\omega}_{2}^{(12)}$ is equivalent to subtracting $\vec{\omega}^{*} \vec{H}_{C M G}$ from the torque command $\vec{T}_{C O M}$. The inner gimbal rotational rates $\vec{\omega}_{I 1}$ and $\vec{\omega}_{I 2}$ needed to generate $K_{12} \vec{T}_{\text {CJM }}$ are:

$$
\begin{equation*}
\vec{\omega}_{I 1}=-\left[\Phi_{(1)}\right]_{I \leftrightarrow}\left[\Phi_{(1)}\right]_{o^{+b}}\left[\Phi_{(1)}\right]_{v+b}^{-1} \vec{\omega}_{1}^{(12)} \tag{120}
\end{equation*}
$$

$$
\begin{equation*}
\vec{\omega}_{I 2}=-\left[\Phi_{(2)}\right]_{I+o}\left[\Phi_{(2)}\right]_{0+b}\left[\Phi_{(2)}\right]_{v^{+b}}^{-1} \vec{\omega}_{2}^{(12)} \tag{121}
\end{equation*}
$$

Using equation 14 , the gimbal rate commands $\underset{1(1)}{(\mathrm{CL})}, \dot{\delta}_{3(1)}^{(\mathrm{CL})}$,
$\dot{\delta}_{1(2)}^{(C L)}$ and $\dot{\delta}_{3(2)}^{(C L)}$ are

$$
\begin{align*}
& \dot{\delta}_{1(1)}^{(\mathrm{CL})}=\omega_{11 \mathrm{X}}  \tag{122}\\
& \delta_{3(1)}^{(\mathrm{CL})}=\frac{\omega_{I 1 Z}}{\cos \delta_{1(1)}}  \tag{123}\\
& \dot{\delta}_{1(2)}^{(\mathrm{CL})}=\omega_{\mathrm{I} 2 \mathrm{X}}  \tag{124}\\
& \delta_{3(2)}^{(\mathrm{CL})}=\frac{\omega_{I 2 Z}}{\cos \delta_{1(2)}} \tag{125}
\end{align*}
$$

$\omega_{I 1 X}$ and $\omega_{I 1 Z}$ and $\omega_{I 2 X}$ and $\omega_{I 2 Z}$ are the $X$ and 2 components of $\vec{\omega}_{I 1}$ and $\vec{\omega}_{12}$, respectively.

Using the above derivation of the Decoupled Scissored Pair CMG Control Law, the CMG gimbal rate commands $\dot{\delta}_{1(1)}^{(\mathrm{CL})}$ and $\dot{\delta}_{3(1)}^{(\mathrm{CL})}$ for both operational modes are formulated in the following paragraphs.

Slaved CMG Mode - For this mode of operation, there are effectively only three CMGs. The two CMGs mounted along each vehicle axis can be represented by a single CMG with a momentum equal to the sum of the two individual CMG momenturs. The effective CMG momentums $\vec{H}_{x}, \vec{H}_{y}$, and $\vec{H}_{z}$ corresponding to the three vehicle axes are:

$$
\begin{align*}
& \vec{H}_{x}=\left(k_{1}+k_{2}\right)\left[\Phi_{(x)}\right]_{v+b}\left[\Phi ( x ) ^ { - 1 } \left[\Phi_{\sigma+b}\left[\Phi_{(x)}\right]_{I+0}^{-1}(-\vec{H})\right.\right.  \tag{126}\\
& \vec{H}_{y}=\left(k_{3}+k_{4}\right)[\phi(x)]_{v+b}[\Phi(y)]_{0+b}^{-1}[\Phi(y)]_{I+0}^{-1}(-\vec{H}) \tag{127}
\end{align*}
$$

The transportations $[\phi]_{V+b},[\phi]_{o+b}$, and $[\phi]_{I+o}$ are defined using the appropriate CMG gimbal angles $\delta_{1 x}, \delta_{3 x}, \delta_{1 y}, \delta_{3 y}, \delta_{1 z}$, and $\delta_{3 z}$. The gains $k_{i}$ describe the operational status of the six individual CMGs as defined in equations 60 and 61.

For the slaved CMG mode, three CMG scissored pairs exist: $(X, Y),(Y, Z)$, and $(Z, X)$. The following scissored pair parameters are defined to simplify the computational requirementr of the resultant CMC gimbal commands $\underset{1(\mathrm{i})}{(\mathrm{CL})}$ and $\underset{3(1)}{(\mathrm{Cl})}$.

Scissored Pair Sum:

$$
\begin{align*}
& \vec{H}_{x y}=\vec{H}_{x}+\vec{H}_{y} \\
& \vec{H}_{y z}=\vec{H}_{y}+\vec{H}_{z}  \tag{129}\\
& \vec{H}_{z x}=\vec{H}_{z}+\vec{H}_{x}
\end{align*}
$$

Scissored Pair Dot Products:

$$
\begin{align*}
& H_{x d y}=\vec{H}_{x} \cdot \vec{H}_{y} \\
& H_{y d z}=\vec{H}_{y} \cdot \vec{H}_{z}  \tag{130}\\
& H_{z d x}=\vec{H}_{z} \cdot \vec{H}_{x}
\end{align*}
$$

Scissored Pair Cross Products:

$$
\begin{align*}
& \vec{H}_{x c y}=\vec{H}_{x} x \vec{H}_{y} \\
& \vec{H}_{y c z}=\vec{H}_{y} x \vec{H}_{z}  \tag{131}\\
& \vec{H}_{z c x}=\vec{H}_{z} \times \vec{H}_{x}
\end{align*}
$$

The portion of the torque command $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$ that each CMG pair is to generate is determined by the scissored pair control law gains $K_{x y}, K_{y z}$, and $K_{z x}$. These gains are based on each pair's remaining momentum capability along its momentum sum. To illustrate, figure 9.11 is a sketch of the XY CMG pair momentum vectors $\vec{H}_{x}$, $\vec{H}_{y}$, and $\vec{H}_{x y}$. Note that the cross product $\vec{H}_{\mathbf{H}} \times \overrightarrow{x H}_{y}$ is proportional to the area of the parallelogram formed by $\vec{H}_{x}, \vec{H}_{y}$, and $\vec{H}_{x y}$. This cross product $\vec{H}_{x} \times \vec{H}_{y}$ is used as a measure of the pair's remaining momentum capability along $\vec{H}_{x y}$. The gain $K_{x y}$ is chosen to equal

$$
\begin{equation*}
K_{x y}=\frac{\left|\vec{H}_{x c y}\right|^{2}}{\Sigma\left|\vec{H}_{e}\right|^{2}} \tag{132}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon\left|\vec{H}_{c}\right|^{2}=\left|\vec{H}_{x c y}\right|^{2}+\left|\vec{H}_{y c z}\right|^{2}+\left|\vec{H}_{z c x}\right|^{2} \tag{133}
\end{equation*}
$$

The control law gains $\mathrm{K}_{\mathrm{y} z}$ and $\mathrm{K}_{\mathrm{zx}}$ similarly equal

$$
\begin{align*}
& K_{y z}=\frac{\left|\vec{H}_{y c z}\right|^{2}}{\sum\left|\vec{H}_{c}\right|^{2}}  \tag{134}\\
& K_{z x}=\frac{\left|\vec{H}_{z c x}\right|^{2}}{\Sigma\left|\vec{H}_{c}\right|^{2}} \tag{135}
\end{align*}
$$

The sum of $K_{x y}, K_{y z}$, and $K_{z x}$ equals unity ( $K_{x y}+K_{y z}+K_{z x}=1$ ).
The control torque $\vec{T}_{\text {CHG }}$ is generated by applying a rotational rate $\vec{\omega}_{r}$ to each of the individual C MG momentum pairs ( $\vec{n}_{x y}, \vec{H}_{y z}, \vec{H}_{z x}$ ) and a scissoring rate $\vec{\omega}_{8}$ to each of the individual CMG momentum vectors $\left(\vec{H}_{x}, \vec{H}_{y}, \vec{H}_{z}\right)$. These rates $\vec{\omega}_{s}$ and $\vec{\omega}_{r}$ for each CMG pair are computed using equations 101,114 , and 115.


Figure 9.11. Sketch of $\vec{H}_{x}, \vec{H}_{y}$, and $\vec{H}_{x y}$

XY CMG Scissored Pair:

$$
\begin{align*}
& \vec{\omega}_{x y r}=\frac{\vec{H}_{x y}}{\left|\vec{H}_{x y}\right|} \times K_{x y} \vec{T}_{C O M} \tag{136}
\end{align*}
$$

YZ CMG Scissored Pair

$$
\begin{align*}
& \vec{\omega}_{y z r}=\frac{\overrightarrow{\mathrm{B}}_{\mathrm{yz}}}{\left|\overrightarrow{\mathrm{H}}_{\mathrm{yz}}\right|} \times \mathrm{K}_{\mathrm{yz}} \overrightarrow{\mathrm{~T}}_{\mathrm{C}} \mathrm{CO} \tag{139}
\end{align*}
$$

$$
\begin{align*}
& \vec{\omega}_{z s}^{(\mathrm{Yz})}=-\frac{\mathrm{K}_{\mathrm{yz}}\left(\left|\overrightarrow{\mathrm{H}}_{\mathrm{y}}\right|^{2}+{ }_{\mathrm{H}}{ }_{\mathrm{ydz}}\right) \overrightarrow{\mathrm{H}}_{\mathrm{zcy}}\left(\overrightarrow{\mathrm{H}}_{\mathrm{yz}} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}\right)}{\left|\vec{H}_{\mathrm{yz}}\right|\left|\overrightarrow{\mathrm{H}}_{\mathrm{ycz}}\right|^{2}} \tag{141}
\end{align*}
$$

ZX CMG Scissored Pair

$$
\begin{align*}
& \vec{\omega}_{z s}^{(z x)}=\frac{{ }_{2 x}\left(\left|\vec{H}_{x}\right|^{2}+H_{z d x}\right) \vec{H}_{z c x}\left(\overrightarrow{\mathrm{H}}_{z x} \cdot \overrightarrow{\mathrm{f}}_{c O M}\right)}{\left|\vec{H}_{z x}\right|^{2}\left|\overrightarrow{\mathrm{H}}_{z c x}\right|^{2}} \tag{143}
\end{align*}
$$

$$
\begin{equation*}
\vec{\omega}_{x s}^{(z X)}=-\frac{\mathrm{K}_{z x}\left(\left|\vec{H}_{z}\right|^{2}+H_{z}: d x\right) \overrightarrow{\mathrm{H}}_{z c x}\left(\overrightarrow{\mathrm{H}}_{z x} \cdot \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}\right)}{\left\lvert\, \overrightarrow{\mathrm{H}}_{z x} \cdot \frac{{ }^{2}\left|\overrightarrow{\mathrm{H}}_{z \mathrm{Cx}}\right|^{2}}{2}\right.} \tag{144}
\end{equation*}
$$

The resultant individual CMG rate commands are:

$$
\begin{align*}
& \vec{\omega}_{(x)}=\vec{\omega}_{x y r}+\vec{\omega}_{x s}^{(X Y)}+\vec{\omega}_{z x r}+\vec{\omega}_{x s}^{(Z X)}-\vec{\omega}  \tag{145}\\
& \vec{\omega}_{(y)}=\vec{\omega}_{x y r}++_{y s}(X Y)+\vec{\omega}_{y z r}+\vec{\omega}_{y s}^{(Y Z)}-\vec{\omega}  \tag{146}\\
& \vec{\omega}_{(z)}=\vec{\omega}_{y z r}+\vec{\omega}_{z s}^{(Y Z)}+\vec{\omega}_{z x r}+\vec{\omega}_{z x}^{(Z X)}-\vec{\omega} \tag{147}
\end{align*}
$$

$\vec{\omega}$ is the vehicle rotational rate. Transforming the above CMG rates into the appropriate CMG inner gimbal space,

$$
\begin{align*}
& \vec{\omega}_{I(x)}=-\left[\Phi_{(x)}\right]_{I+o}\left[\Phi_{(x)}\right]_{o+b}\left[\Phi_{(x)}\right]_{v+b}^{-1} \vec{\omega}(x)  \tag{148}\\
& \vec{\omega}_{I(y)}=-\left[\Phi_{(y)}\right]_{I+o}\left[\Phi_{(y)}\right]_{0+b}\left[\Phi_{(y)}\right]_{0+b}^{-1} \vec{\omega}(y)  \tag{149}\\
& \overrightarrow{N A}_{I(z)}=-\left[\Phi_{(z)}\right]_{I<0}\left[\Phi_{(z)}\right]_{o+b}\left[\Phi_{(z)}\right]_{0+b}^{-1} \vec{\omega}(z) \tag{150}
\end{align*}
$$

Using equation 14 , the gimbal rate commands $\delta_{1 x}^{(C L)}, \delta_{3 x}^{(C L)}$, $\dot{\delta}_{1 y}^{(C L)}, \delta_{3 y}^{(C L)}, \dot{\delta}_{1 z}^{(C L)}$, and $\dot{\delta}_{3 z}^{(C L)}$ are:

$$
\begin{align*}
& \delta_{1 x}^{(C L)}=\omega_{I(x) x}  \tag{151}\\
& \delta_{3 x}^{(C L)}=\frac{\omega_{I(x) z}}{\cos \delta_{1 x}} \tag{152}
\end{align*}
$$

$$
\begin{align*}
& \delta_{1 y}^{(C L)}=\omega_{I(y) x} \\
& \dot{\delta}_{3 y}^{(C L)}=\frac{\omega_{I}(y) z}{\cos \delta_{1 y}}  \tag{154}\\
& \dot{\delta}_{1 z}^{(C L)}=\omega_{I(z) x}  \tag{155}\\
& \dot{\delta}_{3 z}^{(C L)}=\frac{\omega_{I}(z) z}{\cos \delta_{1 z}}  \tag{156}\\
& \omega_{I(x) x} \text { and } \omega_{I(x) z}, \omega_{I(x) x} \text { and } \omega_{I(y) z} \text {, and } \omega_{I(z) x} \text { and } \omega_{I(z) z} \\
& \text { are the } X \text { and } Z \text { components of } \vec{\omega}_{I(x)}, \vec{\omega}_{I(y)} \text {, and } \vec{\omega}_{I(z)} \text {, respec- } \\
& \text { tively. The individual CMG gimbal rates } \dot{\delta}_{1(i)} \text { and } \dot{\delta}_{3(1)} \text { equal: } \\
& {\left[\begin{array}{c}
\delta_{1}^{(C L)} \\
\delta_{1}^{(C L)} \\
1(3) \\
\dot{\delta}(C L) \\
1(5)
\end{array}\right]=\left[\begin{array}{lll}
k_{1} & 0 & 0 \\
0 & k_{2} & 0 \\
0 & 0 & k_{5}
\end{array}\right]\left[\begin{array}{l}
\delta_{1}^{(C L)} \\
1 x \\
\delta_{1 y}^{(C L)} \\
\dot{\delta}_{1 z}^{(C L)}
\end{array}\right]}  \tag{157}\\
& {\left[\begin{array}{l}
\dot{\delta}(C L) \\
3(1) \\
\dot{\delta}(C L) \\
3(3) \\
\delta_{3(5)}^{(C L)}
\end{array}\right]=\left[\begin{array}{lll}
k_{1} & 0 & 0 \\
0 & k_{3} & 0 \\
0 & 0 & k_{5}
\end{array}\right]\left[\begin{array}{l}
\delta_{3}^{(C L)} \\
3 x \\
g_{3}^{(C L)} \\
3 y \\
\delta_{3 z}^{(C L)}
\end{array}\right]}  \tag{158}\\
& {\left[\begin{array}{c}
\delta_{1}^{(C L)} \\
\delta_{1}^{(C L)} \\
1(4) \\
\delta_{1(C L)}^{(C)}
\end{array}\right]=\left[\begin{array}{lll}
k_{2} & 0 & 0 \\
0 & k_{4} & 0 \\
0 & 0 & k_{6}
\end{array}\right]\left[\begin{array}{l}
\delta_{1 x}^{(C L)} \\
g_{1}^{(C L)} \\
\delta_{12}^{(C L)}
\end{array}\right]} \\
& \omega_{I(x) x} \text { and } \omega_{I(x) z}, \omega_{I(x) x} \text { and } \omega_{I(y) z} \text {, and } \omega_{I(z) x} \text { and } \omega_{I(z) z} \\
& \text { are the } X \text { and } Z \text { components of } \vec{\omega}_{I(x)}, \vec{\omega}_{I(y)} \text {, and } \vec{\omega}_{I(z)} \text {, respec- } \\
& \text { tively. The individual CMG gimbal rates } \dot{\delta}_{1(i)} \text { and } \dot{\delta}_{3(1)} \text { equal: } \\
& \text { (159) }
\end{align*}
$$

$$
\left[\begin{array}{c}
\dot{\delta}_{3(2)}^{(C L)}  \tag{160}\\
\dot{\delta}_{3(4)}^{(C L)} \\
\dot{\delta}_{3(6)}^{(C L)}
\end{array}\right]=\left[\begin{array}{lll}
k_{2} & 0 & 0 \\
0 & k_{4} & 0 \\
0 & 0 & k_{6}
\end{array}\right]\left[\begin{array}{c}
\delta_{3 x}^{(C L)} \\
\dot{\delta}_{3 y}^{(C L)} \\
\dot{\delta}_{3 z}^{(C L)}
\end{array}\right]
$$

Six Individual CMG Mode - The six individual CMG reaction momentums $\vec{H}_{i}(i=1, \ldots, 6)$ in vehicle coordiante are:

$$
\begin{align*}
& \vec{H}_{1}=k_{1}\left[\Phi_{(1)}\right]_{V+b}[\Phi(1)]_{o+b}^{-1}\left[\Phi_{(1)}\right]_{I+o}^{-1}(-\vec{H}) \\
& \cdot \\
& \vec{H}_{1}=k_{1}\left[\Phi_{(1)}\right]_{0+b}\left[\Phi_{(1)}\right]_{o+b}^{-1}\left[\Phi_{(1)}\right]_{I+o}^{-1}(-\vec{H})  \tag{161}\\
& \cdot \\
& \vec{H}_{6}=k_{6}[\Phi(6)]_{v+b}[\Phi(6)]_{o+b}^{-1}[\Phi(6)]_{I+o}^{-1}(-\vec{H})
\end{align*}
$$

For this mode of operation, there are 15 scissored CMG pairs $(i, j):(1,2),(1,3),(1,4),(1,5),(1,6),(2,3),(2,4),(2,5)$, $(2,6),(3,4),(3,5),(3,6),(4,5),(4,6)$, and $(5,6)$. The resultant CMG scissored pair sums, dot products, and cross products are:

Scissored Pair Sums:

$$
\begin{align*}
& \vec{H}_{12}=\vec{H}_{1}+\vec{H}_{2} \\
& \bullet \\
& \vec{H}_{1 j}=\vec{H}_{1}+\vec{H}_{j}  \tag{162}\\
& \bullet \\
& \vec{H}_{56}=\vec{H}_{5}+\vec{H}_{6}
\end{align*}
$$

## Scissored Pair Dot Products:

$$
\begin{align*}
& H_{1 d 2}=\vec{H}_{1} \cdot \vec{H}_{2} \\
& \vdots  \tag{163}\\
& H_{1 d j}=\vec{H}_{i} \cdot \vec{H}_{j} \\
& \vdots \\
& H_{5 d 6}=\vec{H}_{5} \cdot \vec{H}_{6}
\end{align*}
$$

Scissored Pair Cross Products:

$$
\begin{align*}
& \overrightarrow{\mathrm{H}}_{1 \mathrm{c} 2}=\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{2} \\
& \vdots  \tag{164}\\
& \overrightarrow{\mathrm{H}}_{1 c j}=\overrightarrow{\mathrm{H}}_{1} \times \overrightarrow{\mathrm{H}}_{j} \\
& \vdots \\
& \overrightarrow{\mathrm{H}}_{5 \mathrm{c} 6}=\vec{H}_{5} \times \overrightarrow{\mathrm{H}}_{6}
\end{align*}
$$

The scissored pair control gains $K_{i j}$ equal

$$
\begin{align*}
& K_{12}=\frac{\left|\vec{H}_{1 c 2}\right|^{2}}{\left|\vec{H}_{c}\right|^{2}} \\
& K_{i j}=\frac{\left|\vec{H}_{i c j}\right|^{2}}{\left|\vec{H}_{c}\right|^{2}}  \tag{165}\\
& \therefore \\
& K_{56}=\frac{\left|\vec{H}_{5 c 6}\right|^{2}}{\left|\vec{H}_{c}\right|^{2}}
\end{align*}
$$

where

$$
\begin{equation*}
\left|\vec{H}_{c}\right|^{2}=\left|\vec{H}_{1 c 2}\right|^{2}+\ldots+\left|\vec{H}_{i c j}\right|^{2}+\ldots\left|\vec{H}_{5 c 6}\right|^{2} \tag{166}
\end{equation*}
$$

For each scissored pair ( $1, j$ ), one rotation rate $\dot{\omega}_{r}$ and two scissorlng rates ${\underset{w}{s}}^{\rightarrow}$ are computed. For scissored pair (i,j), the rotat ional rate $\overrightarrow{(1)}_{i j r}$ and scissoring rates $\vec{\omega}_{i s}^{(1 j)}$ and $\vec{w}_{j s}^{(1 j)}$ are

$$
\begin{gather*}
\vec{\omega}_{i j r}={\overrightarrow{\vec{H}_{i j}}}_{\left|\vec{H}_{i j}\right|}^{\left.\vec{\omega}_{i j}\right)}=\frac{K_{i j} \vec{T}_{C O M}}{\left(\left|\vec{H}_{j}\right|^{2}+H_{i d j}\right) \vec{H}_{i c j}\left(\vec{H}_{i j} \cdot \vec{T}_{C O M}\right)}  \tag{167}\\
\left|\vec{H}_{i j}\right|^{2}\left|\vec{H}_{i C j}\right|^{2}  \tag{168}\\
\vec{\omega}_{j s}^{(i j)}=-\frac{k_{i j}\left(\left|\vec{H}_{i}\right|^{2}+H_{i d j}\right) \vec{H}_{i c j}\left(\vec{H}_{i j} \cdot \vec{T}_{C O M}\right)}{\left|\vec{H}_{i j}\right|^{2}\left|\vec{H}_{i c j}\right|^{2}} \tag{169}
\end{gather*}
$$

To compute the resultant individual CMG rate commands $\vec{\omega}_{1}$ $(i=1, \ldots, 6)$, all of the above rotational rate $\dot{w}_{i j r}$ and scissoring rates $\vec{\omega}_{i s}^{()}$, with subscripts that correspond to the $i^{\text {th }}$ CMG are summed with $-\vec{\omega}$, the rotational rate of the vehicle. As an example, $\vec{\omega}_{1}$ which corresponds to CMG 1 equals

$$
\begin{align*}
\vec{\omega}_{1} & =\vec{\omega}_{12 r}+\vec{\omega}_{13 r}+\vec{\omega}_{14 r}+\vec{\omega}_{15 r}+\vec{\omega}_{16 r}+\vec{\omega}_{1 s}^{(12)} \\
& +\vec{\omega}_{1 s}^{(13)}+\vec{\omega}_{1 s}^{(14)}+\vec{\omega}_{1 s}^{(15)}+\vec{\omega}_{1 s}^{(16)}-\vec{\omega}^{\prime} \tag{170}
\end{align*}
$$

Similarly the five remaining CMGs have similar CMG rate commands $\vec{\omega}_{1}$. The negative of these rates $\vec{\omega}_{1}$ are then transformed into the appropriate CMG inner gimbal space as follows:

$$
\begin{equation*}
\vec{w}_{1 i}=-\left[\phi_{(1)}\right]_{[+0}\left[\phi_{(i)}\right]_{0+b}\left[\phi_{(i)}\right]_{v+b}^{-1} \vec{\omega}_{i} \tag{171}
\end{equation*}
$$

The corresponding CMG gimbal rate commands $\delta_{1(1)}^{(C L)}$ and $\dot{\delta}_{3(1)}^{(C L)}$ equal:

$$
\begin{align*}
& \dot{\delta}_{1(1)}^{(C L)}=\omega_{I I x}  \tag{172}\\
& \delta_{3(1)}^{(C l)}=\frac{\omega_{11 z}}{\cos \delta_{1(1)}} \tag{173}
\end{align*}
$$

$\omega_{I i x}$ and $\omega_{\text {IIz }}$ are the $x$ and $\%$ components of $\dot{\omega}_{I I}$.
Note that increasing the number of independent CMGs increases the number of CMG scissored pairs and thus significantly increases the computational requirements associated with this decoupled, digital CMG control law.
9.4.4 Decoupled Pseudo-Inverse CMG Control Law - The PseudoInverse CMG Control Law is an optimal, digital, decoupled CMG control law. The CMG gimbal rate commands $\dot{\delta}_{1(i)}^{(C L)}$ and $\dot{\delta}_{3(i)}^{(C L)}$ are computed by optinizing a performance index $P$ with the constraint that the CMG control torque $\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}$ equals the command torque $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$. The optimization method used is the Lagrange multiplier technique. The selected performance index $P$ minimizes the sum of the squares of the gimbal rate commands $\dot{\delta}_{1(i)}^{(C L)}$ and $\dot{\delta}_{3(i)}^{(C L)}$. $P$ equals

$$
P=\left(\begin{array}{l}
(\mathrm{CL})  \tag{174}\\
1(1)
\end{array}, \quad g_{3(1)}^{(C L)}\right)-\frac{1}{2} \sum_{i=1}^{6}\left\{\binom{(C L)}{1(1)}^{2}+\left(\delta_{3(1)}^{(C L)}\right)\right\}^{2}
$$

The constraint equation associated with the performance index $P$ is

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}{ }^{-\mathrm{I}_{C O M}}=0 \tag{175}
\end{equation*}
$$

Figure 9.12 is a block diagram of the correspunding vehicle control loop.

Figure 9.12. Decounled Pseudo-Inverse CMG Control Law Control Lood

Slaved CMG Mode - The performance index $P$ with provisions for CMG failures equals

$$
\begin{equation*}
P=\frac{1}{2}\left\{\dot{\vec{\delta}}_{1}^{T}\left[k_{(1)}^{2}\right]^{\left.-1 \dot{\delta}_{1}+\dot{\vec{\delta}}_{3}^{T}\left[k_{(1)}^{2}\right]^{-1 \dot{\delta}_{3}}\right\}}\right. \tag{176}
\end{equation*}
$$

where

$$
\begin{align*}
& \dot{\delta}_{1}=\left[\begin{array}{c}
\dot{\delta}_{1 x}^{(C L)} \\
g^{(C L)} \\
1 y \\
\delta_{1 z}^{(C L)}
\end{array}\right]  \tag{177}\\
& \dot{\delta}_{3}=\left[\begin{array}{l}
\dot{\delta}_{3 x}^{(C L)} \\
\dot{\delta}_{3 y}^{(C L)} \\
\dot{\delta}_{3 z}^{(C L)}
\end{array}\right] \tag{178}
\end{align*}
$$

The corresponding constraint placed on the performance index $P$ is

$$
\begin{equation*}
\left.H\left\{\left[k_{(1)}\right]\left[A^{\prime}\right] \dot{\delta}_{1}+\left[k_{(1)}\right]\left[B^{\prime}\right] \dot{\delta}_{3}\right\}+\vec{w}_{x} \vec{H}_{C M G}-\vec{T}_{C O M}\right\}=0 \tag{180}
\end{equation*}
$$

[ $A^{\prime}$ ] and [ $B^{\prime}$ ] are defined in equation 43 and 44 , respectively. $\left[k_{(1)}\right]$ equals

$$
\left[k_{(1)}\right]=\left[\begin{array}{ccc}
\left(k_{1}+k_{2}\right) & 0 & 0  \tag{181}\\
0 & \left(k_{3}+k_{4}\right) & 0 \\
0 & 0 & \left(k_{5}+k_{6}\right)
\end{array}\right]
$$

The Lagrange adjoin equation formed from equations 176 and 180
equals

$$
\begin{align*}
L= & \frac{1}{2}\left\{\dot{\delta}_{1}^{T}\left[k_{(1)}^{2}\right]^{\left.-1 \dot{g}_{1}+\dot{\delta}_{3}^{T}\left[k_{(1)}^{2}\right]^{-1 \dot{\delta}_{3}}\right\}}\right. \\
& -\lambda^{T}\left\{H\left(\left[k_{(1)}\right]\left[A^{\prime}\right] \dot{\delta}_{1}+\left[k_{(1)}\right]\left[B^{\prime}\right] \dot{\delta}_{3}\right)\right. \\
& \left.+\overrightarrow{\omega x}_{C M G} \vec{T}_{C O M}\right\} \tag{182}
\end{align*}
$$

where $\lambda$ is the lagrange mullipller

$$
\lambda=\left[\begin{array}{l}
\lambda_{1}  \tag{183}\\
\lambda_{2} \\
\lambda_{3}
\end{array}\right]
$$

To minimize $L$, the partial derivatives $\frac{d L}{d \dot{d}}, \frac{d L}{d \dot{d}_{3}}$, and $\frac{d L}{d \lambda}$ are
set equal to zero.

$$
\begin{equation*}
\frac{d L}{d \dot{\delta}_{1}}=\left(\left[K_{(1)}^{2}\right]^{-1 \dot{\delta}_{1}-H\left(\left[k_{(1)}\right]\left[A^{\prime}\right]\right)^{T} \lambda=0}\right. \tag{184}
\end{equation*}
$$

$$
\begin{equation*}
\left.\frac{d L}{d_{0}^{\dot{d}}}=\left(\left[k_{(1)}^{2}\right]^{-1 \dot{g}_{3}-H([k}(1)\right]\left[B^{\prime}\right]\right)^{T} \lambda=0 \tag{185}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d L}{d \lambda}=-H\left([k(1)]\left[A^{\prime}\right] \dot{\vec{\delta}}_{1}+\left[k_{(1)}\right]\left[B^{\prime}\right] \dot{\vec{\delta}}_{3}\right)-\dot{w}_{x} \vec{H}_{C M G}+\vec{T}_{C O M}=0 \tag{186}
\end{equation*}
$$

Solving equations 184 and 185 for $\dot{f}_{1}$ and $\dot{\delta}_{3}$,

$$
\begin{align*}
& \dot{\delta}_{1}=H\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[A^{\prime}\right]\right)^{T} \lambda  \tag{187}\\
& \dot{\vec{J}}_{3}=H\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[B^{\prime}\right]\right)^{T} \lambda \tag{188}
\end{align*}
$$

Substituting equations 187 and 188 into 186

$$
\begin{equation*}
H^{2}[G] \lambda-\vec{T}_{C O M}-\overrightarrow{\omega x}_{\mathrm{KH}} \overrightarrow{\mathrm{H}}_{\mathrm{CM}} \tag{189}
\end{equation*}
$$

where

$$
\begin{align*}
{[G]=} & {\left[k_{(1)}\right]\left[A^{\prime}\right]\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[A^{\prime}\right]\right)^{T} } \\
& +\left[k_{(1)}\right]\left[B^{\prime}\right]\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[B^{\prime}\right]\right)^{T} \tag{190}
\end{align*}
$$

From equation 189 ,

$$
\begin{equation*}
\lambda=\frac{1}{H^{2}}[G]^{-1}\left(\vec{T}_{C O M}-\vec{\omega} \times \vec{H}_{C M G}\right) \tag{191}
\end{equation*}
$$

Subutilut Ing equation. 191 inţo equations 187 and 188, the CMG rimbal rate commands $\delta_{1}$ and $\delta_{3}$ equal

$$
\begin{align*}
& \dot{\delta}_{1}=\frac{1}{H}\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[A^{\prime}\right]\right)^{T}[G]^{-1}\left(\vec{T}_{C O M}-{\overrightarrow{-W}){ }^{H}}_{C M G}\right)  \tag{192}\\
& \dot{\delta}_{3}=\frac{1}{H}\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[B^{\prime}\right]\right)^{T}[G]^{-1}\left(\vec{I}_{C O M}^{-\left(J x \vec{H}_{C M G}\right)}\right. \tag{193}
\end{align*}
$$

The individual CMG gimbal rate commands $\dot{\delta}_{1(1)}^{(C L)}$ and $\dot{\delta}_{3(1)}^{(C L)}$ equal

$$
\left[\begin{array}{c}
(C L)  \tag{194}\\
\dot{\delta}_{1(1)} \\
(C L) \\
\dot{\delta}_{1(3)} \\
(C L) \\
\dot{\delta}_{1(5)}
\end{array}\right]=\left[k_{(2)}\right]_{1}^{\dot{\delta}_{1}}
$$

$$
\left[\begin{array}{l}
(C L)  \tag{195}\\
\dot{\delta}_{3(1)} \\
(C L) \\
\dot{\delta}_{3(3)} \\
(C L) \\
\dot{\delta}_{3(5)}
\end{array}\right]=\left[k_{(2)}\right] \dot{\delta}_{3}
$$


where

$$
\begin{align*}
& \left\{_{(2)}\right]=\left[\begin{array}{lll}
k_{1} & 0 & 0 \\
0 & k_{3} & 0 \\
0 & 0 & k_{5}
\end{array}\right]  \tag{198}\\
& {\left[k_{(3)}\right]=\left[\begin{array}{lll}
k_{2} & 0 & 0 \\
0 & k_{4} & 0 \\
0 & 0 & k_{6}
\end{array}\right]} \tag{199}
\end{align*}
$$

Six Individual CMG Mode - The performance index $P$ equals
where

$$
\dot{\delta}_{1}^{(1)}=\left[\begin{array}{c}
(C L) \\
\delta_{1}(1) \\
(C L) \\
\dot{\delta}_{1(3)} \\
(C L) \\
\dot{\delta}_{1(5)}
\end{array}\right]
$$

$$
\dot{\delta}_{3}^{(1)}=\left[\begin{array}{l}
(C L) \\
\delta_{3(1)} \\
(C L) \\
\dot{\delta}_{3(3)} \\
(C L) \\
\dot{\delta}_{3(5)}
\end{array}\right]
$$

$$
\dot{\delta}_{1}^{(2)}=\left[\begin{array}{c}
(C L) \\
\dot{\delta}_{1(2)} \\
(C L) \\
\dot{\delta}_{1(4)} \\
(C L) \\
\dot{\delta}_{1(6)}
\end{array}\right]
$$

$$
\begin{aligned}
& \mathrm{P}=\frac{1}{2}\left\{\dot{\hat{\delta}}_{1}^{(1)^{T}}\left[k_{(2)}^{2}\right]^{-1 \dot{q}_{1}^{(1)}}+\dot{\delta}_{3}^{(1)^{T}}\left[k_{(2)}^{2}\right]^{-1 \dot{\xi}_{3}^{(1)}}\right.
\end{aligned}
$$

$$
\begin{align*}
& \dot{\delta}_{3}^{(2)}=\left[\begin{array}{l}
(C L) \\
\dot{\delta}_{3(2)} \\
(C L) \\
\delta_{3(4)} \\
(C L) \\
\delta_{3(6)}
\end{array}\right]  \tag{204}\\
& {\left[k_{(2)}^{2}\right]=\left[\begin{array}{lll}
k_{1}^{2} & 0 & 0 \\
0 & k_{3}^{2} & 0 \\
0 & 0 & k_{5}^{2}
\end{array}\right]}  \tag{205}\\
& {\left[k_{(3)}^{2}\right]=\left[\begin{array}{lll}
k_{2}^{2} & 0 & 0 \\
0 & k_{4}^{2} & 0 \\
0 & 0 & k_{6}^{2}
\end{array}\right]}
\end{align*}
$$

(206)

The constraint associated with performance index $P$ is

$$
\begin{gather*}
H\left\{\left[k_{(2)}\right][A] \dot{\delta}_{1}^{(1)}+\left[k_{(2)}\right][B] \dot{\delta}_{3}^{(1)}+\left[k_{(3)}\right][C] \dot{\delta}_{1}^{(2)}\right. \\
\left.+\left[k_{(3)}\right][D] \dot{\delta}_{3}^{(2)}\right\}+\vec{W} \times \vec{H}_{C M G}-\vec{T}_{C O M}{ }^{-0} \tag{207}
\end{gather*}
$$

The adjoin equation $L$ equals

$$
\begin{align*}
& +\dot{+}{ }_{3}^{\dot{( })}{ }^{\mathrm{T}}\left[k_{(3)}^{2}\right]^{\left.-1 \dot{\delta}_{3}^{(2)}\right\}-\lambda^{T}}\left\{H \left(\left[k_{(2)}\right][A]{ }_{1}^{\dot{f}(1)}+\left[k_{(2)}\right][B] \dot{\delta}_{3}^{(1)}\right.\right. \\
& \left.+\left[k_{(3)}\right][C] \dot{\delta}_{1}^{(2)}+\left[k_{(3)}\right][D]_{3}^{(2)}\right)+\vec{\omega}_{3 \times H}^{C M G}{ }^{\left.-\vec{T}_{C O M}\right\}=0} \tag{208}
\end{align*}
$$

To minimize $L$, the partial derivatives $\frac{d L}{d \dot{f}_{1}^{(1)}}, \frac{d L}{d \dot{f}(1)}, \frac{d L}{d \dot{\delta}_{3}^{(2)}}, \frac{d l}{d \dot{\delta}_{3}^{(2)}}$,
and $\frac{d L}{d \lambda}$ are set equal to zero.

$$
\begin{equation*}
\frac{d L}{d \dot{\vec{\delta}}_{1}^{(1)}}=\left[k_{(2)}^{2}\right]^{-1 \dot{\dot{\gamma}}_{1}^{(1)}-H\left(\left[k_{(2)}\right][A]\right)^{T} \lambda=0} \tag{209}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d L}{d \dot{\dot{d}}(1)}=\left[k_{(2)}^{2}\right]^{-1 \dot{\dot{G}}(1)}-H\left(\left[k_{(2)}\right][B]\right)^{T} \lambda=0 \tag{210}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d L}{d \dot{\delta}_{1}^{(2)}}=\left[k_{(3)}^{2}\right]_{1}^{-1 \dot{\zeta}_{1}^{(2)}-H\left(\left[k_{(3)}\right][C]\right)^{T} \lambda=0} \tag{211}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d L}{\dot{d}_{3}^{(2)}}=\left[k_{(3)}^{2}\right]_{3}^{\left.-1 \dot{\xi}_{3}^{(2)}-H\left[_{(3)}\right][D]\right)^{T} \lambda=0} \tag{212}
\end{equation*}
$$

$$
\frac{d L}{d \lambda}=-H\left\{\left[k_{(2)}\right][A] \dot{\vec{z}}_{1}^{(1)}+\left[k_{(2)}\right][B] \dot{\vec{d}}_{3}^{(1)}+\left[k_{(3)}\right][C] \dot{\delta}_{1}^{(2)}\right.
$$

$$
\begin{equation*}
\left.+\left[k_{(3)}\right][D] \dot{\delta}_{3}^{(2)}\right\}-\overrightarrow{\mathrm{L}}_{\mathrm{xk}}^{C M G}+\overrightarrow{\mathrm{H}}_{\mathrm{COM}}=0 \tag{213}
\end{equation*}
$$

Solving equations 209 thru 212 for $\dot{\vec{\delta}}_{1}^{(1)}, \dot{\vec{j}}_{3}^{(1)}, \dot{\vec{\delta}}_{1}^{(2)}$, and $\dot{\delta}_{3}^{(2)}$,

$$
\begin{align*}
& \dot{\delta}_{1}^{(1)}=H\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][A]\right)^{T} \lambda  \tag{214}\\
& \dot{\xi}_{3}^{(1)}=H\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][B]\right)^{T} \lambda  \tag{215}\\
& \dot{\xi}_{1}^{(2)}=H\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][C]\right)^{T} \lambda  \tag{216}\\
& \dot{\delta_{3}^{(2)}}=H\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][D]\right)^{T} \lambda \tag{217}
\end{align*}
$$

Substituting equations 213 thru 216 into 212.

$$
\begin{equation*}
\mathrm{H}^{2}[G] \lambda=\vec{T}_{C O M}{\vec{\omega} x \vec{H}_{C M G}} \tag{218}
\end{equation*}
$$

where

$$
\begin{align*}
{[G]=} & {\left[k_{(2)}\right][A]\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][A]\right)^{T} } \\
& +\left[k_{(2)}\right][B]\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][B]\right)^{T} \\
& +\left[k_{(3)}\right][C]\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][C]\right)^{T} \\
& +\left[k_{(3)}\right][D]\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][D]\right)^{T} \tag{219}
\end{align*}
$$

From equation 218,

$$
\begin{equation*}
\lambda=\frac{1}{\mathrm{H}^{2}}[\mathrm{G}]^{-1}\left(\overrightarrow{\mathrm{~T}}_{\mathrm{COM}} \overrightarrow{\omega x}^{-\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}}\right) \tag{220}
\end{equation*}
$$

Substituting equation 220 into equations 214 thru 217 , $\dot{\delta}_{1}^{(1)}, \dot{\vec{\delta}}_{3}^{(1)}, \dot{\dot{\delta}}_{1}^{(2)}$, and $\dot{j}_{3}^{(2)}$ equal

$$
\begin{align*}
& \left.\dot{\bar{\delta}}_{3}^{(1)}=\frac{1}{H}\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][B]\right)^{T}[G]^{-1} \stackrel{-1}{T}_{C O M}-\omega \times \vec{H}_{C M G}\right) \tag{221}
\end{align*}
$$

9.5 CMG Singularity Avol.iance Laws - The following three candidate CMG singularity avoidance laws are presented in this report:
a. Arbitrary Torquing of CMGs Away From Singularity
b. Isogonal CMG Distribution Saw
c. Optimal CMG Distribution Law

Each singularity avoidance scheme distributes the CMG momentum vectors $\vec{H}_{i}$ so as to avoid the anti-parallel singularity condition. The momentum vectors $\vec{H}_{1}$ are distributed in such a manner that no net torque is applied to the vehicle due to these singuliority avoidance schemes.
9.5.1 Arbitrary Torquing of CMGs Away From Singularity This singularity avoidance scheme remains inoperative until two CMis are detected approaching an anti-parallel condicion. Before thits intl-parallel condition occurs, a threshold detector is triggered causing the two CMC momentum vectors $\vec{H}_{1}$ to be scissored towards one another thus avoiding a potential CMG pair anti-parallel condition. A CMG pair anti-parallel condition occurs when the momentum vectors $\vec{H}_{1}$ of any two CMGs are pointed in opposite directions. The above scissoring action of the two momentum vectors $\vec{H}_{i}$ is continued until their relative orientations are deemed close enough not to represent a potentially dangerous CMG pair sinti-parallel condition. The torque resulting from this scissoring action is absorbed by the total CMG system by modifying the torque command $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$.

It should be noted that because two CMGs are anti-parallel, It does not necessarily follow that the total CMG system is singular. But if the total CMG system is both singular and antiparallel, it does follow that at least one CMC pair is antiparallel. By preventing all possible CMG pairs from becoming anti-parallel, the anti-parallel singularity condition associated with the total CMG system is also avoided. The proposed singularity avoldance scheme described in this section uses this technique to prevent the total CMG system from becoming singular.

To illustrate how this technique operates assume that CMGs 1 and 2 are approaching an anti-parallel condition as shown in figure 9.13. $\hat{\ell}_{H 1}$ and $\hat{\ell}_{H 2}$ are unit vectors aloing $\vec{H}_{1}$ and $\vec{H}_{2}$, respectively. Let CMG 1 be denoted as the "test" CMG. The "test" CViG checks the remaining CMGs to see if any of them are approaching an anti-parallel condition with the "test" CMG. The designation of "test" CMC sequences through the complete set of CMGs so that every CMC, in a prescribed order receives the designation of "test" CMC.

If the projection of $\hat{\ell}_{\mathrm{H} 2}$ onto $\hat{\ell}_{\mathrm{H} 1}$ is less than the preset threshold limit $\cos \gamma_{0}$, the CMC pair 1,2 is said to be approaching an anti-parallel condition.

$$
\begin{equation*}
\hat{\ell}_{H 1} \cdot \hat{\ell}_{H 2}<\cos \gamma_{0} \tag{225}
\end{equation*}
$$



Figure 9.13. Netection of $\vec{H}_{1}$ and $\vec{H}_{2}$ Approaching Ant l-parallel Condition

Once the threshold detector is triggered, $\vec{H}_{2}$ is rotated towards $\vec{H}_{1}$ at the following rate $\vec{\omega}_{2}^{(12)}$.
$\omega_{S A}$ is a scalar constant. $\vec{\omega}_{2}^{(12)}$ is corverted into the appropriate gimbal rate commands $\underset{1(2)}{(12)}$ and ${ }_{3(2)}^{(12)}$. The appropriate inner gimbal rate command $\vec{\omega}_{12}^{(12)}$ equals

$$
\begin{equation*}
\vec{\omega}_{I 2}^{(12)}=-\left[\Phi_{(2)}\right]_{I+o}\left[\Phi_{(2)}\right]_{o+b}\left[\Phi_{(2)}\right]_{v+b}^{-1} \vec{\omega}_{2}^{(12)} \tag{227}
\end{equation*}
$$

Using equation 14 , the $g i m b a l$ rate commands $\delta_{1(2)}^{(12)}$ and $\dot{\delta}_{3(2)}^{(12)}$ are

$$
\begin{align*}
& \delta_{1(2)}^{(12)}=\omega_{I 2 x}^{(12)}  \tag{228}\\
& \delta_{3(2)}^{(12)}=\frac{\omega_{I ? z}^{(12)}}{\cos \delta_{1(2)}} \tag{229}
\end{align*}
$$

${ }_{\omega}^{(12)}$ (12x and $\omega_{I 2 z}^{(12)}$ are the $X$ and $z$ components of $\vec{\omega}_{I 2}^{(12)}$, respectively. The torque exerted on the vehicle due to $\delta_{1(2)}^{(12)}$ and $\dot{\delta}_{3(2)}^{(12)}$ is

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{SA}}^{(12)} \vec{\omega}_{2}^{(12)} \times \vec{H}_{2} \tag{230}
\end{equation*}
$$

To compensate for $\vec{T}_{S A}^{(12)}$, the CMC torque command $\vec{T}_{C O M}$ is modified by subtracting $\vec{T}_{S A}^{(12)}$ for $\vec{T}_{\text {COM }}$.

The CMG gimbal rate commands $\dot{\delta}_{1(2)}^{(12)}, \dot{\delta}_{3(2)}^{(12)}$, and the resultant modification of $\vec{T}_{\text {COM }}$ are applied to the syatem until CMG pair (1, 2) are checked again. If this second time CMG pair (1, 2) passes
the threshold test, the gimbal rate commands $\delta_{1(2)}^{(12)}, \delta_{3(2)}^{(12)}$, and the CMC torque command modification $\vec{T}_{S A}^{(12)}$ are zeroed; if the pair does not pass the threshold test, new values of $\underset{1(2)}{\dot{\delta}(12)}, \underset{3(2)}{(12)}$, and $\underset{T}{(12)}$ are computed. Figure 9.14 la a block diagram of this singularity avoldance system.

Slaved CMC Mode - For this slaved CMG mode, the unit vectors $\hat{\ell}_{H X}, \hat{\ell}_{H Y}$, and $\hat{\ell}_{H Z}$ are

$$
\begin{align*}
& \hat{\ell}_{H X}=\left[\begin{array}{ccc}
-\cos \delta_{1 x} & \cos \delta_{3 x} \\
\cos \delta_{1 x} & \sin \delta_{3 x} \\
& & \sin \delta_{1 x}
\end{array}\right]  \tag{232}\\
& \hat{\ell}_{H Y}=\left[\begin{array}{cc} 
& \sin \delta_{1 y} \\
-\cos \delta_{1 y} & \cos \delta_{3 y} \\
\cos \delta_{1 y} & \sin \delta_{3 y}
\end{array}\right]  \tag{233}\\
& \hat{\ell}_{H Z}=\left[\begin{array}{rrr}
\cos \delta_{1 z} & \sin \delta_{3 z} \\
& & \sin \delta_{1 z} \\
-\cos \delta_{1 z} & \operatorname{sos} \delta_{3 z}
\end{array}\right] \tag{234}
\end{align*}
$$

The slaved CMG momentum vectors $\vec{H}_{x}$, $\vec{H}_{y}$, and $\vec{H}_{z}$ equal

$$
\begin{align*}
& \vec{H}_{x}=k_{x} H \hat{l}_{\mathrm{Hx}}  \tag{235}\\
& \vec{H}_{y}=k_{y} H \hat{l}_{\mathrm{Hy}}  \tag{236}\\
& \vec{H}_{z}=k_{z} H \hat{\ell}_{\mathrm{Hz}} \tag{237}
\end{align*}
$$

Figure 9.15 is the corresponding signal flow logic diagram associated with this proposed singularity avoidance scheme and CMG mode of operation. The subscripts 1 and $J$ used in this oignal flow logic diagram correspond to the "test" CMG and the CMC being tested, respectively. Let the subscripts $i$ and $j$ take on the following signiflcance:


Figure 9.14. Bloct Diagram of Arbitrary Torquing CMGs Away From ing: ? ?-tvecheme

Signal Flow Logic Diagram for Arbitrary Torquing of CMGs Away From
Singularity (Slaved GMG Mode of Operation) (Sheet 2 of 2)

$1=1,1$ corresponds to $x$
$j=1, j$ corresponds to $x$
$1=2,1$ corresponds to $y$
$j=2, j$ corresponds to $y$
$1=3,1$ corresponds to $z$
$1=3,1$ corresponds to $z$

For example if $i$ equals 1 and $j$ equals 2 , the CMG gimbal angles $\delta_{1 i}, \delta_{3 i}, \delta_{1 j}$, and $\delta_{3 j}$ correspond to $\delta_{i x}, \delta_{3 x}, \delta_{1 y}$, and $\delta_{3 y}$, respectively.

Six Individual CMG Mode - The unit vectors $\hat{\ell}_{\mathrm{H} 1}, \hat{\ell}_{\mathrm{H} 2}, \hat{\ell}_{\mathrm{H} 3}$, $\hat{\ell}_{\mathrm{H} 4}, \hat{\ell}_{\mathrm{H} 5}$, and $\hat{\ell}_{\mathrm{H} 6}$ equal

$$
\begin{aligned}
& \hat{\ell}_{H 1}=\left[\begin{array}{rr}
-\cos \delta_{1(1)} & \cos \delta_{3(1)} \\
\cos \delta_{1(1)} & \sin \delta_{3(1)} \\
& \sin \delta_{1(1)}
\end{array}\right] \\
& \hat{\ell}_{H 2}=\left[\begin{array}{rr}
-\cos \delta_{1(2)} & \cos \delta_{3(2)} \\
\cos \delta_{1(2)} & \sin \delta_{3(2)} \\
& \sin \delta_{1(2)}
\end{array}\right] \\
& \hat{l}_{H 3}\left[\begin{array}{rr} 
& \sin \delta_{1(3)} \\
-\cos \delta_{1(3)} & \cos \delta_{3(3)} \\
\cos \delta_{1(3)} & \sin \delta_{3(3)}
\end{array}\right]
\end{aligned}
$$

$$
\begin{align*}
& \hat{\ell}_{H 4}=\left[\begin{array}{lll}
-\cos \delta_{1(4)} & \cos \delta_{3(4)} \\
\cos \delta_{1(4)} & \sin \delta_{3(4)}
\end{array}\right]  \tag{241}\\
& \hat{\ell}_{H 5}=\left[\begin{array}{lll}
\cos \delta_{1(5)} & \sin \delta_{3(5)} \\
-\cos \delta_{1(5)} & \cos \delta_{3(5)}
\end{array}\right]  \tag{242}\\
& \hat{\ell}_{H 6}=\left[\begin{array}{lll}
\cos \delta_{1(6)} & \sin \delta_{3(6)} \\
& & \sin \delta_{1(5)} \\
-\cos \delta_{1(6)} & \cos \delta_{3(6)}
\end{array}\right] \tag{243}
\end{align*}
$$

The individual CMG momentum vectors $\vec{H}_{1}(i=1, \ldots, 6)$ are

$$
\begin{align*}
& \vec{H}_{1}=k_{1} H \hat{\ell}_{H 1}  \tag{244}\\
& \vec{H}_{2}=k_{2} H \hat{\ell}_{H 2}  \tag{245}\\
& \vec{H}_{3}=k_{3} H \hat{l}_{H 3}  \tag{246}\\
& \vec{H}_{4}=k_{4} \hat{H}_{H 4}  \tag{247}\\
& \vec{H}_{5}=k_{5} H \hat{\ell}_{H 5}  \tag{248}\\
& \vec{H}_{6}=k_{6} H \hat{l}_{H 6} \tag{249}
\end{align*}
$$

For this CMG mode of operation, figure 9.16 is the corresponding signal flow logic diagram associated with chis singularity avoidance scheme.

Figure 9.16. Signal Plow Logic Diagram for Arbitrary Torquing of GFGs Amay From Singularity (Six

9.5.2 Isogonal CMG Diatribution Law - This aingularity avoidance scheme distributes the individual CMC momentum vectors $\vec{H}_{i}$ such that each CMG contributes an equal portion to the total CMG momentum vector $\vec{H}_{\text {CMG }}$. As shown in figure 9.17 the individual momentum vectors $\vec{H}_{i}$ form a cone about $\vec{H}_{C M G}$. Because each CMG momentum vector $\vec{H}_{i}$ has a component that is along $\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}$, the antiparallel singularity condition is prevented.

Like the decoupled scissored pair CMG control law, the CMGs are grouped into pairs. Let figure 9.18 represent CMG pair (i,2). $\hat{\ell}_{\mathrm{H} 1}$ and $\hat{\ell}_{\mathrm{H} 2}$ are unit vecturs along $\overrightarrow{\mathrm{H}}_{1}$ and $\overrightarrow{\mathrm{H}}_{2}$, respectively. The CMG momentum vectors $\vec{H}_{1}$ and $\overrightarrow{\mathrm{H}}_{2}$ are distributed by rotating the CMG pair about $i$ ts vector sum $\vec{H}_{12}$ at a rate $\vec{\omega}_{12}$. Because $\vec{\omega}_{12}$ and $\vec{H}_{12}$ are parallel, no net torque is exerted on the vehicle.

$$
\begin{equation*}
\vec{\omega}_{12} \times \overrightarrow{\mathrm{H}}_{12}=\vec{\omega}_{12} \times \overrightarrow{\mathrm{H}}_{1}+\vec{\omega}_{12} \times \overrightarrow{\mathrm{H}}_{2}=0 \tag{250}
\end{equation*}
$$

or

$$
\begin{equation*}
\vec{\omega}_{12} \times \hat{\ell}_{\mathrm{H} 1}+\vec{\omega}_{12} \times \hat{\ell}_{\mathrm{H} 2}=0 \tag{251}
\end{equation*}
$$

$\vec{\omega}_{12} \times \hat{\ell}_{H 1}$ and $\vec{\omega}_{12} \times \hat{\ell}_{\mathrm{H} 2}$ are normalized torque commands associated with CMGs 1 and 2 , respectively. Let

$$
\begin{equation*}
\hat{\imath}_{\mathrm{\ell} 1}=\vec{\omega}_{12} x \hat{\ell}_{\mathrm{H} 1} \tag{252}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\hat{\ell}}_{\mathrm{H} 2} \vec{\omega}_{12} \times \hat{\imath}_{\mathrm{H} 2} \tag{253}
\end{equation*}
$$

where $\dot{\ell}_{H 1}$ and $\dot{\hat{l}}_{\mathrm{H} 2}$ are rate of change of the norms lized momentum vectors ${ }_{H 1}$ and $\hat{\ell}_{H 2}$. Since $\vec{\omega}_{12}$ lies along $\vec{H}_{12}, \vec{w}_{12}$ can be written as

$$
\begin{equation*}
\vec{\omega}_{12}=\varepsilon_{12}\left(\hat{l}_{\mathrm{H} 1}+\hat{l}_{\mathrm{H} 2}\right) \tag{254}
\end{equation*}
$$

where $\varepsilon_{12}$ is a scalar error function corresponding to CMG pair $(1,2) .{ }^{\varepsilon}{ }_{12}{ }_{\sim}^{\text {is }}$ proportional to the difference between the projections of $\hat{\ell}_{H 1}$ and $\hat{\ell}_{H 2}$ onto the normalized total CMG momentum


Figure 9.17. Sketch of an Isogonal CMC Distribution
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Figure 9.18. CMG Pair 1, 2
vector $\hat{\hat{l}}_{\mathrm{T}}\left(\hat{\mathrm{l}}_{\mathrm{T}}=\frac{\hat{H}_{\text {cMG }}}{\left|\vec{H}_{\text {CMG }}\right|}\right) \cdot \varepsilon_{12}$ equals

$$
\begin{equation*}
\varepsilon_{12}=k_{c}\left(\hat{l}_{\mathrm{H} 1} \cdot \hat{l}_{\mathrm{T}}-\hat{l}_{\mathrm{H} 2} \cdot \hat{l}_{\mathrm{T}}\right) \tag{255}
\end{equation*}
$$

Substituting equations 254 and 255 into 252 and 253 , the normalized CMG torque commands $\dot{\hat{l}}_{\mathrm{H} 1}$ and $\dot{\hat{l}}_{\mathrm{H} 2}$ equal

$$
\begin{align*}
& \hat{\ell}_{\mathrm{H} 1}=k_{\mathrm{c}}\left(\hat{\ell}_{\mathrm{H} 1} \cdot \hat{\ell}_{\mathrm{T}}-\hat{\ell}_{\mathrm{H} 2} \cdot \hat{\ell}_{\mathrm{T}}\right)\left(\hat{\ell}_{\mathrm{H} 2} \times \hat{\ell}_{\mathrm{H} 1}\right)  \tag{256}\\
& \dot{\hat{l}}_{\mathrm{H} 2}=\mathrm{k}_{\mathrm{c}}\left(\hat{\ell}_{\mathrm{H} 1} \cdot \hat{\ell}_{\mathrm{T}}-\hat{\ell}_{\mathrm{H} 2} \cdot \hat{\ell}_{\mathrm{T}}\right)\left(\hat{\ell}_{\mathrm{H} 1} \times \hat{\ell}_{\mathrm{H} 2}\right) \tag{257}
\end{align*}
$$

These normalized -orque comands can be converted into the appropriate CMG gimbal commands $\underset{1(1)}{(S A)}, \dot{\delta}_{3(1)}^{(S A)}, \dot{\delta}_{1(2)}^{(S A)}$, and $\dot{\delta}_{3(2)}^{(S A)}$ by recognizing that

$$
\begin{align*}
& \dot{\hat{\ell}}_{\mathrm{H} 1}=\vec{\omega}_{1}^{(12)} \times \hat{\ell}_{\mathrm{H} 1}  \tag{258}\\
& \dot{\hat{\ell}}_{\mathrm{H} 2}=\vec{\omega}_{2}^{(12)} \times \hat{\ell}_{\mathrm{H} 2} \tag{259}
\end{align*}
$$

From equations 256 and $257, \vec{\omega}_{1}^{(12)}$ and $\vec{\omega}_{2}^{(12)}$ equal

$$
\begin{align*}
& \vec{\omega}_{1}^{(12)}=k_{c}\left(\hat{l}_{\mathrm{H} 1} \cdot \hat{l}_{\mathrm{T}}-\hat{l}_{\mathrm{H} 2} \cdot \hat{l}_{\mathrm{T}}\right) \hat{l}_{\mathrm{H} 2}  \tag{260}\\
& \vec{\omega}_{2}^{(12)}=k_{c}\left(\hat{l}_{\mathrm{H} 1} \cdot \hat{\ell}_{\mathrm{T}}-\hat{l}_{\mathrm{H} 2} \cdot \hat{l}_{\mathrm{T}}\right) \hat{l}_{\mathrm{H} 2} \tag{261}
\end{align*}
$$

Transforming $\vec{\omega}_{1}^{(12)}$ and $\vec{\omega}_{2}^{(12)}$ into the appropriate inner gimbal rate commands $\vec{\omega}_{I 1}^{(12)}$ and $\vec{\omega}_{12}^{(12)}$,

$$
\begin{align*}
& \vec{\omega}_{I 1}^{(12)}=-\left[\Phi_{(1)}\right]_{I+o}\left[\Phi_{(1)}\right]_{o+b}\left[\Phi_{(1)}\right]_{v+b}^{-1} \vec{\omega}_{1}^{(12)}  \tag{262}\\
& \vec{\omega}_{I 2}^{(12)}=-\left[\Phi_{(2)}\right]_{I+o}\left[\Phi_{(2)}\right]_{0+b}\left[\Phi_{(2)}\right]_{v+b}^{-1} \vec{\omega}_{2}^{(12)} \tag{263}
\end{align*}
$$

From equation 14 , the singularity avidance gimbal rate comands $\delta_{1(1)}^{(S A)}, \delta_{3(1)}^{(S A)}, \delta_{1(2)}^{(S A)}$, and $\delta_{3(2)}^{(S A)}$ are:

$$
\begin{align*}
& \delta_{1(1)}^{(S A)}=\omega_{I 1 X}^{(12)}  \tag{264}\\
& \delta_{3(1)}^{(S A)}=\frac{\omega_{I 12}^{(12)}}{\cos \delta_{1(1)}}  \tag{265}\\
& \delta_{1(2)}^{(S A)}=\omega_{I 2 X}^{(12)}  \tag{266}\\
& \delta_{3(2)}^{(S A)}=\frac{\omega_{I 2 Z}^{(12)}}{\cos \delta_{1(2)}} \tag{267}
\end{align*}
$$

$\omega_{I 1 X}^{(12)}$ and $\omega_{I 1 Z}^{(12)}$ and $\omega_{I 2 X}^{(12)}$ and $\omega_{I 2 Z}^{(12)}$ are the $X$ and $Z$ components of $\vec{\omega}_{\mathrm{I} 1}^{(12)}$ and $\vec{\omega}_{\mathrm{I} 2}^{(12)}$, respectively.

Figure 9.19 is a functional block diagram showing the relationship between the isogonal CMG distribution law and CMG control law.

Slaved CMG Mode - For the slaved CMG mode, there are three CMG pairs: ( $X, Y$ ) , $(Y, Z)$, and $(X, Z)$. The unit vectors $\hat{\ell}_{H X}{ }^{\prime} \hat{\ell}_{H Y}$, and $\ell_{H Z}$ along the slaved CMG momentum vectors $\vec{H}_{x}, \vec{H}_{y}$, and $\vec{H}_{z}$ are:

$$
\begin{aligned}
& \hat{\ell}_{H X}=\left[\begin{array}{ll}
-\cos \delta_{1 x} & \cos \delta_{3 x} \\
\cos \delta_{1 x} & \sin \delta_{3 x} \\
& \sin \delta_{1 x}
\end{array}\right] \\
& \hat{\ell}_{H Y}=\left[\begin{array}{ll}
-\cos \delta_{1 y} & \cos \delta_{3 y} \\
\cos \delta_{1 y} & \sin \delta_{3 y}
\end{array}\right]
\end{aligned}
$$


Figure 9.19. Functional Block Diagram of Isogonal CMG Distribution Law

$$
\hat{\ell}_{\mathrm{HZ}}=\left[\begin{array}{ccc}
\cos \delta_{12} & \sin \delta_{3 z}  \tag{270}\\
& & \sin \delta_{1 z} \\
-\cos \delta_{1 z} & \cos \delta_{3 z}
\end{array}\right]
$$

For CMC pair ( $X, Y$ ), the nosmalized CM: torque commands $\dot{\ell}(X Y)$
$\ell_{H X}$ and $\hat{\ell}_{H Y}^{i}(X Y)$ equal

$$
\begin{align*}
& \hat{\ell}_{H X}^{(X Y)}=\vec{\omega}_{X Y} x k_{X} \hat{l}_{H X}  \tag{271}\\
& \dot{\hat{\ell}}(X X)=\vec{\omega}_{X Y}{ }^{x k} \hat{l}_{Y H Y} \tag{272}
\end{align*}
$$

$k_{x}$ and $k_{y}$ are the slaved CMG operational status gains previously defined. $\vec{\omega}_{X Y}$ equal

$$
\begin{equation*}
\vec{\omega}_{X Y}=\varepsilon_{X Y}\left[k_{x} \hat{l}_{H X}+k_{y} \hat{l}_{H Y}\right] \tag{273}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon_{X Y}=k_{c}\left[\hat{\ell}_{H X} \cdot \hat{\ell}_{T}-\hat{\ell}_{H Y} \cdot \hat{\ell}_{T}\right] . \tag{274}
\end{equation*}
$$

Substituting equation 273 into 271 and $272, \hat{\ell}_{H X}^{(X Y)}$ and $\hat{\ell}_{H Y}^{(X Y)}$ equal

$$
\begin{align*}
& \hat{l}_{H X}^{(X Y)}=\varepsilon_{X Y} k_{y} k_{x}\left(\hat{\ell}_{H Y} \times \hat{\ell}_{H X}\right)  \tag{275}\\
& \hat{e}^{(X Y)}=\varepsilon_{X Y} k_{X} k_{y}\left(\hat{\ell}_{H X} \times \hat{\ell}_{H Y}\right) \tag{276}
\end{align*}
$$

For CMG pair ( $Y, Z$ ), the normalized CMG torque commands $\hat{\ell}_{H Y}^{(Y Z)}$ and $\hat{\hat{\ell}}_{\mathrm{HZ}}^{(\mathrm{YZ})}$ equal

$$
\begin{align*}
& \hat{\ell}_{H Y}^{(Y Z)}=\varepsilon_{Y Z} k_{Y} k_{Z}\left(\hat{\ell}_{H Z} \times \hat{\ell}_{H Y}\right)  \tag{277}\\
& \dot{\hat{l}}_{H Z}^{(Y Z)}=\varepsilon_{Y Z} k_{Y} k_{Z}\left(\hat{\ell}_{H Y} \times \hat{\ell}_{H Z}\right) \tag{278}
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon_{Y Z}={ }_{c}\left[\hat{\ell}_{H Y} \cdot \hat{\ell}_{\mathrm{T}}-\hat{\ell}_{\mathrm{HZ}} \cdot \hat{\ell}_{\mathrm{T}}\right] \tag{279}
\end{equation*}
$$

For CMG pair $(Z, X), \hat{\ell}_{H Z}^{2}(Z X)$ and ${ }_{\mathrm{\ell}}^{2}(2 X X)$ equal

$$
\begin{align*}
& \hat{\ell}_{H Z}^{(Z X)}=\epsilon_{Z X} k_{x}^{k}{ }_{z}\left(\hat{\ell}_{H X} \times \hat{\ell}_{H Z}\right)  \tag{280}\\
& \hat{\ell}_{H X}^{(Z X)}=\epsilon_{Z X} k_{z}^{k}{ }_{x}\left(\hat{\ell}_{H Z} \times \hat{\ell}_{H X}\right) \tag{281}
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon_{z X}=k_{c}\left[\hat{l}_{H Z} \cdot \hat{\ell}_{T}-\hat{\ell}_{H X} \cdot \hat{l}_{T}\right] \tag{282}
\end{equation*}
$$

The combined normalized torque commands $\dot{\hat{l}}_{\mathrm{HX}}, \dot{\hat{l}}_{\mathrm{HY}}$, and $\dot{\hat{l}}_{\mathrm{HZ}}$ associated with each slaved CMG pair equals

$$
\begin{align*}
& \dot{\hat{\ell}}_{\mathrm{HX}}=\dot{\hat{\ell}}(\mathrm{XY})+\dot{\hat{\hat{l}}}_{\mathrm{HX}}^{(Z X)} \\
& \boldsymbol{- \omega}_{\mathrm{X}}^{(\mathrm{SA})}{ }_{\mathrm{x}} \hat{\ell}_{\mathrm{HX}}  \tag{283}\\
& \dot{\hat{l}}_{\mathrm{HY}}=\dot{\hat{\ell}}_{\mathrm{HY}}^{(\mathrm{XY})}+\dot{\hat{l}}_{\mathrm{HY}}^{(\mathrm{YZ})} \\
& {\underset{\omega}{\mathrm{w}}}_{\mathrm{H}}^{(\mathrm{SA})} \times \hat{\ell}_{\mathrm{HY}}  \tag{284}\\
& \hat{\hat{\ell}}_{\mathrm{HZ}}=\hat{\ell}_{\mathrm{HZ}}^{(\mathrm{YZ})}+\hat{\hat{\ell}}_{\mathrm{HZ}}^{(\mathrm{ZX})} \\
& \overbrace{\mathrm{L}}^{(\mathrm{SA})}{ }_{x} \hat{\ell}_{\mathrm{H} Z} \tag{285}
\end{align*}
$$

where

$$
\begin{align*}
& \vec{\omega}_{X}^{(S A)}=k_{X}\left(k_{y} \varepsilon_{X Y} \hat{\ell}_{H Y}+k_{z} \varepsilon_{Z X} \hat{\ell}_{H Z}\right)  \tag{286}\\
& \vec{\omega}_{Y}^{(S A)}=k_{y}\left(k_{X} \varepsilon_{X Y} \hat{\ell}_{H X}+k_{z} \varepsilon_{Y Z} \hat{\ell}_{H Z}\right)  \tag{287}\\
& \vec{\omega}_{Z}^{(S A)}=k_{z}\left(k_{y} \hat{\varepsilon}_{Y Z} \hat{\ell}_{H Y}+k_{X} \varepsilon Z X_{H X}\right) \tag{288}
\end{align*}
$$

The CMG rates $\vec{\omega}_{X}(S A), \vec{\omega}_{Y}^{(S A)}$, and $\vec{\omega}_{Z}^{(S A)}$ are transformed into the following inner gimbal rate commands $\vec{\omega}_{I X}^{(S A)} \vec{\omega}_{I Y}^{(S A)}$ and $\vec{\omega}_{I Z}^{(S A)}$.

$$
\begin{align*}
& \vec{\omega}_{I X}^{(S A)}=-\left[\Phi_{(x)}\right]_{I+0}\left[\Phi_{(x)}\right]_{0+b}\left[\Phi_{(x)}\right]_{V+b}^{-1} \vec{\omega}_{X}^{(S A)}  \tag{289}\\
& \vec{\omega}_{I Y}^{(S A)}=-\left[\Phi_{(y)}\right]_{I+0}\left[\Phi_{(y)}\right]_{0+b}[\Phi(y)]_{v+b}^{-1} \vec{\omega}_{Y}^{(S A)}  \tag{290}\\
& \vec{\omega}_{I Z}^{(S A)}=-\left[\Phi_{(z)}\right]_{I+0}\left[\Phi_{(z)}\right]_{0+b}\left[\Phi_{(z)}\right]_{v+b}^{-1} \vec{\omega}_{Z}^{(S A)} \tag{291}
\end{align*}
$$

Using equation 14 , the above rates are converted into the appropriate slaved CMG gimbal rate commands:

$$
\begin{align*}
& \dot{\delta}_{1 x}^{(S A)}=\omega_{I X X}^{(S A)}  \tag{292}\\
& \dot{\delta}_{3 x}^{(S A)}=\frac{\omega^{(S A)}}{\cos \delta_{1 x}}  \tag{293}\\
& \dot{\delta}_{1 y}^{(S A)}=\omega_{I Y X}^{(S A)}  \tag{294}\\
& \dot{\delta}_{3 y}^{(S A)}=\frac{\omega^{(S A X}}{\cos \delta_{1 y}}  \tag{295}\\
& \delta_{1 z}^{(S A)}=\omega_{I Z X}^{(S A)} \tag{296}
\end{align*}
$$

$$
\begin{equation*}
\dot{\delta}_{3 z}^{(S A)}=\frac{\omega_{I Z Z}^{(S A)}}{\cos \delta_{1 z}} \tag{297}
\end{equation*}
$$

$\omega_{\text {IXX }}^{(S A)}, \omega_{\text {IXZ }}^{(S A)}, \omega_{I Y X}^{(S A)}, \ldots$. etc., are the $X$ and $\%$ components of $\stackrel{\rightharpoonup}{\omega_{I X}}(S A), \stackrel{+}{\omega_{I Y}}(S A)$ and $\omega_{I Z}^{(S A)}$, respectively. The individual CMC gimbal rate $\dot{\delta}_{1(1)}^{(S A)}$ and $\mathcal{S}_{3(1)}^{(S A)}$ are:

$$
\left[\begin{array}{l}
\dot{\delta}_{1(S A)}^{(S A)} \\
\dot{\delta}_{1(3)}^{(S A)} \\
\dot{\delta}(S A) \\
1(5)
\end{array}\right]=\left[\begin{array}{lll}
k_{1} & 0 & 0 \\
0 & k_{3} & 0 \\
0 & 0 & k_{5}
\end{array}\right]\left[\begin{array}{l}
\delta_{(S A)}^{(S x} \\
1 x \\
\delta_{1 y}^{(S A)} \\
\dot{\delta}(S A) \\
1 z
\end{array}\right]
$$

$\left[\begin{array}{l}\dot{\delta}(S A) \\ 3(1) \\ \dot{\delta}(S A) \\ 3(3) \\ \dot{\delta}(S A) \\ 3(S)\end{array}\right]=\left[\begin{array}{lll}k_{1} & 0 & 0 \\ 0 & k_{3} & 0 \\ 0 & 0 & k_{5}\end{array}\right]\left[\begin{array}{l}g(S A) \\ 3 x \\ \dot{\delta}(S A) \\ 3 y \\ g(S A) \\ 3 z\end{array}\right]$

$$
\left[\begin{array}{c}
\dot{\delta}(S A)  \tag{300}\\
1(2) \\
\dot{\delta}(S A) \\
1(4) \\
\dot{\delta}(S A) \\
1(6)
\end{array}\right]=\left[\begin{array}{lll}
k_{2} & 0 & 0 \\
0 & k_{4} & 0 \\
0 & 0 & k_{6}
\end{array}\right]\left[\begin{array}{l}
\dot{\delta}(S A) \\
1 x \\
\dot{\delta}(S A) \\
1 y \\
\dot{\delta}(S A) \\
1 z
\end{array}\right]
$$

$$
\left[\begin{array}{c}
\delta_{3(S A)}^{(S A)}  \tag{301}\\
\delta_{3(S A)}^{(S A)} \\
3(4) \\
\delta_{3(6)}^{(S A)}
\end{array}\right]=\left[\begin{array}{lll}
k_{2} & 0 & 0 \\
0 & k_{4} & 0 \\
0 & 0 & k_{6}
\end{array}\right]\left[\begin{array}{l}
\dot{\delta}_{3 x}^{(S A)} \\
g_{3}^{(S A)} \\
3 y \\
\dot{\delta}(S A) \\
3 z
\end{array}\right]
$$

Six Individual CMG Mode - For this mode of operation, there are 15 CMG pairs: $(1,2),(1,3),(1,4),(1,5),(1,6),(2,3),(2,4)$, $(2,5),(2,6),(3,4),(3,5),(3,6),(4,5),(4,6)$, and $(5,6)$. The unit vectors $\hat{\ell}_{H 1}, \hat{\ell}_{H 2}, \hat{\ell}_{H 3}, \hat{\ell}_{H 4}, \hat{\ell}_{H 5}$, and $\hat{\ell}_{H 6}$ are:

$$
\begin{aligned}
& \hat{\ell}_{111}=\left[\begin{array}{cc}
-\cos \delta_{1(1)} & \cos \delta_{3(1)} \\
\operatorname{ros} \delta_{1(1)} & \sin \delta_{3(1)} \\
& \sin \delta_{1(1)}
\end{array}\right] \\
& \hat{\ell}_{\mathrm{H} 2}=\left[\begin{array}{ll}
-\cos \delta_{1(2)} & \sin \delta_{3(2)} \\
\cos \delta_{1(2)} & \sin \delta_{3(2)} \\
& \sin \delta_{1(2)}
\end{array}\right] \\
& \hat{\ell}_{\mathrm{H} 3}=\left[\begin{array}{ll} 
& \sin \delta_{1(3)} \\
-\cos \delta_{1(3)} & \cos \delta_{3(3)} \\
\cos \delta_{1(3)} & \sin \delta_{3(3)}
\end{array}\right] \\
& \hat{\ell}_{H 4}=\left[\begin{array}{ll} 
& \sin \delta_{1(4)} \\
-\cos \delta_{1(4)} & \cos \delta_{3(4)} \\
\cos \delta_{1(4)} & \sin \delta_{3(4)}
\end{array}\right] \\
& \hat{\ell}_{H 5}=\left[\begin{array}{ll}
\cos \delta_{1(5)} & \sin \delta_{3(5)} \\
\sin \delta_{1(5)} & \\
-\cos \delta_{1(5)} & \cos \delta_{3(5)}
\end{array}\right]
\end{aligned}
$$

$$
\hat{\ell}_{H 6}=\left[\begin{array}{cc}
\cos \delta_{1(6)} & \sin \delta_{3(6)}  \tag{307}\\
\sin \delta_{1(6)} & \\
-\cos \delta_{1(6)} & \cos \delta_{3(6)}
\end{array}\right]
$$

The normalized torque commands $\hat{\ell}_{H i}^{(i j)}$ and $\hat{\ell}_{H j}^{(i j)}$ for the general CMG pair ( $i, j$ ) are:

$$
\begin{align*}
& \hat{\ell}_{H i}^{(i j)}=\varepsilon_{i j} k_{j} k_{i}\left(\hat{\ell}_{H j} \times \hat{\ell}_{H i}\right)  \tag{308}\\
& \hat{\ell}_{H j}^{(i j)}=\varepsilon_{i j} k_{i} k_{j}\left(\hat{\ell}_{H i} \times \hat{\ell}_{H j}\right) \tag{309}
\end{align*}
$$

where

$$
\begin{equation*}
\varepsilon_{i j}=k_{c}\left[\hat{l}_{H i} \cdot \hat{l}_{T}-\hat{l}_{H j} \cdot \hat{l}_{\mathrm{T}}\right] \tag{310}
\end{equation*}
$$

Summing all the normalized torque commands associated with the $i^{\text {th }}$ CMG, the total $1^{\text {th }}$ CMG torque command equals

$$
\begin{equation*}
\hat{\ell}_{\mathrm{Hi}}=\hat{\left.\sum \hat{\ell}_{\mathrm{Hi}}^{( }\right)} \overrightarrow{=}_{1}^{(S A)} \times \hat{\ell}_{\mathrm{Hi}} \tag{311}
\end{equation*}
$$

The negative of $\vec{\omega}_{i}^{(S A)}$ is transformed into the $i^{\text {th }}$ CMG inner gimbal space to compute the CMG inner girubal rate comand $\vec{\omega}_{\mathrm{If}}^{(\mathrm{SA})}$.

$$
\begin{equation*}
\vec{\omega}_{I i}^{(S A)}=-[\Phi(i)]_{I+0}[\Phi(i)]_{o+b}[\Phi(i)]_{v+b}^{-1} \vec{\omega}_{i}^{(S A)} \tag{312}
\end{equation*}
$$

Using equation 14 , the appropriate $i^{\text {th }}$ CMG gimbal rate commands $\delta_{1(i)}^{(S A)}$ and $\delta_{3(i)}^{(S A)}$ are computed.

$$
\begin{align*}
& \varepsilon_{1(1)}^{(S A)}=\omega_{I 1 x}^{(S A)}  \tag{313}\\
& \delta_{3(1)}^{(S A)}=\frac{\omega_{I 12}^{(S A)}}{\cos \delta_{1(1)}} \tag{314}
\end{align*}
$$

The above rrocedure la repeated to compute the other five seta
of gimbal rate commanda.
9.5.3 Optimal CMG Distribution Law - This singularity avoidance scheme attempts to further optimize the Psaudo-Inverse CMG Control Law described in seciion 9.4.4. The Pseudo-Inverse CMG Control Law minimizes tre sum of the square of the gimbal rate commands $\dot{\delta}_{1(1)}^{(C L)}$ and $\dot{\delta}_{3(1)}^{(C L)}$ needed to generate the torque command $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}$. The solution of ihie control problem takes the following form:

$$
\begin{align*}
& \left.\delta_{1(1)}^{(C L)}=\frac{1}{H}[A]^{T}[G]^{-1+}{ }_{C O M}^{-\vec{\omega}} \times \vec{H}_{C M G}\right)  \tag{315}\\
& \left.\dot{\delta}_{3(1)}^{(C L)}=\frac{1}{H}[B]^{T}[G]^{-1} \vec{T}_{C O M}-\vec{\omega} \times \vec{H}_{C M G}\right) \tag{316}
\end{align*}
$$

The inverse of $[G]$ is inversely proportional to the determinant of [G], det [G]. When det [G] approaches zero, ine resultant
gimbal rate commands $\dot{\delta}_{1(1)}^{(C L)}$ and $\dot{\delta}_{3(1)}^{(C L)}$ tend to "blow-up" indicating
that the system is approaching either saturation or an anti-parallel singularity condition. This optimal CMG singularity avoidance scheme avoids the anti-parallel singularity condition by distributing the CMG gimbal angles $\delta_{1(1)}$ and $\delta_{3(1)}$ in such a manner as to maximize the magnitude of det [G]. By maximizing the magnitude of $\operatorname{det}[G]$, the resultant gimbal rate commands $\dot{\delta}_{1(1)}^{(C L)}$ and $\dot{\delta}_{3(1)}^{(C L)}$ are
also minimized thus further optimizing the Pseudo-Inverse CMG Control Law. The reason for maximizing the magnitud of det [G] rather than Just det [G] is that if det [G] is negative and one tried to maximize just det [G], its value would be driven through zero, an anti-parallel singularity condition, towards its maximum positive value. Since the purpose of a singularity avoidance scheme is to avoid singularity, the magnitude of det [G] is maximized instead of det [G]. Now if det [G] is negative, det [G] is driven towards its largest negative value away from zero thus, avoiding singularity. Figure 9.20 is a functional block diagram of this singularity avoidance system.

Slaved CMG Mode - First, a designation between the CMG gimbal rate comands that are generated by the CMG. control. law and. singufarity avoidance scheme must be made. Let $\dot{\delta}_{1 C}$ and $\dot{\delta}_{3 C}$ and $\dot{\delta}_{1 D}$ and $\delta_{3 D}$ represent the CMG gimbal rate commands that result from the CMG control law and singularity avoidance scheme, respectively.

Figure 9.20. Rlock Diagram of nptimal CMC Distribution Law

The performance index $P$ is the same one used in the development of the Decoupled Pseudo-Inverse CMG Control Law except that $\dot{\delta}_{1 D}$ and $\dot{\delta}_{3 D}$ replace $\dot{\delta}_{1 C}$ and $\dot{\vec{\delta}}_{3 C}$, respectively.

$$
\begin{equation*}
P=\frac{1}{2}\left\{\dot{ष}_{I D}^{T}\left[k_{(1)}^{2}\right]^{-1 \dot{\delta}_{I D}+\dot{\delta}_{3 D}^{T}}\left[k_{(1)}^{2}\right) \dot{\dot{\delta}}_{3 D}\right\} \tag{317}
\end{equation*}
$$

The objective of this distribution law is to maximize the magnitude or det [G] without exerting a net torque on the vehicle due to this redistribution of CMG gimbal angles. Let

$$
\begin{equation*}
f\left({\delta_{1}}_{1},{\delta_{3}}_{3}\right)=\operatorname{det}[G] \tag{318}
\end{equation*}
$$

$\delta_{1}$ and $\delta_{3}$ are the actual CMG gimbal angles as measured by tine CMG gimbal resolver trains. To maximize $f\left(\vec{\delta}_{1}, \overparen{\delta}_{3}\right)$. the derivative of $\frac{d f}{d t}$ times aign of $f$ must be positive.

$$
\begin{equation*}
\operatorname{sgn}(f) \frac{d f}{d t}=\operatorname{sgn}(f)\left\{\nabla f_{1} \cdot \dot{\delta}_{1 D}+\nabla f_{3} \cdot \dot{\vec{\delta}}_{3 D}\right\}=\gamma>0 \tag{319}
\end{equation*}
$$

$\nabla f$ is the gradient of $f$ and the function $s g n$ () has the magnitude of unity with the same sign as the quantity enclosed within the parentheses. $\nabla f_{1}$ and $\nabla f_{3}$ equal

$$
\begin{align*}
& \nabla f_{1}=\left[\begin{array}{l}
\frac{d f}{d \delta_{1 x}} \\
\frac{d f}{d \delta_{1 y}} \\
\frac{d f}{d \delta_{1 z}}
\end{array}\right]  \tag{320}\\
& \nabla f_{3}=\left[\begin{array}{l}
\frac{d f}{d \delta_{3 x}} \\
\frac{d f}{d \delta_{3 y}} \\
\frac{d f}{d f_{3 z}}
\end{array}\right] \tag{321}
\end{align*}
$$

The other constraint equation states that the net torque acting on the vehicle is zero.

$$
\begin{equation*}
\left[k_{(1)}\right]\left[A^{\prime}\right] \dot{ष}_{1 D}+\left[k_{(1)}\right]\left[B^{\prime}\right] \dot{ष}_{3 D}=0 \tag{322}
\end{equation*}
$$

The Lagrange adjoin equation formed from equations 317, 319, and 322 equals

$$
\begin{align*}
& \mathrm{L}=\frac{1}{2}\left\{\dot{\delta}_{1 D}^{\mathrm{T}}\left[\mathrm{k}_{(1)}^{2}\right]^{-1} \dot{\delta}_{1 D}+\dot{\delta}_{3 D}^{\mathrm{T}}\left[k_{(1)}^{2}\right]^{\left.-1 \dot{\delta}_{3 D}\right\}}\right. \\
& -\lambda^{T}\left\{\left[A_{(1)}^{\prime}\right] \dot{\delta}_{1 D}+\left[B_{(1)}^{\prime}\right] \dot{\partial}_{3 D}-\gamma \operatorname{sgn}(f) \hat{e}\right\} \tag{323}
\end{align*}
$$

where

$$
\begin{align*}
& {\left[A_{(1)}^{\prime}\right]=\left[\begin{array}{c}
{\left[k_{(1)}\right]\left[A^{\prime}\right]} \\
\hdashline \frac{d f}{d \delta_{1 x}} \\
\frac{d f}{d \delta_{1 y}} \\
\frac{d f}{d \delta_{1 z}}
\end{array}\right]}  \tag{324}\\
& {\left[B_{(1)}^{\prime}\right]=\left[\begin{array}{cl}
{[k(1)]\left[B^{\prime}\right]} \\
\hdashline \frac{d f}{d \delta_{3 x}} & \frac{d f}{d \delta_{3 y}} \\
\frac{d f}{d \delta_{3 z}}
\end{array}\right]} \tag{325}
\end{align*}
$$

$$
\hat{e}=\left[\begin{array}{l}
0  \tag{326}\\
0 \\
0 \\
1
\end{array}\right]
$$

Note that $\left[A_{(1)}^{\prime}\right]$ and $\left[B_{(1)}^{\prime}\right]$ are 3 by 4 matrices. To minimize $L$, the partial derivatives $\frac{d \mathrm{~L}}{\frac{d \delta}{\dot{\delta}}{ }_{1 D}}, \frac{d \mathrm{~d}}{d \dot{\delta}}$, and $\frac{d \mathrm{~L}}{\mathrm{~d} \mathrm{\lambda}}$ are set equal to zero.

$$
\begin{align*}
& \frac{d L}{d^{\delta_{1 D}}}=\left[k_{(1)}^{2}\right]^{-1 \dot{\delta}_{1 D}}-\left[A_{(1)}^{\prime}\right]^{T} \lambda=0  \tag{327}\\
& \frac{d L}{d^{\dot{\delta}}}=\left[k_{(1)}^{2}\right]^{-1 \dot{\delta}_{3 D}}-\left[B_{(1)}^{\prime}\right]^{T} \lambda=0
\end{align*}
$$

$$
\begin{equation*}
\frac{d L}{d \lambda}=-\left\{\left[A_{(1)}^{\prime}\right) \dot{\delta}_{1 D}+\left[B_{(1)}^{\prime}\right] \dot{\delta}_{3 D}-\gamma \operatorname{sgn}(i) \hat{i}\right\}=0 \tag{329}
\end{equation*}
$$

Solving equations 327 and 328 for $\dot{\delta}_{10}$ and $\dot{\xi}_{30}$,

$$
\begin{align*}
& \dot{\delta}_{1 D}=\left[k_{(1)}^{2}\right]\left(A_{(1)}^{\prime}\right]^{T} \lambda  \tag{330}\\
& \dot{\delta}_{3 D}=\left[k_{(1)}^{2}\right]\left[B_{(1)}^{\prime}\right]^{T} \lambda \tag{331}
\end{align*}
$$

Substituting equations 330 and 331 into 329 ,

$$
\begin{equation*}
[J] \lambda=\gamma \operatorname{egn}(f) \hat{} \tag{312}
\end{equation*}
$$

where

$$
\begin{equation*}
[J]-\left[A_{(1)}^{\prime}\right]\left[k_{(1)}^{2}\right]\left[A_{(1)}^{\prime}\right]^{T}+\left[B_{(1)}^{\prime}\right]\left[k_{(1)}^{2}\right]\left[B_{(1)}\right]^{T} \tag{333}
\end{equation*}
$$

$\lambda$ equals

$$
\begin{equation*}
\lambda=[I]^{-1} Y \operatorname{sgn}(f) \hat{} \tag{334}
\end{equation*}
$$

Substituting equation 334 into equations 330 and 331 , the gimbal rate commands ${ }_{1 D}$ and $\delta_{3 D}$ equal

$$
\begin{align*}
& \dot{\delta}_{1 D} \operatorname{agn}(f)\left[k_{(1)}^{2}\right]\left[A_{(1)}^{\prime}\right]^{T}[J]^{-1} Y \hat{e}  \tag{335}\\
& \dot{\delta}_{3 D} \operatorname{mgn}(f)\left[k_{(1)}^{2}\right]\left[B_{(1)}^{\prime}\right]^{T}[J]^{-1} \gamma \hat{~} \tag{336}
\end{align*}
$$

The only remaining task is to select the positive scalar $\gamma$. But note that as the magnitude of the det [ G ] approaches its maximum, gradient of $f_{,} \nabla f_{1}$ and $\nabla f_{3}$, ipproach.zero. Under these conditions, the gimbal rate commands ${ }_{1 D}$ and ${ }_{3 D}$ as defined by equations 335 and 336 , respectively can be excessive oven for very small values of $\gamma$. Because each CMG has a phyaical gimbal rate ilmit, these potentialiy excessive CMG gimbal rate limits must be avoided.

One method of solving the above problem is to normalize $\dot{太}_{1 D}$ and $\dot{\delta}_{3 D}$ and then limit their magnitude so that the total gimbal rate command due to both the CMG control law and singularity avoidance scheme is limited to an accaptable value $a_{\text {max }} . ڭ_{1 D}$ and $\xi_{3 D}$ can be normalized as follows:

$$
\begin{gather*}
\dot{\delta}_{1 D}(n)=\frac{\dot{\delta}_{1 D}}{\delta_{\text {norm }}}  \tag{337}\\
\dot{\delta}_{3 D}(n)-\frac{\dot{\delta}_{1}}{\dot{\delta}_{\text {norm }}} \tag{338}
\end{gather*}
$$

where

$$
\begin{align*}
& \dot{\delta}_{1 D}=\operatorname{sgn}(f)\left[k_{(1)}^{2}\right]\left[A^{\prime}\right]^{T}[J]^{-1} \hat{e}  \tag{339}\\
& \dot{J}_{3 D}^{\prime}=\operatorname{sgn}(f)\left[k_{(1)}^{2}\right]\left[B^{\prime}\right]^{T}[J]^{-1} \hat{e}  \tag{340}\\
& \dot{\delta}_{n o r m}=\left(\dot{\delta}_{1 D}^{T} \dot{T}_{1 D}+\dot{\delta}_{3 D} T_{3 D}\right) \tag{341}
\end{align*}
$$

Note that normalized values of $\dot{f}_{1 D}$ and $\dot{f}_{3 D}, \dot{f}_{1 D}(n)$ and $\dot{f}_{3 D}(n)$ are no longẹ a function of $\gamma$. The normalized vector quantities $\gamma_{1 D}^{(n)}$ and ${ }_{3 D}(n)$ deacribe only the relative magnitudes ard directipns of $\dot{\delta}_{1 D}$ and $\dot{\delta}_{3 D}$ but, not their actial magnitudes. To compute $\dot{f}_{1 D}$ and $\mathcal{F}_{3 D}$, define the following parameter.

$$
\begin{equation*}
\alpha_{\max }^{(D)}=\left(\alpha_{\max }^{2}-\delta_{\text {norm }}^{2}\right)^{1 / 2} \tag{342}
\end{equation*}
$$

If $a_{\text {fax }}^{(D)}$ is negative, the CMG distribution gimbal rate cormands $\vec{\delta}_{10}$ and $\vec{\delta}_{3 D}$ are set equal ty zero. This condition indicates that the combined magnitudes of $J_{1 C}$ and $\dot{J}_{3 C}$ exceed $\alpha_{\max }$. This condition may occur oscasionally for very short time intervals due to either a very large disturbance torque or a CMC vehicle maneuver. If the combined magnitudes of $\dot{\delta}_{1 C}$ and $\dot{\delta}_{3 C}$ exceed $\alpha_{\max }$ too often, the value of $x_{\max }$ should be reviewed and increased if possible or more stringent limits placed on the magnitude of $\delta_{1 C}$ and ${ }_{3 C}$. For the general cese where $\alpha_{\max }^{(D)}$ is positive, the gimbal rate commands $\vec{\delta}_{1 D}$ and $\delta_{3 D}$ equal

$$
\begin{align*}
& \dot{\xi}_{1 D}=\alpha_{\max }^{(D)} \dot{i}_{1 D}(n)  \tag{343}\\
& \dot{\delta}_{3 D}=\alpha_{\max }^{(D)} \dot{\delta}_{3 D}(n) \tag{344}
\end{align*}
$$

The components of $\dot{\dot{g}}_{1 D}$ and $\dot{\delta}_{3 D}$ are

$$
\dot{\delta}_{10}\left[\begin{array}{c}
\dot{\delta}_{1 x}^{(S A)}  \tag{345}\\
\delta_{1 y}^{(S A)} \\
\delta_{1 z}^{(S A)}
\end{array}\right]
$$

$$
\dot{\delta}_{3 D}=\left[\begin{array}{l}
\dot{\delta}_{3 x}^{(S A)}  \tag{346}\\
\dot{\delta}_{3 y}^{(S A)} \\
\delta_{3 z}^{(S A)}
\end{array}\right]
$$

The combined rasultant GMG gimbal rate commands $\dot{f}_{1}$ and $\dot{f}_{3}$ equal

$$
\begin{align*}
& \dot{\delta}_{1}=\dot{\dot{\delta}}_{1 C}+\dot{\delta}_{1 D}  \tag{347}\\
& \dot{\delta}_{3}=\dot{\dot{\delta}}_{3 C}+\dot{\delta}_{3 D} \tag{348}
\end{align*}
$$

The individual CMG gimbal rate commands $\delta_{1(1)}$ and $\dot{\delta}_{3(1)}$ equal

$$
\begin{align*}
& {\left[\begin{array}{l}
\dot{\delta}_{1(1)} \\
\dot{\delta}_{1(3)} \\
\dot{\delta}_{1(5)}
\end{array}\right]=\left[\begin{array}{lll}
k_{1} & 0 & 0 \\
0 & k_{3} & 0 \\
0 & 0 & k_{5}
\end{array}\right]\left[\begin{array}{l}
\dot{\delta}_{1 x}^{(C L)}+\dot{\delta}_{1 x}^{(S A)} \\
\dot{\delta}_{1 y}^{(C L)}+\dot{f}_{1 y}^{(S A)} \\
\dot{\delta}_{1 z}^{(C L)}+\dot{\delta}_{12}^{(S A)}
\end{array}\right]}  \tag{349}\\
& {\left[\begin{array}{l}
\dot{\delta}_{1(2)} \\
\dot{\delta}_{1(4)} \\
\dot{\delta}_{1(6)}
\end{array}\right]=\left[\begin{array}{lll}
k_{2} & 0 & 0 \\
0 & k_{4} & 0 \\
0 & 0 & k_{6}
\end{array}\right]\left[\begin{array}{l}
\dot{\delta}_{1 \mathrm{CL}}^{(\mathrm{CL}}+\underset{1 \mathrm{\delta}}{(\mathrm{SA})} \\
\dot{\delta}_{1 \mathrm{l}}^{(\mathrm{CL})}+\underset{1 y}{(S A)} \\
\dot{\delta}_{1 z}^{(C L)}+\underset{1 z}{(S A)}
\end{array}\right]}  \tag{350}\\
& {\left[\begin{array}{l}
\dot{\delta}_{3(1)} \\
\dot{\delta}_{3(3)} \\
\dot{\delta}_{3(5)}
\end{array}\right]=\left[\begin{array}{lll}
k_{1} & 0 & 0 \\
0 & k_{3} & 0 \\
0 & 0 & k_{5}
\end{array}\right]\left[\begin{array}{l}
\delta_{3 x}^{(C L)}+\delta_{3 x}^{(S A)} \\
\delta_{3 y}^{(C L)}+\delta_{3 y}^{(S A)} \\
\delta_{32}^{(C L)}+\delta_{3 z}^{(S A)}
\end{array}\right]} \tag{351}
\end{align*}
$$

$$
\left[\begin{array}{l}
\dot{\delta}_{3(2)}  \tag{352}\\
\dot{\delta}_{3(4)} \\
\dot{\delta}_{3(6)}
\end{array}\right]=\left[\begin{array}{lll}
k_{2} & 0 & 0 \\
0 & k_{4} & 0 \\
0 & 0 & k_{6}
\end{array}\right]\left[\begin{array}{l}
\dot{\delta}_{3 x}^{(C L)}+\dot{\delta}_{3 x}^{(S A)} \\
\dot{\delta}_{3 y}^{(C L)}+\dot{\delta}_{3 y}^{(S A)} \\
\dot{\delta}_{3 z}^{(C L)}+\dot{\delta}_{3 z}^{(S A)}
\end{array}\right]
$$

Six Individual CMC Mode - The performance index $P$ is

$$
\begin{aligned}
& P=\frac{1}{2}\left\{\dot{\delta}_{1 D}^{(1)^{T}}\left[k_{(2)}^{2}\right]^{-1 \dot{g}(1)} \underset{1 D}{\dot{+}(1)^{T}}\left[k_{(2)}^{2}\right]^{-1 \dot{j}} \underset{3 D}{(1)}\right.
\end{aligned}
$$

where $\dot{\delta}_{1 D}^{(1)}, \dot{\delta}_{3 D}^{(1)}, \dot{\delta}_{1 D}^{(2)}$, and $\dot{\xi}_{3 D}^{(2)}$ are defined as follows:

$$
\begin{aligned}
& \dot{\delta}_{1 D}^{(1)}=\left[\begin{array}{l}
\dot{\delta}_{1(1)}^{(S A)} \\
\dot{\delta}_{1(3)}^{(S A)} \\
\dot{\delta}_{1(5)}^{(S A)}
\end{array}\right] \\
& \dot{\delta}_{3 D}^{(1)}=\left[\begin{array}{l}
\delta_{3(1)}^{(S A)} \\
\dot{\delta}_{3(3)}^{(S A)} \\
\dot{\delta}_{3(S)}^{(S S)}
\end{array}\right]
\end{aligned}
$$



$$
\dot{\delta}_{3 D}^{(2)}=\left[\begin{array}{c}
\dot{\delta}_{3(2)}^{(S A)}  \tag{357}\\
\dot{\delta}_{3(4)}^{(S A)} \\
\dot{\delta}_{3(6 A)}^{(S A)}
\end{array}\right]
$$

The two constraints associated with the performance index $P$ given in equation 353 are:

$$
\begin{align*}
& \operatorname{sgn}(f) \frac{d f}{d t}=\operatorname{sgn}(f)\left\{\nabla f_{1(1)} \cdot \dot{\delta}_{1 D}^{(1)}+\nabla f_{3(1)} \cdot \dot{\delta}_{3 n}\right. \\
&\left.+\nabla f_{1(2)} \cdot \dot{\delta}_{1 D}^{(2)}+\nabla f_{3(2)} \cdot \dot{\delta}_{3 D}^{(2)}\right)=\gamma>0  \tag{358}\\
& {[A] \dot{J}_{1 D}^{(1)}+[B] \dot{\delta}_{3 D}^{(1)}+[C] \dot{\delta}_{1 D}^{(2)}+[D] \dot{\delta}_{3 D}^{(2)}=0 } \tag{359}
\end{align*}
$$

where

$$
\nabla \mathrm{f}_{1(1)}=\left[\begin{array}{c}
\frac{\mathrm{df}}{\mathrm{~d} \mathrm{\delta}} \mathrm{l(1)}  \tag{300}\\
\frac{\mathrm{df}}{\mathrm{~d} \mathrm{\delta}} \mathrm{l(3)} \\
\frac{\mathrm{df}}{\mathrm{~d} \mathrm{\delta}} \\
1(5)
\end{array}\right]
$$

$$
\begin{align*}
& \nabla f_{3(1)}=\left[\begin{array}{l}
\frac{d f}{d \delta_{3(1)}} \\
\frac{d f}{d \delta_{3(3)}} \\
\frac{d f}{d \delta_{3(5)}}
\end{array}\right]  \tag{361}\\
& \nabla f_{1(2)}=\left[\begin{array}{l}
\frac{d f}{d \delta_{1(2)}} \\
\frac{d f}{d \delta_{1(4)}} \\
\frac{d f}{d \delta_{1(6)}}
\end{array}\right] \\
& \nabla f_{3(2)}=\left[\begin{array}{l}
\frac{d f}{d \delta_{3(2)}} \\
\frac{d f}{d \delta_{3(4)}} \\
\frac{d f}{d \delta_{3(6)}}
\end{array}\right]
\end{align*}
$$

The two constraints given in equations 358 and 359 can be combined into the following constraint equation.

$$
\left[A_{(1)}\right] \dot{\delta}_{1 D}^{(1)}+\left[B_{(1)}\right] \dot{d}_{3 D}^{(1)}+\left[C_{(1)}\right] \dot{f}_{1 D}^{(2)}+\left[n_{(1)}\right] \dot{\vec{z}}_{3 D}^{-\gamma \operatorname{sgn}} \text { (f) } \hat{e}=0
$$

where

$$
\begin{align*}
& {\left[A_{(1)}\right]=\left[\begin{array}{c}
{\left[k_{(2)}\right][A]} \\
\hdashline-\cdots \\
\frac{d f}{d \delta_{1(1)}} \frac{d f}{d \delta(3)} \\
\frac{d f}{d \delta} 1(5)
\end{array}\right]}  \tag{365}\\
& { }^{\left[B_{(1)}\right]}\left[\begin{array}{c}
{\left[k_{(2)}\right][B]} \\
\hdashline \frac{d f}{d \delta_{3(1)}} \\
\frac{d f}{d \delta_{3(3)}} \\
\mathrm{dS}_{3(5)}
\end{array}\right] \tag{366}
\end{align*}
$$

$$
\left.\begin{array}{l}
{\left[C_{(1)}\right]=\left[\begin{array}{cc}
{\left[k_{(3)}\right][C]} \\
\cdots & \cdots \\
\frac{d f}{d \delta_{1(2)}} & \frac{d f}{d \delta_{1(4)}}
\end{array} \frac{\frac{d f}{d \delta_{1(6)}}}{}\right.}
\end{array}\right]
$$

The adjoin equation $L$ equals

$$
\begin{align*}
& -\lambda^{T}\left\{\left[A_{(1)}\right] \dot{\delta}_{1 D}^{(1)_{D}}+\left[B_{(1)}\right] \dot{\delta}_{3 D}^{(1)}+\left[C_{(1)}\right] \dot{\delta}_{1 D}^{(2)}\right. \\
& \left.+\left[D_{(1)}\right] \dot{\delta}_{3 D}^{(2)}-\gamma \operatorname{sgn} \text { (f) } \hat{e}\right\} \tag{369}
\end{align*}
$$

Setting the partial derivatives $\frac{d L}{\substack{\dot{J}(1) \\ 1 D}} \frac{d L}{d \dot{\delta}(1)}, \frac{d L}{d \vec{d}(2)}, \frac{d L}{d \dot{d}(2)}$,
and $\frac{d L}{d \lambda}$ equal to zero,

$$
\begin{equation*}
\frac{d L}{d{ }_{d D}^{\dot{( }(1)}}=\left[k_{(2)}^{2}\right]^{-1 \dot{g}(1)}-\left[A_{(1)}\right]^{T} \lambda=0 \tag{370}
\end{equation*}
$$

$$
\begin{align*}
& \frac{d L}{d{ }_{d}^{\dot{\delta}}(2)}-\left[\mathrm{k}_{(3)}^{2}\right]^{-1 \dot{\dot{\delta}}(2)}-[\mathrm{D}(1)]^{\mathrm{T}} \lambda=0  \tag{373}\\
& \frac{d L}{d \lambda}=-\left\{\left[A_{(1)}\right] \dot{\delta}_{1 D}^{(1)}+\left[B_{(1)}\right]\right]_{3 D}^{(1)}+\left[C_{(1)}\right]{ }_{1 D}^{\dot{f}(2)} \\
& \left.+\left[D_{(1)}\right]{ }_{3 D}^{(2)}-\gamma \text { sgn (f) } \hat{e}\right]=0 \tag{374}
\end{align*}
$$

Solving equations $370,371,372$, and 373 for $\dot{\delta}_{1 D}^{(1)}, \dot{\delta_{3 D}}(1), \dot{\delta}_{1 D}^{(2)}$, and $\dot{\xi}_{3 D}^{(2)}$,

$$
\begin{align*}
& \dot{\delta}_{1 D}^{(1)}-\left[k_{(2)}^{2}\right]\left[A_{(1)}\right]^{T} \lambda  \tag{375}\\
& \dot{d}_{3 D}^{(1)}=\left[k_{(2)}^{2}\right]\left[B_{(1)}\right]^{T} \lambda  \tag{376}\\
& \dot{f}_{1 D}^{(2)}=\left[k_{(3)}^{2}\right]\left[C_{(1)}\right]^{T} \lambda  \tag{377}\\
& \dot{g}_{3 D}^{(2)}=\left[k_{(3)}^{2}\right][D(1)]^{T} \lambda \tag{378}
\end{align*}
$$

Substituting equations 375 thru 378 into 374 ,

$$
\begin{equation*}
[J] \lambda=\gamma \operatorname{sgn}(f) \hat{e} \tag{379}
\end{equation*}
$$

where

$$
\begin{align*}
{[J] } & =\left[A_{(1)}\right]\left[k_{(2)}^{2}\right]\left[A_{(1)}\right]^{T}+\left[B_{(1)}\right]\left[k_{(2)}^{2}\right]\left[B_{(1)}\right]^{T} \\
& +\left[C_{(1)}\right]\left[k_{(3)}^{2}\right]\left[C_{(1)}\right]^{T}+\left[D_{(1)}\right]\left[k_{(3)}^{2}\right]\left[D_{(1)}\right]^{T} \tag{380}
\end{align*}
$$

$\lambda$ equals

$$
\begin{equation*}
\lambda=[J]^{-1} \operatorname{sgn}(f) \gamma \hat{e} \tag{381}
\end{equation*}
$$

Substituting equation 381 into equations 375 thru 378 , the gimbal rate comands $\underset{1 D}{\dot{\delta}(1)}, \underset{3 D}{\dot{t}(1)}, \dot{\delta}_{1 D}^{(2)}$, and $\underset{3 D}{\dot{t}(2)}$ are:

$$
\begin{align*}
& \dot{\dot{\delta}}_{1 D}^{(1)}=\operatorname{sgn}(f)\left[k_{(2)}^{2}\right]\left[A_{(1)}\right]^{T}[J]^{-1} Y \hat{e}  \tag{382}\\
& \dot{\delta}_{3 D}^{(1)}=\operatorname{sgn}(f)\left[k_{(2)}^{2}\right][B(1)]^{T}[J]^{-1} \hat{e} \tag{383}
\end{align*}
$$

$$
\begin{align*}
& \dot{\delta}_{3 D}^{(2)} \operatorname{logn}(f)\left[k_{(3)}^{2}\right]\left[D_{(1)}\right]^{T}[J]^{-1} \gamma \hat{e} \tag{385}
\end{align*}
$$

Normalizing the above CMG gimbal rate commands,

$$
\begin{align*}
& \underset{1 D}{\dot{t}(1) n}=\frac{\stackrel{\dot{\delta}(1)^{\prime}}{\prime}}{\dot{\delta}_{\text {norm }}}  \tag{386}\\
& \dot{\delta}_{3 D}^{(1) n}=\frac{\dot{\dot{t}}(1)^{\prime}}{3 D} \tag{387}
\end{align*}
$$

$$
\begin{align*}
& \underset{3 D}{\dot{z}(2) n}=\frac{\dot{\delta}_{3 D}^{(2) \prime}}{\dot{\delta}_{\text {norm }}} \tag{389}
\end{align*}
$$

where

$$
\begin{align*}
& \underset{1 D}{\dot{t}(1)^{\prime}}=\operatorname{sgn}(f)\left[k_{(2)}^{2}\right]\left[A_{(1)}\right]^{T}[J]^{-i \hat{e}}  \tag{390}\\
& \dot{\delta}_{3 D}^{(1)^{\prime}}=\operatorname{sgn}(f)\left[k_{(2)}^{2}\right]\left[B_{(1)}\right]^{T}[J]^{-1} \hat{e}  \tag{391}\\
& {\underset{I D}{(2)}}_{\dot{I}}=\operatorname{sgn}(f)\left[k_{(3)}^{2}\right]\left[C_{(1)}\right]^{T}[J]^{-1} e  \tag{392}\\
& \dot{\delta}_{3 D}^{\dot{t}(2)^{\prime}}=\operatorname{sgn}(f)\left[k_{(3)}^{2}\right]\left[D_{(1)}\right]^{T}[J]^{-1} \hat{e} \tag{393}
\end{align*}
$$

$$
\begin{aligned}
& \alpha_{\max }^{(\mathrm{D})} \text { equals }
\end{aligned}
$$

$$
\begin{equation*}
\alpha_{\max }^{(D)}=\left(\alpha_{\max }^{2}-\xi_{\text {norm }}^{2}\right)^{1 / 2} \tag{395}
\end{equation*}
$$

If $\alpha_{\max }^{(D)}$ is negative, the CMG distribution gimbal rate commands $\dot{\delta}_{1 D}^{(1)}, \dot{\vec{\delta}}_{3 D}^{(1)}, \dot{\delta}_{1 D}^{(2)}$, and $\dot{\dot{\delta}}_{3 D}^{(2)}$ equal

For $x_{\max }^{(D)}$ greator than zero,

$$
\begin{align*}
& \dot{\delta}(1)=\alpha \max _{1 D}^{(D)}-(1) n  \tag{397}\\
& \underset{3 D}{\dot{Z}(1)}=\underset{\max 3 D}{(\nu)} \underset{(1) n}{\dot{g}}  \tag{398}\\
& \dot{\delta}_{1 D}^{(2)}=\alpha_{\max }^{(D)} \dot{j}^{\dot{f}}(2) n  \tag{399}\\
& \dot{\delta}_{3 D}^{(2)}=\alpha_{\max 3 D}^{(D) \dot{f}(2) n} \tag{400}
\end{align*}
$$

The combined resultant CMG gimbal rate commands $\dot{\delta}_{1}(1), \dot{\xi}_{3}^{(1)}, \dot{\delta}_{1}^{(2)}$, and $\stackrel{+}{3}_{3}^{+(2)}$ equal

$$
\begin{align*}
& {\underset{1}{t}}_{(1)}=\underset{1 C}{\dot{J}(1)}+\underset{1 D}{\dot{J}(1)}  \tag{401}\\
& \dot{\delta}_{3}^{(1)}=\underset{3 C}{(1)}+\dot{+}(1)  \tag{402}\\
& \underset{\delta_{1}}{(2)}=\underset{10}{\dot{t}(2)}+\dot{\delta}_{10}^{(2)}  \tag{403}\\
& \underset{\delta_{3}}{\dot{t}(2)} \underset{3 C}{\dot{\vec{\delta}}} \underset{3 D}{(2)}+\dot{+}(2) \tag{404}
\end{align*}
$$

9.6 Combined CMG Gimbal Rate Command Law - The combined CMC, law described in this section is an attempt to combine into a single law the Decoupled Pseudo-Inverse CMG Control and the Optimal CMC Distribution laws developed in sections 9.4 .4 and 9.5 .3 , respectively. This combined CMC, law is developed using the Lagrange multiplier optimization technique used tc derive both the Decoupled fseudoInverse CMG Control Law and the Optimal CMG. Distribution Law.

The performance index $P$ equais

$$
\begin{align*}
P\left(\delta_{i(1)}, S_{3(1)}\right) & =\frac{1}{2} \sum_{1=1}^{6}\left\{\left(\xi_{1(1)}\right)^{2}+\left(\delta_{3(1)}\right)^{2}\right\} \\
& +K \frac{d}{d t}\left[\frac{B g n(f)}{f}\right] \tag{405}
\end{align*}
$$

The first term on the right side of equation 405 is the performance index associated with both the Decoupled Pseudo-Inverse CMC Control Law and the Optimal CMG Distribution Law. The remaining term of this performance index $P$ is an attempt to drive the CMG system away from singularicy in the same manner as the Optimal CMG Distribution Law doas. The two objectives of $P$ are: (1) to minimize the sum of the squares of the CMG gimbal rate commands $\dot{\delta}_{1(1)}$ and $\dot{\delta}_{3(i)}(i=1, \ldots, 6)$ and (2) to drive the CMG system away from the anti-parallel singularity condition. The scalar constant $K$ is a weighting function that weighs the relative importance of the two terms comprising the performance index $P$.

The constraint equation associated with the performance index given in equation 405 is

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}-\overrightarrow{\mathrm{T}}_{\mathrm{COM}}=0 \tag{406}
\end{equation*}
$$

This constraint states that this combined CMG law is decoupled or in other words, the torque $\vec{T}_{\text {CMG }}$ generated by the CMG control system equals the CMG commanc torque $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}{ }^{*}$

Slaved CMG Mode - For the slaved CMG mode, the performance index $\overline{\mathrm{P}}$ is

$$
\begin{equation*}
P=\frac{1}{2}\left\{\dot{\dot{\delta}_{1}}\left[k_{(1)}^{2}\right]^{-1 \dot{\dot{\delta}}}+1+\dot{\dot{\delta}_{3}}\left[k_{(1)}^{2}\right]^{-\dot{\dot{-}} \dot{\delta}_{3}}\right\}+K \frac{d}{d t}\left[\frac{\operatorname{sgn}(f)}{f}\right] \tag{407}
\end{equation*}
$$

fis the singularity function used as a measure of how close the CMG system is to singularity. The CMG anti-parallel singularity condition is avoided by maximizing the magnitude of $f$. $f$ equals

$$
\begin{equation*}
f\left(J_{1}, J_{3}\right)=\text { determinant of }[G], \operatorname{det}[G] \tag{408}
\end{equation*}
$$

where

$$
\begin{align*}
{[G] } & =\left[k_{(1)}\right]\left[A^{\prime}\right]\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[A^{\prime}\right]\right)^{T} \\
& +\left[k_{(1)}\right]\left[B^{\prime}\right]\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[B^{\prime}\right]\right)^{T} \tag{409}
\end{align*}
$$

The performance index $P$ term $\frac{d}{d t}\left[\frac{\operatorname{sgn}(f)}{f}\right]$ can be written in the following more convenient form

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\operatorname{sgn}(f)}{f}\right]=-\frac{\operatorname{sgn}(f)}{f^{2}}\left(\nabla f_{1} \cdot \dot{\delta}_{1}+\nabla f_{3} \cdot \dot{f}_{3}\right) \tag{410}
\end{equation*}
$$

$\nabla f_{1}$ and $\nabla f_{3}$ are defined in equations 320 and $32 i$, respectively. Substituting equation 410 into 407 , the performance index $P$ equals

$$
\begin{align*}
P & =\frac{1}{2}\left[\dot{\delta}_{1}\left[k_{(1)}^{2}\right] \dot{b}_{1}+\dot{\delta}_{3}^{T}\left[k_{(1)}^{2}\right]^{\left.-1 \dot{\delta}_{3}\right\}}\right. \\
& -\frac{K \operatorname{sgn}(f)}{2}\left(\nabla f_{1} \cdot \dot{\delta}_{1}+\nabla f_{3} \cdot \dot{\delta}_{3}\right) \tag{411}
\end{align*}
$$

The Lagrange multiplier optimization technique attempts to minimize this performance index $P$. Minimizing $P$ teads to cause the term $\frac{d}{d t}\left[\frac{\operatorname{sgn}(f)}{\tilde{r}}\right]$ to be negative, thus maximizing the magnitude of $f$ and driving the CMG system away from singularity.

The constraint associated with this performance index $P$ is that the output torque of the CMG systum $\vec{T}_{\text {CMG }}$ equals the command torque $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}{ }^{\text {. }}$

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}{ }^{-\overrightarrow{\mathrm{T}}_{\mathrm{COM}}}=0 \tag{412}
\end{equation*}
$$

Substituting the appropriate expression for $\overrightarrow{\mathrm{T}}_{\text {CMG }}$ into the above constraint equation,

$$
\begin{equation*}
\mathrm{H}\left\{\left[k_{(1)}\right]\left[A^{\prime}\right] \dot{\mathrm{O}}_{1}+\left[k_{(1)}\right]\left[B^{\prime}\right] \dot{\mathrm{\delta}}_{3}\right)+{\overrightarrow{\mathrm{N}} \times \mathrm{H}_{\mathrm{CMG}}} \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}=0 \tag{413}
\end{equation*}
$$

$\vec{\omega}$ is the vehicle angular rate and $\vec{H}_{C M G}$ is the CMG momentum imparted to the vehicle defined by equation 91.

The Lagrange multiplier adjoin equation equals

$$
\begin{align*}
& \mathrm{L}=\mathrm{P}-\lambda^{\mathrm{T}}\left(\overrightarrow{\mathrm{~T}}_{\mathrm{CMG}}{ }^{-\vec{T}_{\text {COM }}}\right. \text { ) } \\
& =\frac{1}{2}\left[\dot{\sigma}_{1}^{2}\left[k_{(1)}^{2}\right]^{\left.-1 \dot{\delta}_{1}+\dot{\delta}_{3}\left[k_{(1)}^{2}\right]^{-1 \dot{\delta}_{3}}\right\}, ~}\right. \\
& -\frac{K \operatorname{sgn}(f)}{f}\left(\nabla f_{1} \cdot \dot{\delta}_{1}+\nabla f_{3} \cdot \dot{\delta}_{3}\right) \tag{414}
\end{align*}
$$

$\lambda$ is the Lagrange multiplier. To minimize the adjoin equation, the partial derivatives $\frac{d \mathrm{~L}}{\mathrm{~d} \dot{\delta}}, \frac{\mathrm{dL}}{\dot{d} \dot{\delta}_{3}}$, and $\frac{\mathrm{dL}}{\mathrm{d} \lambda}$ are set equal to zero.

$$
\begin{align*}
& \frac{d L}{d \dot{\delta}}=\left[k_{(1)}^{2}\right)^{-1 \dot{\delta}_{1}-K \frac{\operatorname{sgn}(f)}{f^{2}} \nabla f_{1}} \\
& -H\left(\left[k_{(1)}\right]\left(A^{\prime}\right]\right)^{T} \lambda=0 \tag{415}
\end{align*}
$$

$$
\begin{align*}
\frac{d L}{d \dot{\delta}_{3}} & =\left[k_{(1)}^{2} 1^{-1 \dot{\delta}_{3}}-K \frac{\operatorname{sgn}(f)}{f^{2}} \nabla f_{3}\right. \\
& -H\left(\left[k_{(1)}\right]\left[B^{\prime}\right]\right)^{T} \lambda=0 \tag{416}
\end{align*}
$$

$$
\begin{equation*}
\frac{d L}{d \lambda}=-\left\{H\left[k_{(1)}\right]\left[A^{\prime}\right] \dot{\delta}_{1}+H\left[k_{(1)}\right]\left[B^{\prime}\right] \dot{\vec{\delta}}_{3}+\vec{\omega}_{x} \times \vec{H}_{C M G}-\vec{T}_{C O M}\right\}=0 \tag{417}
\end{equation*}
$$

Solving equations 415 and 416 for $\dot{\delta}_{1}$ and $\dot{\delta}_{3}$,

$$
\begin{align*}
& \dot{\delta}_{1}=K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(1)}^{2}\right] \nabla f_{1}+H\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[A^{\prime}\right]\right)^{T} \lambda  \tag{418}\\
& \dot{\delta}_{3}=K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(1)}^{2}\right] \nabla f_{3}+H\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[B^{\prime}\right]\right)^{T} \lambda \tag{419}
\end{align*}
$$

Substituting equations 418 and 419 into 417 and solving for $\lambda$,

$$
\begin{align*}
\lambda & =\frac{1}{H^{2}}[G]^{-1}\left(\vec{T}_{C O M}{ }^{\left.-\vec{\omega} \times \vec{H}_{C M G}\right)}\right. \\
& -\frac{K}{H} \frac{\operatorname{sgn}(f)}{f^{2}}[G]^{-1}\left[k_{(1)}\right]\left[A^{\prime}\right]\left[k_{(1)}^{2}\right] \nabla f_{1} \\
& \left.-\frac{K}{H} \frac{\operatorname{sgn}(f)}{f^{2}}[G]^{-1}\left[k_{(1)}\right]\left[B^{\prime}\right] l k_{(1)}^{2}\right] \nabla f_{2} \tag{420}
\end{align*}
$$

Substituting the above expressions for $\lambda$ into equations 418 and 419, $\delta_{1}$ and $\delta_{3}$ equal

$$
\begin{align*}
& \dot{\vec{\delta}}_{1}=\frac{1}{\mathrm{H}}\left[\mathrm{k}_{(1)}^{2}\right]\left(\left[\mathrm{k}_{(1)}\right]\left[\mathrm{A}^{\prime}\right]\right)^{\mathrm{T}}[G]^{-1}\left(\overrightarrow{\mathrm{~T}}_{\mathrm{COM}^{-}} \overrightarrow{\mathrm{\omega}}^{\mathrm{XH}} \mathrm{H}_{\mathrm{CMG}}\right) \\
& +K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(1)}^{2}\right] \nabla f_{1}+\left[B^{\prime}\right]\left[k_{(1)}^{2}\right] \nabla f_{3} \\
& -\mathrm{K} \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[A^{\prime}\right]\right)^{T}[G]^{-1}\left[k_{(1)}\right]\left(\left[A^{r}\right]\left[k_{(1)}^{2}\right] \nabla f_{1}\right. \tag{421}
\end{align*}
$$

$$
\begin{align*}
& +K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(1)}^{2}\right] \nabla f_{3}+\left[B^{\prime}\right]\left[k_{(1)}^{2}\right] \nabla f_{3} \\
& -\mathrm{K} \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(1)}^{2}\right]\left(\left[k_{(1)}\right]\left[B^{\prime}\right]\right)^{T}[G]^{-1}\left[k_{(1)}\right]\left(\left[A^{\prime}\right]\left[k_{(1)}^{2}\right] \nabla f_{1}\right. \tag{422}
\end{align*}
$$

Six Individual CMG Mode - For this mode of operation, the performance Index $P$ equals

$$
\begin{align*}
& +K \frac{d}{d t}\left[\frac{\operatorname{sgn}(f)}{f}\right] \tag{423}
\end{align*}
$$

fequals

$$
\begin{equation*}
f\left(\dot{\delta}_{1}^{(1)}, \dot{\delta}_{3}^{(1)}, \dot{\delta}_{1}^{(2)}, \dot{\delta}_{3}^{(2)}\right)=\operatorname{det}[G] \tag{424}
\end{equation*}
$$

where

$$
\begin{align*}
{[G] } & =\left[k_{(2)}\right][A]\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][A]\right)^{T} \\
& +\left[k_{(2)}\right][3]\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][B]\right)^{T} \\
& +\left[k_{(3)}\right][C]\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][C]\right)^{T} \\
& +\left[k_{(3)}\right][D]\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][D]\right)^{T} \tag{425}
\end{align*}
$$

The term $K \frac{d}{d t}\left[\frac{\operatorname{sgn}(f)}{f}\right]$ equals

$$
\begin{align*}
& K \frac{d}{d t}\left[\frac{\operatorname{sgn}(f)}{f}\right]=-K \frac{\operatorname{sgn}(f)}{f^{2}}\left(\nabla f_{1(1)} \cdot \dot{\vec{j}}_{1}^{\prime}(1)\right. \\
& \left.\quad+\nabla f_{3(1)} \cdot \dot{\delta}_{3}^{(1)}+\nabla f_{1(2)} \cdot \dot{\delta}_{1}^{(2)}+\overline{V F}_{3(2)} \cdot \dot{\delta}_{3}^{(2)}\right) \tag{426}
\end{align*}
$$

$\nabla f_{1(1)}, \nabla f_{3(1)}, \nabla f_{1(2)}$, and $\nabla f_{3(2)}$ are defined in equations 360 thru 363. Substituting equation 426 into 423 , the performance index $P$ is

$$
\begin{align*}
& P=\frac{1}{2}\left\{\dot{广}_{1}^{\dot{+}}(1)^{T}\left[k_{(2)}^{2}\right]^{-1 \dot{\dot{g}_{1}}(1)}+\dot{\delta}_{3}^{(1)^{T}}\left[k_{(2)}^{2}\right]^{-1 \dot{g}_{3}(1)}\right. \\
& +\dot{\delta}_{1}^{(2)}{ }^{T}\left[k_{(3)}^{2}\right]^{-1 \dot{\delta}_{1}^{(2)}+\dot{f}(2)}\left[k_{(3)}^{2}\right]^{\left.-1 \dot{f}_{3}^{(2)}\right\}} \\
& -K \frac{\operatorname{sgn}(f)}{f^{2}}\left(\nabla f_{1(1)} \cdot \dot{\delta}_{1}^{(1)}+\nabla f_{3(1)} \cdot \dot{\delta}_{3}^{(1)}\right. \\
& \left.+\nabla f_{1(2)} \cdot \dot{\delta}_{1}^{(2)}+\nabla f_{3(2)} \cdot \dot{\delta}_{3}^{(2)}\right) \tag{427}
\end{align*}
$$

The corresponding constraint equation associated with the above performance index is

$$
\stackrel{+}{\mathrm{T}}_{\mathrm{CMG}}-\overrightarrow{\mathrm{T}}_{\mathrm{COM}}=0
$$

or

$$
\begin{align*}
& H\left\{\left[k_{(2)}\right][A] \dot{\delta}_{1}^{(1)}+\left[k_{(2)}\right][B] \dot{\delta}_{3}^{\dot{t}(1)}+\left[k_{(3)}\right][C] \dot{\delta}_{1}^{\dot{t}}(2)\right. \\
& \left.+\left[k_{(3)}\right][D] \dot{\delta}_{3}^{(2)}\right\}+\overrightarrow{\omega W}_{\times H} \overrightarrow{C M T}^{-\vec{F}_{C O M}}=0 \tag{428}
\end{align*}
$$

The CMG angular momentum $\vec{H}_{\text {CMG }}$ is defined in equation 93 . The Lagrange adjoin equation formed from equations 427 and 428 equals

$$
\begin{align*}
& -K \frac{g g n(f)}{f^{2}}\left(\nabla f_{1(1)} \dot{\bullet}_{1}^{(1)}+\nabla f_{3(1)} \cdot \dot{\dot{\delta}}_{3}^{(1)}+\nabla f_{1(2)} \cdot \dot{\vec{\delta}}_{1}^{(2)}\right. \\
& \left.+\nabla f_{3(2)} \cdot \dot{\vec{\delta}}_{3}^{(2)}\right)-\lambda^{T}\left\{H\left[k_{(2)}\right][A] \dot{\delta}_{1}^{(1)}\right. \\
& +H\left[k_{(2)}\right][B] \dot{f}_{3}^{\dot{f}}+H\left[k_{(3)}\right][C] \dot{\delta}_{1}^{(2)}+H\left[k_{(3)}\right][D] \dot{f}_{3}^{\dot{f}(2)} \\
& { }_{+\vec{W} \times \mathrm{H}_{\mathrm{CMG}}} \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}{ }^{3} \tag{429}
\end{align*}
$$

To minimize $L$, the following partial derivatives $\frac{d L}{d \dot{d}_{1}(1)}, \frac{d L}{d_{3} \delta_{3}^{(1)}}$,

$$
\begin{align*}
& \frac{d L}{d_{1}^{\dot{f}}(2)}, \frac{d L}{\mathrm{di}_{3}(2)} \text {, and } \frac{d L}{d \lambda} \text { are set equal to zero. } \\
& \frac{d L}{d_{O_{1}(1)}^{\dot{f}}}=\left[k_{(2)}^{2}\right]_{1}^{-1 \dot{\dot{g}_{1}(1)}-K} \frac{\operatorname{sgn}(f)}{f^{2}} \nabla f_{1(1)}^{-H\left(\left[k_{(2)}\right][A]\right)^{T} \lambda=0}  \tag{430}\\
& \frac{d L}{d \dot{f}_{3}^{(1)}}=\left[k_{(2)}^{2}\right]^{-1 \dot{f}(1)}-K \frac{\operatorname{sgn}(f)}{f^{2}} \nabla f_{3(1)}-H\left(\left[k_{(2)}\right][B]\right)^{T} \lambda=0 \tag{431}
\end{align*}
$$

$$
\begin{align*}
& -\frac{d L}{d \overbrace{3}^{(2)}}=\left[k_{(3)}^{2}\right]_{3}^{-1 \dot{\underset{~}{f}}(2)}-k \frac{\operatorname{sgn}(f)}{f^{2}} \nabla f_{3(2)}-H\left(\left[k_{(3)}\right][D]\right)^{T} \lambda=0  \tag{433}\\
& \frac{d L}{d \lambda}=-\left\{H\left(k_{(2)}\right][A] \dot{\sigma}_{1}^{(1)}+H\left[k_{(2)}\right][B] \dot{\sigma}_{3}^{\dot{f}}(1)+H\left[k_{(3)}\right][C]{ }_{1}^{\dot{f}(2)}\right. \\
& +\mathrm{H}\left[\mathrm{k}_{(3)}\right)(\mathrm{D}] \dot{\mathrm{f}}_{3}^{(2)}+\mathrm{w}_{\mathrm{W}} \mathrm{H}_{\mathrm{CMG}}{ }^{\left.-\frac{\ddagger}{\mathrm{F}} \mathrm{COM}^{3}\right)=0} \tag{434}
\end{align*}
$$

Solving equations 430 thru 433 for $\dot{\vec{j}}_{1}^{(1)}, \dot{\delta}_{3}^{(1)}, \dot{\delta}_{2}^{(2)}$, and $\dot{\delta}_{3}^{(2)}$,

$$
\begin{align*}
& \dot{g}_{1}^{(1)}=K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(2)}^{2}\right] \nabla f_{1(1)}+H\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][A]\right)^{T} \lambda  \tag{435}\\
& \dot{\delta}_{3}^{(1)}=K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(2)}^{2}\right] \nabla f_{3(1)}+H\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][B]\right)^{T} \lambda  \tag{436}\\
& \dot{\delta}_{1}^{(2)}=K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(3)}^{2}\right] \nabla f_{1(2)}+H\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][C]\right)^{T} \lambda  \tag{437}\\
& \dot{f}_{3}^{(2)}=K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(3)}^{2}\right] \nabla \dot{f}_{3(2)}+H\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][D]\right)^{T} \lambda \tag{438}
\end{align*}
$$

Substituting equations 435 thiru 438 into 434 and solving for $\lambda$, $\lambda$ equals

$$
\begin{align*}
\lambda & =\frac{1}{H^{2}}[G]^{-1}\left(\mathbb{T}_{C O M}^{\left.-\vec{\omega} x \vec{H}_{C M G}\right)}\right. \\
& -\frac{K}{H} \frac{\operatorname{sgn}(f)}{f^{2}}[G]^{-1}\left[k_{(2)}\right][A]\left[k_{(2)}^{2}\right] \nabla f_{1(1)} \\
& -\frac{K}{H} \frac{\operatorname{sgn}(f)}{f^{2}}[G]^{-1}\left[k_{(2)}\right][B]\left[k_{(2)}^{2}\right] \nabla f_{3(1)} \\
& -\frac{K}{H} \frac{\operatorname{sgn}(f)}{f^{2}}[G]^{-1}\left[k_{(3)}\right][C]\left[k_{(3)}^{2}\right] \nabla f_{1(2)} \\
& -\frac{K}{H} \frac{\operatorname{sgn}(f)}{f^{2}}[G]^{-1}\left[k_{(3)}\right][D]\left[k_{(3)}^{2}\right] \nabla f_{3(2)} \tag{439}
\end{align*}
$$

Substiftuting the gbove expręssion for $\lambda$ into equations 435 thru


$$
\begin{align*}
& +K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(2)}^{2}\right] \nabla f_{1(1)} \\
& -K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][A]\right)^{T}[G]^{-1}\left\{\left[k_{(2)}\right][A]\left[k_{(2)}^{2}\right] \nabla f_{1(1)}\right. \\
& +\left[k_{(2)}\right][B]\left[k_{(2)}^{2}\right] \nabla f_{3(1)}+\left[k_{(3)}\right][C]\left[k_{(3)}^{2}\right] \nabla f_{1(2)} \\
& \left.+\left[k_{(3)}\right][D]\left[k_{(3)}^{2}\right] \nabla f_{3(2)}\right\}  \tag{440}\\
& \dot{\vec{\delta}}_{3}^{(1)}=\frac{1}{\mathrm{H}}\left[\mathrm{k}_{(2)}^{2}\right]\left(\left[\mathrm{k}_{(2)}\right][B]\right)^{\mathrm{T}}[G]^{-1} \overrightarrow{\mathrm{~T}}_{\mathrm{COM}}{ }^{\left.-\vec{\omega} \times \vec{H}_{\mathrm{CKG}}\right)} \\
& +\mathrm{K} \frac{\operatorname{sgn}(\mathrm{f})}{\mathrm{f}^{2}}\left[\mathrm{k}_{(2)}^{2}\right] \nabla \mathrm{f}_{3(1)} \\
& -K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(2)}^{2}\right]\left(\left[k_{(2)}\right][B]\right)^{T}[G]^{-1}\left\{\left[k_{(2)}\right][A]\left[k_{(2)}^{2}\right] \nabla f_{1(1)}\right. \\
& +\left[k_{(2)}\right][B]\left[k_{(2)}^{2}\right] \nabla f_{3(1)}+\left[k_{(3)}\right][C]\left[k_{(3)}^{2}\right] \nabla f_{1(2)} \\
& \left.+\left[k_{(3)}\right][D]\left[k_{(3)}^{2}\right] \nabla f_{3(2)}\right\}  \tag{441}\\
& \dot{\bar{\delta}}_{1}^{(2)}=\frac{1}{H}\left[\mathrm{k}_{(3)}^{2}\right]\left(\left[\mathrm{k}_{(3)}\right][\mathrm{C}]\right)^{\mathrm{T}}[G]^{-1}\left(\overline{\mathrm{~T}}_{\mathrm{COM}}{ }^{-\mathrm{W}_{\mathrm{X}} \mathrm{H}_{\mathrm{CMG}}}\right) \\
& +K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(3)}^{2}\right] \nabla f_{1(2)} \\
& -K \frac{\operatorname{sgn}(f)}{f^{2}}\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][C]\right)^{T}[G]^{-1}\left\{\left[k_{(2)}\right][A]\left[k_{(2)}^{2}\right] \nabla f_{1(1)}\right. \\
& +\left[k_{(2)}\right][B]\left[k_{(2)}^{2}\right] \nabla f_{3(1)}+\left[k_{(3)}\right][C]\left[k_{(3)}^{2}\right] \nabla f_{1(2)} \\
& \left.+\left[k_{(3)}\right][D]\left[k_{(3)}^{2}\right] \nabla f_{3(2)}\right\} \tag{442}
\end{align*}
$$

$$
\begin{align*}
& \dot{\delta}_{3}^{(2)}=\frac{1}{H}\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][D]\right)^{T}[G]^{-1}\left(\vec{T}_{C O M}-\overrightarrow{\omega N X H}_{C M C}\right) \\
& +\mathrm{K} \frac{\operatorname{sgn}(\mathrm{f})}{\mathrm{f}^{2}}\left[\mathrm{k}_{(3)}^{2}\right] \nabla \mathrm{f}_{3(2)} \\
& -K \frac{\operatorname{sgn}(\tilde{E})}{f^{2}}\left[k_{(3)}^{2}\right]\left(\left[k_{(3)}\right][D]\right)^{T}[G]^{-1}\left\{\left[k_{(2)}\right][A]\left[k_{(2)}^{2}\right] \nabla f_{1(1)}\right. \\
& +\left[k_{(2)}\right][B]\left[k_{(2)}^{2}\right] \nabla f_{3(1)}+\left[k_{(3)}\right][C]\left[k_{(3)}^{2}\right] \nabla f_{1(2)} \\
& \left.+\left[\mathrm{k}_{(3)}\right][\mathrm{D}]\left[\mathrm{k}_{(3)}^{2}\right] \nabla \mathrm{f}_{3(2)}\right\} \tag{443}
\end{align*}
$$

The above Combined CMG Gimbal Rate Command Law and the Decoupled Pseudo-Inverse CMG Control and the Optimal CMG Distribution laws are examples of laws derived using the Lagrange multiplier optimization technique. The derivation of additional laws is possible using this method; all one needs to do is define a new performance index $P$ along with the appropriate system $=0$ nstralnts.
9.7 Selection of CMG Control Law and Singularity Avoidance Scheme - Four candidate CMG control laws, three candidate CMG singularity avoidance scheme, and one combined CMG gimbal rate command law were derived. The combined CMG gimbal rate command law combines the functions of the CMG control law and the singularity avoidance scheme into a single law. The four candidate CMG control laws are:
a. Cross Product CMG Control Law (section 9.4.1)
b. H-Vector CMG Control Law (section 9.4.2)
c. Saissored Pair CMG Control Law (section 9.4.3)
d. Pseudo-Inverse CMG Control Law (section 9.4.4)

The three derived CMG gingularity avoidance schemes are:
a. Arbitrary Torquing of CMGs Away from Singularity (section 9.5.1)
b. Isogonal CMG Distribution Law (section 9.5.2)
c. Optimal CMG Distribution Law (section 9.5.3)

In section 9.6, the combined CMC gimbal rate command law is derived; this law combines the Pseudo-Inverse CMG Control Law and the Optimal CMG Distribution Law into a single control function. This control function or law ccuputes a single set of CMG gimbal rate commands that generate the desired CMG output torque and also drives the CMG gimbals away from singularity. All of these laws were formulated for a nominal and a failed CMG mode plus, the two operational modes, slaved and individual modes described in this report.

The first two candidate CMG control laws listed above, a and $b$, can be implemented in an analog fashion whereas control laws $c$ and d require a digital processor or computer. It should be noted that although control laws $a$ and $b$ are normally instrumented in an analog fashion, they can also be instrumented digitally using a digital computer. CMG control laws $c$ and $d$ are decoupled laws meaning that the resultant CMG output torque $\vec{T}_{C M G}$ equals the command torque $\overrightarrow{\mathrm{T}}_{\text {COM }}$ generated by the vehicle control law. On the other hand, the two analog laws, $a$ and $b$, are coupled laws because the CMG output torque $\overrightarrow{\mathrm{T}}_{\text {CMG }}$ only approximates $\mathbf{T}_{\text {COM }}$. Because control laws $c$ and $d$ are decoupled, their corresponding vehicle attitude control systems can exhibit slightly better performance characteristics than their coupled counterparts, control laws a and b. Vehicle stabilization capability is not a major trade consideration because all four CMG control laws are expected to be able to meet pointing stability within one arc minute. The chief trade between these four control laws is a hardware one. Implementing eitiner control law a or $b$ in analog fashion requires the addition of a number of analog components to the system. Because of the avallability of a digital computer, a digital control law is preferred. Although all four of the control laws can be implemented digitally, the two decoupled control laws $c$ and $d$ are preferred because of the additional system performance that these two control laws afford can be obtalned with no or little cost to the aystem. Of these two laws, the Paeudo-Inverse CMC Control Law, candidate $d$, is recommended because it is an optimal law that minimizes CMG gimbal rate commands.

The three singularity avoidance laws listed above are companion laws to the CMG control laws; they insure that the CMG girbal angles are distributed in such a manner that the CMG control system can generate the desired torque command $\vec{T}^{C O M}$. For a DGCMG system, there are two singularity conditions. The first one corresponds to when all of the individual wheel momentums $\vec{H}_{i}$ are pointed in the same
direction; this corresponds to the CMG system being saturated and the system must therefore be desaturated. The second singularity condition corresponds to gimbal state where all of the wheel momentums $\vec{H}_{i}$ are aligued, but with some of them pointing in opposite directions. It is this anti-parallel singularity condition that these singularity avoidance laws are designed to avoid. The singularity avoidance control law a, Arbitrary Torquing of CMGs Away From Singularity, remains inoperative until the CMG system $i s$ detected approaching a potential anti-parallel singularity condition then, the CMGs are torqued away from this potential singularity condition by redistributing the CMG gimbal angles. The Isogonal CMG Distribution Law, candidate $b$, distributes the individual CMG momentum vector $\vec{H}_{1}$ in such manner that each CMG contributes an equal share to the total CMG momentum vector $\vec{H}_{C M G}$. Because each CMG momentum vector $\vec{H}_{i}$ has a component that is along $\vec{H}_{C M G}$, the anti-parallel singularity condition is avoided. The Optimal CMG Distribution Law, $c$, is a further optimization of the Pseudo-Inverse CMG Control Law. This Optimal CMG Distribution Law distributes the gimbal angles as a function of the total CMG momentum $\vec{H}_{\text {CMG }}$ in an optimal manner so that the gimbal rates for an arbitrary torque command $\overrightarrow{\mathbf{T}}_{\text {COM }}$ can be further minimized. By distributing the CMG gimbal angles in this way, the anti-parallel singularity condition is avoided.

Arbittary Torquing of CMGs Away From Singularity, candidate a, is mathematically the simplest of the three singularity avoidance schemes, but it does not attempt to distribute the CMG gimbal angles in either an optimal or sub-optimal manner. The Isogonal CMG Distribution Law orients the CMGs in a manner that could be classified as sub-optimal, but at the expense of being mathematically more complex than candidate a. The Optimal CMG Distribution Law distributes the CMG gimbal angles in an optimum fashion as prescribed by its performance index and constraint equations. Although tinis law is normally as complex es the Isogonal CMG Distribution Lsw, its computational requirements can be raduced if the CMG control used is the Pseudo-Inverse CMC Control Law. For this reason, the Optimal CMG Distribution law is preferred.

Because the developmant of the recommended Pseudo-Invarse CMC, Control Law and Optimal CMG Distribution Law are very similar, an attempt was made to combine these two laws into a single CNG law. The obvious advantage of combining these two laws is that
their functions can be accomplished using a single control expression. The result is the Combined CMG Gimbal Rate Command Law described in section 9.6 . For this combined CMG law, the the resultant expressions for the CMG gimbal rate commands $\dot{\delta}_{1}$ and $\dot{\delta}_{3}$ are more complex than those for the Pseudo-Inverse CMr Control Law and the Optimal CMG Distribution Law. Because of the apparent control logic complexlty associated with this combined law, no advantage from either a software or a ferformance standpoint exists for this combined CMG law. The recommended method for generating the CMC gimbal rate commands $\ell_{1}$ and $\delta_{3}$ remains utilizing two laws, the Pseudo-Inverse CMG Control Law and the Optimal CMG Distribution Law.

The CMC control laws and singularity avoidance techniques were formulated for both a slaved and a six individual CMG operational mode. Operating the CMGs in the slaved mode reduces the computational requirements associated with the CMG control and singularity avoidance $1 \varepsilon$.. The advantage of operating the CMGs in the individual CMG operational mode is that the CMG gimbal angles associated with the six individual CMGs can be distributed in a more optimal manner than for the slaved CMG mode. Unless digital computer size becomes critical, the preferred operational mode is the six individual CMG mode.
9.8 Logic Flow Diagram for Recommended CMG Control Law and Singularity Avoidance System - Figure 9.21 is the logic flow diagram for the recommended Pseudo-Inverse CMG Control Law and Optimal CMG Distribution Law. In box 1 of figure 9.21, the CMG operatlonal status gain matrices are computed; these gain matrices describe the operational status of each CMG. In box 2, the CMC output torque matrices [A], [B], [C], and [D] are computed using the CMG gimbal angles $\delta_{1(1)}$ and $\delta_{3(1)}(1=1, \ldots, 6)$ measured by the CMG gimbal resolver trains. These output torque matrices are used by both the Pseudo-Inverse CMG Control Law and the Optimal CMG Distribution Law to generate. the appropriate CMG gimbal rate commands $\dot{\delta}_{1}^{(1)}, \dot{\delta}_{3}(1), \dot{\delta}_{1}(2)$, and $\dot{\delta}_{3}^{(2)}$.

In boxes 3 thru. 5 , the Pseudo-Inverse Cig Control Law gimbal
 3, the matrix [G] is computed; the inverse of [G] must be determined in order to generate the appropriate control law gimbal rate commands. In box 4, appropriate CMG gimbal rate commands
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 Pigure 9.21. Pseudo-Inverse CMG Control Law and Optimal CMG Distribution Law Logic Flow Diagram (Sheet 5 of 5 )$\dot{\xi}_{1 C}^{(1)}, \dot{J}_{3 C}^{(1)}, \dot{J}_{1 C}^{(2)}$, and $\dot{\xi}_{3 C}^{(2)}$ are computed that will generate the CMC torque command $\stackrel{T}{T}_{C O M}$ gererated by the vehicle control law. The individual CMG gimbal rate commands comprising $\underset{1 C}{(1)}, \dot{J}_{3 C}^{(1)},{ }_{1 C}^{(2)}$ and ${ }_{3 C}^{(2)}$ are compared w! th a gimbal rate limit ${ }_{\text {KIM }}$ in box 5 . If one of the individual gimbal rate commands exceeds $\dot{\delta}_{\text {LIN }}$, the gimbal rate commands are ail scaled down so that none of the individual rate commands exceed $\delta_{\text {TIM }}$.

In boxes 6 thru. 13 , the Optimal. CMG Distribution Law gimbal rate commands $\underset{1 D}{(1)}, \vec{\delta}_{3 D}^{(1)}, ~ \vec{\delta}(2)$, and $\vec{\delta}(2)$ are generated. In box 6 , the CMG singularity function $f$ that measures the distance the CMG system is away from singularity in CMG gimbal space is computed. In boxes 7 and 8 , the control matrices $\left[A_{(1)}\right],\left[B_{(1)}\right],\left[C_{(1)}\right]$, $\left[D_{(1)}\right]$, and $[J]$ are computed, In box 9 , a set of intermediate CMG
 along with a CMG distribution gimbal rate limit $\alpha_{\text {max }}^{(D)}$. Using these intermediate gimbal rate commands and rate limit, the CMG distri-
 in box. 10 . In box 11 , a CMG distribution torque error $\overrightarrow{\mathrm{T}}_{E}$ due to $\dot{\delta}_{1 D}^{(1)}, \dot{J}_{3 D}, \dot{\delta}_{1 D}^{(2)}$, and $\dot{\delta}_{3 D}^{(2)}$ is computed. Ideally, $\vec{T}_{E}$ should be zero. But due to computational errors, $\vec{T}_{E}$ can be appreciable. In box 12, the magnitude of $\Psi_{E}$ is checked with a torque limit $T_{E, m a x}$. If the magnitude of $\overrightarrow{\mathrm{T}}_{E}$ exceeds $\mathrm{T}_{\mathrm{E} \text {, max }}$, the control logic. proceeds onto box 13 where the distribution gimbal rate commands $\underset{1 D}{(1)}$,
 does not exceed $T_{E, \max }{ }^{\circ}$

In box 14, the Pgeudo-Invefse CMG Control Law gimbal rate
 Optimal CMG Distribution Law gimbal rate commands ${ }_{1 D}^{(1)}, \vec{Z}_{3 D}^{(1)}$, $\underset{1 D}{(2)}$, and $\underset{3 D}{(2)}$. The total system CMG gimbal rate commands $\dot{\delta}_{1}^{1 D}, \dot{\delta}_{3}^{(1)},{\underset{1}{c}}_{1}^{(2)}$, and $\dot{\delta}_{3}^{(2)}$ are routed to the appropriate CMG gimbal actuators. The logic flow then recycles back to box 1 .

### 9.9 Notes

### 9.9.1 Abbreviations and Symbols

ATM
$[A],[B],[C],[D]$
[ $\left.A^{\prime}\right],\left[B^{\prime}\right]$
$\left[A_{(1)}\right],\left[{ }_{(1)}\right],\left[C_{(1)}\right]$,
$\left[{ }_{(1)}\right],[J]$
$\left[A_{(1)}^{\prime}\right],\left[B_{(1)}^{\prime}\right],[J]$
CMG
DGCMC,
f
קf
H
${ }^{\mathbf{H}}{ }_{\text {CMG }}$
$\vec{H}_{\mathrm{COM}}$
$k^{k}$
$K_{r}$
L
F
$\overrightarrow{\mathrm{T}}_{\mathrm{Cb}}$
$\overrightarrow{\mathrm{T}}_{\mathrm{Ci}}$
$\vec{T}_{\mathrm{CMi}}$
$\vec{T}^{2}$
${ }_{\stackrel{\mathrm{T}}{\mathrm{T}} \mathrm{COM}}$
$T_{D}$
$X_{b} Y_{b} Z_{b}$
$X_{I} Y_{I} I_{I}$
$X_{0} Y_{0}{ }^{2}{ }_{0}$
(D)
$\delta_{\text {LIM }}^{\max }$

Apollo Telescope Mount
Individual mode CMC, system output torque matrices
Slaved mode CMG system output torque matrices

CMG distribution law control matrices (individual mode)
CMG distribution law control matrices (slaved mode)
Control moment gyro
Double gimbal control moment gyro
CMG distribution law function
Gradient of $f$
CMG wheel momentum
CMG system momentum imparted to the vehicle
H vector control law momentum commend
Vehicile control law position gain
Vehlcle control law rate gain
Las,range adjoin equation
Performance index
Individual CMG output torque in base space
Individual CMG output torque in vehicle coordinates ( $i=1, \ldots, 6$ )
CMG system output torque in vehicle coordinates
CMG system torque command
Vehicle ifsturbance torque
CMC base space
CMG inner gimbal space
CMG outer gimbal space
CMG distribution gimbal rate command 11 mit
CMG control law gimbal rate command limit
$\dot{\delta}_{1}(1), \dot{d}_{3}^{(1)}, \dot{t}_{1}^{(2)}, \dot{\delta}_{3}^{(2)}$
${ }^{[\$]} \mathrm{I} \leftarrow 0$
$\left[{ }^{[8]}\right]_{0 \sim b}$
[\$] ${ }_{v \leftarrow b i}$
$\vec{\omega}$
$\vec{\omega}_{b}$
$\vec{\omega}_{I}$
$\omega_{0}$

Total CMG system gimbal rate commands
Transformation from CMG outer to inner gimbal space
Transformation from CMS, base to outer gimbal space
Transformation from $1^{\text {th }} \mathrm{CMG}$ base to vehicle coordinates ( $1=1, \ldots, 6$ )
Vehicle angular velocity
CMC base angular velocity
CMG inner gimbal angular velocity
Vehicle orbital rate
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## 10. CMG SYSTEM MOMENTUM MANAGEMENT

A CMG control system has a finite momentum storage capability and therefore, the momentum that must be stored in the CMG system must be bounded. The objective of a CMG momentum management system is to keep the CMG aystem momentum storage requirement within the physical limits of the CMG system. Two mechanisms are described in this section for accomplishing this task. The first mechanism is a momentum desaturation system. The function of a CMG momentum desaturation system is to reduce the momentum stored in the CMG system by applying a torque to the vehicle such that the magnitude of the resultant momentum stored in the CMG system is reduced. Two basic types of CMG desaturation control laws are derived in this section; they are: (1) reaction control system (RCS) laws and (2) gravity gradient desaturation laws. The RCS desaturation control laws utilize the baseline S'attle RCS described in section 3.2 to generate the required CMG desaturation torque and the CMG gravity gradient desaturation laws use the natural gravity gradient torques acting on the vehicle to desaturate the CMr system. The second mechanism described in this section is a Pseudo-Axis Alignment Control Law. The function of the Pseudo-Axis Alignment Control Law is to minimize the CMG momentum that must be desaturated by reducing the momentum build-up due to vehicle principal and control axis misalignments.
10.1 Shuttle and Baseline RCS Models - The baseline Shuttle RCS and vehicle dynamic characteristics used in this study are given in section 3. For convenience, the baseline RCS and vehicle characteristics are sumarized in table 10.1.
10.2 Prediction of CMG Momentum Profile - A CMG desaturation system should be capable of predicting the near future momentum profile to be encountered by the CMG system. This projected momentum profile is used to alert the desaturation system to potential CMG saturation conditions. These momentum profiles can be used by mission planning to schedule momentum "dumps" so that. their impact on mission objectives such as experimentation can be minimized.

In this section, a methcd for predicting the momentum stored in the CMG system is devised. The following assumptions are made:
a. The vehicle is constrained to the following ideal

Shuttle attitudes: (1) X-POP inertial, (2) X-IOP inertial, (3) X-FOP $Z-L V$, and (4) X-IOP Z-LV.
b. The only disturbance torques acting on the vehicle are gravity gradient torques.
c. The orbit is circular.

Table 10.1. Assumed Shuttie RCS and Vehicle Characteristics

RCS Characteristics
Thrust level, F: 400 lbf.
Minimum pulse duration, $t_{f}$ : 0.1 sec .
Minimum attitude deadband, $\theta_{0}: \pm 0.5 \mathrm{deg}$.
Fue1: Monopropellant hydrazine with a specific impulse
of 200 sec . $I_{s p}$ of 200 sec .

Roll moment arm, $\ell_{\mathrm{x}}: 20.7 \mathrm{ft}$.
Pitch moment arm, $\ell_{y}: 100 \mathrm{ft}$.
Yaw moment arm, $\ell_{z}: 100 \mathrm{ft}$.

Vehicle Inertia Characteristics

$$
\begin{aligned}
& I_{x x}=1.04 \times 10^{6} \text { slug } \mathrm{ft}^{2} \\
& I_{y y}=8.21 \times 10^{6} \text { slug } \mathrm{ft}^{2} \\
& I_{z z}=8.55 \times 10^{6} \text { slug } \mathrm{ft}^{2} \\
& I_{x y}=I_{x z}=I_{y z}=0
\end{aligned}
$$

d. The vehicle cross products of inertia $I_{x y}, I_{x z}$, and $I_{y z}$ are zero.
e. The CMG mounting configuration is shown in figure 10.1. (This is the CMG configuration recommended in section 6.)
The torque acting on the vehicle as observed in vehicle space, dH $\left(\frac{v}{d t}\right)_{v}$ equals

$$
\begin{equation*}
\left(\frac{d \vec{H}_{v}}{d t}\right)_{v}=\vec{F}_{g g}+\left(\frac{\vec{H}_{C M G}}{d t}\right)_{v}+\vec{\omega}_{x \vec{H}_{C M G}}^{-\vec{\omega}} \times \vec{H}_{v} \tag{1}
\end{equation*}
$$

$\overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ is the gravity gradient torque acting on the vehicle in vehicle space. $\vec{H}_{C M G}$ is the CMG angular momentum imparted to the vehicle in vehicle space. $\vec{H}_{v}$ is the vehicle angular momentum and equals

$$
\begin{equation*}
\vec{H}_{\mathrm{v}}=[I] \vec{\omega} \tag{2}
\end{equation*}
$$

where [I] is the vehicle fuertia tensor and $\vec{\omega}$ is the vehicle angular velocity.

$$
\begin{gather*}
{[I]=\left[\begin{array}{lll}
I_{x x} & 0 & 0 \\
0 & I_{y y} & 0 \\
0 & 0 & I_{z z}
\end{array}\right]}  \tag{3}\\
\vec{\omega}=\left[\begin{array}{c}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right] \tag{4}
\end{gather*}
$$

Rearranging equation 1 , the rate of change of the CMG momentum $\vec{H}_{\text {CHG }}$ in vehicle coordinates equals

$$
\begin{equation*}
\left(\frac{d \vec{H}_{C M G}}{d t}\right)_{v}=\left(\frac{d \vec{H}_{v}}{d t}\right)_{v}+\vec{\omega}_{x[I] \vec{\omega}}-\vec{\omega} \times \vec{H}_{C M G}-\vec{T}_{g g} \tag{5}
\end{equation*}
$$

Assume that the vehicle is in a steady state condition meaning that $\vec{\omega}$ is either zero or a constant vector quantity. Then, $\left(\frac{d \overrightarrow{\mathrm{H}}}{\mathrm{dt}}\right)$ v equals
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$$
\begin{equation*}
\left(\frac{d \vec{H}}{d t}\right)_{v}=[I] \dot{\vec{\omega}}=0 \tag{6}
\end{equation*}
$$

In steady state, $\left(\frac{d \vec{H}_{C M G}}{d t}\right)_{v}$ equals

$$
\begin{equation*}
\left(\frac{\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}}{\mathrm{dt}}\right)_{v}=\vec{\omega} \times[I] \vec{\omega}-\vec{\omega} \times \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}-\overrightarrow{\mathrm{T}} \mathrm{gg} \tag{7}
\end{equation*}
$$

For an inertially held vehicle, $\vec{\omega}$ is zero and $\left(\frac{\mathrm{d} \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}}{\mathrm{dt}}\right)_{v}$ reduces to

$$
\begin{equation*}
\left(\frac{\mathrm{dH}_{\mathrm{CMG}}}{\mathrm{dt}}\right)_{v}=-\vec{T}_{g \mathrm{~g}} \tag{8}
\end{equation*}
$$

Integrating equation $8, \mathrm{H}_{\mathrm{CMG}}(\mathrm{t})$ equals

$$
\begin{equation*}
\vec{H}_{C M G}(t)=\vec{H}_{C M G}\left(t_{0}\right)-\int_{t_{0}}^{t} \vec{T}_{g R} d t \tag{9}
\end{equation*}
$$

$\vec{H}_{\text {CMG }}\left(t_{0}\right)$ is the CMG momentum state measured at time $t_{0} \cdot \vec{H}_{C M G}\left(t_{0}\right)$ can be computed as follows using the CMG gimbal angles $\delta_{1(1)}$ and $\delta_{3(i)}, i=1, \ldots, 6$.

$$
\begin{align*}
& \vec{H}_{C M G}\left(t_{0}\right)=\left[\begin{array}{l}
H_{C M G X}\left(t_{0}\right) \\
H_{C M G y}\left(t_{0}\right) \\
H_{C M G z}\left(t_{0}\right)
\end{array}\right]=k_{1} H\left[\begin{array}{lll}
-\cos \delta_{1(1)} & \cos \delta_{3(1)} \\
\cos \delta_{1(1)} & \sin \delta_{3(1)} \\
& \sin \delta_{1(1)}
\end{array}\right] \\
& +k_{2} H\left[\begin{array}{rrr}
-\cos \delta_{1(2)} & \cos \delta_{3(2)} \\
\cos \delta_{1(2)} & \sin \delta_{3(2)} \\
& \sin \delta_{1(2)}
\end{array}\right]+k_{3} H\left[\begin{array}{rl} 
& \sin \delta_{1(3)} \\
-\cos \delta_{1(3)} & \cos \delta_{3(3)} \\
\cos \delta_{1(3)} & \sin \delta_{3(3)}
\end{array}\right] \\
& +k_{4} H\left[\begin{array}{rr} 
& \sin \delta_{1(4)} \\
-\cos \delta_{1(4)} & \cos \delta_{3(4)} \\
\cos \delta_{1(4)} & \sin \delta_{3(4)}
\end{array}\right]+k_{5} H\left[\begin{array}{rl}
\cos \delta_{1(5)} & \sin \delta_{3(5)} \\
& \sin \delta_{1(5)} \\
-\cos \delta_{1(5)} & \cos \delta_{3(5)}
\end{array}\right] \\
& +k_{6} H\left[\begin{array}{cc}
\cos \delta_{1(6)} & \sin \delta_{3(6)} \\
& \sin \delta_{1(6)} \\
-\cos \delta_{1(6)} & \cos \delta_{3(6)}
\end{array}\right] \tag{10}
\end{align*}
$$

The gains $k_{1}, 1=1, \ldots, 6$, are the CMG operational status gains described in section 9.2.

$$
\begin{equation*}
k_{1}=1 \tag{11}
\end{equation*}
$$

when the $1^{\text {th }}$ CMG is operational and

$$
\begin{equation*}
k_{1}=0 \tag{12}
\end{equation*}
$$

when the $i^{\text {th }}$ CMG is inoperative. $H$ is the magnitude of the individual CMG wheel momentum.

The gravity gradient torque $\overrightarrow{\mathrm{T}}_{g g}$ equals

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{g \mathrm{~g}}=3 \omega_{0}^{2}(\hat{a x[I] \hat{a})} \tag{13}
\end{equation*}
$$

a is a unit vector in vehicle coordinates along the local vertical directed from the center of the Earth towards the vehicle center: of mass. $\omega_{0}$ is the orbital rate; $\omega_{0}^{2}$ equals

$$
\begin{equation*}
\omega_{0}^{2}=\frac{g R^{2}}{r^{3}} \tag{14}
\end{equation*}
$$

where $g$ is the gravitational acceleration of the Earth ( $32.2 \mathrm{ft} / \mathrm{sec}^{2}$ ), $R$ is the mean radius of the Earth in feet, and $r$ is the distance from the center of the Earth to the vehicle center of mass. Expanding equation $13, \vec{\Gamma}_{8 g}$ equals

$$
\vec{T}_{g g}(t)=\left[\begin{array}{c}
T_{g x}(t)  \tag{15}\\
T_{g y}(t) \\
T_{g z}(t)
\end{array}\right]=3 \omega_{0}^{2}\left[\begin{array}{l}
a_{y} a_{z}\left(I_{z z}-I_{y y}\right) \\
a_{x z} a_{z}\left(I_{x x^{-I}}\right) \\
a_{x} a_{y}\left(I_{y y}-I_{x x}\right)
\end{array}\right]
$$

$A^{\prime} x^{a} y$, and $a_{z}$ are the $X, Y$, and $Z$ components of the local vertical vector a.

To demonstrate how equations 9 and 15 can be used to predict the CMG momentum $\vec{H}_{C M G}(t)$ for an inertially held vehicle, assume the vehicle is in the fiertial $X$-IOP attitude shown in figure 10.2 . The local vertical vector a equals

Figure 10.2. Sketch of Inertial X-IOP Attitude

$$
\dot{a}=\left[\begin{array}{l}
a_{x}  \tag{16}\\
a_{y} \\
a_{z}
\end{array}\right]=\left[\begin{array}{cc}
-\cos \left(\omega_{0} t+\alpha\right) \\
\sin \lambda \sin \left(\omega_{0} t+\alpha\right) \\
\cos \lambda \sin \left(\omega_{0} t+x\right)
\end{array}\right]
$$

The resultant gravity gradient torque equations $\mathrm{T}_{\mathrm{gx}}, \mathrm{T}_{\mathrm{gy}}$, and $\mathrm{T}_{\mathrm{gz}}$
are:

$$
\begin{gather*}
T_{g x}(t)=-\frac{3 \omega_{o}^{2}}{2}\left(I_{z z}-I_{y y}\right) \sin \lambda \cos \lambda\left\{1-\cos 2\left[\omega_{0}\left(t-t_{o}\right)+\alpha\right]\right\}  \tag{17}\\
T_{g y}(t)=\frac{3 \omega_{0}^{2}}{2}\left(I_{z z}-I_{x x}\right) \cos \lambda \sin 2\left[\omega_{o}\left(t-t_{o}\right)+\alpha\right]  \tag{18}\\
T_{g z}(t)=\frac{-3 \omega_{o}^{2}}{2}\left(I_{y y}-I_{x x}\right) \sin \lambda \sin 2\left[\omega_{0}\left(t-t_{0}\right)+\alpha\right] \tag{19}
\end{gather*}
$$

The projected axial components of the CMG momentum vector are:

$$
\begin{align*}
& H_{C M G X}(t)=H_{C M G x}\left(t_{0}\right)-\int_{t_{0}}^{t_{T X}} T_{g x}(t) d t  \tag{20}\\
& H_{C M G Y}(t)=H_{C M G y}\left(t_{0}\right)-\int_{t_{0}}^{t_{T}}{ }_{g y}(t) d t  \tag{21}\\
& H_{C M G z}(t)=H_{C M G z}\left(t_{0}\right)-\int_{t_{0}}^{t_{G z}}(t) d t \tag{22}
\end{align*}
$$

${ }^{H_{C M G X}}\left(t_{0}\right),{ }^{H}{ }_{C M G y}\left(t_{0}\right)$, and $H_{C M G Z}\left(t_{0}\right)$ are the initial $X, Y$, and $Z$ components of the CMG momentum vector $\vec{H}_{C M G}(t)$ computed using equation 10 . For the example $X-I O P$ attitude illustrated in figure 10.2, $\mathrm{H}_{\mathrm{CMGX}}(\mathrm{t}), \mathrm{H}_{\mathrm{CMGy}}(\mathrm{t})$, and $\mathrm{H}_{\mathrm{CMGz}}(\mathrm{t})$ equal

$$
\begin{align*}
H_{C M G X}(t)= & H_{C M G x}\left(t_{o}\right)-\frac{3 \omega}{4}\left(I_{z z}-I_{y y}\right) \text { sin } \lambda \cos \lambda \\
& \left\{2 \omega_{0}\left(t-t_{0}\right)-\sin 2\left[\omega_{o}\left(t-t_{o}\right)+\alpha\right]\right. \\
& +\sin 2 \alpha\} \tag{23}
\end{align*}
$$

$$
\begin{align*}
H_{C M G y}(t)= & H_{\text {CMGy }}\left(t_{0}\right)+\frac{3 \omega_{0}}{4}\left(I_{z z}-I_{x x}\right) \cos \lambda \\
& \left\{\cos 2\left[\omega_{0}\left(t-t_{0}\right)+\alpha\right]-\cos 2 \alpha\right\}  \tag{24}\\
H_{C M G z}(t)= & H_{C M G z}\left(t_{0}\right)--_{4}^{N}\left(I_{y y}-I_{x x}\right) \sin \lambda \\
& \left\{\cos 2\left[\omega_{0}\left(t-t_{0}\right)+\alpha\right]-\cos 2 \alpha\right\} \tag{25}
\end{align*}
$$

Note that for our example, $H_{C M G x}$ is the only component of $\vec{H}_{C M G}$ that has a term whose magnitude increases with time. It is this type of an unbounded momentum term

$$
\begin{equation*}
-\left\{\frac{3 \omega_{0}^{2}}{2}\left(I_{z z}-I_{y y}\right) \sin \lambda \cos \lambda\right\}\left(t-t_{0}\right) \tag{26}
\end{equation*}
$$

that causes the CMG system to become saturated. A11 of the remaining momentum terms are sinusoidal and are therefore bounded.

For a $z$-local vertical attitude, the vehicle is spinning at the orbital rate $(\vec{\omega} \nmid 0)$ and the gravity gradient torque $\overrightarrow{\mathrm{F}}_{\mathrm{gh}}$ acting on the vehicle is ideally zero ( $\vec{T}_{g g}=0$ ) because the local vertical vector $\hat{a}$ has only a single nonzero component $a_{z}\left(a_{x}=0, a_{y}=0, a_{z}=-1\right)$. One can confirm that $\vec{T}_{g g}$ is zero for an ideal $Z-L V$ attitude by looking at the gravity gradient torque equation, equation 15 . The vehicle dynamic torque term $\vec{\omega} \times[I] \vec{\omega}$ for the two allowable $Z-L V$ attitudes, $\ddot{x}$-POP $Z-L V$ and $X$-IOP $2-L V$, is also zero because the vehicle is spinning about a principal axis. Spinning the vehicle about a principal axis means that $\vec{\omega}$ and the vehicle momentum [I] $\vec{\omega}$ are co-linear and therefore their vector cross product is zero. For any other $2-L V$ attitude, this dynamic torque term is not zero because $\vec{\omega}$ and [I] $\vec{\omega}$ are not co-1inear. For the two ideal $Z-L V$ attitudes, $X-P O P Z-L V$ and $X-I O P \quad Z-L V$, the rate of change of $\vec{H}_{C M G}$ in vehicle space, $\left(\frac{d \vec{H}_{\text {CMG }}}{d t}\right)_{v}$, as given by equation 7 reduces to

$$
\begin{equation*}
\left({\underset{\mathrm{CMC}}{\mathrm{dt}}}_{\mathrm{dt}}^{)_{v}}=-\hat{\omega}^{\hat{\omega}} \times \hat{H}_{\mathrm{CM}}\right. \tag{27}
\end{equation*}
$$

Equation 27 can be solved for $\vec{H}_{C M G}$ by using state space analyais. Let $\dot{H}_{C M G x}$, $\dot{H}_{C M G y}$, and $\dot{H}_{C M G z}$ denote the components of $\left(\frac{d \dot{H}_{C M G}}{d t}\right)_{v}$. Equation 27 can be expanded as follows

$$
\left[\begin{array}{c}
\dot{H}_{C M G x}  \tag{28}\\
\dot{H}_{C M G y} \\
\dot{H}_{C M G z}
\end{array}\right]=\left[\begin{array}{ccc}
0 & \omega_{z} & -\omega_{y} \\
-\omega_{z} & 0 & \omega_{x} \\
\omega_{y} & -\omega_{x} & 0
\end{array}\right]\left[\begin{array}{l}
\mathrm{H}_{\mathrm{CMGx}} \\
\mathrm{H}_{\mathrm{CMGy}} \\
\mathrm{H}_{\mathrm{CMGz}}
\end{array}\right]
$$

Let the above 3 by 3 matrix be denoted by $A$. To jetermine ${\underset{\mathrm{H}}{\mathrm{CMG}}}^{(t)}$, the state transition matrix $\Phi\left(t, t_{0}\right)$ must be computed. ${ }^{H}{ }_{C M G}(i)$ equals

$$
\begin{equation*}
\stackrel{\rightharpoonup}{H}_{C M G}(t)=\Phi\left(t, t_{0}\right) \vec{H}_{C M G}\left(t_{0}\right) \tag{29}
\end{equation*}
$$

where $\vec{H}_{C M C}\left(t_{o}\right)$ is the initial CMG momentum at $t$ ime $t_{o}$. The first step in computing $\Phi\left(t, t_{0}\right)$ is to determine (SI-A) where is the identity matrix and $S$ is the Laplace transform operator.

$$
I=\left[\begin{array}{lll}
1 & 0 & 0  \tag{30}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

$\Phi\left(t, t_{0}\right)$ equals

$$
\begin{equation*}
\Phi\left(t, t_{0}\right)=\mathcal{L}^{-1}(S I-A)^{-1} \tag{31}
\end{equation*}
$$

where $\mathcal{Z}^{-1}$ is the inverse Laplace transform of the inverse of of (SI-A). The inverse of (SI-A) equals

$$
(S I-A)^{-1}=\frac{1}{s\left(s^{2}+\omega_{0}^{2}\right)}\left[\begin{array}{lll}
s^{2}+\omega_{x}^{2} & \omega_{x} \omega_{y}-s \omega_{z} & \omega_{x} \omega_{z}+s \omega_{y}  \tag{32}\\
\omega_{x} \omega_{y}+s \omega_{z} & s^{2}+\omega_{y}^{2} & \omega_{y} \omega_{z}-s \omega_{x} \\
\omega_{x} \omega_{z}-s \omega_{y} & \omega_{y} \omega_{z}+s \omega_{x} & s^{2}+\omega_{y}^{2}
\end{array}\right]
$$

To demonstrate how equations 29,31 , and 32 can be used to predict the CMC; momentum profile given the CMG momentum state at time $t_{0}$, assume the vehicle is in the X-POP $2-L V$ attitude where $\omega_{y}$ and $\omega_{z}$ are zero and $\omega_{x}$ equals the orbital rate $\omega_{0}$. (SI-A) ${ }^{-1}$ reduces to

$$
(S I-A)^{-1}=\left[\begin{array}{ccc}
\frac{1}{s} & 0 & 0  \tag{33}\\
0 & \frac{s}{s^{2}+\omega_{0}^{2}} & -\frac{\omega_{0}}{s^{2}+\omega_{0}^{2}} \\
0 & \frac{\omega_{0}}{s^{2}+\omega_{0}^{2}} & \frac{s}{s^{2}+\omega_{0}^{2}}
\end{array}\right]
$$

The state transition matrix $\Phi\left(t, t_{0}\right)$ equals

$$
\Phi\left(t, t_{0}\right)=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{34}\\
0 & \cos \omega_{0}\left(t-t_{0}\right) & -\sin \omega_{0}\left(t-t_{0}\right) \\
0 & \sin \omega_{0}\left(t-t_{0}\right) & \cos \omega_{0}\left(t-t_{0}\right)
\end{array}\right]
$$

and $\overrightarrow{\mathrm{H}}_{\mathrm{CMC}}{ }^{(t)}$ equals

$$
\vec{H}_{C M G}(t)=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{35}\\
0 & \cos \omega_{0}\left(t-t_{0}\right) & -\sin \omega_{0}\left(t-t_{0}\right) \\
0 & \sin \omega_{0}\left(t-t_{0}\right) & \cos \omega_{0}\left(t-t_{0}\right)
\end{array}\right]\left[\begin{array}{c}
H_{C M G x}\left(t_{0}\right) \\
H_{C M G y}\left(t_{0}\right) \\
H_{C M G z}\left(t_{0}\right)
\end{array}\right]
$$

It should be noted that the magnitude of $\vec{H}_{C M G}(t)$ is always constant. The only reason that $\vec{H}_{C M G}(t)$ is time varying is because it is being measured in the rotating vehicle frame. If $\vec{H}_{C M G}(t)$ is transformed into an inertial coordinate system, $\left(\vec{H}_{C M G}(t)\right)_{1}$ would be time invariant. Ideally, if the vehicle is held in one of the two Shutcle Z-LV attitudes, X-POP Z-LV or X-IOP Z-LV, the magnitude of the CMG momentum would remain constant.

Figure 10.3 is a computational flow diagram for predicting the CMG momentum for $m$ future orbits based on the above analysis. This CMG momentum prediction scheme is good for only the inertial X-POP and $X$-IOP Shuttle attitudes. No prediction scheme is needed for

the ideal X-POP $2-L V$ and $X-I O P$ Z-LV attitudes since the CMG momentun viewed from an inertial frame is constant. The only way the magnitude of the CMG momentum can change is if the shuttle is perturbated away from these two ideal $2-L V$ attitudes.

Box 1 of figure 10.3 Initializes the orbit counter to zero. In box 2, the present CMG momentum state $\dot{H}_{\mathrm{CMG}}{ }_{\left(t_{0}\right)}$ is computed using the CMG gimbal angles $\delta_{1(1)}$ and $\delta_{3(1)}, 1=1, \ldots, 6$. For the CMG mounting configuration shown in figure $10.1, \vec{H}_{C M C}\left(t_{0}\right)$ is given by equation 10. Box 3 is the orbit counter indicating which orbit the following momentum profile corresponds. In box 4 , the gravity gradient torque $\overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ acting on the vehicle is computed, equation 15 . In box 5, the projected momentum profile for the $n^{\text {th }}$ orbit is determined by integrating the negative of the gravity gradient torque $-\vec{T}_{g g}$ as illustrated in equations 20 thru 22.

In box 6 , the magnitude of $\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}(\mathrm{t}),\left|\overrightarrow{\mathrm{H}}_{\mathrm{CMC}}(\mathrm{t})\right|$, is computed. The maxinum value of $\left|\vec{H}_{C M G}(t)\right|$ is stored for the $n^{\text {th }}$ orbit alono with time $t$ at which this maximum value is projected to occur. In box 7 , the maximum value of $\left|\vec{H}_{C M G}(t)\right|$ is compared with a preset momentum alert threshold $H_{A L E R T}$. A reasonable criteria for setting this threshold is to let it correspond to ninety percent of saturation. For an operational six CMG system, HALERT equals

$$
\begin{equation*}
\mathrm{H}_{\mathrm{ALERT}}=0.9(6 \mathrm{H})=5.4 \mathrm{H} \tag{36}
\end{equation*}
$$

If the maximum value of $\left|\overrightarrow{\boldsymbol{r}}_{\mathrm{CMG}}(\mathrm{t})\right|$ computed in box 6 equals or exceeds HALER' , an alert is given as illustrated in box 8 . The orbit $n$, the time $t$, and the projected value of $\left|\vec{H}_{C M G}(t)\right|$ is given. At this point, the momentum prediction scheme is terminated.

If the maximum value of $\left|\vec{H}_{C M G}(t)\right|$ computed in box 6 is less than HALERT, the prediction scheme proceeds to box 9 which checks to see if the $n^{\text {th }}$ orbit corresponds to the last orbit $m$ for which a projected momentum profile is to be computed. If $n$ equals $m$, the prediction scheme is terminated with no alert given. If $n$ is less than $m$. the initial CMG momentum vector $\vec{H}_{C M G}\left(t_{o}\right)$ is updated
using the value of $\vec{H}_{C M G}$ computed in box 5 that corresponds to the end of the $n$th orbit $\left(t=t_{0}+\frac{2 \pi}{\omega_{0}}\right)$. This momentum prediction scheme continues by proceeding back to box 3 where the momentum profile corresponding to the next orbit is computed.
10.3 Reaction Control System (RCS) CM: Desaturation Systems Two RCS CMO desaturation systems are proposel: they are:

System 1: Reaction jets attached to the vehicle are fired in such a manner as to desaturate the CMCis whille the CMCis continue to control the vehicle attitude.

System 2: The CMG system is commanded to a new momentum state with a reaction control system (RCS) assuming, attitude control. The RCS absorbs the resultant CMG torque applied to the vehicle due to the change in CMG momentum.
10.3.1 System 1: CMC: Attitude Control - The CMC system is desaturated by firing reaction fets attached to the velicie in such a manner that the resultant counteracting CMli torques will desaturate the CMC, system besides counteracting the RCS torques generated. The reason for attempting to hold vehicle attltude with the CMG system during, desaturation is in the hope that the resultant vehicle stabilization will permit experimentation during this interval. For the RCS and CMC systems used in this study, the major problem with this type of RCS desaturation is that the control authority of the baseline RCS described in table 10.1 is larger than that of the proposed CMG system. The minimum torque that the baseline RCS can generate about its three control axes is 8280 $\mathrm{ft}-\mathrm{lb}$ about the X axis and $40000 \mathrm{ft}-\mathrm{lb}$ about both the Y and 2 axes. The torque capability of the selected CMG system along each vehicle axis is $200 \mathrm{ft}-\mathrm{lb}$, section 5 . This large difference in torque capabilities makes this type of a RCS desaturation svstem difficult to implement. Two possible ways of implementing this svstem are illustrated in figure 10.4; they are:

Case A: As fllustrated in figure 10.4a, the biseline RCs is time modulated so that its average torque $T_{\text {AVE }}$ is
less than the torque capability of the CMri svstem. This average RCS torque $T_{A V E}$ is used to desaturate the
CMG system.
Case B: As shown in figure 10.4 b , a series of minimum RCS impulses are fired and the resultant moment um is absorbed by the CMG system. The time between pulses should be large

a). MODULATED RCS SYSTEM

b). PULSEID RCS SYSTEM

Figure 10.4. Potential Implementations of RCS Desaturation Syscem, System 1
enough to allow all CMG transients caused by the previous impulse to die out before the next impulse is fired. Any residual momentum left in the CMG system is removed by the modulated pulse shown in figure 10.4 b . By varying the pulse duration $t_{m}$ the amount of momentur. imparted to the vehicle can be precisely controlled. By firing a sufficient number of minimum RCS impulses and a final modulated pulse, the CMG momentum state can be changed to any desired state.

Case A: Modulated RCS Desaruration System - The problem with this modulation system is that (1) the fuel consumed by this system is high because the $\operatorname{RCS}$ is on all of the time, (2) the contanination resulting from this large fuel consumption will prevent most if not all experiments from being performed during desaturation thus, defeating the purpose of accurately stabilizing the vehicle during this interval, (3) the modulated pulse duration $t_{m}$ must be accurately controlled, and (4) the capability of obtaining high vehicle stabilization is questionable because of the transients generated by the continuous RCS alternating impulse train.

Assume that a change in CMG momentum along the $Y$ axis of $13000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ is desired and that the average RCS torque $T_{A V E}$ is $150 \mathrm{ft}-1 \mathrm{~b}$. The time $\mathrm{t}_{\mathrm{D}}$ required to produce this change in momentum is

$$
\begin{equation*}
t_{D}=\frac{\Delta H}{T_{A V E}}=\frac{13000}{150}=86.7 \text { seconds } \tag{37}
\end{equation*}
$$

The fuel consumption W.O.F., weight of fuel, required to produce this desired change in CMG momentum equals

$$
\begin{equation*}
\mathrm{W} .0 . \mathrm{F}=\frac{2 \mathrm{Ft}_{\mathrm{D}}}{\mathrm{I}_{\mathrm{SP}}}=346.8 \mathrm{lb} \tag{38}
\end{equation*}
$$

This required fuel consumption is extremely high.
To compute the modulated pulse duration $t_{m}$ needed, note that

$$
\begin{equation*}
T_{A V E}=\frac{F \ell_{y}\left(t_{m}-t_{f}\right)}{t_{m}+t_{f}} \tag{39}
\end{equation*}
$$

Solving equation 39 for $t_{m}$,

$$
\begin{equation*}
t_{m}=\frac{\left(F \ell_{y}+T_{A V E}\right)}{F \ell_{y}-T_{A V E}} t_{f} \tag{40}
\end{equation*}
$$

Subsiftuting the appropriate values of $T_{A D F}, F, \ell_{y}$, and $t_{f}$ into equation $40, t_{m}$ equals

$$
\begin{equation*}
t_{m}=\frac{(40150)(0.1)}{(39850)}=100.75 \mathrm{milliseconds} \tag{41}
\end{equation*}
$$

The difference between $t_{m}$ and the system's minimum pulse duration ${ }^{t} f$ is so small, less than one millisecond, that it is highly impractical to require the baseline RCS to have this fine a pulse regulation capability. The feasibility of a large RCS, the size of the baseline system, having this small a pulse regulation capability is highly questionable.

This modulated RCS desaturation system, Case $A$, is eliminated as a potential CMG desaturation system on the basis of its large fuel requirements and its impractical puise modulation requirements.

Case B: Pulsed RCS Desaturation System - To demonstrate how this pulsed RCS desaturation system operates, assume that a change in the CMG momentum state of $13000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ along the vehicle $Y$ axis is desired. The minimum momentum impulse bit (MIB) that the baseline RCS can impart to the $Y$ axis equals

$$
\begin{equation*}
(\mathrm{MIB})_{y}=\mathrm{Fl} \mathrm{y}_{\mathrm{f}} \mathrm{t}_{\mathrm{f}}=4000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec} \tag{42}
\end{equation*}
$$

As shown in figure 10.4 b , the first RCS impulse $\mathrm{Ft}_{\mathrm{f}}$ will result in a change in momentum of $4000 \mathrm{ft}-1 \mathrm{~b}$-sec along the Y axis. By firing these minimum impulses, a change of 3 (MIB) y or $12000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ along the $Y$ axis will result leaving a residual momentum of $1000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$. To remove this residual momentum, a modulated pulse like the one shown in figure 10.4 b is generated. The momencum imparted to the vehicle $Y$ axis due to this modulated pulse equals

$$
\begin{equation*}
H_{M O D, Y}=F \ell_{y}\left(t_{m}-t_{f}\right) \tag{43}
\end{equation*}
$$

From equation 43, the desired modulated pulse duration $t_{m}$ equals

$$
\begin{equation*}
t_{m}=\frac{H_{M O D}^{2} Y}{}+F l_{y} t_{F} \tag{44}
\end{equation*}
$$

Substituting the appropriate values of $H_{M O D, Y}(1000 f t-1 b-s e c)$, $F,{ }^{2} y$, and $t_{f}$ into equation $44, t_{m}$ equals

$$
\begin{equation*}
t_{m}=125 \text { milliseconds } \tag{45}
\end{equation*}
$$

This modulated pulse using the above value of $t_{m}$ results in the desired change of $1000 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ along the Y axis thus completing the desired CMG desaturation along this axis. Desaturation along the remaining vehicle axes is accomplished in an identical manner.

The RCS fuel required to perform this desired desaturation along the $Y$ axis equals

$$
\begin{equation*}
\text { W.0.F. }=\frac{2 F\left[\left(n_{y}+1\right) t_{f}+t_{m}\right]}{I_{B P}} \tag{46}
\end{equation*}
$$

where $n_{y}$ is number of minimum impulses $F t_{f}$ required, $n_{y}=3$. Substituting the appropriate values of $n_{y}, F, t_{f}, t_{m}$, and $I_{s p}$ in equation 46 , W.O.F. equals

$$
\begin{equation*}
\mathrm{W} .0 . \mathrm{F}=2.1 \mathrm{lb} \tag{47}
\end{equation*}
$$

This above fuel consumption is considerably less than that for the previous system, Case A.

As noted earlier, the minimum torque capability of the baseline RCS aiong each vehicle oxis is much smalier than the maximum torque capability of the CMG system. This large difference in torque capabilities means that the CMG system cannot instantaneously absorb the momentum generated by a single RCS impulse thus causing an attitude error. To compute the magnitude of this error, the following assumptions are made.
a. The CMG system is approaching saturation along one of the vehicle control axes as shown in figure 10.5a.
b. The CMC system has reached ninety-five percent of saturation.
c. The CMGs are arranged in an isogonal distribution. An isogonal distribution is one in which each CMG contributes an equal share to the total CMG momentum vector $\vec{H}_{\text {CMG }}$.
d. The CMG system is desaturated along the affected vehicle control axis shown in figure $10.5 a$ by firing the appropriate RCS thruster pair for its minimum pulsa duration $t_{f}$.
Because the CMGs are arranged in an isogonal distribution, the magnitude of the CMG momentum vector $\vec{H}_{C M G}$ equals

$$
\begin{equation*}
\left|\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}\right|=6 \mathrm{H} \cos \theta_{\mathrm{I}} \tag{48}
\end{equation*}
$$

where $\theta_{I}$ is the angle between the individual CMG wheel momentums and $\vec{H}_{C M G}$ as illustrated in figure 10.5a. For a ninety-five percent saturated system,
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$$
\cos \theta_{I}=0.95
$$

or

$$
\begin{equation*}
\theta_{I}=18 \text { degrees } \tag{49}
\end{equation*}
$$

As illustrated in figure 10.5 b , a RCS desaturetion torque $\vec{T}_{\text {RCS }}$ along the vehicle control axis is generated causing the CMG system to produce a counteracting torque $\vec{T}_{C M G}$ in the opposite direction. Note that a double gimbal CMC can generate a torque only in the plane perpendicular to its wheel momentum $\vec{H}$. For the isogonal CMG orientation shown in figure 10.5 a , the maximum magnitude of $\overrightarrow{\mathrm{T}}_{\text {CMG }}$ that can be generated along or opposite the affected control axis equals

$$
\begin{equation*}
\left|\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}\right|_{\max }=6 \mathrm{~T}_{\max } \sin \theta_{I} \tag{50}
\end{equation*}
$$

where $T_{\max }$ is the maximum torque that an individual CMG can generate in the plane perpendicuiar to its rotor $\vec{H}$. The maximum torque capability $T_{\text {max }}$ for the CMGs selected in section 6 is $122 \mathrm{ft}-1 \mathrm{~b}$ thus, the corresponding value of $\left|\vec{T}_{C M G}\right|_{\max }$ equals

$$
\begin{equation*}
\left|\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}\right|_{\max }=6(122) \sin \left(18^{\circ}\right)=226 \mathrm{ft}-1 \mathrm{~b} \tag{51}
\end{equation*}
$$

The above value of $\left|\vec{T}_{C M G}\right|_{\max }$ will increase as the CMG system is desaturated because the angle $\theta_{I}$ will increase. For this analysis, the magnitude of the CMG torque $\vec{T}_{\text {CMG }}$ generated due to the RCS desaturation torque $\overrightarrow{\mathrm{T}}_{\text {RCS }}$ is assumed to be constant and equal to the above value of $\left|\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}\right|_{\max }$ given in equation 50 .

Contained in figure 10.6 are sketches of the RCS desaturation torque profile $\vec{T}_{\text {RCS }}$, the resultant CMG torque profile $\vec{T}_{C M G}$, and the corresponding vehicle angular acceleration $\alpha$, velocity $\omega$, and position $\theta$ time histories generated by these torque profiles. The equations of motion governing $\alpha, \omega$, and $\theta$ are:

$$
\begin{equation*}
\vec{\alpha}=\frac{\left(\vec{T}_{R C S}+\vec{T}_{C M G}\right)}{[I]} \tag{52}
\end{equation*}
$$
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$$
\begin{align*}
& \vec{\omega}=\int_{C}^{t} d d t=\frac{1}{[I]} \int_{0}^{t}\left(\vec{T}_{R C S}+\vec{T}_{C M C}\right) d t  \tag{53}\\
& \vec{\theta}=\int_{0}^{t} \vec{\omega} d t=\frac{1}{[I]} \int_{0}^{t}\left(\vec{T}_{R C S}+\vec{T}_{C M G}\right) d t d t \tag{54}
\end{align*}
$$

where [I] is the vehicle inertia tensor.
Assume that the CMG system is approaching saturation along the $X$ axis. At time $t_{1}$, the angular velocity $\omega_{x}$ goes through zero and $\theta$, the axial angular displacement, is a maximum $\|_{\text {max }}$. Frum equations 53, time $t_{1}$, can be computed by solving the following relaship.

$$
\begin{equation*}
\omega_{x}=\frac{1}{I_{x x}}\left\{\int_{0}^{t_{f}} T_{R C S}, x{ }^{d t-\int_{0}^{t}}\left|\vec{T}_{C M G}\right|_{\max } d t\right\}=0 \tag{55}
\end{equation*}
$$

$T_{R C S}, x$ is the torque generated due to firing the $X$ axis RCS thruster pair; $T_{R C S}, x$ equals

$$
\begin{equation*}
\mathrm{T}_{\mathrm{RCS}, \mathrm{x}}=\mathrm{Fl} \mathrm{x}=8280 \mathrm{ft}-1 \mathrm{~b} \tag{56}
\end{equation*}
$$

Substituting the appropriate values of $I_{x x}, t_{f}, T_{R C S}, x$, and $\left|\vec{T}_{C M G}\right|_{\max }$ into equation 55 , time $t_{1}$ equals

$$
\begin{equation*}
t_{1}=3.67 \text { seconds } \tag{57}
\end{equation*}
$$

The maximum angular displacement of the axis occurs at $t_{1}$ and equals

$$
\begin{align*}
\theta_{\max , x} & =\frac{1}{I_{x x}}\left[\int_{0}^{t}\left(\dot{T}_{R C S}+\vec{T}_{C M G}\right) d t d t\right]  \tag{58}\\
& =1.42 \times 10^{-3} \text { radian or } 4.9 \text { arc-minutes }
\end{align*}
$$

At time $t_{2}, \theta_{x}$ equals $0.5 \theta_{\max , x}$. Utilizing equation $54, t_{2}$ equals

$$
\begin{align*}
0.50_{\max , x} & =\frac{1}{I_{x x}}\left[\iint_{2}^{t_{2}}\left(\overrightarrow{\mathrm{~T}}_{\mathrm{RCS}}+\overrightarrow{\mathrm{T}}_{\mathrm{CMG}}\right) \mathrm{dtdt}\right] \\
\mathrm{t}_{2} & =7.29 \text { seconds } \tag{59}
\end{align*}
$$

At time $t_{3}$, the transient is assumed to have been damped out and $y_{x}$ equalis zero. Using equation $54, t_{3}$ equals

$$
\begin{gather*}
\frac{1}{I_{x x}}\left[\iint_{0}^{t_{3}}\left(\vec{T}_{R C S}+\vec{T}_{C M G}\right) d t d t\right]=0 \\
t_{3}=10.91 \text { seconds } \tag{60}
\end{gather*}
$$

Performing the above analysis for the $y$ and $Z$ axes, the corresponding values of $t_{1}, t_{2}, t_{3}$, and $\theta_{\text {max }}$ equal

Y axis: $t_{1}=17.6$ seconds
$t_{2}=35.2$ seconds
$\mathrm{t}_{3}=52.8$ seconds
$\theta_{\max , \mathrm{y}}=4.25 \times 10^{-3} \mathrm{rad}$ or 14.6 min
2 axis: $t_{1}=17.6$ seconds
$t_{2}=35.2$ seconds
$t_{3}=52.8$ seconds
$\theta_{\max , 2}=4.08 \times 10^{-3} \mathrm{rad}$ or 14.0 min
This analysis corresponds to a worst case analysis since the CMG system is desaturated along the direction of smallest CMC, torque capability, the direction of $\vec{H}_{C M G}$. From this analysis, the maximum attitude errors generated by firing the appropriate RCS thruster pair for a minimum pulse duration are less than a 0.1 degree for the $X$ axis and approximately 0.25 degrees for both the $Y$ and $Z$ axes. For all experiments that have a relatively high stabilization requirement, these attitude errors would be excessive and would prevent experimentation during this desaturation inteinal. A major problem with this system is that firing a minimum RCS implise causes the CMG system to be turned hard on in an attempt to conpensate for the resultant large RCS torques produced. This turning the CMGs hard on could result in excessive CMG wear particularly to the individual CMG gear trains. Because this RCS desaturation system cannot meet the high degree of vehicle stabilization desired and because of the excessive CMG wear that can result, this system is not recomended.

Alternative to the RCS Desaturation Systems, Cases
A and B - An additional low torque RCS system could be added to the vehicle for the purpose of desaturating the CMC, system. The control authority of this RCS system would have to be less than that of the CMC system. This system would be turned on and off graduatly as shown in figure 10.7 in order to minimize attitude errors due to transients introduced by this RCS system. A thruster pair would remain on until the desired change in CMG momentum along its control axis has been reached. A representative value for the maximum torque capability of this RCS system would be approximately $100 \mathrm{ft}-1 \mathrm{~b}$. Most of the high stabilization requirements imposed on the vehicle by its experiments could be met while this RCS desaturation system is operating. The major drawback to this system is that an additional system is added to the vehicle with only one function that of desaturating the CMG system.
10.3.2 System 2: RCS Attitude Control - This RCS desaturation system transfers attitude control from the CMG system to the baseline RCS system. With the baseline RCS controlling vehicle attitude, the CMG system is commanded to its desired momentum state. Because the baseline RCS stabilization capability is much less than that of the CMG system, this system precludes the possibility of performing any experimentation during the desaturation interval that requires a high degrea of stabilization. This loss in experimentation capability during the desaturation interval is not a major drawback since neither of the two previously described RCS desaturation systems utilizing the baseline RCS would permit experimentation during this period either.

To demonstrate how this system operates, assume that a change in CMG momentum of $13000 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ along the vehicle $Y$ axis is desired. Assume that the rate of change of the $Y$ axis CMG momentum state $T_{C M G}$ is $150 \mathrm{ft}-\mathrm{lb}$. To produce the desired momentum change along the $Y$ axis $\Delta H_{y}$, this CMG torque $T_{C M G}$ must last for $t_{D}$ seconds where $t_{D}$ equals

$$
\begin{equation*}
t_{D}=\frac{\Delta H}{T_{C M G}}=\frac{13}{150} \frac{000}{50}=86.67 \text { seconds } \tag{61}
\end{equation*}
$$

After $t_{D}$ seconds, the CMG system will be in its desired momentum state.

A RCS thruster pair is commanded to fire when the $1^{\text {th }}$ vehicle axis impinges on one of the attitude deadband limits. Assume that the RCS firing logic is governed by the following rate plus position law.
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Figure 10.7. Alternative Implementation RCS Desaturation System, system 1

$$
\begin{equation*}
\left|K_{R 1} \cdot w_{i}+K_{P_{1}} \theta_{i}\right|=E \quad(i=x, y, z) \tag{62}
\end{equation*}
$$

E is a positive constant scalar that corresponds to the RCS attitude deadband limit. For the $Y$ axis, assume that $K_{R}, K_{P}$ and $E$ have the following values.

$$
\begin{gather*}
\mathrm{K}_{\mathrm{Ry}}-1 \text { second }  \tag{63}\\
\mathrm{K}_{\mathrm{Py}}=1  \tag{64}\\
\mathrm{E}=0.5 \text { degree } \tag{65}
\end{gather*}
$$

These values of $E, K_{T y}$, and $K_{P y}$ correspond to a +0.5 degree RCS attitude deadband.

At time $t$ equal to zero, the transfer from CMG to RCS attitude control has been accomplished and the CMG torque $T_{\text {CMG }}$ is applied to the $Y$ axis. Assume that initial $Y$ axis angular rate $\omega_{y}(0)$ and position $\theta_{y}(0)$ at $t$ equal to zero are:

$$
\begin{align*}
& \omega_{y}(0)=0  \tag{66}\\
& \theta_{y}(0)=0 \tag{67}
\end{align*}
$$

The CMG torque $T_{\text {CMG }}$ will accelerate the vehicle $Y$ axis towards one of its attitude deadband limits defined by equation 62. Assume that the sign of $T_{C M G}$ is positive; the resultant $Y$ axis angular acceleration $\alpha_{y}$ equals

$$
\begin{equation*}
\alpha_{y}=\frac{T_{C M G}}{I_{y y}}(57.3 \mathrm{deg} / \mathrm{rad})=1.047 \times 10^{-3} \mathrm{deg} / \mathrm{sec}^{2} \tag{68}
\end{equation*}
$$

As the $Y$ axis is accelerated towards its upper attitude deadband, $\omega_{y}(t)$ and $\theta_{y}(t)$ equal

$$
\begin{gather*}
\omega_{y}(t)=\alpha_{y} t+\omega_{y}(0) \operatorname{deg} / \mathrm{sec}  \tag{69}\\
\theta_{y}(t)=\frac{\alpha_{y} t^{2}}{2}+\omega_{y}(0) t+\theta_{y}(0) \operatorname{deg} \tag{70}
\end{gather*}
$$

At :ime $t_{1}$, the RCS firing logic equation, equation 62 , will be satisfled and an appropriate RCS thruster pair will be fired
accelerating the $Y$ axis away from the deadband limit. Substituting the above expressicns for $\omega_{y}\left(t_{1}\right)$ and $\theta_{y}\left(t_{1}\right)$ and the appropriate values of $K_{R y}, K_{P y}$, and $E$ into equation 62 ,

$$
\left|\omega_{y}\left(t_{1}\right)+\theta_{y}\left(t_{1}\right)\right|=0.5
$$

or

$$
\begin{equation*}
1.047 \times 10^{-3} t_{1}+0.5235 \times 10^{-3} \mathrm{t}_{1}^{2}-0.5=0 \tag{71}
\end{equation*}
$$

Solving for $t_{1}, t_{1}$ equals

$$
\begin{equation*}
\mathrm{t}_{1}=29.92 \text { seconds } \tag{72}
\end{equation*}
$$

Substituting the above value of $t_{1}$ into equation 69 and 70 , $\omega_{y}\left(t_{1}\right)$ and $\theta_{y}\left(t_{1}\right)$ equal

$$
\begin{align*}
& \omega_{y}\left(t_{1}\right)=0.0313 \mathrm{deg} / \mathrm{sec}  \tag{73}\\
& \theta_{y}\left(t_{1}\right)=0.4687 \text { degree } \tag{74}
\end{align*}
$$

Assume that the momentum produced by firing the appropriate RCS thruster pair is instantaneously applied to the vehicle and results in a change of axial velocity $\omega_{y}$. This change in velocity $\Delta w_{y}$ due to firing the RCS pair for its minimum time duration $t_{f}$ equals

$$
\begin{equation*}
\Delta \omega_{y}=\frac{F \ell_{y} t^{\prime}}{I_{y y}}(57.3 \mathrm{deg} / \mathrm{rad})=0.0279 \mathrm{deg} / \mathrm{sec} \tag{75}
\end{equation*}
$$

At time $t_{1}^{-}$, just after the appropriate $R C S$ thruster pair has been fired, $\omega\left(t_{1}^{-}\right)$and $\theta\left(t_{1}^{-}\right)$equal

$$
\begin{gather*}
\omega\left(t_{1}^{-}\right)=\omega\left(t_{1}\right)-\Delta \omega_{y}=0.0034 \mathrm{deg} / \mathrm{sec}  \tag{76}\\
\theta\left(t_{1}^{-}\right)=\theta\left(t_{1}\right)=0.4687 \text { degree } \tag{77}
\end{gather*}
$$

Note that angular rate $\omega_{y}\left(t_{1}^{-}\right)$is still positive meaning that the minimum momentum impulse bit (MIB)y was not large enough to change the sign of $\omega_{y}$. The CMG torque $T_{C M G}$ will continue to accelerate the $Y$ axis towards its upper deadband $11 m 1 t,+\theta_{0} \omega_{y}(t)$ and $\theta_{y}(t)$ equal

$$
\begin{gather*}
\omega_{y}(t)=\alpha_{y}\left(t-t_{1}\right)+\omega_{y}\left(t_{1}^{-}\right) \text {for } t>t_{1}  \tag{78}\\
\theta_{y}(t)=\frac{\alpha_{y}\left(t-t_{1}\right)^{2}}{2}+\omega_{y}\left(t_{1}^{-}\right)\left(t-t_{1}\right)+\theta_{y}\left(t_{1}^{-}\right) \text {for } t>t_{1} \tag{79}
\end{gather*}
$$

At time $t_{2}$, the RCS firing logic equation will be satisfied once more and an appropriate RCS thruster pair will be fired again accelerating the $Y$ axis away from its attitude deadband. Substituting $\omega_{y}\left(t_{2}\right)$ and $\theta_{y}\left(t_{2}\right)$ into equation 62 ,

$$
\left|\omega_{y}\left(t_{2}\right)+0_{y}\left(t_{2}\right)\right|-0.5
$$

or

$$
\begin{equation*}
0.5235 \times 10^{-3}\left(t_{2}-t_{1}\right)^{2}+4.455 \times 10^{-3}\left(t_{2}-t_{1}\right)-27.92 \times 10^{-3}=0 \tag{80}
\end{equation*}
$$

Solving equation $\left.80,\left(t_{2}{ }^{-t}\right)_{1}\right)$ equals

$$
\begin{equation*}
t_{2}-t_{1}=4.20 \text { seconds } \tag{81}
\end{equation*}
$$

Time $t_{2}$ equals

$$
\begin{equation*}
t_{2}=t_{1}+4.20=34.12 \text { seconds } \tag{82}
\end{equation*}
$$

Substituting $t_{2}$ into equations 78 and $79, \omega_{y}\left(t_{2}\right)$ and $\theta_{y}\left(t_{2}\right)$ equal

$$
\begin{align*}
& \omega_{y}\left(t_{2}\right)=+0.0078 \mathrm{deg} / \mathrm{sec}  \tag{83}\\
& \theta_{y}\left(t_{2}\right)=0.4922 \text { degree } \tag{84}
\end{align*}
$$

At time $t_{2}^{-}$, the appropriate RCS thruster pair has been fired and $\omega_{y}\left(t_{2}^{-}\right)$and $\theta_{y}\left(t_{2}^{-}\right)$equal

$$
\begin{gather*}
\omega_{y}\left(t_{2}^{-}\right)=\omega_{y}\left(t_{2}\right)-\Delta \omega_{y}=-0.0201 \mathrm{deg} / \mathrm{sec}  \tag{85}\\
\theta_{y}\left(t_{2}^{-}\right)=\theta_{y}\left(t_{2}\right)=0.4922 \text { degree } \tag{86}
\end{gather*}
$$

For $t$ greater than $t_{2}, \omega_{y}(t)$ and $\theta_{y}(t)$ equal

$$
\begin{equation*}
\omega_{y}(t)=\alpha_{y}\left(t-t_{2}\right)+w_{y}\left(t_{2}^{-}\right) \text {for } t>t_{2} \tag{87}
\end{equation*}
$$

$$
\begin{equation*}
\theta_{y}(t)=\frac{\alpha_{y}\left(t-t_{2}\right)^{2}}{2}+w_{y}\left(t_{2}^{-}\right)\left(t-t_{2}\right)+\theta_{y}\left(t_{2}\right) \text { for } t>t_{2} \tag{88}
\end{equation*}
$$

At time $t_{2}^{-}, \omega_{y}$ is negative indicating that the $Y$ axis is moving away from the upper deadband limit $+\theta_{0}$. The CMG torque $T_{\text {CMG }}$ acting on the $Y$ axis decelerates this motion and at time $t_{3}$, the $Y$ axis starts back towards its upper attitude deadband limit. At time $t_{3}$, the $Y$ axis velocity $w_{y}$ is zero. Substituting $t_{3}$ for $t$ into equation 87 and setting the resulting expression to zero

$$
\begin{equation*}
\alpha_{y}\left(t_{3}-t_{2}\right)+w_{y}\left(t_{2}^{-}\right)=0 \tag{89}
\end{equation*}
$$

or

$$
\begin{equation*}
1.047 \times 10^{-3}\left(t_{3}-t_{2}\right)-0.0201=0 \tag{90}
\end{equation*}
$$

Solving for $t_{3}{ }^{-t}$,

$$
\begin{equation*}
t_{3}-t_{2}=19.21 \text { seconds } \tag{91}
\end{equation*}
$$

$t_{3}$ equals

$$
\begin{equation*}
t_{3}=t_{2}+19.21=53.33 \text { seconds } \tag{92}
\end{equation*}
$$

From equation 88 , the corresponding value of $\theta_{y}\left(t_{3}\right)$ equals

$$
\begin{equation*}
\theta_{y}\left(t_{3}\right)=0.2990 \text { degree } \tag{93}
\end{equation*}
$$

At time $t_{4}$, the state of the $Y$ axis $\left(\omega_{y}, \theta_{y}\right)$ will once again ratisfy the RCS firing logic and another minimum RCS impulse will result sending the $Y$ axis away from its upper deadband limit. Substituting $\omega_{y}\left(t_{4}\right)$ and $\theta_{y}\left(t_{4}\right)$ into equation 62 , the RCS firing logic equals

$$
\left|\omega_{y}\left(t_{4}\right)+\theta_{y}\left(t_{4}\right)\right|-0.5=0
$$

or

$$
\begin{equation*}
0.5235\left(t_{4}-t_{2}\right)^{2}-19.1 \times 10^{-3}\left(t_{4}-t_{2}\right)-27.9 \times 10^{-3}=0 \tag{94}
\end{equation*}
$$

Solving for $t_{4}$,

$$
t_{4}-t_{2}=37.88 \text { seconds }
$$

or

$$
\begin{equation*}
t_{4}=t_{2}+37.88=72.00 \text { seconds } \tag{95}
\end{equation*}
$$

Substituting $t_{4}$ into equations 87 and $88, \omega_{y}\left(t_{4}\right)$ and $\theta_{y}\left(t_{4}\right)$ equal

$$
\begin{align*}
& \omega_{y}\left(t_{4}\right)=0.0195 \mathrm{deg} / \mathrm{sec}  \tag{96}\\
& \theta_{y}\left(t_{4}\right)=0.4805 \text { degree } \tag{97}
\end{align*}
$$

At time $t_{4}^{-}, \omega_{y}\left(t_{4}^{-}\right)$and $\theta_{y}\left(t_{4}^{-}\right)$equal

$$
\begin{gather*}
\omega_{y}\left(t_{4}^{-}\right)=\omega_{y}\left(t_{4}\right)-\Delta \omega_{y}=-0.0084 \mathrm{deg} / \mathrm{sec}  \tag{98}\\
\theta_{y}\left(t_{4}^{-}\right)=\theta_{y}\left(t_{4}\right)=0.4805 \text { degree } \tag{99}
\end{gather*}
$$

For $t$ greater than $t_{4}, \omega_{y}(t)$ and $\theta_{y}(t)$ equal

$$
\begin{gather*}
\omega_{y}(t)-\alpha_{y}\left(t-t_{4}\right)+\omega_{y}\left(t_{4}^{-}\right) \text {for } t>t_{4}  \tag{100}\\
\theta_{y}(t)=\frac{\alpha_{y}\left(t-t_{4}\right)^{2}}{2}+\omega_{y}\left(t_{4}^{-}\right)\left(t-t_{4}\right)+\theta_{y}\left(t_{4}^{-}\right) \text {for } t>t_{4} \tag{101}
\end{gather*}
$$

At time $t_{4}^{-}, \omega_{y}$ is again negative meaning that the $Y$ axis is traveling away from the upper deadband limit ${ }^{+} \theta_{0}$. At time $t_{5}$, the $Y$ axis velocity $\omega_{y}$ is zero and the $Y$ axis starts moving back towards $+\theta_{0}$. Substituting $t_{5}$ for $t$ and setting equation 100 equal to zero, $t_{5}$ equals

$$
\begin{gather*}
1.047 \times 10^{-3}\left(t_{5}-t_{4}\right)-0.0084=0 \\
\left(t_{5}-t_{4}\right)=8.04 \text { seconds } \\
t_{5}=t_{4}+8.04=80.04 \text { seconds } \tag{102}
\end{gather*}
$$

Substituting $t_{5}$ into equation $101, \theta_{y}\left(t_{5}\right)$ equals

$$
\begin{equation*}
\theta_{y}\left(t_{5}\right)=0.4467 \text { degree } \tag{103}
\end{equation*}
$$

Note that at equal to 86.67 seconds, $T_{C M G}$ becomes zero and the CMG system is at its desired momentum state. Substituting $t$ equal to 86.67 seconds into equation 100 and $101, \theta_{y}$ and $w_{y}$ equal

$$
\begin{align*}
& \omega_{y}(86.67)=0.0070 \mathrm{deg} / \mathrm{sec}  \tag{104}\\
& \theta_{y}(86.67)=0.4700 \text { degree } \tag{105}
\end{align*}
$$

For $t$ greater than 86.67 seconds, $T_{C M G}$ is zero and will no longer accelerate the $Y$ axis towards its upper RCS deadband limit $+\theta_{0}$. But since $\omega_{y}$ at this time has a positive sign, the $Y$ axis will continue to travel towards $+\theta_{0}$; when it reaches $+\theta_{0}$, the RCS will fire a minimum impulse sending the $Y$ axis away from $+\theta_{0}$. For time $t$ greater than 86.67 seconds, $\omega_{y}(t)$ and $\theta_{y}(t)$ equal

$$
\begin{align*}
& \omega_{y}(t)=\omega_{y}(86.67) \text { for } t>86.67 \text { seconds }  \tag{106}\\
& \Theta_{y}(t)=\left[\omega_{y}(86.67)\right](t-86.67)+{ }_{y}(86.67) \text { for } t>86.67 \mathrm{sec} \tag{107}
\end{align*}
$$

At time $t_{6}$, the state of the $Y$ axis satisfies the RCS firing logic, equation 62 . Using equations 106 and 107 , substitute $\omega_{y}\left(t_{6}\right)$ and $\theta_{y}\left(t_{6}\right)$ into equation 62.

$$
\begin{equation*}
\left|\omega_{y}\left(t_{6}\right)+\theta_{y}\left(t_{6}\right)\right|-0.5=0 \tag{108}
\end{equation*}
$$

Solving equation 108 for $t_{6}$,

$$
\begin{equation*}
\mathrm{t}_{6}=89.96 \text { seconds } \tag{109}
\end{equation*}
$$

$\omega_{y}\left(t_{6}\right)$ and $e_{y}\left(t_{6}\right)$ equal

$$
\begin{align*}
& \omega_{y}\left(t_{6}\right)=0.0070 \mathrm{deg} / \mathrm{sec}  \tag{110}\\
& \theta_{y}\left(t_{6}\right)=0.4930 \mathrm{degree} \tag{111}
\end{align*}
$$

At time $\mathrm{t}_{6}^{-}$, the RCS has fired sending the $Y$ axis away from ${ }^{+} \theta_{0}$ et a constant rate $\omega_{y}\left(t_{6}^{-}\right) . \omega_{y}\left(t_{6}^{-}\right)$and $\theta_{y}\left(t_{6}^{-}\right)$equal

$$
\begin{gather*}
\omega_{y}\left(t_{6}^{-}\right)-\omega_{y}\left(t_{6}\right)-\Delta \omega_{y}=-0.0209 \text { deg/second }  \tag{112}\\
\theta_{y}\left(t_{6}^{-}\right)=\theta_{y}\left(t_{6}\right)=0.4930 \text { degree } \tag{113}
\end{gather*}
$$

For time $t$ greater than $t_{6}, \omega_{y}(t)$ and $\theta_{y}(t)$ equal

$$
\begin{gather*}
\omega_{y}(t)=\omega_{y}\left(t_{6}^{-}\right) \text {deg/sec for } t t_{6}  \tag{114}\\
\theta_{y}(t)=\left[\omega_{y}\left(t_{6}^{-}\right)\right]\left(t-t_{6}\right)+\theta_{y}\left(t_{6}^{-}\right) \text {degree for } t>t_{6} \tag{115}
\end{gather*}
$$

The baseline RCS has fired four minimum impulses $\mathrm{Ft}_{\mathrm{f}}$ introducing four minimum momentum impulse bits (MIB) y to the system. Four (MIB) ${ }_{y}^{\prime}$ 's correspond to a momentum of $16000 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$; this value of momentum exceeds the desired change in momentum of 13000 $\mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ by $3000 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$. This additional momentum, 3000 ft-lb-sec, must be removed from the system. As the $Y$ axis passes through an angular displacement $\theta$ of zero, a modulated pulse, like the one discribed for system 1 , Case $B$, is fired absorbing this additional momentum. Figure 10.8 is a sketch of this modulated pulse. Firing this modulated pulse causes the net change in momentum along the $Y$ axis to equal the desired change of $13000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$. The modulated pulse duration $t_{m}$ is computed using equation 44 where $H_{M O D, y}$ equals $3000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}, \mathrm{t}_{\mathrm{m}}$ equals

$$
\begin{equation*}
t_{m}=\frac{H_{M O D, y}+F \ell_{y} t^{t}}{F \ell}=175 \text { milliseconds } \tag{116}
\end{equation*}
$$

At time $t_{7}, \theta_{y}$ passes through zero and the modulated pulse is fired. Substituting $t_{7}$ for $t$ and setting equation 115 equal to zero, $t_{7}$ equals

$$
\begin{gather*}
{\left[\omega_{y}\left(t_{6}^{-}\right)\right]\left(t_{7}-t_{6}\right)+\theta_{y}\left(t_{6}^{-}\right)=0_{0}} \\
\left(t_{7}-t_{6}\right)=23.59 \\
t_{7}=t_{6}+23.59=113.55 \text { se :onds } \tag{117}
\end{gather*}
$$

At time $t_{j}^{-}$, just after the modulated yulse has been fired, $\omega_{y}\left(t_{7}^{-}\right)$and $\theta_{y}\left(t_{7}^{-}\right)$equal

$$
\begin{align*}
& \omega_{y}\left(t_{7}^{-}\right)=0 \text { for } t>t_{7}  \tag{118}\\
& \theta_{y}\left(t_{7}^{-}\right)=0 \text { for } t>t_{7} \tag{119}
\end{align*}
$$



Figure 10.8. Sketch of RCS Desaturation System, System 2 Modulated Pulse

The desired desaturation along the $Y$ axis is completed and it takes slightly less than two minutes to perform. Figure 10.9 is the corresponding phase plane describing the time history of $\omega_{y}(t)$ versus $\theta_{y}(t)$ during these two minutes.

The amount of fuel $W$. O.F. required to perform this desired $13000 \mathrm{ft}-1 \mathrm{~b}-8 \mathrm{ec}$ change in the CMG momentum state along the $Y$ axis is given by equation 46 where $n_{y}$, the number of minimum impulse firings, equals four. W.O.F. eqials

$$
\begin{equation*}
\text { W.O.F. }=\frac{2 \mathrm{~F}\left[\left(\mathrm{n}_{\mathrm{y}}+1\right) \mathrm{t}_{\mathrm{f}}+\mathrm{t}_{\mathrm{m}}\right]}{\mathrm{I}_{\mathrm{sp}}}=2.7 \mathrm{lb} \tag{120}
\end{equation*}
$$

This RCS desaturation system, system 2 , expends 0.6 pounds more fuel than system 1, Case B for the same change in CMG momentum, but unlike system 1, Case B it performs the desired desaturation without resulting in excessive CMG wear.
10.3.3 Comparison of RCS CMC Desaturation Systems - Three RCS CMG desaturation systems utilizing the Shuttle baseline RCS system have been proposed. The systems are denoted as system 1 Case $A$ and Case B and system 2. Both system 1 Cases A and B attempt to hold the attitude of the vehicle using the CMC system. The rationale behind this method is that by accurately stabilizing the vehicle with the CMG system during desaturation, experimentation can presumably continue during this interval. Both systems, Cases A and B fire the baseline RCS in such a manner that the resultant RCS torques generated will desaturate the CMG system. Case A attempts to time modulate a RCS pulse train of both positive and negative pulses in such a fashion that the average resultant RCS torque generated is less than the torque capability of the CMG system. Case B desaturates the CMG system by imparting a number of minimum RCS impulses to the vehicle and then allowing the CMG system to absorb the resultant momentum produced. System 2 transfers attitude control from the CMG system to the baseline RCS and then commands the CMGs to the desired CMG momentum state. The resultant CMC torques that are generated due to the change in CMG momentum state are absorbed by the RCS. The use of system 2 precludes the continuation of most experiments with relatively high vehicie stabilization requirements during desaturation since the vehicle stabilization capability is limited to that attainable by the baseline RCS.

Listed in table 10.2 are the advantages and disadvantages of the three proposed systens. The major disadvantage of system 1 Case $A$ is that its fuel consumption is extremely large and is a

Figure 10.9. System 2: Phase Plane $\omega_{y}(t)$ Versus $\theta_{y}(t)$
Table 10.2. Advantages and Disadvantages of RCS Desaturation Systems
System 1 and 2

severe source of experiment contamination. The major problem with system 1 Case $B$ is that firing a minimum RCS impulse produces such a large torque that it saturates the CMG system from a torque standpoint causing excessive CMC, wear particularly to the individual CMG gear trains. Meeting the experiment vehicle stabilization requirementa during desaturation with either Case A or B is extremely doubtful since the control authority of the baseline RCS is much larger than that of the CMC; system. System 2 does not attemp to accurately stabilize the vehicle during desaturation, but neither can system 1 Cases A or B. It does not have the CMG wear problem of Case $B$ and its RCS fuel consumption rate is relatively low unlike Case A. System 2 can also be easily implemented. The recommended RCS desaturation system is system 2.
10.3.4 Recommended RCS CMC Desaturation Signal Flow Diagram Figure 10.10 is a signal flow diagram corresponding to the recommended RCS desaturation system, system 2. This CMG desaturation system can be initiated by either a manual, a programmed, or an automatic command. The CMG system is automatically desaturated whenever the magnitude of the CMG momentum vector $\vec{H}_{C M G}$ exceeds a preset value $H_{M A X}$. A reasonable value for $\mathrm{H}_{\text {MAX }}$ is ninety-five percent of saturation. For an operational six CM; system, HMAX using the above criteria equals

$$
\begin{equation*}
\mathrm{H}_{\mathrm{MAX}}=0.95(6 \mathrm{H})=5.7 \mathrm{H} \tag{121}
\end{equation*}
$$

where $H$ is the magnitude of the individual CMC, wheel momentum.
In box 1 of the signal flow diagram, the CMG momentum vector $\vec{H}_{\mathrm{CIG}}$ is computed using the CMG gimbal angles $\delta_{1(1)} \stackrel{\text { and }}{\rightarrow} \delta_{3(1)}$. The system then goes onto box 2 where the magnitude of $\vec{H}_{C M C}$ is computed. In box 3 , the magnitude of $\vec{H}_{C M C}$ is compared with $H_{M A X}$. If the magnitude of $\overrightarrow{\mathrm{k}}_{\mathrm{CMG}}$ is less than $\mathrm{H}_{\mathrm{MAX}}$, the system recycles back to box 1. If the magnitude of $\vec{u}_{C M G}$ equals or exceeds $H_{M A X}$, the CMG system is approaching saturation and the logic flow proceeds to box 4 where the process of desaturating the CMGs is started.


At box 4, CMG desaturation is initiated efther automatically ae described above or by a manual or programmed CMC desaturation comand. In box 4 , vehicle attitude control is transfered from CMG control to the baseline RCS control system. The CMG torque command $\vec{T}_{\text {COM }}$ generated by the CMG vehicle control law is zeroed. After this transfer has been completed, the desaturation system proceeds onto box 5 where the CMG momentum vector $\vec{H}_{\text {CMG }}$ is recomputed.

In box 6, the desired change in the CMG momentum state $\triangle \vec{H}_{C M G}$ is computed. The system then proceeds onto box 7 where the CMG torque command $\vec{T}_{C O M}(D)$ that will produce the desired change in $\vec{H}_{C M C}$ is computed. $\vec{T}_{C O M}$ ( $D$ ) equals

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{COM}} \text { (D) } \frac{\Delta \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}}{\Delta \mathrm{~T}_{1}} \tag{122}
\end{equation*}
$$

where $\Delta T_{1}$ is a preset time interval corresponding to the length of time the torque command $\vec{T}_{C O M}{ }^{(D)}$ is to be applied to the CMG sysţem. The value of $\Delta T$ should be picked so that the magnitude of $\vec{T}_{\text {COM }}$ (D) does not excetd the CMG system torque capability along $\vec{T}_{C O M}{ }^{(D)}$. This torque command $\vec{T}_{C O M}{ }^{(D)}$ is inputted to box 8 of the logic flow where the appropriate CMG gimbal rate commands $\dot{j}_{1(1)}$ and $\delta_{3(1)}$ are generated in accordance with the CMG control law and singularity avoidance scheme. After $\Delta T_{1}$ seconds, the corque command $\dot{T}_{C O M}{ }^{(D)}$ is zeroed and the system proceeds onto box 9. In box 9, the modulated RCS pulse commands that will remove any residual momentum left in the system as the affected control axes pass through their zero angular displacement are generated. The system then proceeds onto box 10 where the transfer from RCS to CMG attitude control is reinitiated. After CMG attitude control is re-established, the logic flow recycles back to box 1 .

Instead of computing a CMG torque command $\overrightarrow{\mathrm{T}}_{\mathrm{COM}}{ }^{(D)}$, an alternative meth od of laplementing this RCS desaturation system is to drive the CMG gimials to a predetermined CMG gimbal orientation
$\delta_{1(1)}$ and $\delta_{3(1)}$. This alternative method would by-pass the CMC control law and singularity avoidance scheme; it would command each gimbal to move at its maximum safe rate until its desired CMG gimbal angle had been achieved. The previous method described that of computing a CMG torque command $\vec{T}_{C O M}{ }^{(D)}$ has the advantage that the CMG system can be driven to any particular momentum state by Just changing the desired CMG momentum state $\vec{H}_{D}$. To transfer to a new CMG momentum state using this alternative method a new set of gimbal angles must be computed of which there are an infinite number for each new $\vec{H}_{D}$.
10.4 Gravity Gradient CMG Desaturation Systems - Gravity gradient CMG desaturation systems desaturate the CMG system by maneuvering the vehicle to a favorable orientation where the natural gravity gradient torques acting on the vehicle will result in the desired change in the CMG system momentum state. Four representative gravity gradient desaturation laws are developed in the following sections; they are: (1) a small angle maneuver desaturation law (1.e., less than $15^{\circ}$ ), (2) a law requiring a large maneuver about one vehicle axis, (3) a reflexive law requiring large miltaxis maneuvers, and (4) a gravity tracking law also requiring large multiaxis maneuvers. Laws 2 and 3 also require additional small angle maneuvers during the desaturation interval in order to control small momentum accumulations due to finite maneuver times and aerodynamic torques. The gravity tracking law, law 4, involves a continuous multiaxis rotation about the orbit normal after the initial desaturation attitude is established in order to track the local gravity force vector. These four gravity gradient CMG desaturation laws 1 thru 4 are derived in sections 10.4 .2 thru 10.4 .5 , respectivelv, for an inertially held vehicle. In section 10.4 .7 , the problem of desaturating the CMG system from a Z-LV attitude will be discussed and an appropriate gravity gradient desaturat lon law develoved.
10.4.1 Orbit, Coordinate Frames, and Coordinate Transformations The vehicle is assumed to be in an ideal low attitude circular Earth orbit. The position of the vehicle in this orbit can therefore be given in terms of the orbital rate $\omega_{0}$ and the elapsed time $t$ measured from some orbit reference position ( $\theta_{t}=\omega_{0} t$ ).

The reference coordinate frame used in this study is designated by the subscript $R$ and is illustrated in figure 10.11. The $X_{R} Y_{R}$

Figure 10.11. Vehticie Reference Frame $X_{R} Y_{R} Z_{R}$
plane coincides with the Earth's equitorial plane, the $X_{R}$ axis is directed towards the vernal equinox, and the $\mathcal{Z}_{R}$ axis towards the north pole. The $Y_{R}$ exts completes the right handed coordinate system shown in figure 10.11 .

A quasi-inertial orbital reference frame $X_{0} Y_{o} \%_{0}$ is shown In figure 10.12 along with its relationshif to the $X_{R} Y_{R} Z_{R}$ frame and is detined by the iongitude of the ascending node $\alpha$ (rotation about $Z_{R}$ ) and the orbital inclination $i$ (rotation about $X_{o}$ ). The transformation from the vehicle reference frame to the orbital reference frame is given by:

$$
\begin{align*}
{\left[\begin{array}{l}
x_{0} \\
Y_{0} \\
Z_{0}
\end{array}\right] } & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos 1 & \sin 1 \\
0 & -\sin 1 & \cos 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
X_{R} \\
Y_{R} \\
Z_{R}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\cos 1 \sin \alpha & \cos 1 \cos x & \sin 1 \\
\sin 1 \sin \alpha & -\sin 1 \cos \alpha & \cos 1
\end{array}\right]\left[\begin{array}{l}
X_{R} \\
Y_{R} \\
Z_{R}
\end{array}\right] \tag{123}
\end{align*}
$$

The frame is quasi-inertial due to the precession of the orbit about the $X_{R}$ axis which will cause a systematic variation in $\alpha$. The variation (which depends primarily on 1) is slow and $\alpha$ can be assumed constant over each orbit, thus justifying the quasiinertial nature of the frame.

Certain of the control laws to be considered are derived with respect to a quasi-inertial frame in which one of the axes (usually Z) is directed toward a point on the celestial sphere which is normally the point of observation. This point can be given in terms of the right ascension and declination (designated $\omega$ and $\delta$ ) but more usefully in terms of an angle $\psi$ measured from the orbital plane and aecond angle locating the point in the orbital plane from which $\psi$ is measured. Figure 10.13 shows the relation of these angles with respect to the $R$ and $O$ frames.

Figure 10.12. Orbital Reference Frame $X_{0} Y_{0} Z_{0}$
$10-44$


Figure 10.13. Relation of a Vector (Axis) Directed Toward a Celestial Target with Respect to the $X_{R} Y_{R}{ }^{7}{ }_{R}$ Frame

Details of the usage will be left for the particular sections involved, as will needed detafls of the transformations. It should be noted that for celestial targets the frame is very nearly inertial, being affected only by the very minute precession of the equinoxes. In the rase of solar polnting the target point varles slowly due to the revolution of the Earth in its urbit and a frame based on the solar target is quasiinertial and the angles can be considered as coustant only for a limited time period.

Other subsidiary coordinate frames will be introduced only as they are required along with the necessary transformations.
10.4.2 Small Angle CMG Desaturation Law - A small angle CMG desaturation law is ideal where (1) the primary CMG momentum accumulation is along the vehicle axis corresponding to the minimum moment of inertia or where the accumulation along the other two axes are small and (2) the two large moments of inertia are approximately equal. All of these requirements are fulfilled by the Shuttle and its candidate attitudes, $X-P O P$ and $X-I O P$. The principal advantage of this type of desaturat fon 1 aw is that CMG momentum "dump" can be accomplished using only small maneuvers thus, minimizing maneuvering resources such as time and momentum expended maneuvering the vehicle to and back from its desaturation orientation. Its chifef disadvantage is that is cannot be used to desaturate the CMG system of an "all attitude" vehicle like the proposed Large Space Telescope (LST) spacecraft. For the proposed Shuttle CMG control system, this apparent drawhack has no significance since the shuttle is not assumed to be an "all attitude" vehicle and its candidate atitudes are compatible with this type of desaturation law.

Derivation of Small Angle Gravity Gradient CMG Desaturation Law - The gravity gradient torque $\vec{T}_{g g}$ acting on the vehicle was given in equation 15 . This expression for $T_{g g}$ is reproduced below for convenience.
$a_{x}, a_{y}$, and $a_{z}$ are the $X, Y$, and $Z$ components of the local vertical vector a in vehicle coordinates, respectively. This local vertical
vector a can readily be written in the quasi-inertial orbital reference frame shown in figure 10.12 independent of vehicle attitude as follows:

$$
\hat{a}_{0}=\left[\begin{array}{c}
\cos \omega_{0} t  \tag{125}\\
\sin \omega_{0} t \\
0
\end{array}\right]
$$

where $t$ ime $t$ is zero when the orbital posillon of the vehlele is coincident with the positive $X_{o}$ axis. a in vohlcle coordinates equals

$$
\begin{equation*}
\hat{a}=\left[\Phi_{v+0}\right] \hat{a}_{0} \tag{126}
\end{equation*}
$$

where $\left[\Phi_{V+0}\right.$ ] is the transformation from the orbital reference frame to the desired vehicle attitude. [ $\Phi_{V+0}$ ! equals

$$
\begin{equation*}
\left[\Phi_{V+0}\right]=\left[\Phi_{D}\right]\left[\Phi_{0}\right]^{-1} \tag{127}
\end{equation*}
$$

where $\left[\Phi_{D}\right]$ and $\left[\Phi_{0}\right]$ are the transformations from the reference frame $X_{R} Y_{R} Z_{R}$ to the desired vehicle attitude and from $X_{R} Y_{R} Z_{R}$ to the orbital reference frame $X_{0} Y_{0} Z_{o}$, respectively. $\left[\Phi_{0}\right]$ is defined in equation $123,\left[\${ }_{0}\right]$ equals

$$
\left[\Phi_{0}\right]=\left[\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0  \tag{128}\\
-\cos 1 \sin \alpha & \cos i \cos \alpha & \sin i \\
\sin i \sin \alpha & -\sin i \cos \alpha & \cos 1
\end{array}\right]
$$

Let the transformation [ $\Phi_{v+0}$ ] equal

$$
\left[\Phi_{v+0}\right]=\left[\begin{array}{lll}
a_{11 D} & a_{12 D} & a_{13 D}  \tag{129}\\
a_{21 D} & a_{22 D} & a_{23 D} \\
a_{31 D} & a_{32 D} & a_{33 D}
\end{array}\right]
$$

The local vertical vector a in vehlele coordinates then equals

$$
\hat{a}=\left[\begin{array}{l}
a_{x}  \tag{130}\\
a_{y} \\
a_{z}
\end{array}\right]=\left[\phi_{V+0}\right] \hat{a}_{0}=\left[\begin{array}{l}
a_{11 D^{\cos \omega_{0} t+a_{12 D}} \sin \omega_{0} t}^{a_{21 D} \cos \omega_{0} t+a_{22 D} \sin \omega_{0} t} \\
a_{31 D} \cos \omega_{0} t+a_{32 D} \sin \omega_{0} t
\end{array}\right]
$$

Assume that the vehicle is maneuvered through a small angle $\vec{\varepsilon}$ where $\varepsilon_{x}, \varepsilon_{y}$, and $\varepsilon_{z}$ are the $X, Y$, and $Z$ components of $\vec{E}$, respectively. The resultant local vertical vector a equals

$$
\begin{align*}
\hat{a}_{D}=\left[\begin{array}{l}
a_{x D} \\
a_{y D} \\
a_{z D}
\end{array}\right] & =\left[\begin{array}{ccc}
1 & \varepsilon_{z} & -\varepsilon \\
y \\
-\varepsilon_{z} & 1 & \varepsilon_{x} \\
\varepsilon_{y} & -\varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{l}
a_{x} \\
a_{y} \\
a_{z}
\end{array}\right] \\
& =\left[\begin{array}{l}
a_{x}-a_{z} \varepsilon_{y}+a_{v} \varepsilon_{z} \\
a_{y}+a_{z} \varepsilon_{x}-a_{x} \varepsilon_{z} \\
a_{z}-a_{y} \varepsilon_{x}+a_{x} \varepsilon_{y}
\end{array}\right] \tag{131}
\end{align*}
$$

Substituting the components of $\hat{a}_{D}$ into the gravity gradient torque equation, equation 124 , and neglecting all second order terms of $\varepsilon_{i}, i=x, y, z$, the gravity gradient torque $\vec{T}_{g q}^{\prime}$ equels
where

$$
\begin{align*}
& \Delta I_{x}=I_{z z^{-I}} y y  \tag{133}\\
& \Delta I_{y}=I_{x x^{-I}}^{z z}  \tag{134}\\
& \Delta I_{z}=I_{y y^{-I}} x x \tag{135}
\end{align*}
$$

Transforming $\vec{T}_{g g}^{\prime}$ back into the desired vehicle attitude, where the CMG momentum was accumulated, $\vec{T}_{88}^{(D)}$ equals

$$
\overrightarrow{\mathrm{T}}_{\mathrm{gg}}^{(D)}=\left[\begin{array}{ccc}
1 & -\varepsilon_{z} & \varepsilon_{y}  \tag{136}\\
\varepsilon_{2} & 1 & -\varepsilon_{x} \\
-\varepsilon_{y} & \varepsilon_{x} & 1
\end{array}\right] \begin{gathered}
\vec{T}_{\mathbf{g g}}^{\prime} \\
\end{gathered}
$$

Neglecting second order terms of $\varepsilon_{1}, \frac{(D)}{(D)}$ equals

$$
\stackrel{\rightharpoonup}{T}_{g g}^{(D)}=3 \omega_{0}^{2}\left[\begin{array}{c}
a_{y} a_{z} \Lambda I_{x}  \tag{137}\\
a_{x} a_{z} \Delta I_{y} \\
a_{x} a_{y} \Delta I_{z}
\end{array}\right]+3 \omega_{0}^{2}\left[\begin{array}{ccc}
A_{11} & A_{12} & \Lambda_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{array}\right]\left[\begin{array}{c}
\Delta I_{x} \varepsilon_{x} \\
\Delta I_{y} \varepsilon_{y} \\
\Delta I_{z} \varepsilon_{z}
\end{array}\right]
$$

where

$$
\begin{align*}
& A_{1 i}=a_{z}^{2}-a_{y}^{2}  \tag{138}\\
& A_{12}=-A_{21}=-a_{x} a_{y}  \tag{139}\\
& A_{13}=-A_{31}=a_{x} a_{z}  \tag{140}\\
& A_{22}=a_{x}^{2}-a_{z}^{2}  \tag{141}\\
& A_{23}=-A_{32}=-a_{y} a_{z}  \tag{142}\\
& A_{33}=a_{y}^{2}-a_{x}^{2} \tag{143}
\end{align*}
$$

Note that the first term in equation 137 is just the gravity gradient torque $\overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ given in equation 124 without small angle maneuvers $\varepsilon_{i}$. The second term is the additional gravity gradient torque acting on the vehicle due to the small angle desaturation maneuvers $E_{i}$. This additional torque $\vec{T}_{g c}$ is used to desaturate the CMG system; $\vec{T}_{g c}$ equals

$$
\begin{equation*}
\overrightarrow{\mathrm{T}}_{\mathrm{gc}}=3 \omega_{o}^{2}[\mathrm{~A}][\Delta I] \vec{\varepsilon} \tag{144}
\end{equation*}
$$

where

$$
\begin{align*}
& {[A]=} {\left[\begin{array}{lll}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33}
\end{array}\right] }  \tag{145}\\
& {[\Delta I]=\left[\begin{array}{ccc}
\Delta I_{x} & 0 & 0 \\
0 & \Delta I_{y} & 0 \\
0 & 0 & \Delta I_{z}
\end{array}\right] }  \tag{146}\\
& \vec{\varepsilon}=\left[\begin{array}{l}
\varepsilon_{x} \\
\varepsilon_{y} \\
\varepsilon_{z}
\end{array}\right] \tag{147}
\end{align*}
$$

Integrating $\overrightarrow{\mathrm{T}}_{\mathrm{gc}}$ over the desaturation irterval from $\mathrm{t}_{\mathrm{o}}$ to $\mathrm{t}_{\mathrm{f}}$ results in the change in CMG momentum $\triangle \vec{H}_{C M G}$ due to the desaturation maneuver $\vec{\varepsilon}$. $\triangle \vec{H}_{\text {CMG }}$ equals

$$
\begin{equation*}
\Delta \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}=3 \omega_{0}^{2} \int_{\mathrm{t}_{0}}^{\mathrm{t}_{\mathrm{t}}}[\mathrm{~A}] d t[\Delta \mathrm{I}] \vec{\varepsilon} \tag{148}
\end{equation*}
$$

Note that $\triangle \vec{H}_{C M G}$ is the change in CMG momentum imparted to the vehicle or the negative of the change in CMC momentum stored in the CMG system.

Two methods of computing the desaturation maneuve: $\vec{\varepsilon}$ described in the following paragraphs. The first method computes a constant time invariant vehicle maneuver $\vec{\varepsilon}$ that the vehicle holds throughout the desaturation interval. The second method or option described is to compute $\vec{\varepsilon}$ based on some performance index r. The performance index $P$ used is the sum of the squares of the individual desaturation maneuvers $\varepsilon_{i}$. This method is an attempt to optimize $\vec{\varepsilon}$ by minimizing the above performance index $P$. In general, $\vec{\varepsilon}$ will be time varying.

Option 1: Constant Small Angle CMC Desaturation Maneuvers Let $\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}$ equal

$$
\Delta \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}=\left[\begin{array}{c}
\mathrm{H}_{\mathrm{Dx}}  \tag{149}\\
\mathrm{H}_{\mathrm{Dy}} \\
\mathrm{H}_{\mathrm{Dz}}
\end{array}\right]
$$

where $H_{D x}$, $H_{D y}$, and $H_{D z}$ are the desired changes in CMG momentum imparted to the vehicle measured in vehicle space. $H_{D x}, H_{D y}$, and $H_{D z}$ are computed from actual CMG momentum samples made during the observation portion of the orbit. Performing the integration indicated in equation 148 , let [B] equal

$$
[B]=\int_{t_{0}}^{t_{f}}[A] d t=\left[\begin{array}{lll}
B_{11} & B_{12} & B_{13}  \tag{150}\\
B_{21} & B_{22} & B_{23} \\
B_{31} & B_{32} & B_{33}
\end{array}\right]
$$

where

$$
\begin{align*}
& B_{11}=\int_{t_{0}}^{t_{f}} A_{11} d t  \tag{151}\\
& B_{12}=-B_{21}=\int_{t_{0}}^{t_{f}} A_{12} d t  \tag{152}\\
& B_{13}=-B_{31}=\int_{t_{0}}^{t_{f}} A_{13} d t  \tag{153}\\
& B_{22}=\int_{t_{0}}^{t_{f}} A_{22} d t \tag{154}
\end{align*}
$$

$$
\begin{gather*}
B_{23}=-B_{32}=\int_{t_{0}}^{t} A_{23} d t  \tag{155}\\
B_{33}=\int_{t_{0}}^{t_{f}^{f}} A_{33} d t \tag{156}
\end{gather*}
$$

Substituting equations 149 and 150 into equation $148,\left\langle\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}\right.$ equals

$$
\Delta \vec{H}_{C M G}=\left[\begin{array}{c}
H_{D x}  \tag{157}\\
H_{D y} \\
H_{D z}
\end{array}\right]=3 \omega_{0}^{2}\left[\begin{array}{ccc}
B_{11} \Delta I_{x} & B_{12} \Delta I_{y} & B_{13^{\Delta I}} \\
-B_{12} \Delta I_{x} & \mathrm{~B}_{22} \Delta I_{y} & B_{23^{\Delta I}} \\
-\mathrm{B}_{13} \Delta I_{x} & -B_{23} \Delta I_{y} & B_{33^{\Delta I}}
\end{array}\right]\left[\begin{array}{c}
\varepsilon_{x} \\
\varepsilon_{y} \\
\varepsilon_{z}
\end{array}\right]
$$

Using Cramer's method to solve the three simultaneous algebraic equations given in equation $157, \varepsilon_{x}, \varepsilon_{y}$, and $\varepsilon_{z}$ equal

$$
\begin{align*}
\varepsilon_{x} & =\left[H_{D x}\left(B_{22} B_{33}+B_{23}^{2}\right)-H_{D y}\left(B_{13} B_{23}+B_{12} B_{33}\right)\right. \\
& \left.+H_{D z}\left(B_{12} B_{23^{-B}} B_{13} B_{22}\right)\right] / 3 \omega_{0}^{2} \Delta I_{x} \Delta^{\prime}  \tag{158}\\
\varepsilon_{y} & =\left[-H_{D x}\left(B_{13}^{2}+B_{11} B_{33}\right)+H_{D y}\left(B_{11} B_{33}+B_{13}^{2}\right)\right. \\
& \left.+H_{D z}\left(B_{12} B_{13} B_{11} B_{23}\right)\right] / 3 \omega_{0}^{2} \Delta I_{y} \Delta^{\prime}  \tag{159}\\
\varepsilon_{z} & =\left[H_{D x}\left(B_{13} B_{22^{-B}} B_{12} B_{23}\right)-H_{D y}\left(B_{12} B_{13}+B_{11} B_{23}\right)\right. \\
& \left.+H_{D z}\left(B_{11} B_{22}+B_{12}^{2}\right)\right] / 3 \omega_{0}^{2} \Delta I_{z} \Delta^{\prime} \tag{160}
\end{align*}
$$

where

$$
\begin{equation*}
\therefore^{\prime}=B_{11} B_{22} B_{33}+B_{11} B_{23}^{2}+B_{22} B_{15}^{2}+B_{33} B_{12}^{2} \tag{161}
\end{equation*}
$$

At time $t_{0}$, the vehicle is maneuvered through the small angle $\vec{\varepsilon}$. This new attitude offset from its original attitude by the small angle $\vec{\varepsilon}$ is held until time $t_{f}$ when the vehicle is maneuvered back to its desired attitude.

Option 2: Optimal Small Angle CMG Desaturation Maneuvers This method of computing the desaturation maneuvers $\mathrm{c}_{1}$ attempts to optimize these maneuvers by minimizing the sum of the squares of ${ }_{1}$. This problem is treated as a Lagrange multiplier optimization problem with an equality constraint. The performance index $P$ used equals

$$
\begin{equation*}
\mathrm{P}=\frac{1}{2} \stackrel{\rightarrow}{\mathrm{~T}} \stackrel{\mathrm{~T}}{\varepsilon} \tag{162}
\end{equation*}
$$

with the following equality constraint.

$$
\begin{equation*}
3 \omega_{0}^{2}[A][\Delta I] \vec{\varepsilon}-\vec{T}_{g c}=0 \tag{163}
\end{equation*}
$$

Note that integrating the above constraint equation over the desaturation interval $t_{0}$ to $t_{f}$ results in the following relationship:

$$
\begin{equation*}
3 \omega_{0}^{2} \int_{t_{0}}^{t}[A][\Delta I] \vec{E} d t=\Delta \vec{H}_{C M G} \tag{164}
\end{equation*}
$$

where $\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}$ is the desired change in CMC momentum.
The Lagrange adjoin equation $L$ is formed by combining the performance index $P$, equation 162 , and its constraint equation, equation 163, as follows:

$$
\begin{equation*}
L=\frac{1}{2} \vec{\varepsilon} \vec{T}^{T} \vec{\varepsilon}-\lambda^{T}\left\{[A][\Delta I] \vec{\varepsilon}-\vec{T}_{g c} / 3 \omega_{0}^{2}\right\} \tag{165}
\end{equation*}
$$

$\lambda$ is the Lagrange multiplier.

$$
\lambda=\left[\begin{array}{l}
\lambda_{1}  \tag{166}\\
\lambda_{2} \\
\lambda_{3}
\end{array}\right]
$$

To minimize $L$, the derivative of $L$ as a function $\vec{\varepsilon}$ is set equal to zero.

$$
\begin{equation*}
\frac{d L}{d \vec{\varepsilon}}=\vec{\varepsilon}-\{[A][\Delta I]\}^{T} \lambda=0 \tag{167}
\end{equation*}
$$

Solving equation 167 for $\kappa$,

$$
\begin{equation*}
\varepsilon=\left[\mathbf{A}^{\prime}\right]^{T} \lambda \tag{168}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[A^{\prime}\right]=[A][\Delta I] \tag{169}
\end{equation*}
$$

Assume that the Lagrange multiplier $\lambda$ is a constant vector quantity. Multiplying equation 168 by $3 \omega_{0}^{2}\left[A^{\prime}\right]$ and then integrating the resultant expression over the desaturation interval from time $t_{0}$ to $t_{f}$,

$$
\begin{equation*}
3 \omega_{0}^{2} \int_{t_{0}}^{t_{f}}\left[A^{\prime}\right] \vec{\varepsilon} d t=3 \omega_{0}^{2} \int_{t_{0}}^{t_{f}}\left[A^{\prime}\right]\left[A^{\prime}\right]^{T} d t \lambda \tag{170}
\end{equation*}
$$

Note that the expression on the left side of equation 170 is just $\Delta \vec{H}_{\text {CMG }}$. Let the integral expression of $\left[A^{\prime}\right]\left[A^{\prime}\right]^{T}$ equal the constant matrix [C].

$$
\begin{equation*}
[C]=\int_{t_{0}}^{t^{f}}\left[A^{\prime}\right]\left[A^{\prime}\right]^{T} d t \tag{171}
\end{equation*}
$$

Making the above substitutions into equation 170 ,

$$
\begin{equation*}
\Delta \vec{H}_{\mathrm{CMG}}=3 \omega_{0}^{2}[\mathrm{C}] \lambda \tag{172}
\end{equation*}
$$

Solving equation 172 for $\lambda$, $\lambda$ equals

$$
\begin{equation*}
\lambda=\frac{1}{3 \omega_{0}^{2}}[C]^{-1} \Delta \vec{H}_{C M G} \tag{173}
\end{equation*}
$$

Substituting the above expression for $\lambda$ into equation 168 , the maneuver command $\vec{\varepsilon}$ equals

$$
\begin{equation*}
\vec{\varepsilon}=\frac{1}{3 \omega_{0}^{2}}\left[A^{\prime}\right]^{T}[C]^{-1} \Delta \vec{H}_{C M G} \tag{174}
\end{equation*}
$$

Note that because [ $A^{\prime}$ ] is time varying, and therefore the desaturation maneuver $\vec{E}$ is also time varying during the desaturation interval.

The small angle gravity gradient desaturation maneuver $\vec{\varepsilon}$ computed using either option 1 or 2 is implemented by inputting $\vec{\varepsilon}$ into the vehicle control law described in section 7.1 as a small vehicle offset angle.
10.4.3 A Single Axis Large Angle Desaturation Control Law In general, a small angle formulation of a desaturation control law is possible as long as the primary momentum buildup is along the axis of minimum inertia. For vehicle attitudes in which the minimum axis of inertia is constrained in or near the orbital plane this requirement is satisfied. If, however, the minimum axis of inertia is to be the pointed axis during observation periods, the above requirement clearly is violated except for the extremely restricted case of observation of targets lying in or very near the orbital plane. In this case at least one large angular maneuver will be required to control the momentum accumulated during the observation period. This technique, which is taken from reference 6 , requires a single large maneuver which essentially leaves the pointed vehicle axis in a position $-2 \psi$ degrees from the directed orientation (1.e., reflected in the orbital plane) and subsequent small angle trim maneuvers about this new orientation.

Determination of the Large Angle Maneuver - For this development the quasi-1nertial reference system $X_{s} Y_{s} Z_{s}$ will be defined with $X_{s}$ directed toward the sun, $Y_{s}$ in the orbital plane and $Z_{s}$ above the orbital plane. During observation the vehicle axes will coincide with the reference axes. The orbital position $\theta_{t}\left(\theta_{t}=\omega_{o} t\right)$ is measured from the quatrature point on the sunrise side of the orbit. The assumption of solar pointing is made in this case although a general celestial target could be considered with minimal modification.

The general format calls for initial large $Y_{v}$ axis maneuvers followed by complex simultanous maneuvers about two vehicle axes at a multiplicity of orbital positions as shown in figure 10.14. For the case of instantaneous maneuvers in an environment without aerodynamics, only a large $Y_{v}$ axis maneuver at the dark side terminator $\left(\theta_{t}=180^{\circ}\right)$ would be required. Even in the case of finite maneuvers at an inclination of less than 45 degrees, it is conceptually possible to desaturate the primary momentum accumuiation, as the maximum desaturation torque is larger than the accumulation biss torque for this case.

Figure 10.14. Vehicle Desaturation Maneuvers for the Single Axis

In an actual vehicle, the maneuvers require a finite amount of time. Furthermore, there may be a resultant accumulation due to gravity about the other vehicle axes in the course of performing a large vehicle maneuver. It is also desirable to employ more than 50 percent of the orbital plane for experimental purposes. These restrictions would render the desaturation problem insoluble unless maneuvers are performed abcut orthogonal vehicle axes which resolve the gravity torque into these vehicle axes. These maneuvers are restricted to small values to easily demaneuver to the solar orientation.

If large angle maneuvers are employed they are basically dependent upon the daytime average accumulated value of $Y_{v}$ axis momentum, the allowable percentage of orbital desaturation, and the previous or initial large maneuver value. The initial value is generally chosen to be in the vicinity of an equilibrium value which depends upon the orbital to ecliptic inclination. For example, the large initial maneuver might be

$$
\begin{equation*}
\varepsilon_{y B o}=-\left(\frac{\pi}{4} \operatorname{sgn} \psi+\psi\right) \tag{175}
\end{equation*}
$$

where $\psi$ is the inclination angle. In subsequent orbits $\varepsilon_{y B}$ is recursively defined and once equilibrium has been achieved, it is only necessary to repeat the large maneuver from one orbit to the next.

The torque due to gravity gradient is normally defined in the vehicle coordinate system. However, the direction of the gravity forces is conveniently specified in the orbital plane by the vector $a_{0}$. Hence, it is necessary to first resolve the components of $a_{0}$ into vehicle space to develop the torque equations in that space. Subsequent to this, it is necessary to resolve these torque components into the intermediate coordinate system where they are used for control law development.

The relationship between the vehicle body axes and intermediate $X Y Z$ system obtained after a large $Y_{v}$ axis rotation and small rotations $\left(\varepsilon_{x}, \varepsilon_{y}, \varepsilon_{z}\right)^{T}$ about the vehicle axes is given by:

$$
\left[\begin{array}{c}
X_{v}  \tag{176}\\
Y_{v} \\
7_{v}
\end{array}\right]=\left[\begin{array}{ccc}
1 & \varepsilon_{z} & -\varepsilon_{y} \\
-\varepsilon_{z} & 1 & \varepsilon_{x} \\
v_{v} & -1 & 1
\end{array}\right]\left[\begin{array}{l}
X \\
Y \\
7
\end{array}\right]
$$

The coordinates of $\hat{a}_{0}$ in $X Y Z$ space are defined from figures 10.14 and 10.15 as follows:

$$
\begin{align*}
& a_{x}=\sin \theta_{t} \cos \eta \\
& a_{y}=-\cos \theta_{t}  \tag{177}\\
& a_{z}=-\sin \theta_{t} \sin \eta
\end{align*}
$$

where $\eta$ includes the effect of the large angular rotation about the $Y_{v}$ axis.

Since the gravity torques are conveniently given in vehicle coordinates, the coordinates of $a_{0}$ are resolved into that space with the above transform. The resilting torque equations in the intermediate space are obtained by substituting the components given in equations 177 as transformed by equation 176 into equation 15 then transforming the result by the inverse of equation 176, ignoring all products $\varepsilon_{i} \varepsilon_{j}$. The resulting torque $\vec{T}_{g g}$ in the intermediate space is:

$$
\overrightarrow{\mathrm{T}}_{g g}=\frac{3}{2} \omega_{0}^{2} \frac{1}{2}\left[\begin{array}{c}
\Delta I_{x} \sin 2 \theta_{t} \sin \eta  \tag{178}\\
\Delta I_{y}\left(\cos 2 \theta_{t}-1\right) \sin 2 \eta \\
-\Delta I_{z} \sin 2 \theta_{t} \cos \eta
\end{array}\right]+\frac{3}{2} \omega_{0}^{2}\left[\begin{array}{ccc}
B_{11} & B_{12} & B_{13} \\
-B_{12} & B_{22} & B_{23} \\
-B_{13} & -B_{23} & B_{33}
\end{array}\right]\left[\begin{array}{c}
\Delta I_{x} \varepsilon_{x} \\
\Delta I_{y} \varepsilon_{y} \\
\Delta I_{z} \varepsilon_{z}
\end{array}\right]
$$

where: $B_{11}=\frac{1}{2}\left(1-\cos 2 \theta_{t}\right)(1-\cos 2 \eta)-\left(1+\cos 2 \theta_{t}\right)$

$$
\begin{align*}
& \mathrm{B}_{12}=\sin 2 \theta_{t} \cos \eta \\
& \mathrm{~B}_{13}=\frac{1}{2}\left(\cos 2 \theta_{t}-1\right) \sin 2 \eta  \tag{179}\\
& B_{22}=\left(1-\cos 2 \theta_{t}\right) \cos 2 \eta \\
& B_{23}=-\sin 2 \theta_{t} \sin \eta
\end{align*}
$$

$$
B_{33}=\left(1+\cos 2 \theta_{t}\right)-\left(1-\cos \theta_{t}\right)(1+\cos 2 n)
$$



Figure 10.15. Orientation of the Intermediate Coordinates

In order to define the desaturation period, which in this case can be less than half an orbit, an angle $0_{d}$ is defined with respect to orbital midnight such that $\left|\theta_{d}\right| \leq \frac{\pi}{2}$. Desaturation thus begins when $\theta_{t}=3 \pi / 2-\theta_{d}$ and ends at $\theta_{t}=3 \pi / 2+\theta_{d}$. Since $\psi$ is the orbital to ecliptic inclination and $\eta$ is the angle between the orbital plane and the intermediate system obtained by the large angle maneuver $f(r)$ the nth orbit $\varepsilon_{y}{ }_{j n}$, then with all angles defined positive when ccw about $Y$ :

$$
\eta=\psi-\varepsilon_{y B n}
$$

The angle $\varepsilon_{y B n}$ can be obtained by requiring that the maneuver be defined such that no differential maneuvers are requir ${ }^{2}$ for $Y$ axis desaturation in an ideal situation. It is also desirable to base the present command on past history. If $H_{M y n}$ is defined as the aggregate of the weighted change in average momentum from one orbit to the next and the total of all weighted changes in average $Y_{v}$ axis on a per orbit basis as determined by appropriate sampling, such a maneuver angle is:

$$
\begin{equation*}
\varepsilon_{y B n}=\varepsilon_{y B n-1}+\frac{2 H_{M y n}}{3 \omega_{o} \Delta I_{x}\left(2 \theta_{d}+\sin \theta_{d}\right)} \tag{180}
\end{equation*}
$$

where the incremental term of equation 180 can be obtained by integrating the first term of equation 179 between $3 \pi / 2-\theta_{d}$ and $3 \pi / 2+\theta_{d}$, $1 . e .$, it is the approximate amount of residual momentum about the $Y$ axis in the inc armediate system. In order to complete the recursive definition the initial value $\varepsilon_{y B o}$
must be specified, for example as given bv equation 175 .
Derivation of the Tvim Maneuvers - The strategy to be used in determining the rim maneuvers is to compute the components of torque which can be generated during the desaturation period by small angle maneuvers by integrating the second term of equation 178. This torque must then desaturate the residual momentum abour. all axes and inversion of the integrated equation will yield the small angle commands.

Because the $Y$ and $Z$ vehicie axes moments of inertia $I_{y y}$ and $I_{z z}$ are approximately equal, $\Delta I_{x}$ is small compared to $\Delta I_{y}$ and $\Delta I_{z}$. Therefore, a small angle maneuver $E_{x}$ about the $X_{v}$ axis will result in only a small change in CMG momentum as compared with the same size rotation about elther the $Y_{v}$ or $Z_{v}$ axes. For this reason, $\varepsilon_{x}$ is consitralned to be zero and the residual CM" momentum wIll be "dumped" using only small angle maneuvers $\varepsilon_{y}$ and $\varepsilon_{z}$ ahout the vehicle $Y$ and $Z$ axes, respectively. In addition, it will be required that these small trim maneuvers be piecewise constant. The resulting trim torque which can be generated by the trim maneuvers $E_{y}$ and $\varepsilon_{z}$ can be written with reference to equation 178 as:

$$
\vec{T}_{r}=\left[\begin{array}{cc}
B_{12} & B_{13}  \tag{181}\\
B_{22} & B_{23} \\
-B_{23} & B_{33}
\end{array}\right]\left[\begin{array}{l}
\Delta I_{y} \varepsilon_{y} \\
\Delta I_{z} \varepsilon_{z}
\end{array}\right]
$$

Referring to equations 179 it can be seen that $B_{12}$ and $B_{23}$ are odd functions with respect to midnight $\left(\theta_{t}=\frac{3 \pi}{2}\right)$, while $B_{13}, B_{22}$ and $B_{33}$ are even. In addition the latter three coefficients contain terms of the form $\pm 2 \cos \theta_{t}$ which change sign at $\theta_{t}=5 \pi / 4$ and $\theta_{t}=7 \pi / 4$, and these positions become possible switching points.

If the possible switching points for $\varepsilon_{y}$ and $\varepsilon_{z}$ are denoted as $\theta_{t}=3 \pi / 2+\theta_{d}, 3 \pi / 2+\theta_{s}$ and $3 \pi / 2$, the momentum resulting from the trim maneuvers in intermediate space $1 s$ given by integration of equation 181 over the appropriate intervals:

$$
\begin{equation*}
\vec{H}=\frac{1}{\omega_{0}}\left[\int_{\frac{3 \pi}{2}-\theta_{d}}^{\frac{3 \pi}{2} \theta_{s}} \vec{T}_{r} d \theta_{t}+\int_{\frac{3 \pi}{2}-\theta_{s}}^{\frac{3 \pi}{2}} \vec{T}_{r} d \theta_{t}+\int_{\frac{3 \pi}{2}}^{\frac{3 \pi}{2}+\theta_{s}} \vec{T}_{r} d \theta_{t}+\int_{\frac{3 \pi}{2}+\theta_{s}}+\theta_{d} \vec{T}_{r} d \theta_{t}\right] \tag{182}
\end{equation*}
$$

The intervals are numbered 1 thru 4 reading from left to right and the commands during each interval are:

$$
\begin{aligned}
& \varepsilon_{y 1}, \varepsilon_{z 1} \text { for } 3 \pi / 2-\theta_{d}<\theta_{t}<3 \pi / 2-\theta_{s} \\
& \varepsilon_{y 2}, \varepsilon_{z 2} \text { for } 3 \pi / 2-\theta_{s}<\theta_{t}<3 \pi / 2 \\
& Y_{y 3} \cdot \varepsilon_{z 3} \text { for } 3 \pi / 2,0,3 \pi / 2+0 \theta_{t} \\
& \varepsilon_{y 4}, \varepsilon_{z 4} \text { for } 3 \pi / 2+\theta_{s} \leq \theta_{t}<3 \pi / 2+\theta_{d}
\end{aligned}
$$

Defining the following integrals, using the even and odd characteristics of the $B_{i j}$ :

$$
\begin{equation*}
c_{11} \Delta_{2} \int_{\frac{3 \pi}{2}-\theta_{d}}^{\frac{3 \pi}{2}-\theta_{s}}{ }_{B_{13} d \theta_{t}=2 \int_{\frac{3 \pi}{2}+\theta_{s}}^{\frac{3 \pi}{2}+\theta_{d}}{ }^{{ }^{5}} 13^{d \theta} t} \tag{183c}
\end{equation*}
$$

$$
\begin{equation*}
c_{12} \Delta_{2} \int_{\frac{3 \pi}{2}-\theta_{s}}^{\frac{3 \pi}{2}} B_{13} d \theta_{t}-2 \int_{\frac{3 \pi}{2}}^{\frac{3 \pi}{2}+\theta_{s}}{ }_{B_{13} d \theta_{t}} \tag{183d}
\end{equation*}
$$

$$
\begin{equation*}
d_{11} \Delta_{2} \int_{\frac{3 \pi}{2}-\theta_{d}}^{\frac{3 \pi}{2}-\theta_{s}}{ }_{B_{22} d \theta_{t}=2}^{\int_{\frac{3 \pi}{2}}+\theta_{s}}{ }_{B_{22} d \theta_{t}}^{\frac{3 \pi}{2}+\theta_{d}}{ }^{\text {d }} \tag{183e}
\end{equation*}
$$

$$
\begin{equation*}
d_{12} \Delta_{2} \int_{\frac{3 \pi}{2}-\theta_{s}}^{\frac{3 \pi}{2}} B_{22} d \theta_{t}=2 \int_{\frac{3 \pi}{2}}^{\frac{3 \pi}{2}+\theta_{s}} B_{22} d \theta_{t} \tag{183f}
\end{equation*}
$$

$$
\begin{equation*}
e_{11} \Delta_{2} \int_{\frac{3 \pi}{2}-\theta_{d}}^{\frac{3 \pi}{2}-\theta_{s}} B_{23^{d \theta}}=-2 \int_{\frac{3 \pi}{2}+\theta_{s}}^{\frac{3 \pi}{2}+\theta_{d}}{ }_{B_{23} d \theta_{t}} \tag{183~g}
\end{equation*}
$$

$$
\begin{align*}
& \mathrm{g}_{12}{ }^{\Delta_{2}} \int_{\frac{3 \pi}{2}-\theta_{s}}^{\frac{3 \pi}{2}}{ }^{B_{12}}{ }^{\mathrm{d} \theta_{\mathrm{t}}}=-2 \int_{\frac{3 \pi}{2}}^{\frac{3 \pi}{2}-\theta_{s}} \mathrm{~B}_{12} \mathrm{~d} \theta_{\mathrm{t}} \tag{183b}
\end{align*}
$$

$$
\begin{align*}
& e_{12} \int_{\frac{\Delta_{2}}{2}}^{-\theta_{s}}{ }_{s}^{\frac{3 \pi}{2}} B_{23} d \theta_{t}=-2 \int_{\frac{3 \pi}{2}}^{\frac{3 \pi}{2}+\theta_{B}} B_{23} d \theta_{t}  \tag{183h}\\
& f_{11} \Delta_{2} \int_{\frac{3 \pi}{2}-\theta_{d}}^{\frac{3 \pi}{2}}{ }^{-\theta_{B}} B_{33} d \theta_{t}=2 \int_{\frac{3 \pi}{2}+\theta_{s}}^{\frac{3 \pi}{2}+\theta_{d}}{ }_{B_{33} d \theta_{t}}  \tag{183i}\\
& f_{12} \Delta_{2} \int_{\frac{3 \pi}{2}-\theta_{s}}^{\frac{3 \pi}{2}} B_{33} d \theta_{t}=2 \int_{\frac{3 \pi}{2}}^{\frac{3 \pi}{2}+\theta_{s}} B_{33} d \theta_{t} \tag{183j}
\end{align*}
$$

and equation 181 san be rewritten over the appropriate intervals in the following form:

$$
\begin{align*}
& \vec{H}_{1}=\frac{3}{4} \omega_{0}\left[\begin{array}{cc}
g_{11} & c_{11} \\
d_{11} & e_{11} \\
-e_{11} & f_{11}
\end{array}\right]\left[\begin{array}{l}
\Delta I_{y} \varepsilon_{y 1} \\
\Delta I_{z} \varepsilon_{z 1}
\end{array}\right]  \tag{184a}\\
& \vec{H}_{2}=\frac{3}{4} \omega_{0}\left[\begin{array}{ll}
g_{12} & c_{12} \\
d_{12} & e_{12} \\
-e_{12} & f_{12}
\end{array}\right]\left[\begin{array}{l}
\Delta I_{y} \varepsilon_{y 2} \\
\Delta I_{z} \varepsilon_{z 2}
\end{array}\right]  \tag{184b}\\
& \vec{H}_{3}-\frac{3}{4} \omega_{0}\left[\begin{array}{ll}
-g_{12} & c_{12} \\
d_{12} & -e_{12} \\
e_{12} & f_{12}
\end{array}\right]\left[\begin{array}{l}
\Delta I_{y} \varepsilon_{y 3} \\
\Delta I_{z} \varepsilon_{z 3}
\end{array}\right]
\end{align*}
$$

$$
\vec{H}_{4}=\frac{3}{4} \omega_{0}\left[\begin{array}{cc}
-g_{11} & c_{11}  \tag{184d}\\
d_{11} & -e_{11} \\
e_{11} & f_{11}
\end{array}\right]\left[\begin{array}{c}
\Delta I_{y} \varepsilon_{y 4} \\
\Delta I_{y} \varepsilon_{z 4}
\end{array}\right]
$$

In order to maintain a zero average value for the small angle $\varepsilon_{y}$ commands about the large angle command define:

$$
\begin{align*}
& \varepsilon_{y 4}=-\varepsilon_{y 1}  \tag{185}\\
& \varepsilon_{y 3}=-\varepsilon_{y 2}
\end{align*}
$$

Since $\vec{H}$ is the sim of equations 184 , substituting equation 185 into equations 184 a thru $184 \mathrm{~d}, \overrightarrow{\mathrm{H}}$ equals
$\vec{H}=\left[\begin{array}{lll}0 & g_{11} & c_{11} \\ e_{11} & 0 & 0 \\ 0 & -e_{11} & f_{11}\end{array}\right]\left[\begin{array}{c}\Delta I_{z}\left(\varepsilon_{z 1}-\varepsilon_{z 4}\right) \\ 2 \Delta I_{y} \varepsilon_{y 1} \\ \Delta I_{z}\left(\varepsilon_{z 1}+\varepsilon_{z 4}\right)\end{array}\right]+\left[\begin{array}{lll}0 & g_{12} & c_{12} \\ e_{12} & 0 & 0 \\ 0 & -e_{12} & f_{12}\end{array}\right]\left[\begin{array}{c}\Delta I_{z}\left(\varepsilon_{z 2}{ }^{-\varepsilon_{z 3}}\right) \\ 2 \Delta I_{y} \varepsilon_{y 2} \\ \Delta I_{z}\left(\varepsilon_{z 2}+\varepsilon_{z 3}\right)\end{array}\right]$
or, mere simply when $3 \pi / 2-\theta_{d} \leq \theta_{t}<3 \pi / 2-\theta_{s}$ or $3 \pi / 2+\theta_{s} \leq \theta_{t}<3 \pi / 2+\theta_{d}$ :

$$
\vec{H}=\frac{3}{4} \omega_{\nu}\left[\begin{array}{ccc}
0 & b_{12} & b_{13}  \tag{187a}\\
-b_{23} & 0 & 0 \\
0 & b_{23} & b_{33}
\end{array}\right]\left[\begin{array}{c}
\Delta I_{z}\left(\varepsilon_{z 1}-\varepsilon_{z 4}\right) \\
2 \Delta I_{y} \varepsilon_{y 1} \\
\Delta I_{z}\left(\varepsilon_{z 1}+\varepsilon_{z 4}\right)
\end{array}\right]
$$

and for $3 \pi / 2-\theta_{s}<\theta_{t}<3 \pi / 2+\theta_{s}$,

$$
\begin{gather*}
\vec{H}=\frac{3}{4} \omega_{0}\left[\begin{array}{ccc}
0 & b_{12} & b_{13} \\
-b_{23} & 0 & 0 \\
0 & b_{23} & b_{33}
\end{array}\right]\left[\begin{array}{c}
\Delta I_{z}\left(\varepsilon_{z 2}-\varepsilon_{z 3}\right) \\
2 \Delta I_{y} \varepsilon_{y 2} \\
\Delta I_{z}\left(\varepsilon_{z 2}+\varepsilon_{z 3}\right)
\end{array}\right]  \tag{187b}\\
b_{1 j}=2 \int B_{1 j} d \theta_{t} \tag{187c}
\end{gather*}
$$

where the integral of equation 187 c is evaluated over the proper interval.

The momentum equaiions given above thus represents the momentum resulting from the small angle commands about the $Y_{v}$ and $Z_{v}$ axes in the intermediate system. It is thus necessary to specify these commands in such a way that the residual momentum is desaturated. The momentum accumulation is obtained during the daylight portion of the orbit by some sampling scheme and is of course obtained in the quasi-inertial $X_{g} Y_{s} Z_{s}$ coordinate system and defined as:

$$
\begin{equation*}
\vec{H}_{D}=\left(H_{D x}, H_{D y}, H_{D z}\right)^{T} \tag{188}
\end{equation*}
$$

In order to perform the operations on the momentum in the intermediate space, the components of equation 188 must be resolved according to the transformation involving the previously defined large angle maneuver $\varepsilon_{y B n}$. Thus, in the intermediate space:

$$
\vec{H}_{D}^{\prime}=\left[\begin{array}{c}
H_{D x}^{\prime}  \tag{189}\\
H_{D y}^{\prime} \\
H_{D z}^{\prime}
\end{array}\right]=\left[\begin{array}{c}
H_{D x}{ }^{\cos \varepsilon} y_{y B n}{ }^{+H} H_{D z} \sin \varepsilon_{y B n} \\
H_{D y} \\
-H_{D x}{ }^{s i n \varepsilon} y_{y B n}+H_{D z} \cos \varepsilon_{y B n}
\end{array}\right]
$$

The trim commands can now be obtained by inverting the equations in $\vec{H}$, after replacing $\vec{H}$ with $-\vec{H}_{D}^{\prime}$. Considering that four intervals are available for comand definition, 911 approximately equal in length, the additional definition will be made requiring one quarter of the residual momentum be desaturated during each interval. Consider equation 187a only over the interval $3 \pi / 2-\theta_{d} \leq \theta_{t}<3 \pi / 2-\theta_{s}$ and setting $\vec{H}=-\frac{1}{4} \vec{H}_{D}^{\prime}$. The inverse can be given as:

$$
\begin{align*}
{\left[\begin{array}{c}
\Delta I_{z}\left(\varepsilon_{z 1}-\varepsilon_{z 4}\right) \\
2 \Delta I_{y} \varepsilon_{y 1} \\
\Delta I_{z}\left(\varepsilon_{z 1}+\varepsilon_{z 4}\right)
\end{array}\right] } & =\frac{1}{3 \omega_{0}}\left[\begin{array}{ccc}
0 & b_{12} & b_{13} \\
-b_{23} & 0 & 0 \\
0 & b_{23} & b_{33}
\end{array}\right]^{-1}\left[\begin{array}{c}
-H_{D x}^{\prime} \\
-H_{D y}^{\prime} \\
-H_{D z}^{\prime}
\end{array}\right] \\
& =-\frac{1}{3 \omega_{0} D_{1}^{\prime}}\left[\begin{array}{ccc}
0 & b_{13}^{b} 23^{-b} 12^{b} 23 & 0 \\
b_{23^{b}}^{b} & 0 & -b_{13}^{b} 23 \\
-c_{23}^{2} & 0 & b_{12}^{b} 23
\end{array}\right]\left[\begin{array}{c}
H_{D x}^{\prime} \\
H_{D y}^{\prime} \\
H_{D z}^{\prime}
\end{array}\right] \tag{190}
\end{align*}
$$

where: $D_{1}^{\prime}=b_{23}\left(b_{12} b_{33^{-b}} 13^{b_{23}}\right)$
Thus: $\varepsilon_{y 1}=-\frac{b_{33^{H}}{ }^{\prime} x^{-b} 13^{H^{\prime}}{ }^{\prime} z}{6 \omega_{0} \Delta I_{y}\left(b_{12} b^{b} 33^{-i} 13^{b}{ }^{2}\right)}$

$$
\begin{align*}
& \varepsilon_{21}-\varepsilon_{24}=\frac{H_{D y}^{\prime}}{3 \omega_{0} \Delta I_{2} b_{23}}  \tag{193}\\
& \varepsilon_{21}+\varepsilon_{24}=\frac{b_{23} H^{\prime} D_{x}^{-b} 122^{H_{D z}^{\prime}}}{3 \omega_{0} \Delta I_{z}\left(b_{12} b_{33} b_{13} b_{23}\right)} \tag{194}
\end{align*}
$$

Over the interyal under consideracion the $b_{i f}$ can be expressed in terms of the equations 183 as:

$$
\begin{equation*}
b_{12}=g_{11}, b_{13}=c_{11}, b_{23}=e_{11}, b_{33}=f_{11} \tag{195}
\end{equation*}
$$

Making the above notation change and solving explicitely for $\varepsilon_{21}$ and $\varepsilon_{24}$, letting $D_{1}=D_{1}^{\prime} / e_{11}$ :

$$
\begin{align*}
& \varepsilon_{y 1}=\frac{c_{11} 1^{\prime \prime} D_{z}-f_{11} H_{D x}^{\prime}}{6 \omega_{0} \Delta I y_{y} D_{1}}  \tag{196}\\
& \varepsilon_{z 1}=\frac{e_{11}^{2} H^{\prime} D_{x}+D_{1} H_{D y}^{\prime}-g_{11} e_{11}^{H_{D z}^{\prime}}}{6 \omega_{0} \Delta I_{z} e_{11} D_{1}} \tag{197}
\end{align*}
$$

$$
\begin{equation*}
{ }_{z 4}=\frac{e_{11}^{2} H_{D x}^{\prime}-D_{1} H_{D y}^{\prime}-g_{11} e_{11} H_{D z}^{\prime}}{6 \omega_{0}^{A 1}{ }_{z}^{e_{11} D_{1}}} \tag{198}
\end{equation*}
$$

Finally, substituting from equation 199:

$$
\begin{align*}
& \varepsilon_{y 1}=A_{1}\left(C_{11} H_{D x}+C_{13} H_{D z}\right)  \tag{199}\\
& \varepsilon_{y 4}=-\varepsilon_{y 1}  \tag{200}\\
& \varepsilon_{21}=A_{2}\left(C_{21} H_{D x}+C_{22} H_{D y}+C_{23} H_{D z}\right)  \tag{201}\\
& \varepsilon_{24}=A_{2}\left(C_{21} H_{D x}-C_{22} H_{D y}+C_{23} H_{D z}\right) \tag{202}
\end{align*}
$$

where: $A_{1}=6 \omega_{0} \sum_{y}$

$$
\begin{align*}
& A_{2}=\frac{1}{6 \omega_{0} I_{z}}  \tag{203b}\\
& C_{11}=-\frac{c_{11}}{1}{ }_{1} \text { sine yBn}-\frac{f_{11}}{D_{1}} \text { cos } y \text { yn }
\end{align*}
$$

$$
\begin{equation*}
C_{13}=\frac{c_{11}}{D_{1}} \operatorname{cose} y \ln ^{-} \frac{f_{11}}{D_{1}} \sin \varepsilon_{y \ln } \tag{203c}
\end{equation*}
$$

$$
\begin{equation*}
C_{21}=-\frac{e_{11}}{D_{1}} \operatorname{sin\varepsilon } y y^{-}-\frac{g_{11}}{D_{1}} \operatorname{cose} y B n \tag{203d}
\end{equation*}
$$

$$
\begin{equation*}
c_{22}=\frac{1}{e_{11}} \tag{203f}
\end{equation*}
$$

$$
\begin{equation*}
C_{23}=\frac{e_{11}}{D_{1}} \text { cose } y B n-\frac{g_{11}}{D_{1}} \sin y_{y B n} \tag{203g}
\end{equation*}
$$

$$
\begin{equation*}
D_{1}=g_{11} f_{11}^{-c_{11}} e_{11} \tag{204}
\end{equation*}
$$

Proceeding in a parallel development from equation 183b:

$$
\begin{align*}
& { }_{y} 2^{-A_{1}}\left(E_{11} H_{D x}+E_{13} H_{D z}\right)  \tag{205}\\
& { }_{y 3}=-\varepsilon_{y 2}  \tag{2.36}\\
& \varepsilon_{22}-A_{2}\left(E_{21}{ }^{H} D x+E_{22} H_{D y}+E_{23} H_{D z}\right)  \tag{207}\\
& \varepsilon_{z 3^{-A}} A_{2}\left(E_{21}{ }^{H} D x^{\left.-E_{22} H_{D y}+E_{23} H_{D z}\right)}\right. \tag{208}
\end{align*}
$$

$$
\begin{align*}
& \text { where: } \quad E_{11}=-\frac{C_{12}}{D_{2}} \text { sint } y B n^{-} \frac{f_{12}}{D_{2}} \cos \varepsilon_{y B n} \\
& \mathrm{E}_{13}=\frac{\mathrm{C}_{12}}{\mathrm{D}_{2}^{-2}} \cos \mathrm{y}_{\mathrm{yBn}}-\frac{\mathrm{f}_{12}}{\mathrm{D}_{2}} \text { sine yBn }  \tag{209b}\\
& E_{21}=-\frac{e_{12}}{D_{2}} \sin \varepsilon_{y B n}-\frac{g_{12}}{D_{2}} \cos \varepsilon_{y B n}  \tag{209c}\\
& E_{22}=\frac{1}{e_{12}}  \tag{209d}\\
& E_{23}=\frac{e_{12}}{D_{2}} \cos \varepsilon_{y B n}-\frac{g_{12}}{D_{2}} \sin \varepsilon_{y B n}  \tag{209e}\\
& D_{2}=g_{12}{ }^{f} 12^{-c} 12{ }^{e} 12 \tag{210}
\end{align*}
$$

Thus equations 199 thru 209 along with the integrals of equations 183 give the trim maneuver angles about the large angle maneuver as a function of the residual momentum to be desaturated.

Logic and Maneuvering Summary - The implementation of the desaturation control law derived above involves the determination of the large angle and trim maneuvers as given explicitely in the preceeding two sections. It should be noted that all the maneuvers for a given orbit depend only on constants for that orbit and momentum samples taken during the daylight portion of the orbit, thus all commands can be computed as soon as momentum information is avallable and prior to the first maneuver, then issued to the maneuver and vehicle control laws as indicated in the subsequent outline. Since a large angle maneuver is required it is necessary to provide the direction cosine matrix with respect to the vehicle reference system of the desired orientation for processing by the quaternion maneuvering law. The maneuver is made with respect to the quasi-inertial $X_{s} Y_{s} Z_{s}$ coordinate system described previously which is related to the orbital $X_{o} Y_{0} Z_{o}$ system by a rotation $\theta$ about $Z_{0}$ followed by a rotation $\psi$ about $Y_{0}^{\prime}=Y_{s}$. The transformation from $X_{s} Y_{s} Z_{s}$ to $X_{o} Y_{o} Z_{o}$ an then be given as:

$$
\left[\begin{array}{l}
X_{0}  \tag{211}\\
Y_{0} \\
Z_{0}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \psi \cos \theta & -s \sin \theta & \sin \psi \cos \theta \\
\cos \psi \sin \theta & \cos \theta & \sin \psi \sin \theta \\
-\sin \psi & 0 & \cos \psi
\end{array}\right]\left[\begin{array}{l}
X_{s} \\
Y_{s} \\
\varkappa_{s}
\end{array}\right]
$$

The transformation from $X_{o} Y_{o} Z_{o}$ to the $X_{R} Y_{R} Z_{R}$ reference syatem is given by the inverse of equation 123. The matrlx of $t_{y B n}$ with respect to $X_{s} Y_{s} Z_{s}$ is:

$$
\left[\varepsilon_{\mathrm{s}}\right]=\left[\begin{array}{ccc}
\cos \varepsilon_{y B n} & 0 & -\sin \varepsilon_{y B n}  \tag{212}\\
0 & 1 & 0 \\
\sin \varepsilon_{y B n} & 0 & \cos \varepsilon_{y B n}
\end{array}\right]
$$

The desired matrix to be passed to the maneuver law is thus given by the product:

$$
\left[\begin{array}{ccc}
\cos \alpha & -\operatorname{cosi} \sin \alpha & \sin 1 \sin \alpha  \tag{213}\\
\sin \alpha & \operatorname{cosi} \cos \alpha & -\sin 1 \cos \alpha \\
0 & -\sin 1 \cos \alpha & \cos 1
\end{array}\right]\left[\Phi_{\operatorname{so}}\right]\left[\varepsilon_{8}\right]
$$

where $\left[\Phi_{s o}\right]$ is the matrix from equation 211 and $\left[\epsilon_{s}\right]$ is defined by equation 212. The idealized logic for a cycle of the large axis desaturation control law is outlined below starting at the sunrise quadrature poirt:
a. During daylight operation sample the CMG gimbal angles at discrate times to be specified and compute the primary momentum to be dumped $H_{M y n}$ and the residual momentum $\vec{H}_{D}$.
b. Compute the large angle maneuver $\varepsilon_{y B n}$ from equation 180 and calculate the direction cosine matrix elements from equation 213. Compute the trim maneuvers from equations 199 thru 202 and 205 thru 208.
c. At $\theta_{t}=3 \pi / 2-\theta_{d}$ pass the large angle matrix to the maneuver control law and upon completion of the maneuver set $\varepsilon_{y c}{ }^{-\varepsilon_{y 1}}$ and $\varepsilon_{z c}{ }^{-\varepsilon_{z 1}}$.
d. At $\theta_{t}=3 \pi / 2-\theta_{s}$ set $\varepsilon_{y c}=\varepsilon_{y 2}$ and $\varepsilon_{z c}=\varepsilon_{z 2}$.

$$
\begin{aligned}
& \text { g. At } 0_{t}=3 \pi / 2+0 \text { set } y c^{=\varepsilon} z e^{-0} \text {. then command return } \\
& \text { to observation attitude by passilig the inverse of } \\
& \text { equation } 213 \text { as modified for variacton in the } \\
& \text { angles to the maneuver control law. }
\end{aligned}
$$

Reference 6 contains considerable discussion of this type of a control and includes some qualitative simulation results which can be utilized in evaluation of this technique. Reference 7 contains the derivation of a similar desaturation law requiring trim maneuvers about only one axis.
10.4.4 A Reflextve Control Law for Desaturation From An Arh1trary Atitude - While each of the techniques considered above will accomplish © system desaturation by means of gravity gradient torques, they share the common characterist to of assuming a particular vehicle orientation during that portion of the orbit used for experimental operation. For missions in which the observing attitude cannot be constrained due to multiple targeting requirements and due to secondary limitations on the attitude of the axes which are not pointed, a more general desaturation law is required. Is in most applications, a penalty results from generality and in this case it is an increase in the complexity of the equations involved and also a requirement for large multi-axis maneuvers exists which was not present in the simpler laws :onsidered in the previous sections. The desaturation control law lerived below assumes that the vehicle orientation will be determined in flight by experimental and secondary requirements and does not depend on any a-priori knowledge of vehicle attitude. This method is one conceived by S. C. Rybak of The Bendix Corporation, Navigation and Control Division.

Determination of The Large Angle Yaneuvers - It can be shown that the turque acting on all arbitrarlly oriented vehicle in a circular orbit wer halt an orbit can be exactly reversed by maneuvering to a reflexive or mirror image orfentation for the remaining half of the orbit. This property forms the basis for the reflexive control law large angle maneuvers.

The procedure to be followed is initially the same as that of the previous laws, l.e., to obtain the idealized torque exerted on the vehicle during the observation period. From figure 10.12, the local vertical vector in the quasi-inertial orbital frame $X_{0} Y_{o} Z_{0}$ is simply:

$$
\left[\begin{array}{l}
a_{x o}  \tag{214}\\
a_{y o} \\
a_{z 0}
\end{array}\right]=\left[\begin{array}{c}
\cos \omega_{0} t \\
\sin \omega_{0} t \\
0
\end{array}\right]
$$

where the orbital position is defined with respect to ascending node. The transformation from orbital coordinates to vehicle courdinates is taken to be completely arbitrary and defined by the transformation:

$$
\left[\begin{array}{l}
X_{v}  \tag{215}\\
v_{v} \\
Z_{v}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{c}
X_{0} \\
Y_{0} \\
Z_{0}
\end{array}\right]
$$

where the matrix with elements $a_{i f}$ is the orthogonal rotation matrix taking any vector expressed in the orbital coordinates into it vehicle coordinate components. The local vertical vector $a_{0}$ thus is resolved in vehicle coordinates as:

$$
\left[\begin{array}{l}
a_{x v}  \tag{216}\\
a_{y v} \\
a_{2 v}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{c}
\cos \omega_{0} t \\
\sin \omega_{0} t \\
0
\end{array}\right]=\left[\begin{array}{c}
a_{11} \cos \omega_{0} t+a_{12} \sin \omega_{0} t \\
a_{21} \cos \omega_{0} t+a_{22} \sin \omega_{0} t \\
a_{31} \cos \omega_{0} t+a_{32} \sin \omega_{0} t
\end{array}\right]
$$

Substituting the components from equation 216 into equation 15 , the torques acting on the velicle due to gravity gradient are:

$$
\begin{align*}
T_{x v}=\frac{3}{2} \omega_{0}^{2}\left[a_{21} a_{31}+a_{22^{a}}\right. & +\left(a_{21} a_{31} a_{22} a_{32}\right) \cos 2 \omega_{0} t \\
& \left.+\left(a_{21}{ }^{a} 32^{+a_{22}} a_{31}\right) \sin 2 \omega_{0} t\right] \Delta I_{x} \tag{217a}
\end{align*}
$$

$$
\begin{align*}
T_{y v}=\frac{3}{2} \omega_{0}^{2}\left[a_{11} a_{31}+a_{12} a_{32}\right. & +\left(a_{11} a_{31} a_{12} a_{32}\right) \cos 2 \omega_{0} t \\
& \left.+\left(a_{11} a_{32}+a_{12} a_{31}\right) \sin 2 \omega_{0} t\right] \Delta I_{y}  \tag{217h}\\
T_{z V}=\frac{3}{2} \omega_{0}^{2}\left[a_{11} a_{21}+a_{12} a_{22}\right. & +\left(a_{11} a_{21}-a_{12} a_{22}\right) \cos 2 \omega_{0} t \\
& \left.+\left(a_{11} a_{22}+a_{12} a_{21}\right) \sin 2 \omega_{0} t\right] \Delta I_{z} \tag{217c}
\end{align*}
$$

Examination of equation 217 reveals that the average torque over any half orbit does not involve the orbital position due to the terms $\sin 2 \omega_{0} t$ and $\cos 2 \omega_{0} t$. The average torque is thus:

$$
\left[\begin{array}{l}
\bar{T}_{x v}  \tag{218}\\
\bar{T}_{y v} \\
\bar{T}_{z v}
\end{array}\right]=\frac{3}{2} \omega_{0}^{2}\left[\begin{array}{l}
\left(a_{21} a_{31}+a_{22} a_{32}\right) \Delta I_{x} \\
\left(a_{11} a_{31}+a_{12} a_{32}\right) \Delta I_{y} \\
\left(a_{11} a_{21}+a_{12} a_{22}\right) \Delta I_{z}
\end{array}\right]
$$

Transforming the half orbit average torque back into orbital coordinates, using the inverse (transpose) of the transformation ?15:

$$
\begin{align*}
& {\left[\begin{array}{c}
\mathrm{T}_{x 0} \\
\bar{T}_{y 0} \\
\bar{T}_{z 0}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{array}\right]\left[\begin{array}{l}
\bar{T}_{x v} \\
\bar{T}_{y v} \\
\bar{T}_{z v}
\end{array}\right]} \\
& \bar{T}_{x 0}=\frac{3}{2} \omega_{0}^{2}\left[a_{11}\left(a_{21} a_{31}+a_{22} a_{32}\right) \Delta I_{x}+a_{21}\left(a_{11} a_{31}+a_{12} a_{32}\right) \Delta I_{y}\right. \\
& \left.+a_{31}\left(a_{11} a_{21}+a_{12} a_{22}\right) \Delta I_{z}\right]  \tag{219a}\\
& \bar{T}_{y 0}=\frac{3}{2} \omega_{0}^{2}\left[a_{12}\left(a_{21} a_{31}+a_{22} a_{32}\right) \Delta I_{x}+a_{22}\left(a_{11} a_{31}+a_{12} a_{32}\right) \Delta I_{y}\right. \\
& \left.{ }^{+a_{32}}\left(a_{11} a_{21}+a_{12} a_{22}\right) \Delta I_{z}\right]  \tag{219b}\\
& T_{20}-\frac{3}{2} \omega_{0}^{2}\left[a_{13}\left(a_{21} a_{31}+a_{22} a_{32}\right) \Delta I_{x}+a_{23}\left(a_{11} a_{31}+a_{12} a_{32}\right) \Delta I_{y}\right. \\
& \left.{ }^{+a_{33}}\left(a_{11} a_{21}+a_{12} a_{22}\right) \Delta I_{z}\right] \tag{219c}
\end{align*}
$$

Expanding equations $219 a$ and $219 b$ gives, $\operatorname{noting} \Delta I_{x}+\Delta I_{y}+\Delta I_{z}=0$ :

$$
\begin{align*}
& \bar{T}_{x 0}=\frac{3}{2} \omega_{0}^{2}\left(a_{11} a_{22} a_{32} \Delta I_{x}+a_{12} a_{21} a_{32} \Delta I_{y}+a_{12} a_{22^{a}} 31^{\Delta I_{z}}\right)  \tag{220a}\\
& \bar{T}_{y 0}=\frac{3}{2} \omega_{0}^{2}\left(a_{12} a_{21} a_{31} \Delta I_{x}+a_{11} a_{22^{a}} 31^{\left.\Delta I_{y}+a_{11} a_{21} a_{32} \Delta I_{z}\right)}\right. \tag{220b}
\end{align*}
$$

Since the transiormation matrix of equation 215 Is bv definition orthogonal, the product of the matrix and its transpose is the $3 \times 3$ unit matrix, and further since it represents a proper rotation its determinant is unity. Expansion of the product results in the following relations between the elements $a_{i j}$ :

$$
\begin{aligned}
& a_{11}^{2}+a_{12}^{2}+a_{13}^{2}=1 \\
& a_{11^{a}}{ }_{21}+a_{12} a_{22}+a_{13} a_{23}=0 \\
& a_{11^{a}} a_{31}+a_{12} a_{32}+a_{13} a_{33}=0 \\
& a_{21}^{2}+a_{22}^{2}+\varepsilon_{23}^{2}=1 \\
& a_{21} a_{31}+a_{22} a_{32}+a_{23^{a}}{ }_{33}=0 \\
& a_{31}^{2}+a_{32}^{2}+a_{33}^{2}=1
\end{aligned}
$$

Substituting the 2nd, 3 rd and 5 th of the above expressions into equation 219c gives:

$$
\begin{align*}
\bar{T}_{z 0} & =\frac{3}{2} \omega_{0}^{2}\left(-a_{13} a_{23^{a}}{ }_{33} \Delta I_{x} x_{13} a_{23^{a} 33^{\Delta I_{y}}}{ }^{-a} 13^{a_{23}} a_{33^{\Delta}} I_{z}\right) \\
& =-\frac{3}{2} \omega_{0}^{2} a_{13} a_{23^{a}} a_{33}\left(\Delta I_{x}+\Delta I_{y}+\Delta I_{z}\right)=0 \tag{220c}
\end{align*}
$$

Thus, there is no net average torque acting about the orbit normal when the torque is resolved in the orbital frame regardless of vehicle orientation. For total desaturation during the remaining half orbit assuming instantaneous maneuvers and no disturbance torques it is necessary to assume an orientation in which the average torque is exactly reversed, that is we need an attitude transformation $b_{1 j}$ given by:

$$
\left[\begin{array}{l}
x_{v^{\prime}}  \tag{221}\\
y_{v} \\
z_{v^{\prime}}
\end{array}\right]=\left[\begin{array}{ccc}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
y_{0} \\
z_{0}
\end{array}\right]
$$

such that $\bar{T}_{x v}=-\bar{T}_{x v}$ and $\bar{T}_{y v}=-\bar{T}_{y v}$. From the above development, the average torque over half an orbit in the desaturation attitude is:

$$
\begin{align*}
& \overline{\mathrm{T}}_{x 0}^{\prime}=\frac{3}{2} \omega_{0}^{2}\left(\mathrm{~b}_{11} \mathrm{~b}_{22} \mathrm{~b}_{32} \Delta \mathrm{I}_{x}+\mathrm{b}_{12} \mathrm{~b}_{21} \mathrm{~b}_{32} \Delta \mathrm{I}_{\mathrm{y}}+\mathrm{b}_{12} \mathrm{~b}_{22} \mathrm{~b}_{31} \Delta \mathrm{I}_{z}\right)  \tag{222a}\\
& \overline{\mathrm{T}}_{\mathrm{yo}}^{\prime}=\frac{3}{2} \omega_{0}^{2}\left(\mathrm{~b}_{12} \mathrm{~b}_{21} \mathrm{~b}_{31} \Delta \mathrm{I}_{x}+\mathrm{b}_{11} \mathrm{~b}_{22} \mathrm{~b}_{31} \Delta \mathrm{I}_{\mathrm{y}}+\mathrm{b}_{11} \mathrm{~b}_{21} \mathrm{~b}_{32} \Delta \mathrm{I}_{z}\right)  \tag{222b}\\
& \overline{\mathrm{T}}_{z 0}^{\prime}=0 \tag{222c}
\end{align*}
$$

The selection of the $b_{i f}$ is made to reverse the average $X$ and $Y$ torque components given by equations 220a and 220b while satisfying all orthogonality constraints and can be given as:

$$
\begin{align*}
& \mathrm{b}_{11}=\mathrm{a}_{11} \quad \mathrm{~b}_{12}{ }^{-a_{12}} \quad \mathrm{~b}_{13}=-\mathrm{a}_{13} \\
& b_{21}{ }^{-a_{21}} \quad b_{22}{ }^{-a_{22}} \quad b_{23}{ }^{-a_{23}}  \tag{223}\\
& b_{31}{ }^{--a_{31}} \quad b_{32^{m-a}} 32 \quad b_{33} a_{33}
\end{align*}
$$

Substitution into equations 222 will verify that this zelection is sufficient. Further inspection of equation 221 reveals after some thought that the desaturation attitude as defined by equation 223 is the reflection of the observing attitude in the orbital plane, hence the desaturation attitude will be designated as the "mirror image" orientation related to the orbital coordinate system by:

$$
\left[\begin{array}{c}
X_{M I}  \tag{22.4}\\
Y_{M I} \\
Z_{M I}
\end{array}\right]=\left[\begin{array}{ccc}
a_{11} & a_{12} & -a_{13} \\
a_{21} & a_{22} & -a_{23} \\
-a_{31} & -a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{c}
X_{0} \\
Y_{0} \\
Z_{0}
\end{array}\right]
$$

Equation 224 thus defines the desaturation attitude which will in general require large rotations about all vehicle axes to be reached from the observing attitude. The total maneuver from observation to desaturation attitudes is thus:

$$
\left[\begin{array}{l}
X_{M I}  \tag{225}\\
Y_{M I} \\
Z_{M I}
\end{array}\right]=\left[\begin{array}{ccc}
a_{11} & a_{12} & -a_{13} \\
1 & a_{22} & -a_{23} \\
-a_{31} & -a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{ccc}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{array}\right]\left[\begin{array}{l}
X_{v} \\
Y_{v} \\
Z_{v}
\end{array}\right]
$$

and in general the maneuver will involve large angle rotations about all vehicle axes. Since the maneuvering control law is based on the quaternion formulation this will present no difficulty.

Derivation of The Trim Maneuvers - Since finite maneuver times, nongravity gradient disturbance torques and a nonideal gravity field are all to be present in a real mission, the above derived mirror image nutieuver cannot reverse all the actual momentum buildup during the desaturation period. It is thus necessary to formulate a series of trim maneuvers $\varepsilon_{x}, \varepsilon_{y}$ and $\varepsilon_{z}$ about the mirror image orientation in order to dump the residual momentum not desaturatec by the large mantuvers.

The unit vector along the local vertical in vehicle resolved components after the trim maneuvers are made about the mirror image orientation is given by:

$$
\begin{align*}
& \hat{a}_{t}=\left[\begin{array}{c}
a_{x v t} \\
a_{y v t} \\
p_{z v t}
\end{array}\right]=\left[\begin{array}{ccc}
1 & \varepsilon_{z} & -\varepsilon_{y} \\
-\varepsilon_{z} & 1 & \varepsilon_{x} \\
\varepsilon_{y} & -\varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{ccc}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right]\left[\begin{array}{c}
\cos \omega_{0} t \\
\sin \omega_{0} t \\
0
\end{array}\right] \\
& =\left[\begin{array}{ccc}
1 & \varepsilon_{z} & -\varepsilon_{y} \\
-\varepsilon_{z} & 1 & \varepsilon_{x} \\
\varepsilon_{y} & -\varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{l}
k_{1} \\
k_{2} \\
k_{3}
\end{array}\right] \tag{226}
\end{align*}
$$

where: $\quad k_{1}{ }^{-b}{ }_{11} \cos \omega_{0} t+b_{12} \sin \omega_{0} t$
$k_{2}=b_{21} \cos \omega_{0} t+b 22^{\sin \omega_{0} t}$
$k_{3}=b_{31} \cos \omega_{0} t+b 32 \sin \omega_{0} t$
Thus,

$$
\left[\begin{array}{l}
a_{x v t}  \tag{228}\\
a_{y v t} \\
a_{z v t}
\end{array}\right]=\left[\begin{array}{l}
k_{1}+\varepsilon_{2} k_{2}-\varepsilon_{y} k_{3} \\
k_{2}-\varepsilon_{2} k_{1}+\varepsilon_{x} k_{3} \\
k_{3}+\varepsilon_{y} k_{1}-\varepsilon_{x} k_{2}
\end{array}\right]
$$

The torque in vehicle space is given by substituting equation 228 into equation 15 and neglecting products of the $\varepsilon$ 's gives:

$$
\left[\begin{array}{l}
T_{x v t}  \tag{229}\\
T_{y v t} \\
T_{z v t}
\end{array}\right]=3 \omega_{0}^{2}\left[\begin{array}{l}
{\left[k_{2} k_{3}+\varepsilon_{x}\left(k_{3}^{2}-k_{2}^{2}\right)+\varepsilon_{y} k_{1} k_{2}-\varepsilon_{z} k_{1} k_{3}\right] \Delta I_{x}} \\
{\left[k_{1} k_{3}-\varepsilon_{x} k_{1} k_{2}+\varepsilon_{y}\left(k_{1}^{2}-k_{3}^{2}\right)+\varepsilon_{z} k_{2} k_{3}\right] \Delta I_{y}} \\
{\left[k_{1} k_{2}+\varepsilon_{x} k_{1} k_{3}-\varepsilon_{y} k_{2} k_{3}+\varepsilon_{z}\left(k_{2}^{2}-k_{1}^{2}\right)\right] \Delta I_{z}}
\end{array}\right]
$$

Transforming back into the mirror image coordinate frame:

$$
\left[\begin{array}{l}
T_{x M I} \\
T_{y M I} \\
T_{z M I}
\end{array}\right]=\left[\begin{array}{ccc}
1 & -\varepsilon_{z} & \varepsilon_{y} \\
\varepsilon_{z} & 1 & -\varepsilon_{x} \\
-\varepsilon_{y} & \varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{l}
T_{x v t} \\
T_{y v t} \\
T_{z v t}
\end{array}\right]
$$

$$
\left[\begin{array}{l}
T_{x M I}  \tag{230}\\
T_{y M I} \\
\varepsilon_{z M I}
\end{array}\right]=3 \omega_{0}^{2}\left[\begin{array}{l}
{\left[k_{1} k_{2} \Delta I_{x}+\varepsilon_{x}\left(k_{3}^{2}-k_{2}^{2}\right) \Delta I_{x}-\varepsilon_{y} k_{1} k_{2} \Delta I_{y}+\varepsilon_{z} k_{1} k_{3} \Delta I_{z}\right]} \\
{\left[k_{1} k_{3} \Delta I_{y}+\varepsilon_{x} k_{1} k_{3} \Delta I_{x}+\varepsilon_{y}\left(k_{1}^{2}-k_{3}^{2}\right) \Delta I_{y}-\varepsilon_{z} k_{2} k_{3} \Delta I_{z}\right]} \\
{\left[k_{1} k_{2} \Delta I_{z}-\varepsilon_{x} k_{1} k_{3} \Delta I_{x}+\varepsilon_{y} k_{2} k_{3} \Delta I_{y}+\varepsilon_{z}\left(k_{2}^{2}-k_{1}^{2}\right) \Delta I_{z}\right]}
\end{array}\right]
$$

where use of the relations $\Delta I_{x}+\Delta I_{y}=-\Delta I_{z}, \Delta I_{y}+\Delta I_{z}=-\Delta I_{x}, \Delta I_{z}+\Delta I_{x}=-\Delta I_{y}$ has been made. Substituting from equations 227 for the $k_{i}$ and simplifying the torque equations become:

$$
\begin{align*}
& T_{x M I}=3 \omega_{0}^{2} k_{2} k_{3} \Delta I_{x}+\frac{3}{2} \omega_{0}^{2}\left[\varepsilon_{x}\left(\alpha_{1}+\alpha_{2} \cos 2 \omega_{0} t+\alpha_{3} \sin 2 \omega_{0} t\right) \Delta I x\right. \\
& -\varepsilon_{y}\left(\alpha_{4}+\alpha_{5} \cos 2 \omega_{0} t+\alpha_{6} \sin 2 \omega_{0} t\right) \Delta t y \\
& \left.+\varepsilon_{2}\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} t+\alpha_{9} \sin 2 \omega_{0} t\right) \Delta I_{z}\right]  \tag{231a}\\
& T_{y M I}=3 \omega_{0}^{2} k_{1} k_{3} \Delta I_{y}+\frac{3}{2} \omega_{0}^{2}\left[\varepsilon_{x}\left(\alpha_{4}+\alpha_{5} \cos 2 \omega_{0} t+\alpha_{6} \sin 2 \omega_{0} t\right) \Delta I_{x}\right. \\
& +\varepsilon_{y}\left(\alpha_{10}+\alpha_{11} \cos 2 \omega_{0} t+\alpha_{12} \sin 2 \omega_{0} t\right) \Delta I_{y} \\
& \left.-\varepsilon_{z}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right) \Delta I_{z}\right]  \tag{231b}\\
& T_{z M I}=3 \omega_{0}^{2} i{ }_{i} k_{2} \Delta I_{z}+\frac{3}{2} \omega_{0}^{2} \Gamma-\varepsilon_{x}\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} t+\alpha_{9} \sin 2 \omega_{0} t\right) \Delta I_{x} \\
& +\varepsilon_{y}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 i_{0} t\right) \Delta I_{2} \\
& \left.+\varepsilon_{2}\left(\alpha_{16}+\alpha_{17} \cos 2 \omega_{0} t+\alpha_{18} \sin 2 \omega_{0} t\right) \Delta I_{z}\right]  \tag{231c}\\
& \text { where: } \quad a_{1}=b_{31}^{2}+b_{32}^{2}-b_{21}^{2}-b_{22}^{2}  \tag{232a}\\
& a_{2}=b_{31}^{2}-b_{32}^{2}-b_{21}^{2}+b_{22}^{2}  \tag{232b}\\
& \alpha_{3}=2\left(b_{31} b_{32}^{-b} 21_{22}\right)  \tag{232c}\\
& a_{4}=b_{11} b_{21}+b_{12} b_{22}  \tag{232d}\\
& a_{5}-b_{11}{ }_{21}-b_{12}{ }^{b} 22  \tag{232e}\\
& a_{6}=b_{11} b_{22}+b_{12} b_{21} \tag{232f}
\end{align*}
$$

$$
\begin{align*}
& a_{7}=b_{11} b_{31}+b_{12} b_{32}  \tag{232g}\\
& \alpha_{8}=b_{11} b_{31}-b_{12} b_{32}  \tag{232h}\\
& \alpha_{9}=b_{11} b_{32}+b_{12}{ }^{b} 31  \tag{232i}\\
& \alpha_{10}=b_{11}^{2}+b_{12}^{2}-b_{31}^{2}-b_{32}^{2}  \tag{232j}\\
& \alpha_{11}=b_{11}^{2}-b_{12}^{2}-b_{31}^{2}+b_{32}^{2}  \tag{232k}\\
& \alpha_{12}=2\left(b_{11} b_{12}^{-b} b_{31} b_{32}\right)  \tag{232l}\\
& \alpha_{13}=b_{21} b_{31}+b_{22} b_{32}  \tag{232m}\\
& \alpha_{14}=b_{21} b_{31}-b_{22^{b}}{ }_{32}  \tag{232n}\\
& \alpha_{15}=b_{21} b_{32}+b_{22} b_{31}  \tag{2320}\\
& \alpha_{16}=b_{21}^{2}+b_{22}^{2}-b_{11}^{2}-b_{12}^{2}  \tag{232p}\\
& \alpha_{17}=b_{21}^{2}-b_{22}^{2}-b_{11}^{2}+b_{12}^{2}  \tag{232q}\\
& \alpha_{18}=2\left(b_{21} b_{22}-b_{11} b_{12}\right) \tag{232r}
\end{align*}
$$

Since $\Delta I_{x}$ is some 20 times smaller than $\Delta I_{y}$ and $\Delta I_{z}$, maneuvers about $X_{v}$ can produce relatively little torque compared to $Y_{v}$ and $Z_{v}$ rotations. Therefore $\varepsilon_{x}$ will be set to zero, and the trim maneuvers $\varepsilon_{y}$ and $\varepsilon_{z}$ will be used. The torque available by trim maneuvering eq̧uals:

$$
\begin{array}{r}
T_{x M I}=3 \omega_{0}^{2} k_{2} k_{3} \Delta I_{x}+\frac{3}{2} \omega_{0}^{2}\left[-\varepsilon_{y}\left(\alpha_{4}+\alpha_{5} \cos 2 \omega_{0} t+\alpha_{6} \sin 2 \omega_{0} t\right) \Delta I_{y}\right. \\
\left.+\varepsilon_{z}\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} t+\alpha_{9} \sin 2 \omega_{0} t\right) \Delta I_{z}\right] \\
T_{y M I}=3 \omega_{0}^{2} k_{1} k_{3} \Delta I_{y}+\frac{3}{2} \omega_{0}^{2}\left[\varepsilon_{y}\left(\alpha_{10}+\alpha_{11} \cos 2 \omega_{0} t+\alpha_{12} \sin 2 \omega_{0} t\right) \Delta I_{y}\right. \\
\left.-\varepsilon_{z}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right) \Delta I_{z}\right] \tag{233b}
\end{array}
$$

$$
\begin{array}{r}
T_{z M I}=3 \omega_{0}^{2} k_{1} k_{2} \Delta I_{z}+\frac{3}{2} \omega_{0}^{2}\left[\varepsilon_{y}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right) \Delta I_{y}\right. \\
\left.+\varepsilon_{z}\left(\alpha_{16}+\alpha_{17} \cos 2 \omega_{0} t+\alpha_{18} \sin 2 \omega_{0} t\right) \Delta I z\right] \tag{233c}
\end{array}
$$

One approach to determine the trim manetvers is to express them as some dynamic function of the residual angular momentum as expressed in mirror image coordinates, thus:

$$
\left[\begin{array}{l}
y^{y}  \tag{234}\\
\varepsilon_{z}
\end{array}\right]=\left[\begin{array}{lll}
A & B & C \\
D & E & F
\end{array}\right]\left[\begin{array}{c}
-H_{x R M I} \\
-H_{y R M I} \\
-H_{z R M I}
\end{array}\right]
$$

where $\vec{H}_{R M I}=\left(H_{x R M I}, H_{y R M I}, H_{z R M I}\right)^{T}$ is the residual angular momentum to be dumped expressed in the mirror image coordinates, and A through $F$ are function or operations yet to be determined. The residual momentum can be computed by sampling the stored momentum (through reading out CMG gimbal angles) fust after desaturation is completed and the samples as taken during an observation orientation must be transformed by equation 225 to express it in mirror image coordinates. In addition prior studies have indicated that time history dependence can be important so the form chosen for $\vec{H}_{\text {MRI }}$ will be:

$$
\begin{equation*}
\vec{H}_{M R I}=\vec{H}_{s}-\vec{H}_{a}+k_{M}\left(\vec{H}_{M R I p}-\vec{H}_{s}\right) \tag{235}
\end{equation*}
$$

Where $\vec{H}_{s}$ is the sampled momentum, $\vec{H}_{a}$ is some reference or desired momentum state, $\vec{H}_{\text {MRIp }}$ is the residual momentum from the previous orbit and $k_{M}$ is some constant gain which can best be determined from simulation studies.

In order to define the functions $A$ through $F$ required for residual desaturation equation 234 is substituted into the equations 233 yielding:

$$
\begin{align*}
& T_{x M I}=3 \omega_{0}^{2} k_{2} k_{3} \Delta I_{x}+\frac{3}{2} \omega_{0}^{2} H_{x R M I}\left[A \Delta I_{y}\left(\alpha_{4}+\alpha_{5} \cos 2 \omega_{0} t+\alpha_{6} s \ln 2 \omega_{0} t\right)\right. \\
& \left.-D \Delta I_{2}\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} t+\alpha_{9} \sin 2 \omega_{0} t\right)\right] \\
& +\frac{3}{2} \omega_{0}^{2} H_{y R M I}\left[B \Delta I_{y}\left(\alpha_{4}+\alpha_{5} \cos 2 \omega_{0} t+\alpha_{6} \sin 2 \omega_{0} t\right)\right. \\
& \left.-E \Delta I_{z}\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} t+\alpha_{9} \sin 2 \omega_{0} t\right)\right] \\
& +\frac{3}{2} \omega_{0}^{2} \mathrm{H}_{z \mathrm{RMI}}\left[\mathrm{CDI} \mathrm{y}^{\left(\alpha_{4}+\alpha_{5} \cos 2 \omega_{0} t+\alpha_{6} \sin 2 \omega_{0} t\right)}\right. \\
& \left.-\mathrm{F} \mathrm{II}_{2}\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} t+\alpha_{9} \sin 2 \omega_{0} t\right)\right]  \tag{2368}\\
& \mathrm{T}_{\mathrm{yMI}}=3 \omega_{0}^{2} \mathrm{k}_{1} \mathrm{k}_{3} \Delta \mathrm{I}_{\mathrm{y}}-\frac{3}{2} \omega_{0}^{2} \mathrm{H}_{x R M I}\left[A \Delta I_{y}\left(\alpha_{10}+\alpha_{11} \cos 2 \omega_{0} t+\alpha_{12} \sin 2 \omega_{0} t\right)\right. \\
& \begin{array}{r}
\left.-D \Delta I_{z}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right)\right] \\
-\frac{3}{2} \omega_{0}^{2}{ }_{y}{ }_{y R M I}\left[B \Delta I_{y}\left(\alpha_{10}+\alpha_{11} \cos 2 \omega_{0} t+\alpha_{12} \sin 2 \omega_{0} t\right)\right.
\end{array} \\
& \begin{array}{r}
\left.-D \Delta I_{z}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right)\right] \\
-\frac{3}{2} \omega_{0}^{2} H_{y R M I}\left[B \Delta I_{y}\left(\alpha_{10}+\alpha_{11} \cos 2 \omega_{0} t+\alpha_{12} \sin 2 \omega_{0} t\right)\right.
\end{array} \\
& \left.-E \Delta_{i}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right)\right] \\
& -\frac{3}{2} \omega_{0}^{2} H_{z R M I}\left[C \Delta I_{y}\left(\alpha_{10}+\alpha_{11} \cos 2 \omega_{0} t+\alpha_{12} \sin 2 \omega_{0} t\right)\right. \\
& \left.-F \Delta_{2}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right)\right]  \tag{236b}\\
& T_{z M I}=3 \omega_{0}^{2} k_{1} k_{2} \Delta I_{z}-\frac{3}{2} \omega_{0}^{2} H_{x R M I}\left[A \subset I I_{y}\left(\alpha_{13}+\alpha_{1 i}: \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right)\right. \\
& \left.+D \Delta I_{2}\left(\alpha_{16}+\alpha_{17} \cos 2 \omega_{0} t+\alpha_{18} \sin 2 \omega_{0} t\right)\right] \\
& -\frac{3}{2} \omega_{0}^{2} H_{y R M I}{ }^{\left(B \Delta I_{y}\right.}\left(\alpha_{13}+\alpha_{14}{ }^{\cos 2 \omega_{0}}{ }^{t+\alpha_{15}}{ }^{\left.\sin 2 \omega_{0} t\right)}\right. \\
& \left.+E \Delta I_{z}\left(\alpha_{16}+\alpha_{17} \cos 2 \omega_{0} t+\alpha_{18} \sin 2 \omega_{0} t\right)\right] \\
& -\frac{3}{2} \omega_{0}^{2} H_{z R M I}\left[C \Delta I_{y}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} t+\alpha_{15} \sin 2 \omega_{0} t\right)\right. \\
& \left.+F \Delta I_{z}\left(\alpha_{16}+x_{17} \cos 2 \omega_{0} t+\alpha_{18} \sin 2 \omega_{0} t\right)\right] \tag{236c}
\end{align*}
$$

If all momentum is to be removed in a half orbit ( $\Delta t=\pi / \omega_{0}$ ), the integrals of the above equations must equal the negative of the accumulated momentum. The first term in each equation reverses the primary momentum accumulation by the development of the previous section, thus the integrals of the remaining terms must reverse the residual accumulation $\vec{H}_{R M I}$. Defining the final three terms of each equation as $T_{x R M I}, T_{y R M I}$, and $T_{z R M I}$ reapectively:

$$
\begin{equation*}
\int_{t}^{t+\frac{\pi}{\omega_{0}}} \vec{T}_{R M I} d \tau=-\vec{H}_{R M I} \tag{237}
\end{equation*}
$$

This can be accomplished without any cross coupling by requiring:

$$
\begin{align*}
& \quad \frac{3}{2} \omega_{0}^{2} \Delta I_{y} \int_{t}^{t+\frac{\pi}{\omega_{0}}} A\left(\alpha_{4}+\alpha_{5} \cos 2 \omega_{0} \tau+\alpha_{6} s \ln 2 \omega_{0} \tau\right) d \tau \\
& -\frac{3}{2} \omega_{0}^{2} \Delta I_{z} \int_{t}^{t+\frac{\pi}{\omega_{0}}} D\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} \tau+\alpha_{9} \sin 2 \omega_{0} \tau\right) d \tau=-1  \tag{238a}\\
& \\
& \frac{3}{2} \omega_{0}^{2} \Delta I I_{y} \int_{t}^{t+\frac{\pi}{\omega_{0}}} B\left(\alpha_{4}+\alpha_{5} \cos 2 \omega_{0} \tau+\alpha_{6} s \ln 2 \omega_{0} \tau\right) d \tau  \tag{238b}\\
& -\frac{3}{2} \omega_{0}^{2} \Delta I_{z} \int_{t}^{t+\frac{\pi}{\omega_{0}}} E\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} \tau+\alpha_{9} s \ln 2 \omega_{0} \tau\right) d \tau=0 \\
&  \tag{238c}\\
& \frac{3}{2} \omega_{0}^{2} \Delta I_{y} \int_{t}^{t+\frac{\pi}{\omega_{0}}} C\left(\alpha_{4}+x_{5} \cos 2 \omega_{0} \tau+\alpha_{6} s \ln 2 \omega_{0} \tau\right) d \tau \\
& -\frac{3}{2} \omega_{0}^{2} \Delta I_{z} \int_{t}^{t+\frac{\pi}{\omega_{0}}} F\left(\alpha_{7}+\alpha_{8} \cos 2 \omega_{0} \tau+\alpha_{9} s \ln 2 \omega_{0} \tau\right) d \tau=0
\end{align*}
$$

$$
\begin{align*}
& -\frac{3}{2} \omega_{0}^{2} \Delta I \int_{t} \int_{0}^{t+\frac{\pi}{\omega_{0}}} D\left(\alpha_{13}+\alpha_{14}{\cos 2 \omega_{0} \tau+\alpha_{15}}^{\left.\sin 2 \omega_{0} \tau\right) d \tau \omega}\right.  \tag{238d}\\
& \frac{3}{2} \omega_{0}^{2} \Delta I_{y} \int_{t}^{t+\frac{\pi}{\omega_{0}}}{ }_{B\left(\alpha_{10}+\alpha_{11}\right.}{\cos 2 \omega_{0}}^{T+\alpha \alpha_{12}} \sin 2 \omega_{0}^{\tau) d \tau} \\
& -\frac{3}{2} \omega_{0}^{2} \Delta I_{2} \int_{\tau}^{t+\frac{\pi}{\omega_{0}}} E\left(\alpha_{13}{ }^{+\alpha_{1}}{ }^{\cos 2 \omega_{0} T+\alpha_{15}}{ }^{\left.\sin 2 \omega_{0} \tau\right) d \tau-1}\right.  \tag{238e}\\
& \frac{3}{2} \omega_{0}^{2} \Delta I_{y} \int_{\mathrm{t}}^{\mathrm{t}}{ }^{t+\frac{\pi}{\omega_{0}}}{ }_{c\left(\alpha_{10}+\alpha_{11}\right.} \cos 2 \omega_{0} \sigma^{\tau+\alpha_{12}} \sin ^{\left.\operatorname{tn} 2 \omega_{0} \tau\right) d \tau} \\
& \left.-\frac{3}{2} \omega_{0}^{2} \Delta{ }_{z} \int_{\tau}^{t+\frac{\pi}{\omega_{0}}}{ }_{F\left(\alpha_{13}+\alpha_{14}\right.} \cos 2 \omega_{0} \tau+\alpha_{15} \sin 2 \omega_{0} \tau\right) d \tau=0  \tag{238f}\\
& \frac{3}{2} \omega_{0}^{2} \Delta I_{y} \int_{\tau}{ }^{\operatorname{tr} \frac{\pi}{\omega_{0}}}{ }_{A\left(\alpha_{13}+\alpha_{14}\right.} \cos 2 \omega_{0} \sigma^{\tau+\alpha_{15}}{ }^{\left.\sin 2 \omega_{0} \tau\right) d \tau} \\
& +\frac{3}{2} \omega_{0}^{2} \Delta I_{2} \int_{t}^{t+\frac{\pi}{\omega_{0}}} D\left(\alpha_{16}+\alpha_{17} \cos 2 \omega_{0} T+\alpha_{18} \sin 2 \omega_{0}^{T) d T}=0\right. \tag{238g}
\end{align*}
$$

$$
\begin{align*}
& \frac{3}{2} \omega_{0}^{2} \Delta I_{y} \int_{t}^{t+\frac{\pi}{\omega_{0}}} \mathrm{C}\left(\alpha_{13}+\alpha_{14} \cos 2 \omega_{0} \tau+\alpha_{15} \sin 2 \omega_{0} \tau\right) d \tau \\
+ & \left.\frac{3}{2} \omega_{0}^{2} \Delta I_{z} \int_{t}^{t+\frac{\pi}{\omega_{0}}}{ }_{F\left(\alpha_{16}+\alpha_{17} \cos 2 \omega_{0} \tau+\alpha_{18}\right.} \sin 2 \omega_{0} \tau\right) d \tau=1 \tag{238i}
\end{align*}
$$

After examination of the equations 238 select A through $F$ as follows:

$$
\begin{align*}
& A^{\Delta}{ }_{a}{ }_{1} \operatorname{sgn}\left\{\sin 2 \omega_{0} t\right\}+a_{2} \operatorname{sgn}\left\{\cos 2 \omega_{0} t\right\}  \tag{239a}\\
& { }_{B}{ }^{\Delta_{b}}{ }_{1} \operatorname{sgn}\left\{\sin 2 \omega_{0} t\right\}+b_{2} \operatorname{sgn}\left\{\cos 2 \omega_{0} t\right\}  \tag{239b}\\
& \mathrm{c}_{\mathrm{C}_{\mathrm{c}_{1}} \operatorname{sgn}\left\{\sin 2 \omega_{\mathrm{o}} \mathrm{t}\right\}+\mathrm{c}_{2} \operatorname{sgn}\left\{\cos 2 \omega_{0} t\right\}}  \tag{239c}\\
& D=d \operatorname{sgn}\left\{\sin 2 \omega_{0} t\right\}  \tag{239d}\\
& E \Delta_{e} \operatorname{sgn}\left\{\cos 2 \omega_{o} t\right\}  \tag{239e}\\
& F \#_{f} \operatorname{sgn}\left\{\cos 2 \omega_{o} \mathrm{t}\right\} \tag{239f}
\end{align*}
$$

Also, note that:

$$
\begin{align*}
& \int_{t}^{t+\frac{\pi}{\omega_{0}}} \operatorname{sgn}\left\{\sin 2 \omega_{0} \tau\right\} \sin 2 \omega_{0} \tau d \tau=\int_{t}^{t+\frac{\pi}{\omega_{0}}} \operatorname{sgn}\left\{\cos 2 \omega_{0} \tau\right\} \cos 2 \omega_{0} \tau d \tau=\frac{2}{\omega_{0}}  \tag{240}\\
& \int_{t}^{t+\frac{\pi}{\omega_{0}}} \operatorname{sgn}\left\{\sin 2 \omega_{0}^{\tau} \tau \cos 2 \omega_{0} \tau d \tau=\int_{t}^{t+\frac{\pi}{\omega_{0}}} \operatorname{sgn}\left\{\cos 2 \omega_{0} \tau\right\} \sin 2 \omega_{0} \tau d \tau=0\right. \tag{241}
\end{align*}
$$

Substituting equations 239a and 239d into equat ions 238a, 238 d , and 238 g and using equations 240 and 241 then gives the following simultaneous equations in $a_{1}, a_{2}$ and $d$ :

$$
\begin{align*}
& \alpha_{6} \Delta I_{y}{ }_{1}+\alpha_{5} \Delta I_{y} a_{2}-\alpha_{9} \Delta I_{z} d=-\frac{1}{3 \omega_{0}}  \tag{242}\\
& \alpha_{12} \Delta I_{y} y_{1}+\alpha_{11} \Delta I_{y} y_{2}-\alpha_{15} \Delta I_{z} d=0  \tag{243}\\
& \alpha_{15} \Delta I_{y} a_{1}+\alpha_{14}{ }^{\Delta I} y^{a} a_{2}+\alpha_{18} \Delta I z^{d=0} \tag{244}
\end{align*}
$$

Solving for $a_{1}, a_{2}$ and $d$ by Cramer's Rule gives.

$$
\begin{align*}
& a_{1}=\frac{\Delta I_{y} \Delta I_{z}}{3 \omega_{0} \Delta_{a, d}}\left(\alpha_{11} \alpha_{18}+\alpha_{14} \alpha_{15}\right)  \tag{245}\\
& a_{2}=-\frac{\Delta I_{y} \Delta I_{z}}{3 \omega_{0} \Delta_{a, d}}\left(\alpha_{15}^{2}+\alpha_{12} \alpha_{18}\right)  \tag{246}\\
& d=\frac{\Delta I_{y}^{2}}{3 \omega_{0} \Delta_{a, d}}\left(\alpha_{12} \alpha_{14}-\alpha_{11} \alpha_{15}\right) \tag{247}
\end{align*}
$$

where: $\Delta_{a, d}=\Delta I_{y}^{2} \Delta I_{z}\left(\alpha_{5} \alpha_{15}^{2}+\alpha_{5} \alpha_{12} \alpha_{18}+\alpha_{9} \alpha_{12} \alpha_{14}\right.$

$$
\begin{equation*}
-\alpha_{6} \alpha_{11} \alpha_{18}-\alpha_{6} \alpha_{14}{ }_{15}{ }^{\left.-\alpha_{9} \alpha_{11} \alpha_{15}\right)} \tag{248}
\end{equation*}
$$

Following the same procedure with the other equations, the remaining constants are found to be:

$$
\begin{gather*}
b_{1}=\frac{\Delta I_{y} \Delta I_{z}}{3 \omega_{0} \Delta_{b, e}}\left(\alpha_{5} \alpha_{17}+\alpha_{8} \alpha_{14}\right)  \tag{249}\\
b_{2}=-\frac{\Delta I_{y} \Delta I_{z}}{3 \omega_{0} \Delta_{b, e}}\left(\alpha_{6} \alpha_{17}+\alpha_{8} \alpha_{15}\right)  \tag{250}\\
e=\frac{\Delta I_{y}^{2}}{3 \omega_{0} \Lambda_{b, e}}\left(\alpha_{6} \alpha_{14}-\alpha_{5} \alpha_{15}\right)  \tag{251}\\
\text { a nd, } c_{1}=\frac{\Delta I y_{z} \Delta I_{z}}{3 \omega_{0} \Delta_{c, f}}\left(\alpha_{5} \alpha_{14}-\alpha_{8} \alpha_{11}\right) \\
\Delta_{b, e}=\Delta I_{y}^{2} \Delta I_{2}\left(\alpha_{5} \alpha_{14} \alpha_{15}+\alpha_{5} \alpha_{12} \alpha_{17}+\alpha_{8} \alpha_{12} \alpha_{14}\right.  \tag{252}\\
\left.-\alpha_{6} \alpha_{11} \alpha_{17}-\alpha_{6} \alpha_{14}^{2}-\alpha_{8} \alpha_{11} \alpha_{15}\right) \tag{253}
\end{gather*}
$$

$$
\begin{align*}
& \mathrm{f}=\frac{\Delta \mathrm{I}^{2}}{3 \omega_{0} \Delta_{c, f}} \cdot\left(\alpha_{5} \alpha_{12}-\alpha_{6} \alpha_{11}\right)  \tag{255}\\
& \Delta_{\mathrm{c}, \mathrm{f}}=\Delta 1_{y}^{2} \Delta \mathrm{I}_{z}\left(\alpha_{5} \alpha_{14} \alpha_{15}+\alpha_{5} \alpha_{12} \alpha_{17}+\alpha_{8} \alpha_{12} \alpha_{14}\right. \\
& \left.\quad-\alpha_{6} \alpha_{11} \alpha_{17}-\alpha_{6} \alpha_{14}^{2}-\alpha_{8} \alpha_{11} \alpha_{15}\right) \tag{256}
\end{align*}
$$

The trim maneuvers are defined by equation 234 along with the equations 239, 245 thru 256 and 232. Examination of the equations 239 reveals that the maneuvers are piecewise constant about the mirror image orientation switching as $\sin 2 \omega_{0} t$ or $\cos 2 \omega_{0} t$ change sign. Like the large maneuver, the trim maneuvers are dependent on the observation orientation, but they are influenced directly by the residual momentum as obtained by sampling the stored momentum.

Logic and Maneuvering Sumnary - As in the previous developments, the large angle maneuvers will be accomplished by passing the direction cosine matrix of the desired orfentation to the quaternion maneuver law. The transformation from orbital coordinates to the mirror image desaturation attitude is given by equation 224 in terms of the direction cosine coefficients of the observation attitude. The relation between orbital and reference coordinates is given by the inverse of equation 123. The matrix to be supplied to the maneuver law to move to the desaturation attitude is thus:

$$
\left[\begin{array}{ccc}
a_{11} & a_{12} & -a_{13}  \tag{257}\\
a_{21} & a_{22} & -a_{23} \\
-a_{31} & -a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{ccc}
\cos \alpha & -\operatorname{cosi} \sin \alpha & \sin 1 \sin \alpha \\
\sin \alpha & \operatorname{cosi} \cos \alpha & -\sin 1 \cos \alpha \\
0 & \sin 1 & \operatorname{cosi}
\end{array}\right]
$$

In performing the maneuver back to the same observation attitude at the end of the desaturation period the matrix is:

$$
\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{258}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{ccc}
\cos \alpha & -\cos 1 \sin \alpha & \sin 1 \sin \alpha \\
\sin \alpha & \cos 1 \cos \alpha & -\sin 1 \cos \alpha \\
0 & \sin 1 & \operatorname{cosi}
\end{array}\right]
$$

The basic operation of over one orbit measured from target reacquisition thus can be outlined as follows:
a. When demaneuver to observation attitude is complete sample the stored momentum and compute $\vec{H}_{R M I}$ to determine trim maneuvers during the desaturation period.
b. During the observation period monitor the momentum accumulation to determine the total accumulated momentum $\vec{H}_{D}$.
c. Just prior to the initiation of desaturation compare the magnitude of $\vec{H}_{D}$ with the gross desaturation capability of the trim maneuvers $\vec{H}_{R}$. If $\left|\vec{H}_{D}\right|<\left|\vec{H}_{R}\right|$ set $\vec{H}_{M R I}=\vec{H}_{D}$ and go directly to the trim maneuvers (step
e) without performing the mirror image maneuver.
d. If $\left|H_{d}\right|>\left|H_{R}\right|$ move to the mirror image orientation by passing the matrix 257 to the maneuver control law.
e. Begin the trin maneuver sequence about vehicle axes as defined by equation 234.
f. At the end of the desaturation period set the trim commands to zero, and if step $d$ was performed, demaneuver to the observation attitude by passing the matrix 258 to the maneuver control law.

During the above procedure, the angle $\alpha$ will require periodic update as the orbit precesses. In addition if a new target is to be acquired the demaneuver at step $f$ will be to that new target and the start of the next desaturation period will be altered depending on the relation between the old and new target points.
10.4.5 A Gravity Tracking Control Law For Desaturation From an Arbitrary Attitude - The gravity tracking technique consists of large angle maneuvers about at least two vehicle axes selected to place the minimum axis of inertia in the vicinity of the local vertical vector for maximum torque regulation about all axes. The rationale for this can be understood by recalling that gravity torques tend to align the minimum axis of inertia with the local vertical and maximal torques may thus be developed by bringing this axis close to the vertical in an orientation determined by the accumulation of angular momentum in the CMG
system. The method is thus more complex than the single axis large angle law presented in section 10.4 .3 since in general at least two large angle maneuvers are required. Like the law of the previous section, desaturation can be accomplished from an arbitrary attitude, however this method requires continuous maneuvering during desaturation to maintain the desired relationship between the vehicle minimum axis of inertia and the local vertical vector, $1 . e$. , to track the gravity vector, ad the tacit assumption $i s$ made that observation will be along the vehicle $X$ axis.

The basic gravity tracking method was presented in reference 4 and variations are given in references 5 and 6 from which the following development is made.

Determination of the Maneuver Format - For a vehicle having an inertia distribution approximating a cylinder, the gravity torques tend to align the minimum axis of inertia with the gravity vector. Thus, the torque vector is always perpendicular to the plane formed by the minimum axis and the gravity vector. The magnitude of this torque is proportional to the angle between the minimum axis and the gravity vector and, in particular, is related according to the sine of twice that angle. A torque plane is formed, as shown in figure 10.16 , by rotation of the vehicle about the gravity vector through a specified angle $4 \gamma$. This torque plane is always normal to the local vertical, i.e., tangent to the orbital path of a circular orbit when viewed perpendicular to the orbital plane.

As the vehicle center of mass moves in orbit, the torque vector moves as shown in figure 10.17. The object is to maneuver the vehicle during the desaturation cycie in such a manner that the resolved components in the inertial frame are favorable for desaturation. Visualization of the torque in this manner allows a design that accomplishes momentum control about all axes. Since the torque vector is in a plane tangent to the orbital plane, it is often desirable to maneuver such that the torque component in the orbital plane changes the sign of a specific component. Thus, maneuvers are often performed at points which yield the additional necessary control.

Before considering the desaturation maneuvering sequence, it is worthwhile to justify the preseding remarks concerning the general gravity torque behavior. If it is assumed that the vehicle orientation is arbitrary, then the relation between the orbital coordinates $X_{0} Y_{0} Z_{o}$ and vehicle coordinates may be represented by an arbitrary direction cosine matrix as in equation 215. To


Figure 10.16. The Gravity Torque Plane


Figure 10.17. Torque Vector Orientation
verify the existence of the corque plane it is necessary to resolve the torque into a coordinate system in which the $X$ axis is directed along the local vertical. The $Y$ axis will be confined to the orbital plane and 2 will thus be normal to the orbit plane and is taken to be directed above it. The relation between the vehicle coordinates and this system is thus:

$$
\begin{align*}
{\left[\begin{array}{l}
X_{v} \\
Y_{v} \\
Z_{v}
\end{array}\right] } & =\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{ccc}
\cos \omega_{0} t & \sin \omega_{0} t & 0 \\
-\sin \omega_{0} t & \cos \omega_{0} t & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right] \\
& =\left[\begin{array}{lll}
P_{11} & P_{12} & P_{13} \\
P_{21} & P_{22} & P_{23} \\
P_{31} & P_{32} & P_{33}
\end{array}\right]\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right] \tag{259}
\end{align*}
$$

denoting the matrix product of equation 250 as P with elements $P_{i f}$ and noting that the local vertical unit vector in XYZ coordinates is simply $(1,0,0)^{7}$, gives the local vertical vector in vehicle coordinates as:

$$
\hat{a}=\left[\begin{array}{l}
P_{11}  \tag{260}\\
P_{21} \\
P_{31}
\end{array}\right]
$$

Substituting into equation 15 , the gravity gradient torque in vehicle space is:

$$
\overrightarrow{\mathrm{T}}_{\mathrm{V}}=3 \omega_{0}^{2}\left[\begin{array}{l}
\mathrm{P}_{21} \mathrm{P}_{31} \Delta \mathrm{I}_{x}  \tag{261}\\
\mathrm{P}_{11} \mathrm{P}_{31} \Delta I_{y} \\
\mathrm{P}_{11} \mathrm{P}_{21} \Delta I_{z}
\end{array}\right]
$$

Since $P$ is the product of two orthogonal matrices it is also orthogonal and the torque resolved into the XYZ system is thus:

$$
\begin{align*}
& \vec{T}=3 \omega_{0}^{2}\left[\begin{array}{lll}
P_{11} & P_{21} & P_{31} \\
P_{12} & P_{22} & P_{32} \\
P_{13} & P_{23} & P_{33}
\end{array}\right]\left[\begin{array}{l}
P_{21} P_{31} \Delta I_{x} \\
P_{11} P_{31} \Delta I_{y} \\
P_{11} P_{21} \Delta I_{z}
\end{array}\right] \\
& \vec{T}=3 \omega_{0}^{2}\left[\begin{array}{l}
P_{11} P_{21} P_{31}\left(\Delta I_{x}+\Delta I_{y}+\Delta I_{z}\right) \\
P_{12} P_{21} P_{31} \Delta I_{x}+P_{11} P_{22} P_{31} \Delta I_{y}+P_{11} P_{21} P_{32} I_{z} \\
P_{13} P_{21} P_{31} \Delta I_{x}+P_{11} P_{23} P_{31} \Delta I_{y}+P_{11} P_{21} P_{33^{~}} I_{z}
\end{array}\right] \tag{262}
\end{align*}
$$

Since the sum of the $\Delta I_{i}$ is identfically zero, there is no torque in the $X$ direction, that is about the local vertical, thus the gravity gradient torque is always in a plane normal to the local vertical regardless of vehicle inertia distribution or orientation and the existence of the torque plane is confirmer.

The actual torque resolved into the XYZ system can be obtained by substitution of the $\mathrm{P}_{\text {if }}$ from equation 259 into 262 , using the orthogonality of the $a_{i j}$ giving:
$\mathrm{T}_{\mathrm{x}}=0$

$$
T_{2}=\frac{3}{2} \omega_{0}^{2}\left\{\left[a_{13}\left(a_{21} a_{31}^{-a_{22}} a_{32}\right) \cos 2 \omega_{0} t-a_{13}\left(a_{21} a_{32}+a_{22^{a}} a_{31}\right) \sin 2 \omega_{0} t\right] \Delta I_{x}\right.
$$

$$
+\left[a_{23}\left(a_{11^{a}}{ }_{31}^{-a_{12}} a_{32}\right) \cos 2 \omega_{0} t-a_{23}\left(a_{11^{a}} 32^{+a_{12}} a_{31}\right) \sin 2 \omega_{0} t\right] \Delta I_{y}
$$

$$
\begin{equation*}
\left.+\left[a_{33}\left(a_{11^{a} 21}-a_{12} a_{22}\right) \cos 2 \omega_{0} t-a_{33}\left(a_{11^{a}} a_{22^{+a}} 12^{a_{21}}\right) \sin 2 \omega_{0} t\right] \Delta I_{2}\right\} \tag{265}
\end{equation*}
$$

The equations 263,264 , and 265 vield the gravity torques on an arbitrarily oriented vehicle resolved into the local vertical coordinate system XYZ.

$$
\begin{align*}
& T_{y}=3 \omega_{0}^{2}\left[\left(a_{12}{ }^{a} 21 a_{31} \cos \omega_{0} t+a_{11} a_{22} a_{32} \sin \omega_{0} t\right) \Delta I_{x}\right.  \tag{263}\\
& +\left(a_{11} a_{22} a_{31}{ }^{\cos \omega_{0}} t+a_{12} a_{21} a_{j 2} \sin \omega_{0} t\right) \Delta I_{y} \\
& +\left({ }^{( } 11^{a} 21^{a} 32^{\left.\left.\cos \omega_{0} t+a_{12}{ }^{a} 22^{a}{ }_{31} \sin \omega_{0} t\right) \Delta I_{2}\right]}\right.
\end{align*}
$$

In general, large rotations about any two vehicle axes will be sufficient to place the $X_{v}$ axis near the local vertical when maneuvering from an arbitrary orientation. Consider an orbital frame $X_{0}, Y_{0}, Z_{o}$, with $X_{o}$, directed along the target line projected in the orbital plane and $Y_{0}$, leading $X_{0}$, by $\pi / 2$ in the orbit plane. The orbital position $\theta_{t}$ is measured from the post desaturation quadrature point (i.e., the $-Y_{o}$, axis). From this system a rotation of $\omega_{o} t-\pi / 2$ about the $Z_{o}$, axis will place the $X_{V}$ axis along the local vertical. A rotation about the $Y$ axis of $\mu_{y}$ will develop the angle $?$, while small maneuvers $\varepsilon_{x}$ and $\varepsilon_{z}$ can generate the angie $\Delta \gamma$ chus setting up the general orientation of figure 10.15. The total maneuver with respect to the $X_{0}, Y_{0}, Z_{o}{ }^{\prime}$

$$
\begin{align*}
& \text { frame can be represented by: } \\
& {\left[\begin{array}{c}
x_{D v} \\
Y_{D V} \\
Z_{D V}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \mu_{y} & 0 & -\sin \mu_{y} \\
0 & 1 & 0 \\
\sin \mu_{y} & 0 & \cos \mu_{y}
\end{array}\right]\left[\begin{array}{ccc}
1 & \varepsilon_{z} & 0 \\
-\varepsilon_{z} & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
-\sin \omega_{0} t & \cos \omega_{0} t & 0 \\
-\cos \omega_{0} t & -\sin \omega_{0} t & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & \varepsilon_{x} \\
0 & -\varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{c}
x_{0}^{\prime} \\
y_{0} \\
Z_{0^{\prime}}
\end{array}\right]} \tag{266}
\end{align*}
$$

where the $X_{0}, Y_{0}, Z_{0}$, system is related to the $X_{0} Y_{0} Z_{0}$ system of figures 10.12 and 10.13 by a rotation of $\theta$ degrees about the $Z_{o}$ axis.
The sequence of rotations is relatively unimportant since the maneuver will ultimately be generated by the quaternion maneuver law and will be about an eigenaxis. The order shown in equation 261 involves a small roll $\varepsilon_{x}$ to initialize the position for the $\Delta y$ maneuver followed by the yaw of $\omega_{0} t-\pi / 2$ to place the $X$ axis near the vertical, then additional yow of $\varepsilon_{x}$ to develop $\Delta Y$ followed by pitch of $\mu_{y}$ to complete the maneuver. The total transformation from observation to desaturation attitudes is $g$ iven by the combination of equation 215 , i rotation about $Z_{0}$ by $G$, and equation 266 .

Derivation of the Required Maneuvers - The first step in determining the desaturation maneuvers is the determination of the gravity torques in the desaturation attitude. Resolving the local vertical vector $\hat{a}_{0}=\left(\sin \omega_{0} t,-\cos \omega_{0} t, 0\right)^{T}$ into the vehicle desaturation attitude coordinates using equation 266 gives:

$$
\left[\begin{array}{l}
a_{x v}  \tag{267}\\
a_{y v} \\
a_{z v}
\end{array}\right]=\left[\begin{array}{c}
-\cos \mu_{y}-\varepsilon_{x} \sin \mu_{y} \cos \omega_{o} t \\
\varepsilon_{z} \\
-\sin \mu_{y}+\varepsilon_{x} \cos \mu_{y} \cos \omega_{o} t
\end{array}\right]
$$

Substituting into the torque equation 15 gives:

$$
\left[\begin{array}{c}
T_{d x v}  \tag{268}\\
T_{d y v} \\
T_{d z v}
\end{array}\right]=3 \omega_{0}^{2}\left[\begin{array}{c}
-\varepsilon_{z} \sin \mu_{y} \Delta I_{x} \\
\left(\frac{1}{2} \sin 2 \mu_{y}-\varepsilon_{x} \cos 2 \mu_{y} \cos \omega_{0} t\right) \Delta I_{y} \\
-\varepsilon_{z} \cos \mu_{y} \Delta I_{z}
\end{array}\right]
$$

Transforming bacte to orbital coordinates using the inverse of equation 266:

$$
\left[\begin{array}{l}
\mathrm{T}_{\mathrm{dxo}}{ }^{\prime}  \tag{269}\\
\mathrm{T}_{\mathrm{dyo}}{ }^{\prime} \\
\mathrm{T}_{\mathrm{d} z 0^{\prime}}
\end{array}\right]=3{\omega_{0}^{2}}^{2}\left[\begin{array}{l}
\left(\varepsilon_{x} \cos 2 \mu_{y} \cos \omega_{0} t-\frac{1}{2} \sin 2 \mu_{y}\right) \cos \omega_{0} t \Delta I_{y} \\
\left(\varepsilon_{x} \cos 2 \mu_{y} \cos \omega_{0} t-\frac{1}{2} \sin 2 \mu_{y}\right) \sin \omega_{0} t \Delta I_{y} \\
\varepsilon_{z} \Delta I_{x}+\left(\varepsilon_{z} \cos { }^{2} \mu_{y}-\frac{1}{2} \varepsilon_{x} \sin 2 \mu_{y} \sin \alpha\right) \Delta I_{y}
\end{array}\right]
$$

where all products of the small maneuvers have been neglected. Further since $\varepsilon_{z}$ is by definition small and $\Delta I_{x}$ is an order of magnitude smaller than $\Delta I_{y}$, the product $\varepsilon_{z} \Delta I_{x}$ can be neglected in the $Z$ component of 269 leaving:

$$
\left[\begin{array}{l}
T_{d x 0^{\prime}}  \tag{270}\\
T_{d y o^{\prime}} \\
T_{d z 0^{\prime}}
\end{array}\right]=3 \omega_{0}^{2} \Delta I_{y}\left[\begin{array}{l}
\left(\varepsilon_{x} \cos 2 \mu_{y} \cos \omega_{0} t-\frac{1}{2} \sin 2 \mu_{y}\right) \cos \omega_{0} t \\
\left(\varepsilon_{x} \cos 2 \mu_{y} \cos \omega_{0} t-\frac{1}{2} \sin 2 \mu_{y}\right) \sin \omega_{0} t \\
\frac{1}{2}\left(\varepsilon_{z}+\varepsilon_{z} \cos 2 \mu_{y}-\varepsilon_{x} \sin 2 \mu_{y} \sin \omega_{0} t\right)
\end{array}\right]
$$

The momentum components generated during occultation are obtained by integrating the torque components of equation 270 over the interval $\theta_{1} \leq \theta_{t}<\theta_{2}$ where:

$$
\begin{align*}
& \theta_{t}=\omega_{0} t  \tag{271}\\
& \theta_{1}=3 \pi / 2+\varepsilon_{\theta}-\Delta \mu_{z}  \tag{272}\\
& \theta_{2}=3 \pi / 2+\varepsilon_{\theta}+\Delta \mu_{z} \tag{273}
\end{align*}
$$

As shown in figure $10.18, \varepsilon_{\theta}$ represents a shift of mid-desaturation with respect to mid-occultation, the significance of which will be apparent upon examination of the momentum equations. The angle between $3 \pi / 2+\varepsilon_{\theta} \pm \Delta \mu_{z}$ is the range of orbital positions beginning after all maneuvers piacing the $X_{v}$ axis near the local vertical and ending fust prior to the demaneuver to observing attitude. The nominal vehicle orientation will be constant with respect to local vertical for $\theta_{1}<\omega_{0} t \leq \theta_{2}$. The momentum equations in orbital coordinates are thus:

$$
\begin{equation*}
\vec{H}_{d o^{\prime}}=\int_{t_{1}}^{t_{2}} \overrightarrow{\mathrm{~T}}_{d o}, \mathrm{dt}=\frac{1}{\omega_{o}} \int_{\theta_{1}}^{\theta_{2}} \overrightarrow{\mathrm{~T}}_{\mathrm{do}}, \mathrm{~d}\left(\omega_{o} \mathrm{t}\right) \tag{274}
\end{equation*}
$$

Performing the indicated integration yields:

$$
\begin{aligned}
& H_{d x O^{\prime}=} \frac{3}{2} \omega_{0} \Delta I_{y}\left[\varepsilon_{x} \cos 2 \mu_{y}\left(\theta_{2}-\theta_{1}\right)+\frac{1}{2} \varepsilon_{x} \cos 2 \mu_{y}\left(\sin 2 \theta_{2}-\sin 2 \theta_{1}\right)\right. \\
& \left.-\sin 2 \mu_{y}\left(\sin \theta_{2}-\sin \theta_{1}\right)\right] \\
& H_{d y o^{\prime}}=\frac{3}{2} \omega_{0} \Delta I_{y}\left[\sin 2 \mu_{y}\left(\cos \theta_{2}-\cos \theta_{1}\right)-\frac{1}{2} \varepsilon_{x} \cos 2 \mu_{y}\left(\cos 2 \theta_{2}-\cos 2 \theta_{1}\right)\right] \\
& H_{d z O^{\prime}}=\frac{3}{2} \omega_{0} \Delta I_{y}\left[\left(\varepsilon_{z}+\varepsilon_{z} \cos 2 \mu_{y}\right)\left(\theta_{2}-\theta_{1}\right)+\varepsilon_{x} \sin 2 \mu_{y}\left(\cos \theta_{2}-\cos \theta_{1}\right)\right]
\end{aligned}
$$

Assuming $\mu_{x}$ and $2 \varepsilon_{\theta}$ are sufficiently small that their product is negligible and the sine of either equals the angle (cosine $\approx 1$ ). Then the momentum equations become:

$$
\left[\begin{array}{l}
H_{d x o^{\prime}}  \tag{275}\\
H_{d y o^{\prime}} \\
H_{d z o^{\prime}}
\end{array}\right]=3 \omega_{o} \Delta I_{y}\left[\begin{array}{c}
\frac{1}{2} \varepsilon_{x} \cos 2 \mu_{y}\left(2 \Delta \mu_{z}-\sin 2 \Delta \mu_{z}\right)-\varepsilon_{\theta} \sin 2 \mu_{y} \sin \Delta \mu_{z} \\
\sin 2 \mu_{y} \sin \Delta \mu_{z} \\
\varepsilon_{x} \sin 2 \mu_{y} \sin \Delta \mu_{y}+\varepsilon_{z} \Delta \mu_{z}\left(1+\cos 2 \mu_{y}\right)
\end{array}\right]
$$



Figure 10.18. Control Switching for the Gravity T:acking Method

Denoting the momentun to be desaturated as $\vec{H}_{D}=\left(H_{x D}, H_{y D}, H_{z D}\right)^{T}$, determined from appropriate sampling during observation, it is necessary that $\vec{H}_{d o}=-\vec{H}_{D}$. With the substitution of the momentum to be dumped Into equation 275 , it is necossary to in some sense invert the equation and solve for the five unknowns $\varepsilon_{x}, \mu_{v}, \varepsilon_{z}, \Delta \mu_{z}$ and $\varepsilon_{\theta}$. The expressions will be chosen in a manner similar to that of reference 4. As can be verified by substitution, the equation in $\mathrm{H}_{\mathrm{xD}}$ is completely satisfied if:

$$
\begin{align*}
& \varepsilon_{\theta}=\frac{H_{x \Omega}}{3()_{0} \Delta I} \frac{\sin 2 \mu_{y}}{\sin \Delta \mu_{z}}  \tag{276}\\
& \varepsilon_{x}=-\frac{H_{x D}}{3 \omega_{0} \Delta I_{y}} \frac{2 \cos 2 \mu_{y}}{\left(2 \Delta \mu_{z}-\sin 2 \Delta \mu_{z}\right)} \tag{277}
\end{align*}
$$

An expression for $\varepsilon_{z}$ can be obtained from the $H_{z D}$ as:

$$
\begin{equation*}
\varepsilon_{z}=-\frac{\frac{H_{z D}}{3 \omega_{0} \Delta I} y}{}+\varepsilon_{x} \sin 2 \mu_{y} \sin \Delta \mu_{z}, \tag{278}
\end{equation*}
$$

An expression for $\mu_{y}$ is obtalned basically from the following reasoning. Since principal momentum accumulation is about $Y_{V}$ and is proportional to sin $2 \psi$, an initial maneuver about $Y_{V}$ of $-2 \psi$ would tend to compensate for the primary accumulation. In any case, after having chosen an initial value, subsequent values should be updated to account for variations in reimary momentum accumulation $\Delta H_{y D}$. Thus, a recurrsion in $\mu_{y}$ develops as:

$$
\begin{equation*}
\mu_{y n}={ }_{y p}+K y y^{2 H} y D \tag{279}
\end{equation*}
$$

where $p$ denotes the previous orbit and $K_{y y}$ is to be determined. From the previous equation, $K_{y y}$ is related to the differential relationship between $\mu_{y}$ and $H_{y}$. Such a differential relationship is obtainable from the equation in $\mathrm{H}_{\mathrm{yD}}{ }^{\circ}$. Thus, from that equation:

$$
\begin{equation*}
d\left(\sin 2 \mu_{y}\right)=-\frac{1}{3 \omega_{0} \Delta I_{y}} d\left(H_{y D} / \sin \Delta \mu_{z}\right) \tag{280}
\end{equation*}
$$

Or, since $\Delta \mu_{z}$ is a constant angle when once determined:

$$
\begin{equation*}
2 \cos 2 \mu_{y} d \mu_{y}=\frac{d H}{3 \omega_{0} \Delta I} y D y_{y}^{8 \ln \Delta \mu_{z}} \tag{281}
\end{equation*}
$$

A change in $u_{y}$ is thus approximately:

$$
\begin{equation*}
\Delta \mu_{y} \approx d \mu_{y}=\frac{\Delta H_{y D}}{6 \omega_{0} \Delta I I_{y} \sin \Delta \mu_{z} \cos 2 \mu_{y}} \tag{282}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
K_{y y}=\frac{\Delta \mu_{y}}{\Delta H_{y D}}=\frac{1}{6 \Delta I_{y} \omega_{0} \sin \Delta \mu_{z} \cos 2 \mu_{y}} \tag{283}
\end{equation*}
$$

The expression for $\Delta \mu_{z}$ is obtained directly from consideration of the allowed desaturation angle $\theta_{\ell}$ and the angular maneuvers required to move to the initial desaturation attitude. In particular if the total eigenangle required to maneuver from observation attitude to initial desaturation attitude is $\phi$ and the maximum maneuver rate is $\phi_{\ell}$, then:

$$
\begin{equation*}
\Delta \mu_{z}=\theta_{\ell}-K_{\varepsilon}|\phi| \tag{284}
\end{equation*}
$$

where:

$$
\begin{equation*}
K_{\varepsilon}=\omega_{0} \prime \dot{\phi}_{\ell} \tag{285}
\end{equation*}
$$

Logic and Maneuvering Summary - The equations required to generate the desaturation maneuvers may be summarized as follows where the subscript $p$ is used to denote the previous orbit:

$$
\begin{gather*}
\mu_{y}=\mu_{y p}+K_{y y} \Delta H_{y}  \tag{286}\\
K_{y y}=\left(6 \Delta I_{y} \omega_{o} \sin \Delta \mu_{z p} \cos 2 \mu_{y p}\right)^{-1}  \tag{287}\\
\varepsilon_{x}=\varepsilon_{x p}+K_{x x} \Delta H_{x} \tag{288}
\end{gather*}
$$

$$
\begin{align*}
& K_{x x}=\frac{2 \cos 2 \mu}{3 \Delta I_{y} \omega_{0}\left(\sin 2 \Delta \mu_{z p}-2 \Delta \mu_{z p}\right)}  \tag{289}\\
& \varepsilon_{z}=\varepsilon_{z p}+K_{z z} \Delta H_{z}+K_{z x} \varepsilon_{x}  \tag{290}\\
& K_{z z}=-\left(6 \Delta I_{y} \omega_{0} \Delta \mu_{z p} \cos ^{2} \mu_{y p}\right)^{-1}  \tag{291}\\
& K_{x z}=-\frac{\sin 2 \mu y p \sin \Delta \mu z p}{2 \Delta \mu_{z p} \cos ^{2} \mu_{y p}}  \tag{292}\\
& \varepsilon_{\theta}=\varepsilon_{\theta p}+K_{\theta} \Delta H_{x}  \tag{293}\\
& K_{\theta}=\frac{\sin 2 \mu_{y p}}{3 \Delta I_{y} \omega_{0} \sin \Delta \mu_{z p}}  \tag{294}\\
& \Delta \mu_{z}=\theta \ell-K_{\varepsilon}|\phi|  \tag{295}\\
& K_{E}=\omega_{o} / \dot{\phi}_{\ell}  \tag{296}\\
& {\left[\begin{array}{c}
\Delta H_{x} \\
\Delta H_{y} \\
\Delta H_{z}
\end{array}\right]=\left[\begin{array}{l}
H_{x D^{-H}}{ }_{x D p} \\
H_{y D}+H_{y D p} \\
H_{z D}+H_{z D p}
\end{array}\right]} \tag{297}
\end{align*}
$$

where:

The basic operation is thus to sample the momentum during observation, then generate the above angles and gains prior to desaturation maneuvering. The matrix of the maneuver is generated from these parameters along with knowledge of the relation between the observing artitude and the target oriented orbital plane. Once the primary maneuver has been completed the vehicle rates $\dot{\varepsilon}_{x}=-\omega_{0} \sin \mu_{y}$ and $\dot{\varepsilon}_{z}=\omega_{0} \cos \mu_{y}$ must be commanded in order to track the gravity vector. At the end of the desaturation period demaneuver to the observing attitude is accomplished by generating the corresponding demaneuver direction cosine matrix after updating the parameters dependent on the time varying orbital elements. If demaneuver is to be to a new target additional computation is requiref to generate the maneuver matrix and update the history values accordingly so the subsequent desaturation attitude is valid.
10.4.6 Gravity Gradient CMG Desaturation Law Comparison In sections 10.4 .2 thru 10.4 .5 , four representative gravity gradient desaturation laws were developed for an inertially heid vehicle. The four laws are: (1) a small angle multiaxts maneuver law, (?) a large single axis maneuver law, (3) a reflexfve law requiring large multiaxis maneuvers, and (4) a gravity tracking law also requiring large multiaxis maneuvers. All of these laws involve maneuvering, the vehicle at the start of the desaturation period to a favorable orientation where the gravity gradient torques acting on the vehicle will cause the magnitude of the CMC momentum to decrease.

The first two laws (1) and (2) place constraints on possible vehicle attitudes for which these desaturation laws will operate. For the candidate vehicle attitudes specified in sections 4 and 5 , these vehicle attitude requirements are automatically met. Desaturation laws (3) and (4) are "all attitude" gravity gradient desaturation laws which means there are no constraints placed on possible vehicle attitudes. In other words, these desaturation laws can be used independent of the inertial attitude of the vehicle. Because of the vehicle attitude constraints already imposed on the system, there is no particular advantages in having an "all attitude" desaturation law such as laws (3) and (4) over the attitude restrictive laws (1) and (2).

Of the four gravity pradient desaturation laws derived in this study, the small angle multiaxis CMC desaturation law, law (1), was selected because of the following reasons: (1) the computational requirements associated with this law are fewer than those associated with the other laws and (2) the resultant small angle desaturation maneuvers can be performed by the CMG control system. This latter reason is important because the other candidate desaturation laws require at least a single large angle maneuver. To perform these large angle maneuvers, the baseline reaction control system (RCS) would probably have to be used in order to generate the large torque and momentum required to perform these maneuvers in a reasonable period of time. Firing the baseline RCS to perform these large angular maneuvers tends to defeat the principal purpose for adding a CMG control system to a vehicle like the Shuttle that of reducing RCS contamination.

For the computer verification task documented in section 12 , this small angle multiaxis CMO desaturation law is simulated using option 2 for computing $\vec{\varepsilon}$.
10.4.7 Small Angle Gravity Gradient Z-LV Desaturation Law In section 10.4 .6 , the four gravity gradient CMS desaturation laws
for an inertially held vehicle derived in sections 10.4 .2 thru 10.4.5 were compared. For this particular application, the small angle gravity gradient. CMG desaturation law, section 10.4 .2 , was selected. In this section, a small angle desaturation law is derived for desaturating the CMG system from a Z-LV attitude. This law is basically identical to the small angle desaturation law derived in section 10.4 .2 for an inertially held vehicle. The torques acting on the rotating, vehicle are resolved into an inertial reference frame where the appropriate small angle desaturation maneuvers are determined. For an inertially held vehicle, the desaturation maneuvers are computed in vehicle coordinate because this coordinate frame is inertial. But for a $7-I V$ attitude, the vehicle coordinate frame is not inertial, but rotating. This is the only significant difference between these two desaturation laws.

For a vehicle held in in ideal $2-L V$ attitude, the vector sum of the vehicle momentum $\vec{H}_{v}$ and CMG momentum $\vec{H}_{C M G}$ imparted to the vehicle as viewed from an inertial frame is a constant $\vec{H}_{c}$.

$$
\begin{equation*}
\vec{H}_{v}++_{C M G}^{(I)}=\vec{H}_{c} \tag{298}
\end{equation*}
$$

The vehicle momentum $\vec{H}_{v}$ equals

$$
\begin{equation*}
\vec{H}_{v}=[I] \vec{\omega} \tag{299}
\end{equation*}
$$

where [I] is the vehicle inertia tensor and $\vec{w}$ is the vehicle angular velocity. For an ideal Z-LV attitude, $\vec{\omega}$ is constrained to be perpendicular to the cioftal plane and therefore $\vec{\omega}$ has at most only two components, $\omega_{x}$ and $\omega_{y}$.

$$
\vec{\omega}=\left[\begin{array}{l}
\omega_{x}  \tag{300}\\
\omega_{y} \\
0
\end{array}\right]
$$

In order to keep the $Z$ axis pointed along the local vertical, the norm of $\vec{\omega}$ must equal the orbital rate $\omega_{0}$.

Assume that at time $t_{0}$ the vehicle is maneuvered instantaneousley through a small angle $\vec{\varepsilon}$ where $\varepsilon_{x}, \varepsilon_{y}$, and $\varepsilon_{z}$, are the $x$,
$Y$, and $Z$ angular components of $\vec{\varepsilon}$, respectively. Also assume the vehicle is constrained at all times to rotate about the axis perpendicular to the orbital plane at approximately the orbital rate $\omega_{0} \cdot$ As a result of the small maneuver $\vec{\varepsilon}$, the vehicle angular velocity $\vec{\omega}$ equals

$$
\vec{\omega}\left(\varepsilon_{i}\right)=\left[\begin{array}{ccc}
1 & \varepsilon_{z} & -\varepsilon_{y}  \tag{301}\\
-\varepsilon_{z} & 1 & \varepsilon_{x} \\
\varepsilon_{y} & -\varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{l}
\omega_{x} \\
\omega_{y} \\
0
\end{array}\right]=\left[\begin{array}{l}
\omega_{x}+\varepsilon_{z} \omega_{y} \\
\omega_{y}-\varepsilon_{z} \omega_{x} \\
\varepsilon_{y} \omega_{x}-\varepsilon_{x} \omega_{y}
\end{array}\right]
$$

The vehicle momentum $\vec{H}_{v}\left(\varepsilon_{i}\right)$ due to this instanteous maneuver $\vec{\varepsilon}$ now equals

$$
\begin{align*}
& \vec{H}_{v}\left(\varepsilon_{1}\right)=[I] \vec{\omega}\left(\varepsilon_{i}\right) \\
= & {\left[\begin{array}{ccc}
I_{x x} & 0 & 0 \\
0 & I_{y y} & 0 \\
0 & 0 & I_{z z}
\end{array}\right]\left[\begin{array}{c}
\omega_{x}+\varepsilon_{z} \omega_{y} \\
\omega_{y}-\varepsilon_{z} \omega_{x} \\
\varepsilon_{y} \omega_{x}-\varepsilon_{x} \omega_{y}
\end{array}\right]=\left[\begin{array}{l}
I_{x x}\left(\omega_{x}+\varepsilon_{z} \omega_{y}\right) \\
I_{y y}\left(\omega_{y}-\varepsilon_{z} \omega_{x}\right) \\
I_{z z}\left(\varepsilon_{y} \omega_{x}-\varepsilon_{x} \omega_{y}\right)
\end{array}\right] } \tag{302}
\end{align*}
$$

The change in $\vec{H}_{v}$ due to the maneuver $\vec{\varepsilon}$ equals

$$
\Delta \vec{H}_{v}\left(\varepsilon_{1}\right)=\vec{H}_{v}\left(\varepsilon_{1}\right)-\vec{H}_{v}\left(t_{0}^{-}\right)=\left[\begin{array}{c}
I_{x x} \varepsilon_{z} \omega_{y}  \tag{303}\\
-I_{y y} \varepsilon_{z} \omega_{x} \\
I_{z z}\left(\varepsilon_{y} \omega_{x}-\varepsilon_{x} \omega_{y}\right)
\end{array}\right]
$$

$\vec{H}_{v}\left(t_{0}^{-}\right)$is the vehicle momentum just prior to the maneuver $\vec{c} \cdot \vec{H}_{v}\left(t_{0}^{-}\right)$ is equal to $\vec{H}_{v}$ computed in equation $299, \vec{H}_{v}\left(\varepsilon_{1}\right)$ equals

$$
\begin{equation*}
\vec{H}_{v}\left(\varepsilon_{1}\right)=\vec{H}_{v}\left(t_{0}^{-}\right)+\Delta \vec{H}_{v}\left(\varepsilon_{1}\right) \tag{304}
\end{equation*}
$$

During the maneuver $\vec{E}$, the total system momentum $\vec{H}_{c}$ is conserved. Substituting equation 304 into equation 298 ,

$$
\begin{equation*}
\vec{H}_{v}\left(t_{o}^{-}\right)+\Delta \vec{H}\left(\varepsilon_{1}\right)+\vec{H}_{C M G}^{(I)}\left(t_{o}^{+}\right)=\vec{H}_{c} \tag{305}
\end{equation*}
$$

where $\vec{H}_{\mathrm{CMG}}^{(\mathrm{I})}\left(\mathrm{t}_{\mathrm{o}}{ }^{+}\right)$is the CMG momentum just after the Instantaneous maneuver $\vec{E}$. Note that inorder for the above expression to hold, the CMG momentum $\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}$ (I) must also change instantaneously.

$$
\begin{equation*}
\vec{H}_{\mathrm{CMG}}^{(\mathrm{I})}\left(\mathrm{t}_{0}^{+}\right)=\overrightarrow{\mathrm{H}}_{\mathrm{CMG}}^{(\mathrm{I})}\left(\mathrm{t}_{0}^{-}\right)+\Delta \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}^{(\mathrm{I})}\left(\varepsilon_{i}\right) \tag{306}
\end{equation*}
$$

where

$$
\begin{equation*}
\stackrel{\vec{H}_{\mathrm{CMG}}^{(I)}}{\left(\varepsilon_{1}\right)=-\vec{H}_{v}\left(\varepsilon_{1}\right), ~} \tag{307}
\end{equation*}
$$

Due to the small maneuver $\stackrel{\rightharpoonup}{\varepsilon}$, the vehicle $Z$ principal axis is slightly misaligned from the local vertical resulting in a non zero gravity gradient torque $\overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ to act on the vehicle. Tte resultant gravity gradient momentum imparted to the vehicle must therefore be absorbed in order to keep $\vec{H}_{c}$ constant. $\vec{H}_{v}$ is completely determined by the vehicle attitude therefore, this gravity gradient momentum must be absorbed by the CMG control system. The constani momentum $\vec{H}_{c}$ for time $t$ greater then $t_{o}{ }^{+}$equals

$$
\begin{align*}
& \vec{H}_{c}=\vec{H}_{v}\left(t_{o}^{-}\right)+\Delta \vec{H}_{c}\left(\varepsilon_{i}\right)+\vec{H}_{C M G}^{(I)}\left(t_{o}^{-}\right)+\Delta \vec{H}_{C M G}^{(I)}\left(\varepsilon_{i}\right) \\
& +\Delta H_{C M G}^{(I)}(t)+\int_{t_{o}}^{t}\left(\vec{T}_{g g}\right)_{I} d t \quad \text { for } t>t_{o}^{+} \tag{308}
\end{align*}
$$

$\left(\vec{T}_{g 8}\right)$ is the gravity gradient torque acting on the vehicle as measured in an inertial coordinate frame. At time $t_{f}$, assume the vehicle is instantaneously maneuvered back to the initial $2-L V$ attitude. The instantaneous change in vehicle momentum $\vec{H}_{v}$ and $\vec{H}_{C M G}$ at $t_{f}$ as measured in the inertial reference frame equals

$$
\begin{align*}
\Delta \vec{H}_{v}\left(t_{f}^{+}\right) & =-\Delta \vec{H}_{v}^{\left(\varepsilon_{i}\right)}  \tag{309}\\
\Delta \vec{H}_{\mathrm{CMG}}^{(I)}\left(t_{f}^{+}\right) & =-\Delta \vec{H}_{\mathrm{CMG}}^{(I)}\left(\varepsilon_{i}\right) \tag{310}
\end{align*}
$$

Adiling these Instantaneous changes to equation $308, \vec{H}_{c}$ at time $t$ grealler lhan t, equales

$$
\begin{equation*}
\vec{H}_{c}-\dot{H}_{v}\left(t_{o}^{-}\right)+\vec{H}_{C M C}^{(L)}\left(t_{o}^{-}\right)+\Delta \dot{H}_{\mathrm{CMC}}^{+}(\mathrm{L}) \int_{t_{0}^{+}}^{t_{\mathrm{f}}^{-}}\left(\overrightarrow{\mathrm{T}}_{\mathrm{gR}}\right) \mathrm{I} d t \tag{31:}
\end{equation*}
$$

Because the total momentum $\vec{H}_{c}$ must be conserved, the net change in the inertial momentum $\triangle \vec{H}_{C M G}^{(1)}(t)$ iuring the desaturation interval, $t_{o}$ to $t_{f}$, equals the negative of the gravity gradient momentum measured in the same inertial frame.

$$
\begin{equation*}
\Delta \vec{H}_{C M G}^{(I)}(t)=-\int_{t_{0}}^{t_{f}}\left(\vec{T}_{g g}\right){ }_{I} d t \tag{312}
\end{equation*}
$$

From the above expression, one can see that the only torque acting on the vehicle that can be used for desaturating the CMG system is the gravity gradient torque due to the small maneuver $\vec{\varepsilon}$.

The gravity gradient torque acting on the vehicle $\overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ in vehicle coordinate equals

$$
\begin{equation*}
\vec{T}_{g g}=3 \omega_{0}^{2}(\hat{a} \times[I] \hat{a}) \tag{313}
\end{equation*}
$$

where $\hat{a}$ is the unit local vertical vector. For an ideal $Z-L V$ attitude â equals

$$
\hat{a}=\left[\begin{array}{r}
0  \tag{314}\\
0 \\
-1
\end{array}\right]
$$

During the desaturation interval from time $t_{o}$ to $t_{f}$, the local vertical vector â equals

$$
\hat{a}\left(\varepsilon_{1}\right)=\left[\begin{array}{ccc}
1 & \varepsilon_{z} & -\varepsilon_{y}  \tag{315}\\
-\varepsilon_{z} & 1 & \varepsilon_{x} \\
\varepsilon_{y} & -\varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{c}
0 \\
0 \\
-1
\end{array}\right]=\left[\begin{array}{c}
\varepsilon_{y} \\
-\varepsilon_{x} \\
-1
\end{array}\right]
$$

Substituting $\hat{a}\left(\varepsilon_{i}\right)$ into equation 313 and neglecting all second order terms of $\varepsilon_{1}, \vec{T}_{g 8}$ equals

$$
\bar{F}_{g 8}=3 \omega_{0}^{2}\left[\begin{array}{c}
\varepsilon_{x}\left(I_{z z}-I_{y y}\right)  \tag{316}\\
-\varepsilon_{y}\left(I_{x x}-I_{z z}\right) \\
0
\end{array}\right]
$$

In order to compute the change in CMG momentum $\vec{H}_{\mathrm{CMG}}^{(\mathrm{I})}, \overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ as observed in vehicle coordinates must be transformed into some inertial frame. Let

$$
\begin{equation*}
\left(\vec{T}_{g g}\right)_{I}=\left[\phi_{o \div v}(m)(t)\right] \vec{T}_{g g} \tag{317}
\end{equation*}
$$

where $\left[\Phi_{\sigma^{+} v}^{(m)}(t)\right]$ is the time varying transformation from vehicle space to some inertial orbital reference frame. Because there are only two candidate Z-LV attitudes, X-POP Z-LV and X-IOP Z-LV, two inertial orbital frames are defined, one for each attitude, in order to simplify the problem. These two orbital reference frames are defined in figure 10.19. For an X-POP Z-LV attitude, assume the inertial orbital reference frame $X_{o} Y_{0} Y_{0} Z_{0}$ is defined as shown in figure 10.19a. The $Y_{0}^{\prime}$ and $Z_{o}^{\prime}$ axes are constrained to lie in the orbital plane. At time $t$ equal zero, the vehicle $X, Y$, and $Z$ axes are aligned with the $X_{0}{ }^{\prime}, Y_{0}^{\prime}$, and $Z_{0}^{\prime}$ axes, respectively. The corresponding transformation $\left[\Phi_{o+v}^{(m)}(t)\right]$ for a X-POP Z-LV attitude equals

$$
\left[\Phi_{0+V}^{(m)}(t)\right]_{X-\operatorname{POP}}^{=}\left[\begin{array}{ccc}
1 & 0 & 0  \tag{318}\\
0 & \cos \omega_{0} t & -\sin \omega_{0} t \\
0 & \sin \omega_{0} t & \cos \omega_{0} t
\end{array}\right]
$$

For a X-IOP Z-LV attitude, assume the orbjtal reference frame $X_{0}{ }^{\prime} Y_{0}^{\prime} Z_{0}^{\prime}$ is defined as shown in figure $10.19 b$. The $X_{0}{ }^{\prime}$ and $Z_{0}{ }^{\prime}$ axes are constrained to the orbital plane. The transformation $\left[\theta_{0+v}^{(m)}(t)\right]$ for a X-IOP $Z-L V$ attitude equals

$$
\left[\Phi_{0+v}^{(m)}(t)\right]_{X-\operatorname{IOP}}=\left[\begin{array}{ccc}
\cos \omega_{0} t & 0 & \sin \omega_{0} t  \tag{319}\\
0 & 1 & 0 \\
-\sin \omega_{0} t & 0 & \cos \omega_{0} t
\end{array}\right]
$$

From equation 312 , the change in CMG momentum state $\triangle \vec{H} \mathbf{C M G}$ equals

$$
\begin{equation*}
\Delta \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}^{(\mathrm{I})}=-\int_{t_{0}}^{t_{f}}\left[\Phi_{O+v}^{(\mathrm{m})}(\mathrm{t})\right] \overrightarrow{\mathrm{T}}_{g g} d t \tag{320}
\end{equation*}
$$



$$
\left[\begin{array}{ccc}
\Phi_{0 \checkmark v}^{(m)} & \\
& (t) \\
X-P O P
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
n & \cos \omega_{0} t & -\sin \omega_{0} t \\
0 & \sin \omega_{0} t & \cos \omega_{0} t
\end{array}\right]
$$

(a) X-POP Z-LV INERTIAL ORBITAL REFERENCE FRAME


$$
\left[\begin{array}{l}
(m) \\
\Phi_{0<v}
\end{array}\right.
$$

$$
(t)]=\left[\begin{array}{ccc}
\cos \omega_{0} t & 0 & \sin \omega_{0} t \\
0 & 1 & 0 \\
-\sin \omega_{0} t & 0 & \cos \omega_{0} t
\end{array}\right]
$$

(b) X-IOP Z-LV INERTLAL ORBITAL REFERENCE FRAME

NOTE: $X_{0}^{\prime}, Y_{o}^{\prime}, Z_{o}^{\prime}$, AXES ALIGNED WITH VEHICLE XYZ AXES AT TIME $t=0$
$\Delta \vec{H}_{C M G}^{(I)}$ is the desired change in CMG momentum state $\vec{H}_{C M G}^{(I)}$ as observed in the appropriate orbital reference frame. $\quad \Delta \vec{H}_{\text {CMG }}^{(I)}$ can be computed hy sampling the CMG system momentum imparted to the vehicle $\vec{H}_{C M G}$ as measured in vehicle space. Note that the CMG momentum imparted to the vehicle is the negative of the CMG momentum stored in the $C M G$ system. $\triangle A_{C M G}^{(1)}$ equals

$$
\begin{equation*}
\Delta \vec{H}_{C M G}^{(I)}=\left\{\vec{H}_{\mathrm{D}}^{(\mathrm{I})}-\left[\Phi_{\mathrm{O}+\mathrm{V}}^{(\mathrm{m})}\left(\mathrm{t}_{\mathrm{s}}\right)\right] \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}\left(\mathrm{t}_{\mathrm{s}}\right)\right\} \tag{321}
\end{equation*}
$$

$\vec{H}_{D}^{(I)}$ is the desired CMG momentum state as observed from the appropriate orbital reference frame. The time $t_{s}$ is the sample time when $\vec{H}_{C M G}$ is measured. $t_{s}$ can correspond to any time during the observation portion 9 : the orbit although the most logical time to sample $\vec{H}_{C M G}$ is isst prior to desaturation. $\triangle \vec{H}_{\text {CMG }}$ (I) is the CMG momentum "dump" command used to compute $\vec{\varepsilon}$, the desaturation maneuver command. Let the components of $\triangle \vec{H}_{\text {CMG }}$ (I) be described as follows:

$$
\Delta \overrightarrow{\mathrm{H}}_{\mathrm{CMG}}^{(\mathrm{I})}=\left[\begin{array}{c}
\mathrm{H}_{\mathrm{Ex}}  \tag{322}\\
\mathrm{H}_{\mathrm{Ey}} \\
\mathrm{H}_{\mathrm{Ez}}
\end{array}\right]
$$

X-POP Z-LV Desaturation Case - For a X-POP Z-LV attitude, $\left(\vec{T}_{g g}\right)$ equals

$$
\begin{align*}
& \left(\vec{T}_{g g}\right)_{I}=\left[\Phi_{O^{+} v}^{(m)}(t)\right] \underset{X-P O P}{g g} \\
& =3 \omega_{0}^{2}\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \omega_{0} t & -\sin \omega_{0} t \\
0 & \sin \omega_{0} t & \cos \omega_{0} t
\end{array}\right]\left[\begin{array}{c}
\varepsilon_{x}\left(I_{z z}-I_{y y}\right) \\
\left.-\varepsilon_{y(I}-I_{z z}\right) \\
0
\end{array}\right] \\
& -3 \omega_{0}^{2}\left[\begin{array}{c}
\varepsilon_{x}\left(I_{z z}-I_{y y}\right) \\
-\varepsilon_{y}\left(I_{x x}-I_{z z}\right) \\
-\cos _{y}\left(L_{y y} t\right. \\
\left.-I_{x x}\right) \\
\sin \omega_{0} t
\end{array}\right] \tag{323}
\end{align*}
$$

Note from equation 322 that the $X$ axis component of $\left(\vec{T}_{g g}\right)$ is decoupled from the $Y$ and $Z$ components of $\left(\vec{T}_{g 8}\right) I^{\text {. }}$ The small maneuver $\varepsilon_{X}$ can be used to desaturate the $X$-axis, the axis normal to the orbital plane, but it will not result in any change in the CMG momentum state $\vec{H}_{\text {CMG }}^{(I)}$ in the orbital plane. The desired maneuver $\varepsilon_{x}$ can be readily computed using equation 320.

$$
\begin{equation*}
H_{E x}=-\int_{t_{0}}^{t_{f}} \quad 3 \omega_{0}^{2} \varepsilon_{x}\left(I_{z z}-I_{y y}\right) d t \tag{324}
\end{equation*}
$$

Assume that $\varepsilon_{x}$ is a constant offset maneuver. Solving equation 324 for $\varepsilon_{x}$,

$$
\begin{equation*}
\varepsilon_{x}=-\frac{H_{E x}}{3 \omega_{0}^{2}\left(I_{z z}-I_{y y}\right)\left(t_{f}-t_{0}\right)} \tag{325}
\end{equation*}
$$

Also assume that the desaturation inter 11 corresponds to a half orbit, $\omega_{0}\left(t_{f}-t_{0}\right)$ equals $\pi$, and $\varepsilon_{x}$ equajo

$$
\begin{equation*}
\varepsilon_{x}=-\frac{H_{E x}}{3 \pi \omega_{0}\left(I_{z z}-I_{y y}\right)} \tag{326}
\end{equation*}
$$

The maneuver $\varepsilon_{y}$ must desaturate both the $Y$ and $Z$ axes and therefore $\varepsilon_{y}$ must be a function of both $H_{E y}$ and $H_{E z}$, the desired changes in ${ }_{\triangle H_{C M G}}(I)$ along the $Y$ and $Z$ axes. Let $E_{y}$ have the following form.

$$
\begin{equation*}
\varepsilon_{y}-A H_{E y}+B H_{E z} \tag{327}
\end{equation*}
$$

There are a number of possible solutions for the coefficient $A$ and B. One possible solution is

$$
\begin{aligned}
& A=a \operatorname{sgn}\left(\cos \omega_{0} t\right) \\
& B=b \operatorname{sgn}\left(\sin \omega_{0} t\right)
\end{aligned}
$$

where sgn ( ) corresponds to the algebraic sign of the quantity enclosed within the parentheses. $\varepsilon_{y}$ therefore equals

$$
\varepsilon_{y}=a H_{E y} \operatorname{sgn}\left(\cos \omega_{0} t\right)+b H_{E z} \operatorname{sgn}\left(\sin \omega_{0} t\right)
$$

From equation 320 ,

$$
\begin{align*}
& H_{E y}=\int_{t_{0}}^{t_{f}} 3 \omega_{0}^{2} \varepsilon_{y}\left(I_{x x}-I_{z z}\right) \cos \omega_{0} t d t  \tag{331}\\
& H_{E z}=\int_{t_{0}}^{t_{f}} 3 \omega_{0}^{2} \varepsilon_{y}\left(I_{x x}-I_{z z}\right) \sin \omega_{0} t d t \tag{332}
\end{align*}
$$

Substituting $\varepsilon_{y}$ given in equation 330 into equations 331 and 332 ,

$$
\begin{align*}
& H_{E y}=3 \omega_{0}^{2}\left(I_{x x}-I_{z z}\right) \int_{t_{0}}^{t_{f}}\left[a H_{E y} \operatorname{sgn}\left(\cos \omega_{0} t\right)\right. \\
&\left.+\quad b H_{E z} \operatorname{sgn}\left(\sin \omega_{0} t\right)\right] \cos \omega_{0} t d t  \tag{333}\\
& H_{E z}=3 \omega_{0}^{2}\left(I_{x x}-I_{z z}\right) \int_{t_{0}}^{t_{f}}\left[a H_{E y} \operatorname{sgn}\left(\cos \omega_{0} t\right)\right. \\
&\left.+\quad b H_{E z} \operatorname{sgn}\left(\sin \omega_{0} t\right)\right] \sin \omega_{0} t d t \tag{334}
\end{align*}
$$

Integrating the above equations over half an orbit,

$$
\begin{align*}
& H_{E y}=6 \omega_{0}^{2} a\left(I_{x x}-I_{z z}\right) H_{E y}  \tag{335}\\
& H_{E z}=6 \omega_{0}^{2} b\left(I_{x x}-I_{z z}\right) H_{E z} \tag{336}
\end{align*}
$$

Noting that

$$
\begin{align*}
& \int \operatorname{sgn}\left(\sin \omega_{0} t\right) \cos ()_{0} t d t=0  \tag{337}\\
& \int \operatorname{sgn}\left(\cos \omega_{0} t\right) \sin \omega_{0} t d t=0 \tag{338}
\end{align*}
$$

when integrated over a half orbit. Solving equations 335 and 336 for $a$ and $b$,

$$
\begin{equation*}
a=b=\frac{1}{6 \omega_{0}^{2}\left(I_{x x}-I_{z z}\right)} \tag{339}
\end{equation*}
$$

Substituting the above expression for $a$ and $b$ into equation 330 , $\varepsilon_{y}$ equals

$$
\begin{equation*}
\varepsilon_{y}=\frac{\left[H_{E y} \operatorname{sgn}\left(\cos \omega_{0} t\right)+H_{E z} \operatorname{sgn}\left(\sin \omega_{0} t\right)\right]}{6 \omega_{0}^{2}\left(I_{x x}-I_{z z}\right)} \tag{340}
\end{equation*}
$$

Note that $\varepsilon_{y}$ has two discontinuities, one when sinw $t$ switches sign and another when $\cos \omega_{0} t$ switches sign. The CMG momentum state $\vec{H}^{(C M G}$ (I) will change instantaneously at these switching points tue to the instantaneous changes in vehicle momentum $\vec{H}_{v}$. But as long as the vehicle returns to the same $Z-L V$ attitude it had prior to desaturation and therefore to the same momentum state $\vec{H}_{v}\left(t_{0}{ }^{-}\right)$, the net change in $C M O$ momentum $\Delta \vec{H}_{C M G}{ }^{(I)}$ is due only to the gravity gradient torques acting on the vehicle.

The only remaining task is to compute the desired vehicle rate command $\vec{w}_{n}$ that will keep the vehicle spinning at the orbital rate $\omega_{0}$ about an axis normal to the orbital plane during desaturation. For an ideal $X-P O P Z-L V$ attitude, the vehicle angular velocity $\vec{\omega}$ equals

$$
\vec{\omega}=\left[\begin{array}{l}
\omega_{0}  \tag{341}\\
0 \\
0
\end{array}\right]
$$

During the desaturation interval, $\vec{\omega}_{D}$ equals

$$
\vec{\omega}_{D}=\left[\begin{array}{ccc}
1 & 0 & -\varepsilon_{y}  \tag{342}\\
0 & 1 & \varepsilon_{x} \\
\varepsilon_{y} & -\varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{l}
\omega_{0} \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
\omega_{0} \\
0 \\
\varepsilon_{y} \omega_{0}
\end{array}\right]
$$

Also note that whenever $\varepsilon_{y}$ has a discontinuity so does $\vec{w}_{D}$. The desaturation offset maneuver $\varepsilon_{x}$ and $\varepsilon_{y}$ given in equations 326 and 340 , respectively, and the above vehicle rate command $\vec{u}_{b}$ are implemented by the vehicle control law defined in section 7. Another thing that should be noted is that there are no maneuver $\varepsilon_{2}$ about
the $Z$ axis. A maneuver $\varepsilon_{z}$ about the $Z$ axis produces only a very small second order gravity gradient torque, a torque that is too small to effectively desaturate the CMG system.

X-IOP Z-IV Desaturation Case - For a X-IOP Z-LV attitude, $\left.\vec{T}_{8 g}\right)_{I}$ equals

$$
\begin{align*}
& \left(\vec{T}_{g g}\right)_{I}=\left[\Phi_{O+v}^{(m)}(t)\right] \vec{T}_{g g} \\
& =3 \omega_{0}^{2}\left[\begin{array}{ccc}
\cos \omega_{0} t & 0 & \sin \omega_{0} t \\
0 & 2 & 0 \\
-\sin \omega_{0} t & 0 & \cos \omega_{0} t
\end{array}\right]\left[\begin{array}{c}
\varepsilon_{x}\left(I_{z z}-I_{y y}\right) \\
-\varepsilon_{y}\left(I_{x x}-I_{z z}\right) \\
0
\end{array}\right] \\
& =3 \omega_{0}^{2}\left[\begin{array}{l}
\varepsilon_{x}\left(I_{z z}-I_{y y}\right) \cos \omega_{0} t \\
-\varepsilon_{y}\left(I_{x x}-I_{z z}\right) \\
-\varepsilon_{x}\left(I_{z z}-I_{y y}\right) \sin \omega_{0} t
\end{array}\right] \tag{343}
\end{align*}
$$

The procedure for computing $\varepsilon_{x}$ and $\varepsilon_{y}$ for this $X-I O P Z-L V$ attitude is identical to the method previously described for the X-POP Z-LV case and therefore the derivation of $\varepsilon_{x}$ and $\varepsilon_{y}$ for this $X$-IOP Z-LV case is despensed with. The resultant expression for $\varepsilon_{x}$ and $\varepsilon_{y}$ derived from equations 320 and 343 are:

$$
\begin{gather*}
\varepsilon_{x}=\frac{\left[H_{E z} \operatorname{sgn}\left(\sin \omega_{0} t\right)-H_{E x} \operatorname{sgn}\left(\cos \omega_{0} t\right)\right]}{6 \omega_{0}^{2}\left(I_{z z}-I_{y y}\right)}  \tag{344}\\
\varepsilon_{y}=\frac{H_{E y}}{3 \pi \omega_{0}\left(I_{x x}-I_{z z}\right)} \tag{345}
\end{gather*}
$$

For an ideal X-IOP $Z-L V$ attitude, the vehicle angular velocity $\vec{\omega}$ equals

$$
\vec{\omega}=\left[\begin{array}{l}
0  \tag{346}\\
\omega_{0} \\
0
\end{array}\right]
$$

During desaturation, the desired vehicle rate command $\vec{\omega}_{D}$ equals

$$
\vec{\omega}_{D}=\left[\begin{array}{ccc}
1 & 0 & -\varepsilon_{y}  \tag{347}\\
0 & 1 & \varepsilon_{x} \\
\varepsilon_{y} & -\varepsilon_{x} & 1
\end{array}\right]\left[\begin{array}{l}
0 \\
\omega_{0} \\
0
\end{array}\right]=\left[\begin{array}{c}
0 \\
\omega_{0} \\
-\varepsilon_{x} \omega_{0}
\end{array}\right]
$$

Both the X-POP and X-IOP Z-LV desaturation laws utilize half an orbit to desaturate the CMG system.

Other Potential Solutions for $\varepsilon_{x}$ and $\varepsilon_{y}$ - The solutions given above for both the $X-P O P$ and $X-I O P$ Z-LV attitudes are not unique. For the X-POP 7 -LLV attitude, the form of $\varepsilon y$ was
assumed to be

$$
\begin{equation*}
\varepsilon_{y}=a H_{E y} \operatorname{sgn}\left(\cos \omega_{0} t\right)+b H_{E z} \operatorname{sgn}\left(\sin \omega_{0} t\right) \tag{348}
\end{equation*}
$$

Another possible form of $\varepsilon_{y}$ that would also work is

$$
\begin{equation*}
\varepsilon_{y}=c H_{E y} \cos \omega_{0} t+d H_{E z} \sin \omega_{0} t \tag{349}
\end{equation*}
$$

where $c$ and $d$ are constants. A similar form for $\varepsilon_{x}$ in the $X-I O P$ Z-LV case could also be used.
10.4.8 Gravity Gradient CMG Desaturation Law Signal Flow Diagrams - Figures 10.20 and 10.21 are the logic signal flow diagrams for the recommended inertial and Z-LV small angle gravity gradient CMG desaturation laws, respectively.

Figure 10.20 is the signal flow diagram for the recommended gravity gradient CMG desaturation law derived in section 10.4.2. In box 1 of figure 10.20 , the CMG momentum desaturation command $\triangle \mathbb{F}_{C M G}$ is computed. There are a number of methods of determining $\triangle \vec{H}_{C M G}$. The one used in box 1 is to compute the average CMG momentum state using $N$ equally spaced CMG momentum samples over a half orbit during the CMG observation interval and then comparing this average value with a desired average momentum state $\vec{H}_{D}$. In box 2, the desaturation control matrices [ $A^{\prime}$ ] and [C] are computed. [A'] and [C] are defined in section 10.4.2. In box 3, using the momentum desaturation command $\triangle \vec{H}_{C M G}$ and the control marrices [ $A$ '] and [ $C$ ], the gravity gradient offset maneuver command $\vec{\varepsilon}$ is computed. $\vec{E}$ is then sent to the vehicle control 1 aw where this maneuver $\vec{\varepsilon}$ is implemented.


Figure 10.20. Internal Small Angle Gravity Gradient Desaturation Law Logic Flow Diagram


Figure 10.21 is the signal flow diggram for the Z-LV gravity gradient CMG desaturation law derived in section 10.4.7. In box 1 of figure 10.21, the appropriate $2-L V$ attitude $i s$ determined. Depending on the vehicle $\because$-LV attitude, the momentum desaturation command $\Delta \hat{H}_{\text {CMG }}^{(1)}$ is computed in bux 2 . 'n bux 3 , the approprlate maneuver command $\vec{\varepsilon}$ is determined. The loglc flow then proceeds onto box 4 where the desired vehicle rate command $\dot{w}_{D}$ is computed. The desaturation maneuver command $\vec{\varepsilon}$ and vehicle rate command $\vec{\omega}_{D}$ are sent to the vehicle control law. Note that this $2-L V$ desaturation law utilizes a full half orbit.
10.5 Selection of Baseline CMG Desaturation System - Two basic types of CMG desaturation systems have been described in this report; they are: (1) a RCS system that utilizes the vehicle baseline RCS and (2) a gravity gradient system. A RCS CMG desaturation system is more versatile than a corresponding gravity gradient system in that it can develop large desaturation torques in any direction thus desaturating the CMG system in a very short time. On the other hand, a gravity gradient CMG, desaturation system requires on the average a significant portion of each orbit to desaturate the CMG system because (1) the gravity gradient torque $\mathrm{T}_{g g}$ produced is orders of magnitude smaller than that generated by the baseline $R C S$ and (2) the gravity gradient torque generat-f is constrained to the plane perpendicular co the local vertical vector $\hat{a}\left(\vec{T}_{g g}=3 \omega_{0}^{2}\right.$ [âa [I] â]). Because of this second constraint, the vehicle must be maneuvered away from its desired observation attitude in order to orient the vehicle into a favorable attitude where the gravity gradient torque will result in the desired desaturation.

The chief advantage of a RCS CMC desaturation system is that it can quickly desaturate the (MG system from any arbitrary momentum state in a verv short period of time thus maximizing the time avallable per orbit for experimentation. Its major drawback is that it expells mass durlag desaturation that can be a severe source of experiment contamination. A gravity gradient desaturation system requires on the average that a significant portion of each orbit be set aside for desaturating the CMG system, thus greatly limiting the available experimentation time. The major advantage of a gravity gradient CMG system over a RCS one is that it is a contamination free system in that it expells no matter. Because the principal reason for adding a CMG system to the Shuttle is to minimize RCS contaminants, the use of a RCS CMC desaturation system would tend to defeat this purpose. Therefore, the preferred
baseline CMG desaturation system is the recommended small angle gravity gradient desaturation system documented in sections 10.4.2 and 10.4 .7 for an inertiai and a $Z-L V$ held vehicle, respectively. The recommended RCS desaturation system described in section 10.3.2 is retained as a backup CMG desaturation system in order to give the system an emergency CMG desaturation capability.
10.6 Pseudo-Axis Alignment Scheme - Up to this point, the only momentum mariagement system that has been discussed has been CMG desaturation systems. In this section, a pseudo-axis alignment control law is described that attempts to minimize the average mornentum that is stored in the CMG system for the X-POP and $X-I O P$ inertial vehicle attitudes. By minimizing the momentum stored in the CMG system, the momentum that the CMG desaturation system must "dump" on a per orbit basis is also minimized.

It has been assumed that the vehicle principal and control axes have been aligned. In general this is not the case; the vehicle control and principal axes are normally slightly misaligned. The result of this misalignment is that the vehicle cross products of inertia $I_{x y}, I_{x z}$, and $I_{y z}$ are not zero. The general expression for the components of the gravity gradient torque $\vec{T}$ acting on a vehicle with non zero cross products of inertia are:

$$
\begin{align*}
T_{g x} & =3 \omega_{0}^{2}\left\{a_{y} a_{z}\left(I_{z z}-I_{y y}\right)+a_{x} a_{z} I_{x y}\right. \\
& \left.-a_{x} a_{y} I_{x z}+\left(a_{z}^{2}-a_{y}^{2}\right) I_{y z}\right\}  \tag{350}\\
T_{y y} & =3 \omega_{0}^{2}\left\{a _ { x z } a _ { z } \left(I_{x x}-I_{z z}{ }^{j}+a_{x} a_{y} I_{y z}\right.\right. \\
& \left.-a_{x} a_{z} I_{x y}+\left(a_{x}^{2}-a_{z}^{2}\right) I_{x z}\right\}  \tag{351}\\
T_{g z} & =3 \omega_{0}^{2}\left\{a_{x y} a_{y}\left(I_{y y}-I_{x x}\right)+a_{y} a_{z} I_{x z}\right. \\
& \left.-a_{x} a_{z} I_{y z}+\left(a_{y}^{2}-a_{x}^{2}\right) I_{x y}\right\} \tag{352}
\end{align*}
$$

Because the vehicle principal and control axes are assumed to be only slishtly misaligned, 'he vehicle's cross products of inertia can be approximated by

$$
\begin{equation*}
I_{x y}=\varepsilon_{o z}\left(I_{y y}-I_{x x}\right) \tag{353}
\end{equation*}
$$

$$
\begin{align*}
& I_{x z}=\varepsilon_{o y}\left(I_{x x}-I_{z z}\right)  \tag{354}\\
& I_{y z}=\varepsilon_{o x}\left(I_{z z}-I_{y y}\right) \tag{355}
\end{align*}
$$

where $\varepsilon_{o x}, \varepsilon_{o y}$, and $\varepsilon_{O Z}$ are the misalignments hetween the $X, Y$, and 2 principal and control axis, respectively. It is the above cross products of inertia resulting from these misalignments $\varepsilon_{o x}, \varepsilon_{o y}$, and $\varepsilon_{o z}$ that increases the magnitude of the gravity gradient torque acting on the vehicle and therefore the magnitude of the resultant gravity gradient momentum that the CMG system must store.

The basic idea behind the pseudo-axis alignment scheme is to compensate for the small axial misalignments $\varepsilon_{o x}, \varepsilon_{o y}$, and $\varepsilon_{o z}$ by performing small offset maneuvers about the vehicle control axes that minimize the CMG system momentum requirement for a particular vehicle attitude. Compensating for $\varepsilon_{o x}, \varepsilon_{o y}$, and $\varepsilon_{o z}$ effectively reduces the vehicle cross products of inertia $I_{x y}, I_{x z}$, and $I_{y z}$ to zero. For an inertial $X$-POP attitude, the pseudo-axis alignment scheme performs small orfset maneuvers about the vehicle's $Y$ and $Z$ control axes in an attempt to keep the vehicle's $X$ principal axis perpendicular to the orbital plane. By keeping the vehicle's X principal axis perpendicular to the orbital plane, the vehicle cross products of inertia are effectively reduced to zero thus minimizing the gravity gradient momentum stored in the CMG system. For an inertia $X$-IOP attitude, the vehicle's principal $X$ axis is kept in the orbital plane by performing a small offset maneuver about the $Z$ control axis.
10.6.1 Derivation of Inertial X-POP Pseudo-Axis Alignment Control Law - Assume that the unit local vertical vector â in vehicle coordinate equals

$$
\hat{a}=\left[\begin{array}{c}
0  \tag{356}\\
\cos \omega_{0} t \\
\sin \omega_{0} t
\end{array}\right]
$$

After the pseudo-axis alignment maneuvers $\varepsilon_{y a}$ and $\varepsilon_{z a}$ are performed about the vehicle $i$ and 7 control axes, respectively, à equals

$$
\begin{align*}
\hat{a}^{\prime}= & {\left[\begin{array}{r}
a_{x}^{\prime} \\
a_{y}^{\prime} \\
a_{z}^{\prime}
\end{array}\right] }
\end{align*}=\left[\begin{array}{ccc}
1 & \varepsilon_{z a} & -\varepsilon_{y a} \\
-\varepsilon_{z a} & 1 & 0  \tag{357}\\
\varepsilon_{y a} & 0 & 1
\end{array}\right]\left[\begin{array}{l}
0 \\
\cos \omega_{0} t \\
\sin \omega_{0} t
\end{array}\right] .\left[\begin{array}{l}
z a \begin{array}{c}
\cos \omega_{0} t-\varepsilon_{y a} \\
\sin \omega_{0} t \\
\cos \omega_{0} t \\
\sin \omega_{0} t
\end{array} \\
\end{array}\right.
$$

Computing the averages of $a_{y}^{\prime} a_{z}^{\prime}, a_{x}^{\prime} a_{z}^{\prime}, a_{x}^{\prime} a_{y}^{\prime},\left(a_{x}^{\prime}\right)^{2}$, $\left(a_{y}^{\prime}\right)^{2}$, and $\left(a_{z}^{\prime}\right)^{2}$ neglecting all terms containing products or squares of $\varepsilon_{y a}$ and $\varepsilon_{z a}$,

$$
\begin{align*}
& a_{y_{z}^{\prime} a^{\prime}}^{a_{x}^{\prime} a_{z}^{\prime}}=0  \tag{358}\\
& \frac{a_{x}^{\prime} a^{\prime}}{x^{\prime}}=\frac{\varepsilon z a}{2}  \tag{359}\\
& \frac{\left(a_{x}^{\prime}\right)^{2}}{\left(a_{y}^{\prime}\right)^{2}}=0  \tag{360}\\
& \frac{\left(a_{z}^{\prime}\right)^{2}}{}=1 / 2 \tag{361}
\end{align*}
$$

Substituting equations 358 thru 363 into equations 350 thru 352 , the average gravity gradient torques acting on the vehicle are:

$$
\begin{align*}
& \bar{T}_{g x}=\frac{-3 \omega_{0}^{2}}{2}\left[\varepsilon_{y a} I_{x y}+\varepsilon_{z a} I_{x z}\right]  \tag{364}\\
& \bar{T}_{g y}=\frac{-3 \omega_{0}^{2}}{2}\left[\varepsilon_{y a}\left(I_{x x}-I_{z z}\right)-\varepsilon_{y a} I_{y z}+I_{x z}\right]  \tag{365}\\
& \bar{T}_{g x}=\frac{-3 \omega_{0}^{2}}{2}\left[\varepsilon_{z a}\left(I_{y y}-I_{x a}\right)+\varepsilon_{y a} I_{y z}+I_{x y}\right] \tag{366}
\end{align*}
$$

By integrating the above average gravity gradient torques over one orbit, the resultant average gravity gradient angular momentum equals

$$
\begin{gather*}
\bar{H}_{g x}=-3 \pi \omega_{0}\left[\varepsilon_{y a} I_{x y}+\varepsilon_{z a} I_{x z}\right]  \tag{367}\\
\bar{H}_{g y}=-3 \pi \omega_{0}\left[\varepsilon_{y a}\left(I_{x x}-I_{z z}\right)-\varepsilon_{z a} I_{y z}+I_{x z}\right]  \tag{368}\\
\bar{H}_{g z}=3 \pi \omega_{0}\left[\varepsilon_{z a}\left(I_{y y}-I_{x x}\right)+\varepsilon_{y a} I_{y z}+I_{x y}\right] \tag{369}
\end{gather*}
$$

By fudiciously substituting the approximations for $I_{x y}, I_{x z}$, and $I_{y z}$ given in equations 353 thru 355 into equations 367 thru 369 , the gravity gradient momentum equations are:

$$
\begin{gather*}
\bar{H}_{g x}=0  \tag{370}\\
\bar{H}_{g y}=-3 \pi \omega_{0}\left[\varepsilon_{y a}\left(I_{x x}-I_{z z}\right)+I_{x z}\right]  \tag{371}\\
\bar{H}_{g z}=-3 \pi \omega_{0}\left[\varepsilon_{z a}\left(I_{y y}-I_{x x}\right)+I_{x y}\right] \tag{372}
\end{gather*}
$$

If $\varepsilon_{y a}$ and $\varepsilon_{z a}$ are zero, the momentum that the CMG system will accumulate during one orbit equals

$$
\begin{gather*}
\bar{H}_{x C M G}=0  \tag{373}\\
\bar{H}_{y C M G}-3 \pi \omega_{0} I_{x y}  \tag{374}\\
\bar{H}_{z C M G}=-3 \pi \omega_{0} I_{x y} \tag{375}
\end{gather*}
$$

Equations 370 thru 372 can be written as

$$
\begin{gather*}
\bar{H}_{g x}=0  \tag{376}\\
\bar{H}_{g y}=k_{1} \varepsilon_{y a}+\bar{H}_{y C M G}  \tag{377}\\
\bar{H}_{g z}=k_{2} \varepsilon_{z a}+\bar{H}_{z C M G} \tag{378}
\end{gather*}
$$

where

$$
\begin{align*}
& k_{1}=3 \pi \omega_{0}\left(I_{z z}-I_{x x}\right)  \tag{379}\\
& k_{2}=3 \pi \omega_{0}\left(I_{y y}-I_{x x}\right) \tag{380}
\end{align*}
$$

If this pseudo-axis misalignment scheme operates properly $\bar{H}_{g y}$ and $\overline{\mathrm{H}}_{\mathrm{gz}}$ will equal zero.

$$
\begin{align*}
& \bar{H}_{g y}=k_{1} \varepsilon_{y a}+\bar{H}_{y C M G}=0  \tag{381}\\
& \bar{H}_{g z}=k_{2} \varepsilon_{z a}+\bar{H}_{z C M G}=0 \tag{382}
\end{align*}
$$

Solving equations 381 and 382 for the pseudo-axis alignment maneuvers $\varepsilon_{\text {ya }}$ and $\varepsilon_{z a}$,

$$
\begin{align*}
\varepsilon_{y a} & =\frac{-\bar{H}_{y C M G}}{k_{1}}  \tag{383}\\
E_{z a} & =\frac{-\bar{H}_{z C M G}}{k_{2}} \tag{384}
\end{align*}
$$

The average momentum stored in the CMG system $\bar{H}_{y \text { CMG }}$ and $\bar{H}_{z}$ CMG can be determined by sampling the momentum stored in the CMG system. The above offset maneuvers $\varepsilon$ and $\varepsilon$ correspond to offsets from the previously held vehitle attifulde. The total vehicle offset commands $\varepsilon_{y a}{ }^{(T)}$ and $\varepsilon_{z a}{ }^{(T)}$ equal

$$
\begin{align*}
& \varepsilon_{y a}^{(T)}=\varepsilon_{y a}^{(P)}+\varepsilon_{y a}  \tag{385}\\
& \varepsilon_{z a}^{(T)}=\varepsilon_{z a}^{(P)}+\varepsilon_{z a} \tag{386}
\end{align*}
$$

where $\varepsilon_{y a}{ }^{(P)}$ and $\varepsilon_{a z}{ }^{(P)}$ are the previous orbit offset commands
(T) and $\varepsilon_{z a}{ }^{(T)}$. Assuming that the CMC system is desaturated once an orbit these offset maneuvers $\varepsilon_{y a}(T)$ and $\varepsilon_{z a}(T)$ are performed at the end of each desaturation interval.
10.6.2 Derivation of Inertial X-IOP Pseudo-Axis

Alignment Control Law - Assume that $\hat{e}$ in vehicle coordinates equal

$$
\hat{a}=\left[\begin{array}{c}
-\cos \omega_{0} t  \tag{387}\\
\sin \lambda \sin \omega_{0} t \\
\cos \lambda \\
\sin \omega_{0} t
\end{array}\right]
$$

After the pseudo-axis alignment maneuver $\varepsilon_{z a}$ is performed about the vehicle $Z$ control axis, â equals

$$
\begin{align*}
\hat{a}^{\prime} & =\left|\begin{array}{c}
a_{x}^{\prime} \\
a_{y}^{\prime} \\
a_{z}^{\prime}
\end{array}\right|=\left|\begin{array}{ccc}
1 & \varepsilon_{z a} & 0 \\
-\varepsilon_{z a} & 1 & 0 \\
0 & 0 & 1
\end{array}\right|\left|\begin{array}{l}
-\cos \omega_{0} t \\
\sin \lambda \sin \omega_{0} t \\
\cos \lambda \sin \omega_{0} t
\end{array}\right| \\
& =\left[\begin{array}{c}
-\cos \omega_{0} t+\varepsilon_{z a} \sin \lambda \sin \omega_{0} t \\
\varepsilon_{z a} \cos \omega_{0} t+\sin \lambda \sin \omega_{0} t \\
\cos \lambda \sin \omega_{0} t
\end{array}\right] \tag{388}
\end{align*}
$$

Computing the averages of $a_{y}^{\prime} a_{z}^{\prime}, a_{x}^{\prime} a_{z}^{\prime}, a_{x}^{\prime} a_{y}^{\prime},\left(a_{x}^{\prime}\right){ }^{2},\left(a_{y}^{\prime}\right)^{2}$, and $\left(a_{z}^{\prime}\right)^{2}$ and neglecting all terms containing squares of $\varepsilon_{z a}$,

$$
\begin{align*}
& \overline{a_{y}^{\prime} a_{z}^{\prime}}=\frac{\sin 2 \lambda}{4}  \tag{389}\\
& \overline{a_{x}^{\prime} a_{z}^{\prime}}=\frac{\varepsilon_{z a} a^{\sin 2 \lambda}}{4}  \tag{390}\\
& \overline{a_{x}^{\prime} a_{y}^{\prime}}=-\frac{\varepsilon_{z a^{\prime}} \cos ^{2} \lambda}{2}  \tag{392}\\
& \overline{\left(a_{x}^{\prime}\right)^{2}}=1 / 2  \tag{393}\\
& \overline{\left(a_{y}^{\prime}\right)^{2}}=\frac{\sin ^{2} \lambda}{2} \\
& \left(a_{z}^{\prime}\right)^{2}=\frac{\cos ^{2} \lambda}{2}
\end{align*}
$$

Subsitituting the above expressions and the approximations for ${ }^{1} x y$, $I_{x z}$, and $I_{y z}$ given in equations 353 thru 355 into the gravity gradient torque equations and neglecting all products of $\varepsilon_{z a}, \varepsilon_{o x}, \varepsilon_{o y}$, and $\varepsilon_{o z}$, the average gravity gradient torques acting on the iniertial X -IOP vehicle are:

$$
\begin{align*}
\overline{\mathrm{T}}_{\mathrm{gx}}= & \frac{3 \omega_{0}^{2}}{4}\left\{\left(I_{z z}-I_{y y}\right) \sin 2 \lambda+2(\cos 2 \lambda) I_{y z}\right\}  \tag{395}\\
\overline{\mathrm{T}}_{\mathrm{gy}}= & \frac{3 \omega_{0}^{2}}{4}\left\{\left(I_{x x}-I_{z z}\right) \varepsilon_{z a} \sin 2 \lambda+(\sin 2 \lambda) I_{x y}\right.  \tag{396}\\
& \left.+2\left(\sin ^{2} \lambda\right) I_{x z}\right\} \\
\overline{\mathrm{T}}_{\mathrm{gz}}= & \frac{3 \omega_{0}^{2}}{4}\left\{-2\left(I_{y y}-I_{x x}\right) \varepsilon_{z a} \cos ^{2} \lambda+(\sin 2 \lambda) I_{x z}\right.  \tag{397}\\
& \left.-2\left(\cos { }^{2} \lambda\right) I_{x y}\right\}
\end{align*}
$$

Integrating the above average gravity gradient torques over one orbit, the resultant average gravity gradient angular momentum equals

$$
\begin{align*}
\bar{H}_{g x}= & \frac{3 \pi \omega_{0}}{2}\left\{\left(I_{z z}-I_{y y}\right) \sin 2 \lambda+2(\cos 2 \lambda) I_{y z}\right\}  \tag{398}\\
\bar{H}_{g y}= & \frac{3 \pi \omega_{0}}{2}\left\{\left(I_{x x}-I_{z z}\right) \varepsilon_{i z a} \sin 2 \lambda+(\sin 2 \lambda) I_{x y}\right.  \tag{399}\\
& \left.+2\left(\sin { }^{2} \lambda\right) I_{x z}\right\} \\
\bar{H}_{g z}= & \frac{3 \pi \omega_{0}}{2}\left\{-2\left(I_{y y}-I_{x x}\right) \varepsilon_{z a} \cos 2 \lambda+(\sin 2 \lambda) I_{x z}\right.  \tag{400}\\
& \left.-2\left(\cos { }^{2} \lambda\right) I_{x y}^{\prime}\right\}
\end{align*}
$$

If $E_{z a}$ is zero, the momentum that the CMG system will accumulate during one orbit equals

$$
\begin{gather*}
\bar{u}_{x C M C}=\bar{H}_{g x}  \tag{401}\\
\bar{H}_{y \text { CMG }}=\frac{3 \pi \omega_{0}}{2}\left\{(\sin 2 \lambda) I_{x y}+2\left(\sin ^{2} \lambda j I_{x z}\right\}\right.  \tag{402}\\
\bar{H}_{z ~ C M G}=\frac{3 \pi \omega_{0}}{2}\left\{(\sin 2 \lambda) I_{x z}-2\left(\cos ^{2} \lambda\right) I_{x y}\right\} \tag{403}
\end{gather*}
$$

Equations 398 thru 400 can be written as

$$
\begin{align*}
& \bar{H}_{g x}=\bar{H}_{x ~ C M G}  \tag{404}\\
& \bar{H}_{g y}=k_{1} \varepsilon_{z a}+\bar{H}_{y \text { CMG }}  \tag{405}\\
& \bar{H}_{g z}=k_{2}^{\varepsilon} z_{z a}+\bar{H}_{z} \text { CMC } \tag{406}
\end{align*}
$$

where

$$
\begin{align*}
& k_{1}=\frac{3 \pi \omega_{0}}{2}\left(I_{x x}-I_{z z}\right) \sin 2 \lambda  \tag{407}\\
& k_{2}=-3 \pi \omega_{0}\left(I_{y y}-I_{x x}\right) \cos ^{2} \lambda \tag{408}
\end{align*}
$$

If this pseudo-axis misalignment scheme operates properly $\bar{H}_{g y}$ and $\bar{H}_{g z}$ will equal zero.

$$
\begin{align*}
& \bar{H}_{g y}=k_{1} \varepsilon_{z a}+\bar{H}_{y C M G}=0  \tag{409}\\
& \stackrel{\rightharpoonup}{H}_{g z}=k_{2} \varepsilon_{z a}+\bar{H}_{z C M G}=0 \tag{410}
\end{align*}
$$

Solving equations 409 and 410 for $\varepsilon_{z a}, \varepsilon_{z a}$ equals

$$
\begin{align*}
& \varepsilon_{z a}=\frac{-\bar{H}_{y \text { CMG }}}{k_{1}}  \tag{411}\\
& \varepsilon_{z a}=\frac{-\bar{H}_{z} \text { CMG }}{k_{2}} \tag{412}
\end{align*}
$$

From equations 411 ani: 412 there appears to be two possible solutions for $\varepsilon_{z a}$. But 1 : the vehicle moments of inertia $I_{y y}$ and $I_{z 2}$ are approximately equal, the two values of $\varepsilon_{z a}$ computed above are also approximately equal; this can be shown by substituting the appropriate expressions of $\bar{H}_{y C M G}, \bar{H}_{z C M G}, k_{1}$, and $k_{2}$ into the above equations. Since for the vehicle used in this study, section 3 , $I_{y y}$ and $I_{z z}$ are approximately equal, either of the two above expressions can be used to compute $\varepsilon_{z a}$. The average momentum stored in
the CMG system $\bar{H}_{y} C M G$ and $\bar{H}_{z}$ CMG can be computed by sampling the momentum stored in the CMG system. As in the $X-P O P$ case, $\varepsilon_{z a}$ corresponds to an update of the total offset angle $\varepsilon$ ( $P$ ) from the previous orbit. The new updated value of $\varepsilon_{z a}(P), \varepsilon_{z a}$ (T) equals

$$
\begin{equation*}
\varepsilon_{z a}{ }^{(T)}=\varepsilon_{z a}{ }^{(P)}+\varepsilon_{z a} \tag{413}
\end{equation*}
$$

Assuming that the CMG system is desaturated once an orbit this offset maneuver $E_{z a}{ }^{(T)}$ is performed at the end of each desaturation interval.

If a gravity gradient desaturation system is used to desaturate the CMG system, the effects of the pseudo-axis alignment offset maneuvers for both the $X-P O P$ and $X-I O P$ cases must be accounted for in the desaturation law.

### 10.7 Nores

### 10.7.1 Symbols and Abbreviations

- 

a Unit local vertical vector in vehicle coor^ dinates
$a_{0}$
CMr,
g

H
$\vec{H}_{c}$
$\vec{H}_{\text {CMG }}$
$\vec{H}_{\text {CMG }}^{(1)}$
$\vec{H}_{D}^{(I)}$
$\vec{H}_{v}$
$\Delta \vec{H}_{\text {CMC }}$
$\Delta \vec{H}_{\text {CMG }}^{(I)}$

Unit local vertical vector in orbital reference frame
Control moment gyro
Gravitational acceleration of the Earth (32.2 ftisec ${ }^{2}$ )

Magnitude of CMG wheel momentum
Total system momentum measured in $Z-L V$ inertial reference frame
CMG system momentum imparted to the vehicle
CMG momentum state measured in Z-LV inertial reference frame
Desired Z-LV CMG momentum state
Vehicle momentum
CIG momentum desaturation command (inerifal case)
CMG momentum desaturation command (2-LV case)

| $\Delta \vec{H}_{v}$ | Change in vehicle momentum |
| :---: | :---: |
| 1 | Identity matrix |
| $I_{\text {i1 }}$ | Vehicle moments of inertia ( $1=x, y, z$ ) |
| $\mathrm{I}_{1 j}$ | Vehicle cross products of inertia ( $1=x, y, z$, $j=x, y, z, i \neq j)$ |
| $\mathrm{I}_{\mathrm{sp}}$ | RCS fuel specific impulse |
| [ I] | Vehicle inertia tensor |
| L | Lagrange adjoin equation |
| $\hat{l}_{1}$ | RCS moment arms ( $1=x, y, z$ ) |
| min | Arc minute |
| P | Performance index |
| R | Mean radius of the Earth |
| r | Distance from the center of the Earth to vehicie. center of mass |
| RCS | Reaction control system |
| s | Laplace operator |
| $t$ | Time in seconds |
| $\overrightarrow{\mathrm{T}}_{\mathrm{gg}}$ | Gravity gradient torque |
| $\left(\stackrel{\rightharpoonup}{T}_{8 g}\right)^{\prime}$ | Z-LV gravity gradient torque observed in $Z-L V$ inertial reference frame |
| W. O. F. | Weight of fuel |
| X-IOP | $X$ axis in the orbital plane |
| X -POP | $X$ axis perpendicular to the orbital plane |
| 2-LV | 2 axis along local vertical |
| $\delta_{1(i)}$ | Inner CMG gimbal angle ( $i=1, \ldots, 6$ ) |
| $\delta_{3(i)}$ | Outer CMG gimbal angle ( $i=1, \ldots, 6$ ) |
| ${ }^{1} 1$ (i) | Inner CMG gimbal rate ( $i=1, \ldots, 6$ ) |
| ${ }^{8} 3$ (i) | Outer CMG gimbal rate ( $1=1, \ldots, 6$ ) |
| $\vec{\varepsilon}$ | Vehicle offset maneuver |
| $\varepsilon_{01}$ | Vehicle principal and control axis misalignmemt ( $1=x, y, z$ ) |
| $\varepsilon_{y a}, \varepsilon_{z a}$ | Pseudo-axis alignment maneuver |
| ${ }^{\circ}$ | RCS attitude deadband limit |
| $\left[\$_{v-0}\right]$ | Transformation from orbltal to vehicle coordinate frame |
| [\$ ${ }_{\text {D }}$ ] | Transformation from reference to desired vehicle attitude |
| $\lambda$ | Lagrange multiplier |
| $\vec{\omega}$ | Vehicle angular velocity |
| $\overrightarrow{C b}^{2}$ | Desired vehicle rate command |
| $\omega_{0}$ | Vehicle orbital rate |

### 10.7.2 References

1. Frik, Martin A., Desaturation of the ATM Control System By Gravity Gradient Torques, Marshall Space Flight Center, NASA TM-X53783, August 23, 1968.
2. Ingwerson, D. R., CMG Momentum Dumping During ATM Operation, Lockheed Missiles and Space Company, Sunnyvale, California, Enclosure (1) to LMSC/ A842116, February 7, 1967.
3. Kenne1, H. F., Large Angle Method for Space Vehtcle Angular Momentum Desaturation Using Gravity Torques, Marshall Space Flight Center, NASA TM X-53748, May $27,1968$.
4. Kennel, H. F., Large Angle Method for Space Vehicle Angular Momentum Desaturat ion Using Gravity Torques, fiarchall Space Filght Center, NASA TM X-53958, October 14, 1969.
5. Powell, B. K., CMC Desaturation for the RAM IIsing Gravity Tracking, The Bendix Corporation, Research Laboratories, Southfield, Michigan, Letter No. 7613-E71-6, August 17, 1971.
6. Powell, B. K., Cravity Gradient Momentum Management of a Solar Or ented Space Vehicle, The Bendix Corporation, Research laboratories, Southfield. Michigan, Report 5315, October 1970.
7. Ry'al:, C. Gravity Gradient Momentum Dump of the CSM/LM/ATM Vehlcle Configuration, The Bendix Corporation, Vavigation and Control Division, Denver, Colorado, MT-1617. Fehruary 22, 1968.
8. REVIEW OF SELECTED CMG CONTROL LOGIC

The CMG control logic selected in sections 8 thru 10 are:
CMG Maneuver Control Law

- Quaternion CMG Maneuver Control Law (section 8.2)


## CMC Gimbal Rate Command Law

- Pseudo-Inverse CMG Control Law (section 9.4.4)
- Optimal CMG Distribution Law (section 9.5.3)
- Operational Mode: six individual CMG operating mode


## CMG Momentum Management

- Primary CMG Desaturation Law: Small Angle Gravity Gradient CMG Desaturation Law (inertial, section 10.4.2: $Z-L V$, section 10.4 .7 )
- Back-Up CMG Desaturation Law: RCS Attitude Control CMG Desaturation Law (section 10.3.2)
- Pseudo-Axis CMG Alignment Control Law (section 10.6)


## 12. COMPUTER VERIFICATION

The purpose of this section is to document the hybrid computer simulation study used to verify proper operation of the selected CMG attitude control system described in section 11.
12.1 Simulated CMG Control System - The selected CMG control system consists of six Skylab ATM type double gimbal CMGs. Each CMG has a wheel momentum of $2,300 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$. Therefore, the total CMG system momentum storage capability is $13,800 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$. The assumed CMG mounting configuration is shown in figure 12.1. Two CMGs are identically mounted along each of the three vehicle principal axes as shown in this figure. The CMG syscer was operated as six individual actuators rather than the slaved CMG operational mode also described in this report.

The vehicle was assumed to be a rigid body. The vehicle dynamic equations of motion along with the assumed venicle inertia matrix [I] are contained in section 3. Gravity gradient torque was assumed to be the principal vehicle torque environment. The gravity gradient torque equation used is contained in section 5.2.1.

The vehicle control law employed was the standard rate plus position law described in section 7.1. The function of the vehicle control law is to generate an appropriate CMG torque command ${ }^{\mathbf{T}} \mathrm{COM}^{\circ}$ The vehicle control law was

$$
\vec{T}_{C O M}=\left[K_{r}\right]\left(\vec{w}_{D}-\vec{w}_{s}\right)+\left[K_{p}\right]\left(\vec{\phi}_{E}+\vec{\varepsilon}^{\prime}\right)
$$

where $\vec{w}_{D}, \vec{\omega}_{8}, \vec{\phi}_{E}$, and $\vec{\varepsilon}$ are the desired vehicle angular velocity, sensed body angular velocity, vehicle attitude error, and gravity gradient CMG desaturation command, respectively. $\left[K_{r}\right]$ and $\left[K_{p}\right]$ are the vehicle control law rate and position gain matrices, respectively. The gain matrices used in this simulation are computed in section 7 .

The control logic associated with a CMG attitude control system consists of four basic elements: (1) a CMG maneuver control law, (2) a CMG control law, (3) a CMG singularity avoidance scheme, and (4) a CMG desaturation law. Listed below is the selected CMG control logic corresponding to these elements along with the sections in this report where these control laws are derived.

[^3]

Figure 12.1. Selected CMG Mounting Configiration

CMG Control Law: Pscudo-Inverse CMG Control Law (section 9.4.4)

CMG Singularity Aviodance Scheme: Optimal CMG Distribution Law (section 9.5.3)

CMG Desaturation Law: Small Angle Gravity Gradient
CMG Desaturation Law (inertial case: option 2, section 10.4 .2 , 7 .-LV case: section 10.4 .7 )

Figure 12.2 is a block diagram of the CMG attitude control system as implemented on the hybrid computer. Inasmuch as open loop integration on an analog computer over long periods of time is inaccurate, the vehicle orbital position and quaternion were computed on the digital computer. The gravity gradient torque was also computed on the digital computer since it is a slowly varying quantity, having a rate of change equal to twice the vehicle orbital rate of $0.001108 \mathrm{rad} / \mathrm{sec}$ as compared to the digital computer sample time of 0.7 second. To reduce the analog computer errors due to torque scaling (maximum CMG torque is an order of magnitude larger than maximum gravity gradient torque), the vehicle dynamic equaions were implemented on the analog in momentum form, i.e.,

$$
\begin{gathered}
\vec{H}_{T}=\vec{H}_{C M G}+[I] \vec{\omega}^{\prime} \\
\Delta \vec{H}_{T}=\int_{t_{i}}^{t}\left(\vec{T}_{g}-\vec{\omega} \times \vec{H}_{T}\right) d t \\
\vec{H}_{v}=\vec{H}_{T i}+\Delta \vec{H}_{T}-\overrightarrow{\mathrm{H}}_{\mathrm{CMG}} \\
\vec{\omega}=[I]^{-1} \overrightarrow{\mathrm{H}}_{\mathrm{V}}
\end{gathered}
$$

12.2 Computer Study Results - The results of the computer study are given in figures 12.3 thru 12.15. The quantities shown on each of these figures are as follows:
$\theta_{\text {oc }}$ - calculated vehicle orbital position (deg)
$\left|\|_{s}\right| \mid$

- Euclidean norm of the unlimited Pseudo-Inverse Steering Law gimbal rate vector ( $\mathrm{rad} / \mathrm{sec}$ )
$\left|\left|\dot{\delta}_{\mathrm{s}}\right|\right|$ - Euclidean norm of the limited ( $\left|\left|\dot{\vec{\delta}}_{s}\right|\right| \max =0.05 \mathrm{rad} / \mathrm{sec}$ ) Pseudo-Inverse Steering Law gimbal rate vector used to control vehicle attitude (rad/sec)
$||\nabla f||$ - Euclidean norm of the gradient of $f$ (dimensionless)


$\phi_{\text {Ez }}$ - vehicle $Z$ principal axis attitude error (arc-min)
Computer runs were made to determine the response of the CMG attitude control system, to determine che ability of the distribution law to avoid CMG singularity, and to determine the ability of the desaturation law to avoid CMG saturation.
12.2.1 System Response Runs - Figure 12.3 shows the system response to impulses and steps in gravity gradient torque. These runs were performed for a vehicle orientation with the $X$ axis perpendicular to the orbital plane (X-POP) and the vehicle $Z$ axis pointing toward an inertially fixed target ( $Z-T T$ ). The vehicle was initialized at an orbital position of $45^{\circ}$ from mid-occultation ( $\theta_{\mathrm{oc}}=45^{\circ}$ ). The ©MCs were initialized
with their inner gimbal angles at zero and their outer gimbal angles at 45 degrees, which gives zero total momentum and also satisfies the distribution law, i.e., $\nabla f=0$.

The distribution law was initially allowed to bring $f$ to its maximum value of 64. This took approximately 700 seconds. Then a step input of $0.00005 \mathrm{rad} / \mathrm{sec}$ was added to all three vehicle rate components. The position errors were allowed co settle out. Then the steps were removed and the system allowed to settle out again. The procedure was then repeated for vehicle rate steps in the opposite direction. The system response to gravity gradient torque step inputs of $20 \mathrm{ft}-1 \mathrm{~b}$ in the three axes was investigated in the same way. The system took approximately 30 seconds to settle out in both cases of vehicle disturbances.
12.2.2 Singularity Avoidance Runs - Figure 12.4 shows the results of the singularity avoidance runs witi $X-P O P$ and $7 .-T T$. The initial vehicle orbital position was the same as for the response runs. The initial CMG gimbal angles were selected to put four CMC momentum vectors along the $Y$ axis, two in each direction, and the other two momentum vectors along the X axis, one in each direction. The initisl gimbal angles used were:

$$
\begin{aligned}
& \delta_{1(1) i}=0, \delta_{3(1) i}=\frac{\pi}{2}, \delta_{1(2) i}=0, \delta_{3(2) i}=1, \delta_{1(3) i}=0, \\
& \delta_{3(3) i}=0, \delta_{1(4) i}=0, \delta_{3(4) i}=0, \delta_{1(5) i}=\frac{\pi}{2}, \delta_{3(5) i}=0, \\
& \delta_{1(6) i}=0, \delta_{3(6) i}=\frac{\pi}{2} .
\end{aligned}
$$

A disturbance torque of $3 \mathrm{ft}-1 \mathrm{~b}$ was added to the Y axis gravity gradient torque to force the $X$ axis momentum vectors toward the singular conflguration with all vectors along the $Y$ axis, four positlve and two nexative. Threc values for maximum distribution law torque: error $\left\|\left\|_{\text {f: }}\right\|_{\text {max }}\right.$ were used: zero, whici correaponds to having no singularity avoldance scheme: one $f t-1 b$; and ten $f t-1 b$, which was found to be the strongest law obtainable without causing significant vehicle attitude errors. Tie results show the necessity and effectiveness of the distritution law in avoiding singular momentum configurations. Without a distribution law, f comes close to zero about halfway through the run. Thus, the steering law rates become large at this point in the run. With a strong distribution law, $f$ is quickly driven to its maximum value of 64 and held there throughout the run so that the steering law rates do not become large.
12.2.3 Orbital Runs - Figures 12.5 thru 12.15 show the results of the orb_-al runs. Each run shows four orbits. The calculated vehicle orbital position and quaternion were updated once per orbit at the beginning of the orbit. The CiGs were initialized in the same way as for the system response runs. With no desaturation law active, the fcur orbit run was started inmediately. With the desaturation law active, the four orbit run was started when the CMG momentum settled into steady state.

Figures 12.5 thru 12.10 show the results of the inertial runs with the vehicle $Z$-axis pointing toward an inertially fixed target ( $\mathrm{Z}-\mathrm{TT}$ ). In the runs corresponding to figures 12.5 thru 12.7 , the vehicle $X$ axis is in the orbital plane ( $X-I O P$ ) and the target is 45 degrees above the orbital plane. In figures 12.8 thru 12.10 , the $X$ axis is perpendicular to the orbital plane (X-POP). The vehcle orbital position for all inertial runs was initialized to be 45 degrees from mid-occultistion ( $\theta_{o c}=45^{\circ}$ ) in order to minimize CMG nomentum buildup.

In figure 12.5, ( $\mathrm{X}-\mathrm{OP}, \mathrm{Z}-\mathrm{TT}$ ) no desaturation law was used. It is seen that the CMG nomentum as measured by $\left|\left.\right|_{\mathrm{H}_{\text {CMG }}}\right| \mid$ builds up. The primary momentum accumulation occurs on the $X$ axis because of a bias term in the $X$ component of gravity gradient torque.

Figure 12.6 shows the results of repeating the run of figure 12.5 , except that the CMG desaturation law was active about mid-occultation for half an orbit. It is seen that the law is effective in holding the momentum to below $8,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ with a maneuver angle of six degrees as measured by $||\vec{\varepsilon}||$.

In figure 12.7 the vehicle principal axes were each offset $1 / 2$ degree from the nominal orientation ( $Z-T T, X-I O P$ ). This was done in order to show the effect on momentum buildup and subsequent desaturation maneuvers of misalignment between vehicle axes and vehicle principal axes. Por this orfentation, no significant effect resulted.

Figures 12.8 thru 12.10 show the results of repeating the runs of figures 12.5 thru 12.7 , respectively, except that the X-POP orfentation was used. In figure 12.8 , no desaturation law was used. The heavy part of the trace of $\left\|\delta_{D}\right\|$ occuring on sheet 2 of figure 12.8 is due to the distribution law turning on when $f$ drops below 64 and off when $f$ reaches 64. Theoretically, there should be no CMG momentum buildup. The momentum buildup seen on this sheet is due to analog computer inaccuracy. In the absence of a desaturation law, CMG momentum is open loop. Therefore, any bias in the analog computer gravity gradient torque due to inaccuracles c.auses a CMG momentum buildup. For instance, a one percent bias in the maximum scaled value of gravity gradient torque of 0.2 $\mathrm{ft}-\mathrm{ld}_{\mathrm{D}}$ would result in a momentum buildup of approximately 1,000 ft-lb-sec per orbit. The computer inaccuracy momentum buildup does not invalidate the orbital runs since it can be considered due to some small vehicle disturbance torque.

From figure 12.9 , which repeats the run of figure 12.8 with the desaturation law active when the vehicle is behind the earth from the target $\left(136^{\circ}\right)$, it is seen that the momentum is held to below $2,000 \mathrm{ft}-1 \mathrm{~b}-\mathrm{sec}$ with a maneuver angle of $6^{\circ}$.

Figure 12.10 shows the results obtained with a $1 / 2$ degree offset of each vehicle principal axis from the nominal orientation of Z -TT and X -POP. A much larger momentum buildup resulted with a $9^{\circ}$ maneuver angle required for desaturation.

Figures 12.11 thru 12.15 show the results of the Earth pointing runs with the vehicle $Z$-axis pointing toward the local vertical vector ( $\mathrm{Z}-\mathrm{LV}$ ). In the runs corresponding to figures 12.11 thru 12.13, the vehicle was in the $X$-IOP orientation. The runs of figures 12.14 and 12.15 are for the X-POP orientation. For all Z-LV orbital runs, the vehicle orbital position was initialized at zero ( $\theta$ oc $=0^{\circ}$ ). The vehicle rate for the axis about which the vehicle turned was inftialized at the orbital rate.

Figure 12.11 corresponds to the run with $X-I O P, Z-L V$ and no desaturation law present. Theoretically, no momentum buildup
should occur. The observed buildup is due to analog computer inaccuracy as explained above. Figure 12.12 repeats the run of the previous figure with the desaturation law active for half an orbit every other orbit. As can be seen, computer inaccuracy momentum buildup was not the same for each orbit. An average maneuver angle of $1^{\circ}$ was required for desaturation.

In figure 12.13 with $1 / 2$ degree vehicle offict of each axis from the nominal $X-I O P$ and $\%-L N$, much larger momentum buildups are observed. Furthermore, they are the same from orbit to orbit. This is because the momentum accumulation is mainly due to induced vehicle position errors and not to analog computer inaccuracy. A maneuver angle of $1.5^{\circ}$ was required to desaturate 3,000 $f t-1 b-s e c$ of momentum.

The results of the $X-P O P, Z-L V$ run with the CMG desaturation law are shown in figure 12.14 . No momentum buildup occured when this run was made. Therefore, although present, the desaturation law was not required.

Similarly, referring to figure 12.15 when the vehicle was offset $1 / 2$ degree on each axis from the nominal $X$-POP and $Z-L V$ orientation, only cyclical momentum buildup occured so that desaturation was not necessary.

LIST OF SYMBOLS

| SYMBOL | DESCRIPTION |
| :---: | :---: |
| $\Delta \mathrm{Q}$ | Finite change in the quantity $Q$ |
| $\delta_{1(j)}$ | Inner gimbal angle of the $f$ th $\mathrm{CMG}_{;} \delta_{1(j)} \boldsymbol{f} \delta_{(2 j-1)}$ |
|  | $(j=1, \ldots, 6)$ |
| $S_{3(1)}$ |  |
|  | $(j=1, \ldots, 6)$ |
| ${ }^{\circ} \mathrm{D}$ | Limited Singularity Avoidance Distribution Law gimbal rate vector |
| $\dot{\xi}_{S}$ | Limited Psuedo - Inverse Steering Law gimbal rate vector |
| $\dot{\delta}_{s}$ | Unlimited Psuedo - Inverse Steering Law gimbal rate vector |
| $\vec{E}$ | Gravity Gradient Desaturation Law small angle maneuver vector |
| f | Determinant of $[A][A]^{T}+[B][B]^{T}+[C][C]^{T}+[D][D]^{T}$ defined in section 9.4.4. |
| $\$_{E}$ | Vehicle principal axes attitude error vector |
| H | CMG wheel momentum |
| $\vec{H}_{\text {CMG }}$ | Total CMG momentum vector |
| $\vec{H}_{T}$ | Total (CMG plue vehicle) momentum vector |
| $\vec{H}_{V}$ | Vehicle momentum vector |
| [I] | Vehicle prinicpal axes inertia matrix |
| $\left[K_{p}\right]$ | Vehicle Control Law position gain matrix |

SYMBOL

| $\left[K_{r}\right]$ | Vehicle Control Law rate gain matrix |
| :---: | :---: |
| $Q_{1}$ | Initial value of the quantity $Q$ |
| $Q_{\text {max }}$ | Maximum value of the quantity $Q$ |
| ${ }^{\text {q }} 1$ | 1th component of vehicle quaternion vector (1-1,...,4). |
| t | time |
| $\vec{T}_{\mathrm{COM}}$ | CMG torque command |
| $\stackrel{\stackrel{\rightharpoonup}{T}^{\text {T }}}{\text { E }}$ | Unlimited Distribution Law torque error vector |
| $\vec{T}_{\mathbf{g}}$ | Gravity gradient torque vector |
| $\theta$ oc | Calculated vehicle orbital position |
| $V_{k}$ | Vehicle principal axes kth component of the vector $\vec{v}$ $(k=x, y, z)$ |
| X-IOP | Orientation with vehicle $X$ principal axis in orbital plane. |
| X-POP | Orientation with vehicle $X$ principal axis perpendicular to orbital plane |
| 2-LV | Orientation with vehicle 2 principal axis pointing toward the earth |
| 2-TT | Orientation with vehicle 2 principal axis pointing toward an inertial target |
| $\vec{\omega}$ | Vehicle angular velocity vector |
| $\vec{\omega}_{\text {D }}$ | Desired vehicle angular velocity vector |
| $\vec{\omega}_{s}$ | Sensed vehicle angular velocity vector |
| $\nabla \mathrm{f}$ | Gradient of the quantity $f$ with respect to CMG gimbal angles |
| Q | Time derivative of the quantity $Q$. |
| $\|\|\vec{v}\|\|$ | Euclidean norm of the vector $\vec{V}$ |
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Figure 12.4 Singularity Avoidance Runs With X-POP, Z-TT (Sheet 1 of 3)
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Figure 12.5. Inertial Orbital Run with X-
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## 13. CONCLUSIONS

In this report, a control moment gyro (CMG) attitude control system is designed for a large orbiting spacecraft. The purposes of this study are: (1) to demonerrate the basic procedures that should be tollower in designing. a CMG control system, (2) to define the various software control istions available, and (3) to verify the proper operation of the selected control lngic utilizing a hybrid computer simulation of the CMG control system.

For this study, the vehlclo used was the space shut te. Using the Shuttle sortie missions defined In the feneral Dynamics/ Convair Phase B Research and Application Module (RAM) program, an analysis was performed to define the vehicle mission requirements. These mission requirements are listed in table 13.1. From table 13.1, two distinct advantages of adding a CMG attitude control system to the Shuttle become apparent. The first one is that the baseline Shuttle reaction control subsystem (RCS) is too large to meet the vehicle pointing and stabilizaiion requirements list but, that these requirements are within the projected capabilities of a CMG control system. The second and the most important advantage of a CMG system deals with the contamination control requirements listed in table 13.1. A RCS system controls the attitude of a spacecraft by expelling matter which is a potential source of experiment contamination whereas a CMG control system is a contamination free system. The contamination requirements listed in table 13.1 are fairly stringent and in all likelihood could not be met if the baseline Shuttle RCS was used for attitude control.

The next step in designing a CMG control system is to translate the mission requirements into appropriate CMG system requirements. The resulting CMG system requirements derived using the mission requirements listed in table 13.1 are:

CMG system momentum: $13,000 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ (spherical)
CMG system torque: $200 \mathrm{ft}-1 \mathrm{~b}$ about each axis
CMG redundancy: "fail operational, fail safe"
The above CMG system corque and momentum requirements were sized based on projected disturbance torques acting on the vehicle and the momentum that the CMG system must store in order for the vehicle to maintain the required vehicle attitudes for one orbit. The CMG torque and momentum requirements assochated with the vehicle maneuver rate requirements listed in table 13.1 arc rxanslve and are not reflected in the above ong rorque and

Absolute Shuttle Pointing Requirement: 3 min Shuttle Stabilization Requirement: 3 min/observation

## Shut tle Attitude Requirements:

$X$-POP Inertial ( $X$ axis perpendicular to the orbital plane $X$-IOP Inertial ( $X$ axis in the orbital plane)
$Z-L V$ ( $Z$ axis allgned with the local vertical)
CMC System Momentum Desaturation: once an orbit capability Vehicle Maneuver Rate Requirement: 0.1 degree/second about each vehicle control axis (rate must be attainable in 15 seconds)

## Contamination Control:

```
Particles: 10,000 class
Gas: 10-6}\mathrm{ to }1\mp@subsup{0}{}{-7}\mathrm{ torrs
```

momentum requirements. A decision was made to perform all large angle Shuttle maneuvers (i.e., from a $X-$ POP inertial attitude to a X-IOP inertial attitude) by using the baseline RCS. The CMC system is used to provide fine maneuver control by reducing svsiem overshoots and settling times.

Using these CMC system requifements, various CMG configurathons were devised to meet these requirements. Both double gimbal and single gimbal CMG systems were considered. Fach configuration was evaluated on the basis of the number of CMGs needed, size, weight, power, and the impact on the system of a single CMG failure. The selected CMG system consists of six double gimbal CMGs with each CMG having a wheel momentum of $2,300 \mathrm{ft}-\mathrm{lb}-\mathrm{sec}$ and no gimbal stops. The mounting configuration used in this study has two CMGs identically mounted along each vehicle axis. Because of the absence of gimbal stops, the mounting configuration is not critical. Logically, the CMGs should be mounted based on vehicle space and structural consideraticus.

Next, a vehicle control loop is designed that will result in a stable system and one that can meet the vehicle pointing and stabilization requirements listed in table l3.1. The vehtile control law used in this study is a standard rate plus position control law. The function of the vehicle control law is to generate an appropilate CMG torque command based on the sensed vehicle motion. The veiricie control law rate and position gain matrices are selected to meet the vehicle pointing and stabilization requirements.

The vehicle control system has been designed. The only remaining task is to select the CMG control logic needed to implement the CMG control system. The required CMG control logic consists of three components; they are: (1) a CMC maneuver control. law, (2) a CMG gimbal rate command control law, and (3) a CMG system momentum management scheme. In each of the above categories, there are a number of possible candidates. In order to select the "most" appropriate control logic mix, a trade study is performed. From each set of candidates, a law is selected based primarily on its computational complexity and performance.

In section 8 of this report, three candidate CMG maneuver control laws are derived; they are based on (1) quaternion, (2) direction cosine, and (3) Euler angle strapdown implementations for describing the attitude if a spacecraft. The functions of these three maneuver control laws are to generate the appropriate crrors signals that will enable the vehicle to maintain or tracik specific attitudes and to perform particular maneuvers from one attitude to another. The resultant attitude error and/or rate
maneuver commands are implemented by inputifing these signals into the vehicle control law. The quaternion maneuver control law was selected because (1) the vehicle maneuver produced is opt imal and (2) the assoctated strapdown and maneuver equations can be simply and readily computed. The resultant vehicle maneuver is optimal because the vehicle is rotated about a single axis through the smallest angle required to produce the desired attitude change.

The CMG gimbal rate command law consists of two parts: (1) a CMG control law or steering law that generates a set of gimbal rate commands that will result in the desired CMG torque as computed by the vehicle control law and (2) a singularity avoidance scheme that generates another set of CMG gimbal rate commands that drives the CMG system away from singularity without producing any additional CMG torque. For a double gimbal CMG system, the singularity condition that this singularity avoidance scheme must avoid is the "anti-parallel" condition where the individual CMG wheel momentum vectors are aligned, but with some of them pointed in opposite directions. In this condition, the CMG sjstem is physically unatile to generate the desired CMG torque. The CMG control law and singularity avoidance gimbal rate commands are summed and sent to the appropriate CMG actuators as a single gimbal rate command. In section 9, four candidate CMG control laws are derived; they are: (1) the Cross Product CMG Control Law, (2) the H-Vector CMG Control Law, (3) the Scissored Pair CMG Control Law, and (4) the Pseudo-Inverse CMG Control Law. From these four candidates, the Pseudo-Inverse CMG Control Law was selected because (1) it is a decoupled control law meaning that the resultant CMG control torque generated identically equals the CMG torque command and (2) this law minimizes the CMG gimbal rate commands therefore minimizing the energy required to generate the desired CMG torque. Also in section 9, three singularity avoidance schemes are derived; they are: (1) Arbitrary Torquing of CMGs Away From Singularity, (2) Isogonal CMG Distribution Law, and (3) Optimal CMG Distribution Law. The Optimal CMG Distribution Law was seiected because (1) it maximizes a singularity function that is a measure of the "distance" the CMG system is away from an "antiparallel" condition and (2) it is very compatible with the selected Pseudo-Inverse CMG Control Law. An attempt was made to combine the Pseudo-Inverse CMG Control Law and the Optimal CMG Distribution Law into a single CMG gimbal rate comand law. The obvious advantage of combining these two laws is that only a single expression is needed to generate the total CMG gimbal :ate command. The resultant expression for this combined gimbal rate command is so complex that there is no computational savings or improved performance capability resulting from combining these two laws. Therefore, the recommended mode of operation is to use the individual gimbal rate command laws ard then to add their corresponding gimbal rate commands to form the total command.

The function of the TMG system momentum management sr:heme is to insure that the CMG momentum scheme does not become saturated from a momentum storage standpoint. The primary mechanism for accomplishing this objective is a CMG momentum desaturation system. This mechanism desaturates the CMG system by applying a properly directed torque to the vehicle which reduces the momentum stored in the CMG system. In section 10 , two general types of CMG desaturation systems are described; they are: (1) a reaction jet desaturation system utilizing the baseline Shuttle RCS and (2) a gravity gradient desaturation system which uses the natural gravity gradient torques acting on the vehicle. A RCS desaturation system desaturates the CMG system by sending appropriate jet firing commands to the baseline RCS. For a gravity gradient desaturation system, CMG desaturation is accomplished by sending vehicle maneuver comnands and rate commands to the vehicle control law where these commands are implemented. A RCS desaturation system is more versatile than a corresponding gravity gradient system in that it can develop large desaturation torques in any direction thus desaturating the CMG system in a very short time. Its major drawback is that it expells mass during desaturation that can be a severe source of experiment contamination. For this reason the two RCS desaturation systems devised in section 10 were eliminated from consideration as the prime CMG desaturation system. Four gravity gradient desaturation laws were derived in section 10 ; they are: (1) a small angle multiaxis maneuver law, (2) a large single axis maneuver law, (3) a reflexive law requiring large multiaxis maneuvers, and (4) a gravity tracking law also requiring large multiaxis maneuvers. All of these laws involve maneuvering the vehicle at the start of the desaturation period to a favorable orientation where the gravity gradient torque acting on the vehicle will cause the magnitude of the CMG momentum to decrease. Of the four gravity gradient desaturation laws, the small angle multiaxis CMG desaturation law, law 1, was selected because of the following reasons: (1) the computational requirements associated with this law are fewer than those associated with the other laws and (2) the resultant small angle maneuvers can be performed by the CMG control system. This latter reason is important because the other candidate desaturation laws require at least a single large angle maneuver. To perform these large maneuvers, the baseline RCS would probably have to be used in order to generate the large torque and momentum required to perform these maneuvers in a reasonable period of time. Firing the baseline RCS to perform these maneuvers tends to defeat the principal reason for adding a CMG control system to a vehicle like the Shuttle that of reducing RCS contamination. It is recommended that a RCS desaturation system be retained as a back-up CMG desaturation system in order to give the system an emergency CMG desaturation capability.


[^0]:    ${ }^{1}$ D'Azzo and Youpis, Feedback Control System Analysis and Synthesis, second edition, McGraw-Hill, 1966, p. 123.
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