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GEHERALIZED DYNAMIC ENGINE SIMULATION TECHNIQUES FOR THE DIGITAL COMPUTER

James Sellers and ¥red Teren
NASA Lewis Research Cemter
Cleveland, Ohic, USA 44135

SUMMARY

Recently advanced simulation techniques have been developed for the digital computer and used as the
basis for development of 3 geueralized dynamic engine almulation computer program, called DYNGEN. This
computer program can analyze the steady state and dynamic performance of many kinds of alrcraft gas turbine
engines. Without changes te the basic program, DYNGEN can analyze one--or two-spool turbofan engines.

The user must supply appropriate component performance maps and design-peint information.

Examples are presented to lllustrate the capabilities of DYNGEN in the steady state and dynamic modes
of operation. Yhe analytical techolques used in DYNGEN are briefly discuseed, and its accuracy is compared
with a comparable simulation using the hybrig computer. The impact of DYNGEN and similar all-digital pro-
grams on future eugioe simulation philosophy is also discussed.

LIST OF SYMBOLS

Symbols

Ag exhaust nozzle area, m?

A &tate matrix

a coefficient

Ef error variable

() funct ion

h enthalpy, J/kg

I polar moment of inertia, kg-m2
Xy control gain

M matrix of IEy/avy

N rotor speed, Tpm

Ny high-pressure rator speed, rpm
N2 low-pressure rotor speed, rpm

P pressure, ¥/m?

h:d gaa constant, J/kg/K

5 Laplace tranaform variable

T © temperature, K

£ time, sec

u specific internal energy, J/kg

v component volume, m3

vy independent variable

@ mass flow fate, kegfsec

¥ dependent variable

¥ specific heat ratie

& incremental change

e parameter in difference equation
A eigenvalue of differentifal equatiom
n eigenvalue of difference equation
T time cemstant, sec
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3 state matrix
Subscripts:

accel acceleration schedule
c compressar

decel deceleration schedule

dem demand

F fuel flow N
i integer

in into control volume

] integer

RAX maxinum

oin minimm

a Anteger

out out of contrel volume

T refarence

T turbine *
[\] base value

INTRODUCTION

The intent of this paper is te discuss new techniques in use st NASA lewis Research Center for the
simulatfon of turbojet and turbofan engine dynamics. An introductory discussion will be given on the rela-
tive merits of analog, bybrid, and digital computers Efor use in dymamtc engine simulation, but the body of
the paper discusses a new digital computer program, called DYNGEN, which possesses significant advantages
over traditional digital simmlation methods.

Computer programs which predict the performance of real and proposed aircraft engimes have long been
recognized as Andispensable tools for preliminary and detail design work, As engines and aircraft have
grown more complex, analytical techoiques have grown along with them to assist in optlnizing epglne con-
figurations, cemparing predicted performance with applicable criteria, exploriasg off-design performance,
developlng control modes and schedules, and providing timely data inputs to airframe designers, BRecently,
the predictlon of engine dynamice has begun to play a significant vole even in the preliminary design
phagses. For V/STOL aircraft, in which engine thrust provides 1ift and attitude control, engine response
considerations may have a decisive effect very early in design. Therefore, dynamic engine simylations may
provide data for the most fundamental design decisions as well as fulfilling their traditianal role of sup—
porting control modes studies and othet kinds of development experiments.

- The analog computer 1s one of the traditional tools of the dynamics and contrel specialist. Its chief
advantage lies in the use of amplifiers which directly integrate the differential equaticns used to model
the dynamlc system. The analog computer is also a parallel-processing device, which means its components
are all generating solutions simultanecusly instead of one step at a time as in a digital computer. There-
fore, the slze of an analog problem has oo effect on its execution time, snd real-time solytions can some—
times be obtained. However, experience hae ehown that large analog simulations can be umvieldy to operate
because of hardware limitations and lengthy setup procedures. Some other problem areas in analog simula-
tion are the difficulty of generating bilvarlant functions such as compressor amd turbine maps, poor day-
to-day repeatability of solutiens, and the difficulty of transferripg simulations to other ugers, Since
analog computers cannot easily selve Impliclt algebraic equatieons, elmplified models often wust be used to
obtain explicit solutlons for all variables (ref. 1). As a result, analog solutions will not agree per—
fectly with the solutions generated by highly-detailed steady-state digital simulations,

Modern hybrid computers have alleviated some of the prablems noted sbove for analog computers. Specif-
ically, the problem of bivariant function generation can be handled on the digital part of the hybrid com
. puter. Also, the digital computer can be used to automate many of the setup and checkout procedures which
confront the user of all-analog equipment. &lthough the digital part of a hybrid computer is slow compared
with the' analog part, real time solutions are still an attractive passtbility for hybrid simulations.

As digital computers heve .grown larger and faster their atttactivemess for dynamic engine simulation
has improved. Their chief advantages lie in their ability to solve large mumbers of complex algebraie
equations and the ease with which logic can be implemented. Bivariant functioms can be simulated with data
tables, and systems of implicit algebralc equations cam be solved by iterative methods. Digital programming
languages have become standardized sufficiently to allow traunsfer of "engine decks" among users, Alsao,
digital computers produce highly repeatsble reaylts, The main disadvantage of the digital computer, as
far as dynamic simulations are concermed, is the need to choose an approximate methed for solving the dif-
ferential equations which model the system. Traditionally, this has led to numerical etebility problems
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and very long execution times for englne simulations. Furthermore, since most methods for solving differ—
ential equations’ require an explicit golution for all the derivatives (just as on the analog computer), the
analyst frequently must ugse equations which differ from those used in a purely steady-state program. As a
consequence the digital dynamic engine simulation will often share a problem with its analog counterpart:
it won't agree with the gteady-state deck.

Clearly, traditional methods of dynamic engine simulation involve problems which are worth eliminating.
The purpese of this paper 1a te describe an all-digital computer program called DYNGEN which successfully
solves mome of the prablems noted above. Historically, DYNGEN 15 a derivative of the GENENG program
(refs, 2 and 3) developed at NASA Lewis Research Center, GENENG, in turn, is a derivative of the SMOTE
program (refs. 4 and 5) developed by the U.S. Alr Force Aero Propulsion Laboratory. SMOTE and GENENG are
purely steady-state programs, but DYNGER uses.a recently developed method of solving differential equations
which extends the capability of GENENG to include engine dynamics. As a resulit, DYNGEN includes in a
glngle program all the steady-state capabilities of GENENG plus the added capability for dysamic calenla-
tions. This eliminates the traditional discrepancy between the results of dynamic and steady-state pro-
grams. DYNGEN is & generalized program: it enables the user to analyze one-, twa=, or three-spool engines
without reprogrameing. Only camponent performence maps and certain design point fnformation need be pro-
vided. DYNGEN alsoc allows a variable time step in computing the time-dependent solution of the differerntial
equations used in the engine model. This feature shortens execution times for lopg transients where the
user 1a concerned only with low-frequency dynamics. DYNGEN is written in the FORTRAN IV language for the
IEM 7094 computer. The baaie version of DYNGEN requires about 32,000 words of storage.

The description of DYNGEN will begin with an overview of the amount of detall included in the tharmo-
dynamic and component calculations. Next, a description of the procedure usad to obtain steady-state op-
erating peints will be given. The discussion will then proceed to explain how the sslutfon of differential
equations cao be made a natural extension of the steady-state techmiques by using a modified Euler method
for solving differential equations. Appendix A 1s Included to give mathematical details of the Newton~
Baphsen iterative technique, which DYNGEN uses to obtain both steady-state and dynamic operating points,
and the modified Euler method for solving differeatial equations.

Tha latter porticn of the paper 1s dewoted to user-oriented subjecte. A few examples are given to
show the variety of engines that can be simulated without reprogramming, and the poagible options for spe-
cifying off-design points are described. Finally, scme examples of transient operation are presented to
show ‘how DYNGEN operates in comnection with user-supplied contrel system subroutines.

ANALYTICAL TECHNIQUES
Thermodynamic and Component Calculations

Since DINGEN is a modified version of a steady-state program, it contains details which are not always
found 1n purely dynamic simulations, A discussion of these details will be given to assist the reader in
visualizing the level of sophistication in the analytical model without actually presenting specific egua-
tions.

Engine components are represented in the usual way by performence maps. A typical fan or compressor
wap 1s shown in figure l: pressure ratic and efficlency are plotted as functions of corrected flow and
corrected speed. A typical combustor map is shown {n flgure 2: efficiency is plotted as a function of
temperature rise across the combustor amd entry pressure. The form of the turbine maps 1s ome which has
become common in steady-state engine simulations. A work parameter, Ah/T, and efficiency are plotted as
functions of corrected speed and flow parameter &+/T/P, am shown in figure 3. Afterburner efficiency 1s
calculated using three separate functions, as shown in figure 4. The uger specifies a design-point after-
burner efficiency, which is tier adjusted to account for changes in fuel-air ratlo, afterburner inlet Mach
number, and afterburner inlet total pressure,

DINGEN has been programmed to provide sutomatic map scaling. This festure is useful for preliminary
deslgn work since 1t means the user need only supply maps which he thinks would resemble the true maps of
the engine he is gimulating. To addition to supplying maps, the user must also apeclfy the design operat-
ing point for each of the maps. The program will then linearly acale the mwap inputs and outputs to make
their values compatible with the design pressure ratios, flows, atec., which have alao heen specified at the
design point. The scale factors computed at the design point are saved and applied tec the map inputs and
outputs for all off-design cases. :

In agll thermodynamic calculaticons, gas propertles are calculated as a function of temperature and fuel—
alr ratio. The temperature rise across a compressor is calculated without resorting to assumptions about
the average gas properties across the component. Instead, a three-step procedure is used: first, the
isentropic enthalpy rise is computed from knowledge of the pressure rise; second, the isentropic enthalpy
rise ia corrected by the efficiency; and third, the actual temperature is calculated from the actual en—
thalpy and pressure. A similar procedure 1s used to compute the temperature drop across a turbine.

Turblne caoling bleed is accounted for by mixing the bleed alr downstream of the turbine; the bleed
itself 1s assumed to do no work. In itg basic form, DINGEN contains no provision for compressor variable
geometry or interstage bleeds. This problem was left to the uger to account for hy waking appropriate ad-
Justments to the component maps. Where the core and duct streams come together in a mized-flow turbofan,
a static-pressure balance caleulation ig made. The user alse has the optlon of specifying separate noz-
zies for the core and duct if he wishes to simulate an engine with no flow mixing. Finally, din line with
current NASA policy, DYNGEN was written to accept either English or 5T undts. Thls 1s accomplished by
changing phiysical constants within the program rather than converting only the input and output.
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Steady-State Balancing Technique

An exapple case will now be presented to asaist rthe reader in understanding how DYNGEN calculates en-
gine steady-state operating points., For simplicity a turbojet engine will be used in the example, but
simllar methods are used for move complicated configurations, Figure 5 shows a turbojet engine with 1ts
major components labelied. Pressures (P}, temperatures (T), and flows (#) are also lahelled with appropri-
ate statiou numbers, The example will illustrate how the calculation of variables proceeds through the
engine, DYNGEN is written so that the user can select off-design points by specifying speed (N), turbine
inlet temperature (T4}, or fuel flow (ép). In thie exawmple, fuel flow is assumed to be the specified var-
iable. Firat, an inlet calculation s made to determine P2 and T £rom the free-stream values of pres—
sure, temperature, and Mach number. To c¢alculate &g, P3, and T3 from the compressor map (fig. 1) and
thermodynamic relations, guesses must be made for the valuea of speed {N) and pressure ratic (P3/P2).

Ouce gy P3, and T3 are obtained, the combustor calculations for dy, Pyy and Ty ¢an be made using
thermodynanmic relations, the combustor map (fig. 2), ‘and specified values for fuel flow (dp) and compressor
bleed flow. To calculate turbine variazbles another guess is made, this time for the value of turbine flow
function (&4+T;/P4). Then, from the known value of (N/./T;}, the turbine map (fig. 3} is used to caleulate
turbine work (Ah) and efficiency. Py and Ty are then caleculated using the thermodynamic relations.
Fipally, the compreasible-flow relations are used to calculate nozzle pressure (Py) from wg, Ty, angd spe-
cified values for Py and nozzle area.

The reader may have noticed that the above calculation procedure is redundant; that 1s, certaln vari-
ables can be calculated Ip more than one way. This fact Is used to generate error variables which must
equal zero to yleld a comsistent sclution of the simulation equations, In writing a program such as
DYNGEN, the analyst has great freedem in rhocslng what error wariables to use. This discussion simply
polnts out the cholces which were made by the authors of SMOTE; experlence has shown that these were good
choices for most engine configurations, and the same error variables were retained in SMOTE's descendants,
GENENG and DYNGEN. .

In the previous discussion it was statad that puesses were made for rotor speed (H), compresscr pres—
sure ratio (P3/Pp). and turbine flow fumction (is4/TE/Fy). From the firs: two guesses (and ofher variables)
one way calculate the power absorbed by the compressor (®¢Ah.}. From the turbine flow function (and other
varigbles) one may calculate the power supplied by the turbine (dpihr). For steady-state operation the
power supplied must egual the power absorbed. Therefore, the difference {8 dh, - @rikp) may be used for an
error variable, Similarly, one can calculate a value for turbine flow function (d4./T4/P4)' based only on
the first two guesges, but for a consistent solution the calculated value must equal the guessed value,
Hence, the difference (iy4./T5/P4) - (d+/T4/P4)" can be used as a second error variable. Finally, from the
compressible-flow equations we know that the varlable P7 1is specified by the variables ig, Ty, Py, and
nezzle area. This value for P; must equal the value P} which is calculated firom thermodynamic relations
at the turbine exit and from pressure losses in the duct between turbine and nozzle. Therefore, the third
arror variabla is (F7 - P}}.

Once three varlsbles have been guesscd and three errors have heaen specified, the analyst can use an
iterative method to obtain a consistent solution to the simulation equationa. SMOTE, GENENG, and DYNGEN all
use the Newton-Raphson technique of iteration. The details of this methed are given in Appendix A, In
figure 6, a simplified flow chart shows bhow the Newton-Raphgon method 18 used in connection with the en-
gine calculations discussed in the preceding example. Although more complicated engines will require more
guesaes and more error variables in the Iterative procedure, the analysis will be quite similar to the onme
described in the example.

,Simulation Differential Equatioms

S0 far the discussion has been devoted to the methods which DYNGEN uses to obtain steady-state operat-
ing points. Wow Che method of Implementing and solwing time-dependent differential equations will be dis-
cussed. DYNGEN uses a modified Euler method of solving differential equations. This method is derived from
a nunerical amalysis viewpoint in Appendixz A, Appendix A also discusses the mumerical stability of the modi-
fled Euler method and shows that it does not require extremely smzll time steps to obtain a stable sclution.
This advantage is Important in engine simulations becawse iv the past it has often been necessary to select
integration time steps small enough to guarantee stability for high~frequency dynamics typical of mass and
energy storage in ynsteady flow, This can result dn very lomg executlom tdmes even though the simulation
user may only be interested in low-frequency dynamics., With the modified Euler methed, the user cam select
longer time steps without worrying about numerical stability. The main disadvantage of the modified Euler
method is that an iterative solution is required for the difference equaticons which approximate the solution
to the differential equations., However, this fact turns out to be useful in DYNGEN since it wmeans that the
analyst no longer has to solve explicitly for derivatives. They may be cmbedded anywhere 1u an overall set
of simultaneous algebralc equations which are to be solved by an iterative method such as Newton-Raphson.

The following discussion shows how this advantage was employed in modifying a steady-atate simulation, GEN-
ENG, to form a dynamic simulation, DYNGEN. Figure 7 shows the three kinds of equationa which were modified
to include dynamic tetms: the pawer balance, continuity, and energy equations. The steady—state power bal—
ance equation simply implies that the power output of a turbine must equal the power absorbed by 2 fan or
compressor. By adding a rotor acceleration term, the equatiom can be used to model engine dynamics: any ex-
cegs power provided by the turbine will go into rotor acceleration. If the time derivative is arbitrarily set
equal to zero, the dynamic equation becomes the steady-state equation. - Similar considerations also hold for
the continuity equation. DYNGEN treats unsteady flow dynamics in a way which has become Lraditiopal for en~
gine simulatien: a control wolume is sssociated with eack component, and pressure, température, and density
are assumed constant throughout the control velume. At steady state the flow into the volume must equal

the flow ocut, but for unsteady flow maes can be stored in the wolume at a rate proportionel to the time
derivative of pressure, dP/dt. If dP/dt 18 zero, the continuity equation reverts ta its steady-state

form. The control volume approwimation is also used for the energy equation. At steady-state the rate of
energy into the velume must equal the rate out, but, in unsteady flow, enmergy storage is accounted for by

two terms: one reflecting the rate of change of specific internal energy, du/dt, and another reflecting
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energy storage caused by mass storage.

DYNGEN was formed from GENENG by modifying the power balance, continuity, and energy equations where-
ever they occurred in GENENG. In GENENG, the steady-state power balance aequatlon wazs used to form am er-
ror variable:

E] = ‘:’cAhc - dyrAhT
In DYNGEN, the same ertor 18 formed wich the dynamic term added:

. . dN
Ey = dethe - dyany + Iy &Y

To implement the dynamic forms of the continuity and energy equations, a volume was assoclated with each
companent, and the flow and enthalpy out of the component were wedified by the dynamic terms. For example,
if de 1s the flow rate through the compressor specifled by the compressor map, and h3 1is the enthalpy
at the compressor axit, then the flow and enthalpy entering the comhustor will be given by &é and hé, where:

. V3 dpjy
e = e = ==

YRI3 dt

. . . P3V3 duy
wehy = (B - mé)u:; T
= T

ue
The derivatives ars calculated by the simplest pessible approximation:

dy . ¥i - ¥i-1
dt it

where yj is the current value of a variable and yy_j 1s the value for the Previous time step. Thia
approximation ig adequate provided that the tine step, At, is about one-tenth the magnitude of the smallest
time constant the user wants to observe, For example, if the user wants to observe rotor dynamics with a
1.0-second time ctonstant, he should use a At no greater than 0.10 second.

Adding the derivative terms to the steady-state equations did not require any change to the basic iter—
ation schema used in GENENG. Thetefore, none of the flexibility ot generality of the'program was lost; its
capability was simply extended to include dynamics.

DYNGEN CAPABILITIES
Engine Configurations

The discussion so far has concentrated on the analytical techniques used in DYNGEN, ot how it works,
The remainder of the discussian will caver the user-oriented question of what can be done with iz, First,
2 few examples will be given to show the variety of engines that can be analyzed without reprogramming.
These examples are meant only to suggest the range of options the user has in specifying engine configura-
tlons: a complete list of options weuld be too lengthy for this paper.

Figure B shows the most complicated engioe that can be handled by the basic version of DYNGEN: a
three-spool, three—stream engioe. The original motivation for simulating this kind of engine was the npeed
to study blown-flap or ejector-wing propulsion systems for STOL aircraft. Hence, the third duct is called
the "wing duct,” and its air does not mix with the core or fan duct streams. If desired, the wing duct can
be elininated to simulate a three-gpool, two-stream englne such s the Rolls~Royce BB.211. Figure S shows
ancther step down in complexity: a twa-spool, boosted-fan engine, The fan and booster may be represented
by separate component maps. All of the turbofan engines simulated by DYNGEN can use a mixed-flow option
rather than separate core and duct nozzles as shown in the flgures. Duct burning or core afterburning are
also available optiona. Finally, figure 10 shows the lowest level of complexity: the one- or two-spool
turbojet. :

Steady-State Capabilities

A brief digcussion will now be glven of the steady-state capabilities which DYNGEN inherited from its

predecessor, GENENG. . For each engine configuratien that the user wishes to examine, a design point case

. must be yun. At the desiga peint the user must specify certain cycle parameters such as turbine inlet tem—

' perature, component efficilencies, Mach numbers at varlous stations, correcred flows, ete. Component maps
must be provided, and logical controls must be set to establish how many spools the engine has, whether its
core and duct streams mix, whether it 15 g turbejet or turbofan, and so on. As mentloned earlier, the com-
ponent maps will be automatically scaled to conform with the cycte parameters specified by the user at the
design point. After the design point case is run, DYNGEN will output calculated values for main and after—
burner fuel flow, thrust areas at varlous stations, map scale factors, etc.

The user has a wide variety of options for runcing off-design steady~state polunts (refs. 3 and 4),
First, there are four hasic operating modes for specifying off-design points: constant turbine inlet tem—
perature, constant main fuel flow, comstant Fan speed, or congtant care speed. Once the user specifies
which of these is to remain conatant, and what its value is to be, he may ther vary a wide variety of oper-
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ating parameters such as altitude, Mach mumber, inlet recovery, bleed or power extraction, and core, duct,
or wing vnozzle areas. If afterburning 1s to be investigated, the user may specify either afterburnmer fuel
flow or temperature, Nozzle area will be recalculated to maintain the same core engine operating point
specified for some previous, nonafterburning case. These options also hold for duct burning. If the user
wishes to investigate the effect of a converging-diverging nozzle on thrust performance, he may hold exit
area constamt or have it automatically recalculated for fully expandad flow, These options make DYNGEN a
very ugeful tool for investigating steady-state of f~design performance.

Dynamic Caicylationa

A few examples will now be given to show scme of DYNCEN's capabilities for simulating engine dynamics.
The first example will show an open—loop englne response to a step in fuel flow, and the remaining two will
demonstrate how DYNGEN cen be used in conmection with uger-supplied emgine control subroutines. The input
requirements for running engine dynamics are identical to the requirements for steady-state operation ex-
cept that a few additional constants must be supplied at the design point: rotor moments of inertia, rotor
design speeds in revolutions per minute, and component volumes. A design point case must be rum, just as
in steady-state operation, and 1f the user wants ta specify some off-design point as the initial condition
for a transient, he may do so using the steady-atate optlons discussed previgusly. Finally, the user nust
specify a time step for the transient solution, and he must set a program index indicating that a transient
is to be run. The transient disturbance input is supplied by a user-written subroutine, Any of the off-
design input parameters which are available for stéady—state operation, such as fuel flow, compressor bleed,
inlet recovery, ete., may also be used as transient icputs. Furthermore, the uset may genarate’transient
inputs appropriate to the comtrol system he is simulating, for example, a change in power lever anmgle.

The first example shows the response of & three-spool, three-stream engine (like the ome Shown in fig, 8)
to an open-loop step in fuel flow, Figure 11 shows time higtories of fan, middie spoecl, and core speeds,
Also shown 1s the Tesponse of turbine inler temperature, All varlables are presented as percentages of
their design values. Apart from showing DYNGEN's capability to simulate a three-spool engirve, figure 11 alsg
demonstrates the effect of using different time steps In the modified Puler solution of the simulation
equations. The results are shown for two time steps: .01 second and 0,10 second. CGlose examination
shows some small differences between the two solutions, but they are substantially didentical. There is a
blg difference, however, in computer execution time to run the three-second transient shown in figure 11,
Using the 0.10-second time step, execution time was 1.4 minutes; using the D.0l-sacond time step, executlon
time was 12.3 minutes. This example demonstrates ome of the main advantages of a nodified Euler goluticn
method: the user may select the time step to show the frequency range of dintercst, If low-frequency ef-
fects, such as rotor dynamics, are the subject of interest, a time step of 0.10 second may be adequate. If
higher frequency effects, such as temperature and pPressure dynamlcs, are to be abserved, then a smaller time
step will be needed. In any case, execution times can be held to a minimm compatible with the user's in-
terests.

The next example shows 2 large throttle transient for a two-spool turbofan similar to the ome shown in
figure 3. This engine was simulated along with the speed control system shown in figure 12, The primary
input to the cootrol gystem Is demand apeed, N2 ,dem which 13 set by the pilot's throttle lever. The only
output of the system is fuel flow, g, which goés to the combustor. During small throttle transients the
contral is proporticnal-plus-integral on speed ertor, but for large transients the control is cleged-1oop
on the aceceleration feel flow schedule. Acceleratiom fuel flow is computed from compressor speed, N1, com-
pressor exit pressure, P3, and comptesser inlet temperature T3,1. This noderately complex control syatem
was simulated using subroutines cowpatible with DYNGEN's medified Euler sclutionm method. A throttle gtep
from 50 percent thrust to 100 Percent thrust was applied to the simulation, and the resuite are shown in
fipure 13. Time histories of thruyst and turbine inlet temperature are shown with the variables expressed
as a percentage of their design value. This figure also presents a comparison of DYNGEN's results with
these from a hybrid computer simulation of the ssme engine. 1In figure 13, the continucus lines are the
hybrid computer solution znd the discrete points are DYNGEN's aolution, The hybrid computer model is quite
detailed (ref. 6), but owing to differences in the simulation equations, the steady-state results of the
two simulations differ by about 3 percent. The differences in the dynamic solutions are of the same order.
The comparisen shown in figure 13, though not perfect, tends to confirm the validity of DYNGEN's method of
solving the differential equations used in modeling the engine and comtral system.. Even though a fairly
long time step of 0.10 second was used, DYNGEN's solution is quite similar to the contipugus solution pro-
duced by the hybrid computer.

The final example of DYNGEN's flexibility involves a single-spoal, afterburning turbojet similar to
the one shewn in figure 10. This type of engine requires exhaust nozzle and main fuel cantrol subsystems
as shawn in figure 14, The main fuel contrel is a simple proportional control on speed error with accel-
eratlon and deceleration fuel flow limiting. The main ipput 1s demand speed, Nyop, which is set by the
pllot's theottle. The acceleration schedule is the usual (ép/P3)apcel &5 8 function of N and T2, and
the deceleration schedule is obtained simply by taking one-third of the scceleration gchedule. The nozzle
control is used only in the afterburning mode of operation., Its purpese is to null out any change in com-
pressor pressure ratio, (P3/P2), which might oceur when' goiug from nen-afterburning to afterburning apera-
tion. This is accomplished by propertional-plus-integral control of nozzle area, Ag, 1n response to pres-
sure ratic error.

This control system was simulated in connection with 4 turbojet engine, and a throttle slam from idle
to full afterburning was applied. The results are shown in figure 15, Time histories of rotational speed,
main fuel flow, afterburmer fuel flow, mozzle area, and thrust are shown. All variables are presented as
percentages of their design value, To simulate a throttle glam, afterburner fuel flow was ramped from zero
te its maximm velue in two seconds, beginning as sovon as rotor speed reachied 100 percent. This example
shows that DYNGEN can be used successfully to simulate the dynamics of an afterburning engime, Furthermore,
it demonstrates that DYNGEN ia not limited ta small-perturbation problems. It has all the capabilities of
its predecessors for simulating gross transients, but it is faster than most traditional simulations., The
five-second transiemt shown in this example required about two minutes of computer execution time.
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CONCLYSIONS

A'generalized dipital computer program for simulating the steady-state and dynamic performance of
turbojet and turbofan engines has been described and discussed. This computer program, called DYNGEN,
possesses significant advantages over traditional methods of digital engine simulation. Specifically, it
eliminates the need to operate two separate computer programs to obtain steady-state and dynamic results.
"It uses a modified Euler method for sclving differential equations which enables the user to aspecify a
solutlon time step compatible with the frequency racge of interest. This saves computer executlon time
vwhen long tracsients ate to be run. Finally, DYNGEN can simulate a wide variety of engine types without
reprogramming. This gaves money and man-hours when new ecgloes are to be simulated, When real-time engine
simulations are required the analyst must turn to analog or hybrid methods te achieve his goals. However,
owing to the new dipftal simulation techniques used in DYNGEN, all-digital engine simulations are now
capable of accomplishing nearly all the user's tasks with convenience and flexibility.
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APPENDIX A

ANALYTTICAL TECHNIQUES
Steady-State Balancing Technique

The following discusaion explains the ilterative method which DYNGEN and its predecessor GENENG use to
calculate steady-state operating points. As noted earlier, the calculation of a steady-state operating
point requires solution of & system of nonlinear equations, cotrresponding to various engine matching con-—
astraints such as rotational speeds, air flows, compressor and turbine work functions and nozzle flow fune-
tions. In order to satisfy these constraints, there are available an equal number of engine parameters
vhich may be wvarded, such a8 compressor and turbine pressure ratios and flow fumctions. The specific num—

. ber of engine parameters {independent variables} to be varied and engine matching constraints (dependent
variables) to be asatisfied depends on the type of engine configuration being studied, and varies from three
for a single-spool turbojet engine to nime for a three-spool engine. The computer program {(DYNGEN)
searches for the values of the engine parameters which result in the engine matching constraints being
satisfied.

If the independent variables are denoted by V5 and the dependent variables by Ej, tha matching equa~
tions can be written as

eyl

i=1,2
E4(Vy) = 0 %
1( j) 1=1,2,...,n
Thia 1a a set of nonlinear equations, which muat be satiasfled for a steady-state solution. The procedure
used to satisfy these equations is the multi-variable Newton-Rephson method (ref. 7). With this method,

changes in E are gssumed to be related to changes in V by first-order, finite-differenca equations:
AE = MAV

where AV and AE  are n-vectors denoting changes In V and E from some reference conditfon, and M is
an mxn matrix of partial derivations of E with respect to V:

The matrix M 1is obtained by calculating a reference case and n Independent perturbed cases, such that
only the J-tk wariable Vj 1s perturbed from its reference value on the J-th case, Then for the J-th
case,

o DE4
Mu"av—j L=12,...,m

Once the matrix M is obtained, the reference case is impraoved by using

V=V,

- 1

M Ep.
If the system of equations were linear, this process would lead to convergence in one iteration. In prac-
tice, nonlinearicies in the system prevent immediate convergemce, 1In this case, the new V¥ and E are
taken to be the reference values, and a new matrix is generated., If the system is not too nonlinear, and
inicial guess for V are reasonably accurate, convergence is achieved in several iterations,

Dynamic Equations

Once an initial steady-state solution has been obtained, a time—varying solution may be generated.
This requires the solution of a get of differential equations which model tha system. The specific equa-
tions which are used to model the engine were discussed in the text. In-this section, the procedure used
to solve the differential equations in DYNGEW will be discussed.

Consider first the differential equation

A R )

In order to obtain a numerical solution usivg a digital computer, this differential equation must be re-
placed by a difference equatiom, in such a way that the solution of the difference equation is in some
sense close to that of the differential equation, There are many ways in which thie can be done, as dig-
cussed, for example, in reference 7. A common method is to use a difference equation of the form

Vi1 = 74+ Mtleflygaty) + (1 - e)E(ry4q,tq41)] (2)

where

3 £ ytto + 100y

— - _ _
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and
Dcexl

The bracketed quantity in (2) represents a weighted average of the derivative f{y,t) over the integration
interval [tjstj41]. For ¢ = 1, equation (2} becomes '

Yi4L = ¥4 + Acf(}’j,tj) {3}

Equation (3) is known as Euler’s method, and allows explicit calculation of y.,, as a function of the pre-
vious values yy and tj. On the other hand, for ¢ # 1, equation (2) is the'madified Euler method, and

in general caumnot be solved explicitly for - yq41, because of the dependence of f -on yj4] which appears
on the right hand side of the equation. In this case, some form of iteration must be used at each integra-
tion step to solve for yi+1-

From the standpoint of simplicity of the integration formula, use of (3} ie clearly preferable to the
use of {2). However, there are two other important consideratioms: accuracy and stability. As discussed
in the literature (e.g., ref. 7), use of (2) can lead ta greater integration accuracy. Even more important
for the dynamic engine simulation problem is the stability comsideration.

To 1llustrare the stability consideration, consider the lineayr differentfal equation

& ay 0
For this equation, (2) becomea
THL =¥y * aAt[EyJ + (1 - a)yj+1] (5}
which ran be solved for yj+i to give
1 + asbt
g = (m) Y1 &
the general solution for ¥§ can be written
¥y = rjyo - (7}
where ‘
1 + acht

T =T+ aest - ast &

the original differential equatiem (4) is gtable for a < Q; the difference equation sclution (7) is stable
for |r1 < 1. From (8}, the requirements for stability of (7) can be established in terms of the require-
ments on integration step size, At. Solving (B} for At yields

l-r
at afer - r — €) . 93
The upper and lower bounds for At are obtained by setting r = #1 1n (9). This results in
2 : 1
At < a(l —ze)* ° T3 (182)
At ~ unconstrained, e < L {10b)

2
In particular, for the Euler method (¢ = 1)}, the step slze must be less than (-2/a) in order to aveld
numetically-induced instability, while for e < 1/2, the mumerical method leads to.a stable solution for
any value of integration step size.

The above results are readily peneralized to a system of linear differemtial equations. Consider the
systen of equations

9y _
dc = (11)

where ¥ 18 an n-vecter and A is the n¥n system matrix. Use of the numerical algorithm in (2) resulrs
in .

Sy s ¥yt Mt[syj + (1 - a)yj_,_ll i (12)
which has the general solution

vy = ¢dy, am
where

@ = (I + AeAt - AAE)=L(I + Acpt)

_Cj‘__
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4s shown in reference 8, (I1) is stable if and only if the eigenvalues of A4 all have negative real parts;
the difference equation selution (13) is stabla if and only 1f all the elgenvalues of ¢ have mageitude
less than unity.

It will nbw be proved that 1f A is an eigenvalue of A, then

1 + leAt

— Lt hedt 14
WS T ¥ aeht - Aae (14

is an elgenvalue of 4.

Proof
Let A dis an elgenvelue of A, Then
[a-2x] =0
If | is an elgenvalue of . &, thep

|# - utf =0

¥ - uIP = [ (I + ashe - Aey-1(F + Astc) - uIf

o (T + Aedr) - w(I + Aeac_ - ane)|
I + Aeht — aAt|

o L = (T 4 Aehr) + panr]
[T + aedt - AAt|

But from (14},

1oy = =MAL
YT T3 aest - et
so that

[-2AE (T + Acht) + (1 + Aeat)atal

ML e e vryy by T vy

_ arla - Arf
(I + hedt - MBEY|T + Acht - Ahr]

=0

which completes the proof.

The similarity of (14) and {B), together with the requirement that all eigenvalues p have magnitude
less than writy, allow the conclusicn, similar to (tay, that

. 2 o ' ] .
At = E;;;TI_:_EET’ € > 2 (15a)
1 . .
At - unconstrained, g < 3 {15k)

where Apga. 1is the eilgenvalue of A having the greatest magnitude. In particular, for the Euler method,
the step size is restricted by

-2

max

At <«

T (26)

in order to avoid numerical fnstability.

The above results are valid only for a linear system, and ne such general proofs are available for
nonlinear systems. However, in an intultive sense, 1t geems raasonabie that equation (16} is applicable
to nonlinear systems if the matrix A ang elgenvalues X are interpreted as "average" values over an in-
tegration step, and the system of egquations {11) is not too nonlinear,

. The significance of equation {16), particularly for the dynamic engine simulation prablem, is the fol-
lowing. The dynmamic engine simnlation generally contains a mix of high and low frequencies. The high fre-
quencies result from the lumped-volume representation of compenent dynamics, which includes the storage of
masg and energy. The low frequencies resulr, for exauple, from rotor dynamics, and the slow motion of ex-
haust nozzle and assoclated control logic. Frequently, the simulation user is interested in low-fraquency
effects, such as overall engine spool-up time, and 1z oot concerned with high frequency affects, - Typical
translents are of five- to ten-seconds in duration.

If the simulation uses Euler's methad, the integration step size is restricted by the highest frequency

in the system, even though the user is not interested in high frequency information, In this case, a step
slze of 10~% seconds, or smaller, {s frequently requirad. On the other hand, 1f an impliecit (modified

-1& -
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Euler) technique is used (g < 1/2), the step size Is not restricted. It can be chosen to sult the desired
frequency content of the output, which typically allows a step 8lze of 0,]1 seconds or larger.

ITERATIVE SOLUTION PROCEDURE

& problem which exists with the use of Implicit methods, as noted earlier, is that for uonlinear dif—
ferential equations, scme iterative scheme is required to solve for the values of y +] at each Integra-
tion step. The differential equations corresponding to the dynamic model of the engiue may be written as

&=t ‘ an

where y and f are vectors. The state vector ¥ represents pressures, remperatures and rotor speeds,

The dimension of y (and £) depends on the type of engine configuration being studied. Nine state vari-

ables are required for a single-spaol turbojet engine, and & greater number for more complax engines. The
number of state variables required for a dynamic solution always exceeds the number of steady-state itera—
tion variables required for the Newton-Raphson iteratlion discussed earlier,

The difference-equation representation used in DYNGEN utilizes ¢ = 0, so that (17) becomes
¥i+l = ¥y + Aef(yi40) ) (18)

The discussion of the sample configuration im the main body of the report showed how the dymamic equatiens
are incorporated into the structure of the steady-state solutlon. The steady-state continuity, energy and
power equations are modified to be dynamic equations. The tesulting dynamic equations are then included
elther as error equations, or used to caleculate flows and enthalpies at varlous stations throughout the
engine, :
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