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## INTRODUCTION

The purpose of this thesis is to report the results of an empirical analysis of the frequency of overshoots above an arbitrary level in a stationary gaussian stochastic process. The problem is of interest to the Terrestrial Envir-nment Branch, Aerospace Environment Division, Aero-Astrodynamics Laboratory, George C. Marshall Space Flight Center, Alabama, and the financial support for the project was under NASA contract no. NAS8-29286. The results obtained in this analysis are applicable in the prediction of extreme properties of processes such as wind speed, ambient temperature and sea state. The methodology may also be used in other fields, i.e, electrical engineering and aerospace vehicle responses to forcing functions having known or assumed exponential autocorrelation functions.

The remainder of this chapter presents a general discussion of the scope of the work, and the organization of this analysis.

### 1.1 Statement of the Problem

The problem dealt with herein concerns the frequency distribution of overshoots in a stationary gaussian stochastic process with an exponential autocorrelation function. Briefly, a stationasy gaussian process may be described as a stochastic process which, at any point in time, has a gaussian distribu-
tion. To be stationary the process must have a mean independent of time and an autocorrelation function dependent only on the distance between successive time points.

The problem has been of general theoretical interest for some time while little has been done to obtain numerical results. Previous work in this general area is excellently summarized in two recent texts, Cramer' and Leadbetter (1967) and Kuznetsov (1965), and both contain extensive bibliographies. The general density function for the number of crossings in a $(0, T)$ time interval was given by Kuznetsov and Stratonevich (1956). For a stationary gaussian process with $R(\tau)=\exp \left(-\beta \tau^{2}\right)$ Tikhonev (1956) approximated the probability of zero crossings in $(0, T)$ by expanding the proof given by Kuznetsov and Stratonevich (1956) and neglecting terms in the series of order greater than 2. Other authors have various expressions for this density runction and have investigated its asymptotic behavior. A general result states that as the level increases the number of overshoots in $(0, \tau)$ is Poisson distributed. A more extensive summary of previous work in this area is presented in Appendix II. I' 1 the author's knowledge this is the first investigation conducted by extensive simulation of such a process.

### 1.2 Organization of the Analysis

Chapter 2 is a discussion of the simulation model and assumptions concerning the model. Using the methods developed in Chapter 2 , several simulations were run on an IBM-1130 computer. The results and analysis of the simula-
tions are presented in Chapter 3 along with the resultant distribution equations.

The modus operandi for NASA to apply this solution to their specific problems concerning atmospheric variables is presented in the concluding chapter of this analysis. Appendix $I$ contains a computer program to utilize the algorithm obtained in this investigation.

## Model and Simulation

The first step in this development of a solution to the overshoot problem was to define a mathematical model of a stationary gaussian stochastic process with an exponential autocorrelation function. In developing the model, the following conditions were assumed:

1) The sample process had a multivariate normal distribution.
2) The process was strictly stationary, i.e., the autocorrelation function $R\left(t_{i}, t_{j}{ }^{\prime}=R(\tau)\right.$ where $\tau=\left|t_{j}-t_{i}\right|$.
3) The expected value of a random variable $X$ at time $t$ was 0 , i.e., $E(X(t))=0$ where $E$ denotes the expectation operator.
4) The covariance matrix, denoted $\Sigma$, was symmetrical and positive definite.
5) The autocorrelation function, denoted $R(T)$, was exponential in nature, i.e., $R(\tau)=\operatorname{EXP}(-\beta|\tau|)$. The notation $X(t)$ will denote a stochastic process satisfying the above conditions.

The process was considered over a time interval [0,99] and a sample realization consisted of 100 equally spaced sample points in the interval. This permitted some generality in the analysis whereas for a specific application the range of interest would be some $[0, T]$ interval. In this case $X(t)$
would be sampled at $t_{0}, t_{1}, \ldots, t_{99}$ where $t_{i}=\left(\frac{i}{100}\right) \mathrm{T}$, with a corresponding modification of the autocorrelation parameter $\beta$. The method of simulation was given by Odell (1971) and a summary of that technique is presented in the following discussion.

Let $\underline{x}=\left(x\left(t_{0}\right), x\left(t_{1}\right), \ldots, x\left(t_{99}\right)\right)^{\prime} \quad($ (' denotes matrix transposition), then the covariance matrix is given by $\Sigma=\left(\sigma_{i j}\right)=E\left(\underline{X} \cdot \underline{X}^{\prime}\right)$ so that for $0 \leq i, j \leq 99$ $\sigma_{i j}=E\left(X\left(t_{i}\right) X\left(t_{j}\right)\right)=R\left(t_{i}, t_{j}\right)=R(\tau)$ where $\tau=\left|t_{i}-t_{j}\right|$. Thus it follows that $\Sigma$ is formed by evaluating $R(\tau)$ for $0 \leq \tau \leq 99$ giving

$$
\Sigma=\left(\begin{array}{ccccc}
R(0) & R(1) & R(2) & \cdots & R(99) \\
R(1) & R(0) & R(1) & \cdots & R(98) \\
R(2) & R(1) & R(0) & \cdots & R(97) \\
\bullet & ! & ! & & \vdots \\
\cdot & \bullet & ! & & \vdots \\
R(99) & R(98) & & & R(0)
\end{array}\right)
$$

By assumption $\underline{X}$ satisfies a multivariate normal distribution with mean $\underline{\mu}=\underline{0}$ and covariance matrix $\Sigma$, denoted $\underline{x} \sim N(\underline{\mu}, \Sigma)$. The following result, given by Odell (1971, pg. 37), provides the modus operand of generati:2g realizasion of $x(t)$.

Theorem: If the $100 \times 1$ vector $\underline{Y} \sim N(\underline{\mu}, \Sigma)$, and
$Y$ is a fixed $100 \times 1$ vector, then $\underline{V}=A \underline{Y}+\underline{Y}$ is distributed $N\left(A \underline{\mu}+\underline{Y}, A \sum A^{\prime}\right)$.

We generated a vector $\underline{Y} \sim N(\underline{0}, I)$, I denoting the identity matrix, and obtained a factorization $A A^{\prime}$ of $\Sigma$, therefore, by the above theorem $\underline{V}=A \underline{Y}$ was distributed $N(\underline{0}, \Sigma)$. The resultant vector $\underline{V}$ constituted a realization of $X(t)$. The generation of the vector $\left(y_{0}, y_{1}, \ldots, y_{99}\right)^{\prime}=\underline{Y} \sim N(\underline{O}, I)$ was accomplished by generating a sequence of 100 independent standard normal variates. The Crout method was used to factor $\Sigma$ into $A A^{\prime}$.

The technique of generating $\underline{Y}$ was given by Hamming (1962). He notes that an approximation to normally distributed random numbers can be produced from a sequence of uniformly distributed random numbers by the formula $y_{i}=\frac{\sum_{k=1}^{K} x_{k}-\frac{K}{2}}{\sqrt{K / 12}}$ where $x_{k}$ is a uniformly distributed random number in $(0,1)$, and $K$ is the number of values of $x_{k}$ used. According to the Central Limit Theorem, as $K$ tencs to infinity the value of $y_{i}$ approaches a standard normal distribution. To implement this procedure on a computer we fixed the value of $K$ at 12. The formula for $y_{i}$ could then be expressed as $y_{i}=\sum_{k=1}^{12} x_{k}-6$. This construction of $y_{i}$ for $0 \leq i \leq 99$ produced a sequence $y_{0}, Y_{1} \ldots . Y_{99}$ of standard normal variates with mean 0 and unit variance. This sequence is the vector $\underline{Y} \sim N(\underline{0}, I)$. We generated 250 realizations $\underline{V}_{i}, i=1,2, \ldots, 250$, for each of the autocorrelation functions simulated. This required 250 random vectors $\underline{Y}_{i}, i=1,2, \ldots, 250$ which in
turn, required a sequence of $250 * 100=25,000$ standard normal variates, or $250 *(100 * 12)=300,000$ uniformly distributed random numbers. The algorithm used to generate uniformly distributed random variates was:
$r_{n}=$ normalized $\left(S_{n}\right)$ where $S_{n}=\lambda r_{n-1}$
and the normalization is a reduction to $(0,1)$.

This algorithm is the well established power residual method of generating pseudo-random sequences. The period of the sequence generated in this fashion is a function of the inieger capacity of the computer being used for the generation. In the case of the IBM-1130, the largest integer, and hence the period of the sequence, was 32,767 which falls far short of the necessary 300,000 .

Since the period of one number generator is too short to produce 250 realizations, we used a separate randorn number generator $G_{j}, j=0,1, \ldots, 99$, for each of the 100 elements of $v_{1}=\left(y_{i, 0}, y_{i, 1}, \ldots, y_{i, 99}\right) 1 \leq i \leq 250$. Thus the generator $G_{j}, 0 \leq j \leq 99$, produced the sequence $y_{1, j}, y_{2, j}, \ldots, y_{250, j}$ of independent standard normal variates. In this fashion, each generator $G_{j}$ was required to produce 250 * $12=3,000$ uniformly distributed numbers, which is easily possible on the computer used in this analysis.

To transform each vector $\underline{Y}_{i}$ into a realization $\underline{V}_{i}$ of the process $X(t)$ via the linear transformation $\underline{V}_{i}=A \underline{X}_{i}$, it was necessary to factor the variance covariance matrix $\sum$.

As noted previously, $\Sigma$ j.s a symmetrical, positive definite matrix. A well known theorem in matrix theory states that such a matrix can he factored into the product of a lower trianqular matrix and its transpose. This factorization, $\Sigma=A A^{\prime}$, where $A$ is lower triangular, was accomplished using the Crout factorization technic̣ue as presented by Odell (1971. pg. 38). The method is summarized in the following discussion.

The elements of $A=\left(a_{i j}\right)$ will be computed in the folıowing senuence: $a_{11}, a_{21}, a_{31}, \ldots, a_{100^{\prime} 1^{\prime}} a_{22}, a_{32}, \ldots, a_{100^{\prime}}$
 angular so $a_{i j}=0$ whenever $j>i$. Using this fact we have

$$
\begin{equation*}
\sigma_{i j}=\sum_{k=1}^{j} a_{i k} a_{j k} \tag{2.2}
\end{equation*}
$$

from which the following algorithms were derived. For $i=j=1$ we have $\sigma_{11}=a_{11}^{2}$ so it follows that

$$
\begin{equation*}
a_{11}=\left(\sigma_{11}\right)^{1 / 2} \tag{2.3}
\end{equation*}
$$

For $i>j=1$ we have $\sigma_{i j}=a_{i 1} a_{11}$ so the remaining elements of the first column of $A$ are given by

$$
\begin{equation*}
a_{i 1}=\sigma_{i 1} / a_{11} \tag{2,4}
\end{equation*}
$$

After $j-1$ columns of $A$ have been generated we have $\sigma_{j 1}=\sum_{k=1}^{j} a_{j k} a_{j k}=\sum_{k=1}^{j-1} a_{j k}^{2}+a_{j j}^{2}$ so for the remaining diagonal
elements we have

$$
\begin{equation*}
a_{j j}=\left(\sigma_{j j}-\sum_{k=1}^{j-1} a_{j k}\right)^{1 / 2} \tag{2.5}
\end{equation*}
$$

For the remaining elements we have $\sigma_{i j}=\sum_{k=1}^{j} a_{i k} a_{j k}=$ j-1
$\sum_{k=1}^{a_{i k}}{ }^{a_{j k}}+a_{i j} a_{j j}$ so we can conclude

$$
\begin{equation*}
a_{i j}=\left(\sigma_{i j}-\sum_{k=1}^{j-1} a_{i k} a_{j k}\right) / a_{j j} \text { for } \tag{2.6}
\end{equation*}
$$

$i=j+1, j+2, \ldots, 100$.

The autocorrelation function $R(\tau)=\exp (-\beta|\tau|)$ determines the degree of association between successive values of $X(t)$. The process $X(t)$ was simulated for a range of $\beta$ values yielding processes where the correlation was above . 98 throughout the process, to processes where $X(t)$ values could be considered indeperdent after two time intervals. The minimum $B$ value used was .002 which yielded $R(99)=$ .9802, and the maximum B value was 5.0 which yielded $R(2)=.00004539$. The primary $B$ values utilized were .002 , .005, . 0075, . 01, . 025, .05, .075, .1, . 25, .5, .75, 1.0, 1.5, 2.0, 3.0, and 5.0. We did, however simulate processes which were outside our primary range of interest, namely 7.5 and 10.0. At each of these $\beta$ values 250 realizations were generated. The selection of 250 as the number of realizations for each $\beta$ value was based on available computer storage capabilities but, from a statistical viewpoint, was deemed adequate for subsequent estimation and inference activities.

## Simulation Results and Analysis

Once the "data sets" had been generated the basic problem of counting overshoots came into focus. Letting $A$ denote some arbitrary level, we counted the number of overshoots above values $A=.5, .75,1.0 .1 .25,1.5,1.75$, and 2.0. Since each realization has mean $\underline{0}$ and unit variance, this was equivalent to counting the number of overshoots over .5 standard deviations above the mean, . 75 standard deviations above the mean, etc. In future applications the overshoots above a value of, say $A=.75$, would be equivalent to overshoots above a value of $.750+\mu$, where the process has mean $\mu$ and variance $\sigma^{2}$.

The value of 2.0 was selected as the upper limit of the major range of interest since, in the completely independent case, only 2.278 of the values would be above 2.0 and in the more correlated cases, the number of points, and hence the number of overshoots, would likely decrezse. The value of . 5 was selected as the lower limit of the range of $A$ values. In the completely independent case 30.85 of the values lie above .5, but the more memory the system has the longer the duration of each overshoot, and hence the fewer the number of overshoots. We did, however, count overshocts above higher levels for the purpose of determining the integrity of the estimation model outside the primary range of interest. Specifically, overshoots were counted for A levels of 2.25,
$2.5,2.75,3.0,3.5$ and 4.0 for $\beta$ values of . $005, .02, .05$, .1, .5, 1.5 and 3.0.

To count the number of overshoots above level $A$, we counted the number of times $V\left(t_{i-1}\right) \leq A$ while $V\left(t_{i}\right)>A$ where $0 \leq i \leq 90$ and $V\left(t_{0}\right)=0$.

After the number of overshoots for a particular level $A$ and autocorrelation parameter $\beta$ was determined, the sample mean, $\bar{x}$, and variance, $s^{2}$, were computed in the tradivional fashion. This provided the data to complete the table of means for $A$ and $B$, Table 1 , and the table of variances for $A$ and $B$, Table 2.
TABLE 1
MEANS FOR LEVELS OF A AND $B$

| B Val |  |  | A Leve |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | . 5 | . 75 | 1.0 | 1.25 | 1.5 | 1.75 | 2.0 | 2. 25 | 2.50 | 2.75 | 3.0 | 3.5 | 4.0 |
| .002 | 1.016 | .863 | . 724 | . 554 | . 364 | .264 | .120 |  |  |  |  |  |  |
| .005 | 1.534 | 1.258 | .931 | . 744 | . 524 | .452 | .252 | . 226 | .152 | . 099 | . 063 | . 023 | . 007 |
| . 0075 | 2.032 | 1.712 | 1.274 | 1.056 | . 752 | .480 | .380 |  |  |  |  |  |  |
| .01 | 2.488 | 2.004 | 1.512 | 1.097 | .692 | .472 | .324 | .185 | .109 | . 062 | . 034 | . 009 | . 002 |
| .025 | 3.368 | 2.752 | 2.240 | 1.980 | 1.374 | .868 | .592 |  |  |  |  |  |  |
| .05 | 4.357 | 3.648 | 2.888 | 2.228 | 1.736 | 1.320 | . 824 | . 525 | . 321 | .187 | .105 | . 029 | . 006 |
| .075 | 5.816 | 4.936 | 3.788 | 2.924 | 2.028 | 1.325 | .831 |  |  |  |  |  |  |
| . 1 | 6.368 | 5.368 | 4.304 | 3.420 | 2.404 | 1.540 | 1.060 | . 623 | . 359 | .196 | .102 | . 023 | . 004 |
| . 25 | 9.884 | 8.320 | 5.632 | 4.892 | 3.332 | 2.140 | 1.320 |  |  |  |  |  |  |
| . 5 | 13.168 | 11.008 | 8.688 | 6.628 | 4.608 | 2.632 | 1.708 | .908 | . 472 | . 228 | .103 | . 017 | . 002 |
| .75 | 15.160 | 12.768 | 10.024 | 7.468 | 5.204 | 3.304 | 1.900 |  |  |  |  |  |  |
| 1.0 | 16.9:5 | 14.216 | 11.172 | 8.204 | 5.660 | 3.540 | 2.076 |  |  |  |  |  |  |
| 1.5 | 18.108 | 15.828 | 12.260 | 8.956 | 6.052 | 3.768 | 2.175 |  | . 571 |  | . 198 | . 015 | . 002 |
| 2.0 | 20.048 | 16.676 | 12.972 | 9.360 | 6.188 | 3.744 | 2.140 |  |  |  |  |  |  |
| 3.0 | 21.260 | 17.672 | 13.572 | 9.588 | 6. 368 | 4.144 | 2.388 |  | .682 |  | .148 | . 025 | . 003 |
| 5.0 | 21.924 | 18.172 | 13.824 | 9.644 | 6.452 | 3.972 | 2.200 |  |  |  |  |  |  |

TABLE 2
$g$ any $v$ ao stanat yoa samnyiqua

As noted in the introductory chapter, the Poisson distribution is the limiting distribution as the crossing level becomes large and it seemed reasonable to first try the Poisson as a model for lower crossing levels. An estimation model for the multivariate Poisson (multivariate in the sense that the parameter $\lambda$ was assumed to be a function of $A$ and B) was implemented and trien for various functions of $A$ and B. The results were discouraging. We first attributed the failure to our inability to find the proper function of $A$ and $B$, but later it was determined that the poisson model was, in general, inadequate.

The next and most fruitful step was the careful examination of the means and variances for various levels of $A$ and B. This led immediately to the following conclusions:

1) There was a strong empirical relationship between the sample means and $A$ and $B$, and to a lesser extent, between the sample variances and $A$ and $\beta$.
2) The binomial and negative binomial distributions, with parameters calculated from the sample means and variances, were more appropriate for the levels of $f$. we investigated.

For values of $A<1.5$ and $R<1.0$ the means exceeded the variances with the discrepancy increasing as $A$ and $B$ decreased. As $A$ and $B$ increased above 1.5 and 1.0 respectively the values became approximataly equal or the variances exceeded the mean. Once this trend was noticed, the reasons for observations 1 and 2 above became clear. If we assume one of three models, binomial, poisson, or negative binomial,
is appropriate, then an accepted selection criterion is the relationship between the mean and variance. These observations led us to seek those functional relationships that could best predict a process mean and variance.

In the search for the relationship between $A, B$ and the mean $\mu$, we first graphed the sample mean $\overline{\mathrm{X}}$ as a function of $A$ for each $B$. This graph, Figure 1, strengthened the conclusion that such a relationship existed but, due to our inability to find an appropriate approximating function of that relationship, this method of viewing the data was abandoned. However, we did note from this plot that the relationship behaved in what appeared to be an exponential fashion.

Suspecting the exponential characteristic, the next step was to graph $\ln (\bar{X})$ as a function of $A$ for each $\beta$ on semi log graph paper. This plot, Figure 2, was not a straight line as we had anticipated, but rather it seemed parabolic with the parabolas opening about the $\ln (\bar{X})$ axis. We selected the general parabolic model

$$
\begin{equation*}
\ln (\bar{x})=\lambda_{0}(\beta)+\lambda_{1}(\beta) A+\lambda_{2}(\beta) A^{2} \tag{3.1}
\end{equation*}
$$

to try as an approximating relationship. The least squares technique summarized below was used to estimate $\lambda_{0}(\beta)$, $\lambda_{1}(\beta)$, and $\lambda_{2}(\beta)$ for each $\beta$. Using these results, equation (3.1) was then rewritten to produce the estimate of the mean $a s$

$$
\begin{equation*}
\operatorname{EST}(\mu)=\operatorname{axF}^{\operatorname{Li}}\left(\lambda_{0}(\beta)+\lambda_{1}(\beta) A+\lambda_{2}(\beta) A^{2}\right) \tag{3.2}
\end{equation*}
$$

For each $\beta$ the estimate of $\mu$ was a good approximation of $\bar{x}$ so we concluded that if the dependency of the $\lambda$ 's on $\beta$ could be found, then (3.2) would provide a good estimate of the mean.

The least scuares techniaue was given by Jorgenson
(1961) and was used to estimate $\Lambda=\left(\lambda_{0}, \lambda_{1}, \ldots, \lambda_{k}\right)$ for the general model $n_{i}=\lambda_{0} t_{0}+\lambda_{1} t_{1}+\ldots+\lambda_{k} t_{k}$ for $i=1, \ldots, m$ ( $m$ being the number of observations). Let $T=\left(T_{i j}\right)$ where $T_{i j}=t_{j}$ for $j=1, \ldots, k$, and $i=1, \ldots, m$. Then $\Lambda=\left(T^{\wedge} T\right)^{-1} T_{n}^{n}$ where $\underline{n}=\left(n_{1}, n_{2}, \ldots, n_{m}\right)$, and $\Lambda$ is a $k \times 1$ vector of the estimates.

Using the results of the least squares method, the first step toward determining the dependence of $\lambda_{i}$ on $\beta$ was to plot $\ln (\beta)$ vs. $\lambda_{i}$ on semi-log graph paper for each of $\lambda_{0}, \lambda_{1}$, and $\lambda_{2}$. For all three coefficients three distinct trends were observed. For $\beta \leq .01$ the relationship was linear, for $.01<\beta \leq 1.5$ the relationship appeared quadratic, and for $\beta>1.5$ the relationship was again linear and essentially horizontal. Accordingly, the following models were fit using the method of least squares:

$$
\begin{align*}
& \beta \leq .01 \quad \ln (\beta)=a_{0}+a_{1} \lambda_{i}, \quad i=1,2,3 \\
& .01<\beta \leq 1.5 \quad \ln (\beta)=a_{0}+a_{1} \lambda_{i}+a_{2} \lambda_{i}^{2} \quad i=1,2,3 \\
& \beta>1.5 \quad \beta=a_{0}+a_{1} \lambda_{i}, \quad i=1,2,3 \tag{3.3}
\end{align*}
$$

The results of the least squares estimates of the $a_{i}$ 's are presented in Table 3.

## TABLE 3

LEAST SQUARES ESTIMATES OF COEFFICIENTS OF (3.3)

|  |  | ${ }^{0} 0$ | $a_{1}$ | $\mathrm{a}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda_{0}$ | $B \leq .01$ | -6.0717 | 1.1105 | - |
| $\lambda_{0}$ | $.01<\beta \leq 1.5$ | -6.423 | 1.57686 | .21811 |
| $\lambda_{0}$ | $\beta>1.5$ | -236.0714 | 71.4286 | - |
| $\lambda_{1}$ | $\beta \leq .01$ | -6.65546 | -3.23315 | - |
| $\lambda_{1}$ | $.01<\beta \leq 1.5$ | -1.0582 | 10.31154 | 10.23657 |
| $\lambda_{1}$ | $\beta>1.5$ | -10.2162 | -54.0541 | - |
| $\lambda_{2}$ | $\beta \leq .01$ | -7.81708 | -10.2928 | - |
| $\lambda_{2}$ | $.01<\beta \leq 1.5$ | -3.9142 | 3.382882 | 16.3656 |
| $\lambda_{2}$ | $\beta>1.5$ | 23.5 | 50.0 | - |

Using the results given in Table 3 we then solved (3.3) for $\lambda_{0}, \lambda_{1}$, and $\lambda_{2}$ yielding estimation equations for $\lambda_{0}, \lambda_{1}$, $\lambda_{2}$ as

$$
\begin{array}{rlrl}
\beta \leq .01 & \lambda_{i} & =\left(\ln (\beta)-a_{0}\right) / a_{1} & i=1,2,3 \\
.01<\beta \leq 1.5 & \lambda_{i} & =\left(-a_{1}+\left[a_{1}{ }^{2}-4 a_{2}\left(a_{0}-\ln (\beta)\right)\right]^{1 / 2}\right) / 2 a_{2} & i=1,2 \\
\lambda_{i} & =\left(-a_{1}-\left[a_{1}{ }^{2}-4 a_{2}\left(a_{0}-\ln (\beta)\right)\right]^{1 / 2}\right) / 2 a_{2} i=3 \\
\beta & >1.5 & \lambda_{i} & =\left(\beta-a_{0}\right) / a_{1} \tag{3.4}
\end{array} \quad i=1,2,3 .
$$

We then estimated all coefficients and used them in the mean prediction equation (3.2). The estimated means are given in Figure 1 along with the sample means. From this graph it is clear that, in almost all cases, the deviations are very slight and, as will be subsequently noted, the means estimation was deemed aderuate.

In the search for the functional relationship between A, $\beta$ and the variance, $\sigma^{2}$, we graphed the sample variance, $S^{2}$, as a function of $\ln (\beta)$ for each value of $A$. On careful examination of that graph, Figure 3, the ensuing observations were made;

1) The sample variances were much more erratic than the sample means.
2) For levels of $A$ below 1.0 , the graphs of the relationshins of the variances and $\beta$ are, for all practical purposes, coincident (for this
reason only $A=.75$ was graphed as a representation of all $A \leq 1.0$ ).
3) The graphs are parabolic in appearance, opening about the $\ln (\beta)$ axis.

These observations led to the following model to estimate the relationship:

$$
\begin{equation*}
\ln (B)=\lambda_{0}(A)+\lambda_{1}(A) S^{2}+\lambda_{2}(A)\left(S^{2}\right)^{2}, \text { where } \tag{3.7}
\end{equation*}
$$

$S^{2}$ is the sample variance.
We ran least squares fits for each $A$ and found that the model was acceptable provided the dependency of $\lambda_{0}, \lambda_{1}$, and $\lambda_{2}$ on $A$ could be determined. Toward that end, we graphed each coefficient of (3.7) as a function of $A$. The plots of $\lambda_{0}$ and $\lambda_{1}$ appeared linear. The graph of $\lambda_{2}$ at first appeared to be quadratic, but was later found to be better approximated by a cubic equation. Therefore the following models for $\lambda_{0}, \lambda_{1}$, and $\lambda_{2}$ were fitted using least squares techniques:

$$
\begin{align*}
& \lambda_{0}=a_{0}+a_{1} A \\
& \lambda_{1}=a_{0}+a_{1} A \\
& \lambda_{2}=a_{0}+a_{1} A+a_{2} A^{2}+a_{3} A^{3} \tag{3.8}
\end{align*}
$$

The results of the least squares fits provided the following estimation equations for $\lambda_{0}, \lambda_{1}$, and $\lambda_{2}$ :

$$
\begin{align*}
& \lambda_{0}=-7.013+.3871 A \\
& \lambda_{1}=.2192-.1759 A \\
& \lambda_{2}=-6.1371+14.813 A-11.633 A^{2}+3.05 A^{3} \tag{3.9}
\end{align*}
$$

Tests of (3.9) yielded good approximations to the coefficients for each level of $A$.

The original variance model (3.7) was then re-written as

$$
\begin{equation*}
0=\left(\lambda_{0}-\ln (\beta)\right)+\lambda_{1} S^{2}+\lambda_{2}\left(S^{2}\right)^{2} \tag{3.10}
\end{equation*}
$$

and solving (3.10) for the estimated variance $\sigma^{2}$, we have

$$
\begin{equation*}
\text { EST. } \sigma^{2}=\left(-\lambda_{1}+\left[\lambda_{1}^{2}-4 \lambda_{2}\left(\lambda_{0}-\ln (\beta)\right)\right]^{1 / 2}\right) / 2 \lambda_{2} . \tag{3.11}
\end{equation*}
$$

Using the coefficient model to estimate $\lambda_{0}, \lambda_{1}, \lambda_{2}$, we then estimated the variances from (3.11). As noted previously, the sample variances are more erratic than the sample means and the estimated variances were not, in general, as acsurate as the estimates of the means. The estimated variances are shown in Figure 3 along with the sample variances.


FIGURE 2

SAMPLE MEAN VS. CROSSING LEVELS

FIGURE 3
SAMPLE VARIANCE VS. AUTOCORRELATION PARAMETER (solid line)
ESTIMATED VARIANCE VS. AUTOCORRELATION PARAMETER (dashed line)


To check the accuracy of our results, we ran estimations of overshoots for the values of $A$ and $\beta$ that were used in the estimation process. The estimated mean was calculated from equation (3.2) while the estimate of the variance was given by (3.11). To determine which distribution was appropriate, we formed the ratio

$$
\begin{equation*}
r=\frac{\text { estimate of mean }}{\text { estimate of variance }} \tag{3.12}
\end{equation*}
$$

If $r \leq .95$ then the variance clearly exceeded the mean so we used the negative binomial distribution
$P\{X=i\}=\frac{\Gamma(k+i)}{\Gamma(k) i!} p^{k} q^{i} ; \quad 0 \leq p \leq 1, p+q=1, k>0, i=0,1,2 \ldots$
If $.95<r<1.05$ then the mean and variance were approximately equal so we used the Poisson distribution

$$
\begin{equation*}
P\{X=i\}=\frac{\lambda^{i} e^{-\lambda}}{i!} ; \lambda>0, i=0,1,2, \ldots . \tag{3.14}
\end{equation*}
$$

If $r \geq 1.05$ then the mean clearly exceeded the variasise so we used the binomial distribution

$$
\begin{equation*}
p(X=1)=\left(\sum_{i}^{n}\right) p^{i} q^{n-1} ; \quad 0 \leq p \leq 1, p+q=1, i=0,1, \cdots, n . \tag{3.15}
\end{equation*}
$$

The test used to check the goodness of fit for the predicted models was the Kolmogorov goodness of fit test. Briefly, the test compares the theoretical and sample distribution functions and one concludes there is no significant difference between these distributions if the maximum absolute difference between them is less than a predetermined quantity based on the significance level and sample sise.

The test is designed to compare centinuous distribution functions and, as such, is not direct' ipplicable to discrete es. When it is applied the siurificance level used is conservative to an indeterminate jwye. For our purposes this in quite acceptable. In geser: : conservative test conductec at a level of signiei.at:*, is, in reality, being conductad at some $\alpha^{\circ}<\ldots$ lev: $\therefore$ significance. Thus in Table 4 the $\alpha$ levels are give as $\alpha \leq .05$ or $\alpha \leq .01$. This means that a conclusion that we have a good fit using the $a=.05$ significance leval really says the two distribution functions are in agreement at some $\alpha^{\sim}$ value smaller than .05. For the cases in Table 4 where the prexicted models fitted poorly we can ouly state that the model was rejected at some a level less than .01. The justification for using the Kolmogorov test for these data is given in Nother (1967, pp. 17-18).

The sampling distribution for the Kolmogorov test is well known and for sample sizes above 35 the maximum absoluce difference between the theoretical and observed distribution functions must not excesd the value $d_{a} / \sqrt{n}$ where ${ }^{1} .05=1.36$ and $d_{.01}$ 1.63. These results are available in siegel (1956, pg. 251). Consequently usirg $n=250$ the critical values are 21.50 and 25.77 respectively.

A brief glance at Table 4 shows excellent results through most of the $B$ and $A$ values with no rejections in the $.1 \leq B \leq 1.0$ range which will be the primary $B$ values used In wind sped calculations. It is unlikely that many applications will require those $B$ '/alues giving poor results,
namely . $n n 2$ and 2.0. The .002 data set is the "end point" in our predictive process and 2.0 is the data set just above the "transitional" value where the means behavior changed drestically (previously discussed in this chapter).

Appendix III presents a spectrum of data sets in the computer format used to evaluate the goodness of fit. Al! pertinent information, i.e., $A$ and $\beta$ values, observed and precicted means and variances, model utilized, cumulative distribution functions and predicted probabilities, are presented.

# Condensed Summary of Fitted Models <br> Using Predictive Equations 

*Good Fit at $\alpha \leq .01$ **Good Fit at $\alpha \leq .05$
$\mu \uparrow$ Bad Fit due to mean overestimation
$\mu+$ Bad Fit due to mean underestimation
$\sigma^{2} \uparrow$ Analogous to definitions on $\sigma^{2} \downarrow \mu$ above

| ${ }^{8}{ }^{4}$ | . 5 | . 75 | 1.0 | 1.25 | 1.5 | 1.75 | 2.0 | 2.5 | 3.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| . 002 | ** | ** | ** | ** | $\mu \uparrow$ | $\mu \uparrow$ | $\mu \uparrow$ |  |  |
| . 005 | ** | ** | ** | * | ** | ** | * | $\mu \uparrow$ | ** |
| . 0075 | $\sigma^{2} \downarrow$ | ** | ** | ** | ** | ** | ** |  |  |
| . 01 | $\sigma^{2} \downarrow$ | * | ** | ** | ** | ** | ** | ** | ** |
| . 025 | ** | * | ** | * | * | ** | * |  |  |
| . 05 | ** | ** | ** | ** | ** | ** | ** | $\mu \downarrow$ | ** |
| . 075 | ** | ** | ** | ** | ** | * | * |  |  |
| . 1 | ** | ** | ** | ** | ** | ** | ** | ** | ** |
| . 25 | * | ** | ** | ** | ** | ** | ** |  |  |
| . 50 | ** | ** | ** | * | * | ** | ** | ** | ** |
| . 75 | ** | ** | ** | ** | ** | ** | ** |  |  |
| 1.0 | ** | ** | ** | ** | * | ** | ** |  |  |
| 1.5 | ** | ** | ** | ** | ** | ** | ** | ** | ** |
| 2.0 | $\mu \uparrow$ | $\mu \uparrow$ | * | * | * | $\mu^{+}$ | $\mu \uparrow$ |  |  |
| 3.0 | ** | ** | ** | ** | ** | ** | ** | ** | ** |
| 5.0 | $\mu \downarrow$ | $\mu \downarrow$ | $\mu \downarrow$ | ** | ** | ** | ** |  |  |

The fact that the binomial and negative binomial models fitted the data was, upon reflection, not surprising for the following reasons:

1) A well known statistical fact given by Johnson and Kotz (1969, pg. 43) states that, if one of the models is applicable, the criterion for selection depends on the relationship between the mean and variance, i.e., if $\mu>\sigma^{2}$ select the binomial, if $\mu$ is approximately equal $\sigma^{2}$ select the Poisson model, is $\mu<\sigma^{2}$ select the negative binomial.
2) As pointed out by Johnson and Kotz (1969, pg. 135) for $\beta$ values that are quite low the negative binomial is the appropriate model since, with a small $\beta$ value, the successive time points and, therefore, successive overshoots are dependent. In applications where the Poisson model seems appropriate but successive events are not independent the negative binomial model is an excellent alternative.
3) For larger $\beta$ values the binomial model is required since successive time points and overshoots are, for all practical purposes, independent.

The criterion for a successful model was adequate fits on the majority of the data sets. As pointad out in Table 4, the experimental resiilts for means and variances were, in general, approximated adecuately by the prediction model.

Therefore we concluded that the model presented in this analysis is a good predictor of overshoots in a stationary gaussian stochastic process with an exponential autocorrelation function.

Applications

The purpose of this chapter is to explain how the analyses discussed previously could be applied to problems of a geveral nature where the assumption of a stationary Gaussian process with an exponential autocorrelation function is plausible.

As noted in chapter 3 the $A$ levels of .5, .75, 1.0, 1.25, 1.5, 1.75 and 2.0 were used in obtaining the basic prediction models. Figure 1 gives the predicted means for levels above 2.0 for representation values of $\beta$. It is apparent that the predictive equations are adequate for $A$ levels above 2.0 .

While the study involved counting overshoots above specified $A$ levels it is valid to assume the model is applicable to predicting the number of "undershoots" below negative $A$ levels - for no reason other than the symmetry of the normal distribution.

The estimating equations for the mear and variance were derived based on realizations of 100 points. Some applications, based on time periods yielding appreciably different numbers of points in a realization, require a modification in these estimating equations. In the computer program this is oone directly using the standard formulas. Letting $M$ be the number of time points desired we have

$$
\text { New EST }(\mu)=E ; T(\mu) * M / 100
$$

and

$$
\text { New } \operatorname{EST}\left(\sigma^{2}\right)=\operatorname{EST}\left(\sigma^{2}\right) *(M / 100)^{2}
$$

with the model being selected based on the new estimated mean and variance. It should be noted that these new estimates are exactly correct only for the independent case (high $A$ and/or $B$ values). When the correlations go to zero rapidly ( $\beta$ values $\geq 1$ and/or moderate $A$ value? the new estimates will be higher by an unimportant, and likely indeterminable, amount. For small $\beta$ values the new estimates could be inflated if $A$ is also low. As our primary range of interest has been in $\beta$ values $\geq .1$ and A values distant from the mean the modification in the mean and variance will be satisfactory.

The computer program given in Appendix I has been developed to support applications of this study. We will, in the ensuing discussions, relate applications that can be performed using this program.

To utilize this program the following data must be provided:

1) the average, $\mu$, of the process,
2) the standard deviation, $\sigma$, of the process,
3) the coefficient, $\beta$, of the autcicorrelation function $R(\tau)=\exp (-\beta|\tau|)$,
4) the number of time points and
5) the crossing level $L$ and maximum frequency N.

Assume that the probability distribution of the number of overshoots above some level $L>\mu$ is desired. The program will use $L, \mu$, and $\sigma$ to calculate the $A$ level, i.e., $A=(L-\mu) / \sigma$, which will be used in the prediction. It is important to note that the model expects $A$ to be positive and should $L$ be less than $\mu$ the $A$ value would be $|L-\mu| / \sigma$.

The $\beta$ value used will, in most cases, correspond directly to the $\beta$ values used in the analysis since empirically $\beta$ values are calculated or estimated using serial correlations of $\operatorname{lag} 1, \operatorname{lag} 2$, etc. which are independent of the interval between successive time points. Shi i a $\beta$ value be calculated using the actual time intervals it will be necessary for the user to modify the $\beta$ value prior to utilizing the program. Recall that the $\beta$ used in the program assumed "time" units of length 1 . If a $\beta$ value has been calculated using intervals of, say, .5, i.e., $\tau=.5,1.0,1.5$, etc. the autocorrelation function will be $R(\tau)=\exp (-\beta|\tau|), \tau=.5,1.0, \ldots$ and this corresponds directly to $R\left(\tau^{\circ}\right)=\exp \left(-.5 \beta\left|\tau^{\circ}\right|\right)$, $\tau^{-}-1,2, \ldots$ In this case the value $.5 \beta$ would be the value the user supplies to the program.

In general we can summarize this procedure as follows: Assume the autocorrelation parameter $\beta^{-1}$ has been calculated using equally spaced intervals $\tau^{\top}=h, 2 h, 3 h, \ldots$, giving $R\left(\tau^{\nu}\right)=\exp \left(-\beta^{\nu}\left|\tau^{-}\right|\right)$. This corresponds directly to $R(\tau)=\exp \left(-\beta^{\prime} h|\tau|\right), \tau=1,2, \ldots$ which means $\beta$ (for program input) $=\beta^{\prime} h$.

The program output will consist of:

1) $L, \mu, \sigma, \beta$ and calculated $A$ value,
2) Predicted mean and variance for the number of crossings and the model selected based on these values and
3) Predicted probabilities for $0,1,2, \ldots$, n (or more), $\mathrm{n} \leq 40$, overshoots.

As an example consider the situation below. For the month of January at 12 km the scalar wind speed at Cape Kennedy has the following properties:

1) $R\left(\tau^{\prime}\right)=\exp \left(-\beta^{\prime} \tau^{\prime}\right), \tau^{\prime}=12,24,36, \ldots$ with $\beta^{-}=.0247$,
2) $\sigma=8 \mathrm{~m} / \mathrm{sec}$ and
3) $\mu=24 \mathrm{~m} / \mathrm{s}$.

We desire to predict the probabilities of $0,1,2,3,4$ and 5 (or more) overshoots above the level $L=39 \mathrm{~m} / \mathrm{s}$.

The $\beta$ value for the program is not .0247 but rather is $12 * .0247=.2964$. This makes $R\left(\tau^{\prime}\right)=\exp \left(-.0247 \tau^{\prime}\right)$, $\tau^{\circ}=12,24,36, \ldots$ equal to $R(\tau)=\exp (-.2964 \tau)$, $\tau=1,2,3, \ldots$ The program input is $L=39, \mu=24$, $\sigma=8, \beta=.2964 \mathrm{~N}=5$ and $\mathrm{M}=62$. The program calculates the standardized crossing level A as 1.875 and utilizss these $A$ and $B$ values to calculate the predicted probabilities. Table 5 gives the resultant computer output.

The formats for program input parameters are given in Appendix I.


This algorithm was, of course, developed under the assumption that the process was stationary normal with an exponential autocorrelation function. This process is the most widely applied and, despite the intractability of the mathematics, in the only such continuous stochastic process that can be analyzed to any appreciable extent. The question of the degree of applicability to suspected or confirmed nonnormal processes will certainly arise and while there appears to be no answers in the literature there are some statistical results of a general nature that have some bearing.

Most skewed distributions, e.g., lognormal or gamma are, for certain ranges of parameter values, almost normal and certainly the algorithm is useful in these cases. As an example of this term "almost" normal consider a gamma distribution with parameters $\alpha=2 f$ and $\beta=1 / 2$ where $f(x)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}$. As $f$ increases this distribution rapidly approaches normality. With these values of $\alpha$ and $B$ this is the $x^{2}$ pdf and it is common statistical practice to use a normal approximation to determine critical values when the degrees of freedom (denoted by f) is large.

The equations to estimate the process mean and variance do not utilize the properties of any distribution. The assumptions of stationarity and exponential-like autocorrelation function are certainly required whether tise distribution is or is not highly skewed. The Central Limit Theorem (CLT) permits ons to determine the average number of points above a certain level in this process just as if it were normal
(the CLT is certainly applicable with sample sizes of 250 ) and an extension to the average number of overshoots is reasonable. In skewed distributions the mean and variance are not independent - this possibly makes our independent equations for estimating the process mean and variance a bit tenuous. The relationship would certainly be difficult to determine but the proper procedure would likely be to incorporate the estimated mean (which should be adequate if the assumptions are satisfied) into the estimating equation for the variance. The three discrete distributions, i.e., binomial, negative binomial and Poisson, are applicable in any case.

One additional result is the fact that overshoots frequencies approach the Poisson distribution as the crossing level increases regardless of the process distribution. This "cutoff" value was approximately two standard deviations above the mean in our study and would likely be close to the "cutoff" value for most distributions.
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## APPENDIX I

## PREDICTION PROGRAM LISTING AND <br> INPUT FORMATS




```
SOURCE
                            STATEMENT
C
C PROINAM 10.
        MHUI.
    AUTHON.
        MIAE MALISON.
    DATE *HITTEHO
        u*/1u/73.
    PUKPOSE.
        CALCULATE FRLGUENCY UISTNIGUTION FUR OUERSHOOIS IN
            A STATIONARY GASUSSIAN STOCHASTIC PROCESS WITH
            EXPONENTIAL AUTOCONHELATION FUNCTION.
    SUBROUTINES REQUIRED.
        ULGGN: CAGCULATE THE LOG OF THE GAMMA UISTRISUIION.
    INTEGEM NDR,PRNTK,RATIO
    REAL MEANILEVEL,JPI
C SET UP 10 ASSIGNMENTS
    ROREI
    PRNTR = 3
C
C READ PARAMETERS AND CONVERT TO STAMDARU CHOSSING GEVEL
C
```



```
    NUM - NUN * I
    - -BETA
    APNT E|LEVEL - MEANI / STOEV
    A - AES (APRTI
    ALOGE ALOG IDETAI
C
C COMPUTE EST OF OISIVIOUPIOM HEAN
C
    IF IMETA .6T. I.SI 60 P0 250
    IF INETA .GT. .011 60 TO 200
    Fi ( |L0GE 0.07171 / 1.1105
    F2 (ALOSC - 6.058401 f 1-3.233151
    F3 1ALOBA 7.bi70al / 1-i0.29zel
    60 10 300
200 01-1.57646002-4.00.210510(0.0.421-ALO6y)
    02 - 10.31154002 - 00010.3305701-1.0502 - AL0501
    03-3.3020420.2 - 4.0014.345401-3.4142 - 460681
```



```
        F2 (-10.31184 59n7(021) / 20.47314
    F3 - 103.3E2082 - sexTi0311 1 32.7312
    60 10 300
```

```
SOURCE - STATEMENT
    250 F1=3.3U5 + . U14*0
        F2=-.109-.0105*0
    F3=0.47*.020b
    300 TEMP = F1 + F2*A + F3*A**2
        EMEAIV = EXP (TEMP)
        EMEAN*EMEANERATIO/IUO.
C
C COMPUIE cST OF DISTHIBUTIUN VAKIANCE
C
    1F (A .GE. 1.0) GO TO 35U
    GI=-6.32744
    G2=-.3402259
    G3 =.16156
    GO TO 400
    35061 = -7.012996 +. 3870660A
        j2*.219193 =.17585520A
        G3 :: - 6. 137068 + 14.81297*A - 11.632450A**2* 3.04961*A.0.3
    400 UISC = G20*2-4.U.GJ*(G1 - MLOUa)
        EVAN a(-G2 + SWkI(DISC)) / (20G3)
    EVAR=EVAH*(KAT10/10U.) ©*2
C
C DETERMINE APPROPKIATE MODEL ANU GEASON AND PRT HEADINGS
C
    KLTN = EMEAN/ EVAR
    IF (A .GT. 2.O) GU TO SOU
    IF 1.95 .LT. RLTN .AND. RLTN .LI. I.USI GO TO SIO
    IF (EVAR .GT. EMEAN) GO TO 520
C MEAN \ VAR m BINOMIAL
    MOUEL & I
    PP a | EVAR / EMEAN
    XTEMP E EMEAN* 2/(EMEAN-EVAK)
    XTEMP \TEMP + -5
    ITEMP - XYEMP
    IF |ITEMP -LT. INUM-II) GO TO 44L
    PX = ITEMP
    GO 10 495
    490 PX = NUM - 1
    495 CONTINUE
        GO 10 55u
        A>2.0 -> POISSON
    500 MODEL - 2
        GO TO 550
    MEAN E VAR m POISSON
    510 MODEL - 3
        GOTO 550
    VAR \ MEAN M NEG BINOMIAL
    520 MOUEL E 4
        PK E EMEAN**2 / (EVAH * EMEAN)
        PP PK / (PK & LMEAN)
    550 WRITE (PRNTK,IOIOILEVEL,MEANOSTUEVIAPRTIEMEANOEVARIBETA
        GO TO (551,552,553,554),MOOG6
    551 WRITE (PRNTR:IOII)
    GO TC S60
    552 WRITE (PKNTK:1012)
```

```
SUURCE
                                    STATEMENT
            GO TO bbu
    553 WRITE (PRNTK.1013)
    GO TO 560
    554 WRITE (PKNTK:1014)
    560 WRITE (PKNIKIIOIS)
C
C CALCULATE AHD PRINT ALL BUT LAST CELL
C
    PSUM:O
    NMI a NUM - 1
    IF (NUM -EW. 1) G0 10 60U
    UO 59U l=I,NMI
    J 1 - 1
    JPI = J * 1
    G0 10 (571:572:573.574),MODLL
    BINOMIAL MODEL
    S71PXPI = PX + 1
    OMPP = 1 - PP
    ALPR = OLGGM(PXPI)+J*ALOG(PP) +(PX-J)*ALOG(OMPP)-DLGGM(JPI)
    1-DLGGM(PX-J+1.)
    60 T0 580
C
    POISSON MODEL
    572 CONTINUE
    573 ALPR - J ALOGIEMEANI - EMEAN - DLGGM (JPII
    GO TO 580
C
    NEGATIVE BINOMIAL
    574 PKPJ = PK * J
    OMPP = 1 - PP
    ALPR = DLGGM(PKPJ)+PK*ALOG(PP) +J•ALOG(OMPP)=OLGGM(PK)-DLGGM(JPI)
C
C CALC PNOBABILITY AND PRT CELL
C
    580 PROB E EXP (ALPR)
    PSUM E PSUM + PROB
    590 WRITE (PRNTR,IO20)J,PROB
C
C COMPUTE LAST CELL
C
    4OO PROB = 1 - PSUM
        WRITE IPRNTR, IO2OINMI,PROB
        G0 10100
C
C END OF JOB
C
    OO STOP
C
C
1000 FORMAT(4F10.3.215)
```



```
    IFII.4/: AOJUSTED LEVEG' OFII.4.3X,'OIST. MEANP,FII.G.SN,
    2'DIST. VAR',FII.4/' GUTOCOHRELATION PARAMETER OFIIO#/1
10II FORMAT & MEAN EXCEEDES VARIANCEO BINOMIAL MODEL SELECPEDOI
10I2 FORMAT (' LEVEL ABOVE 2.O. POISSON MODEL SELECTEO'\
```

```
SOURCE - STATEMENT
1013 FORHAI (' MEAN AHPKOX = VAKIANCE, PUISSON MUNEL SELECTEOOI
1014 FOKMAT I' VARIAACE IACEEDES MEAN. NEGAIIVE BINOMIAL MUGEL SELECT',
    1'EDOI
IOIS FOKMAT 1/GX, 'NUMGER OF CRUSSINGS PREOICTEU PROMABILITYEI
102O FOKMAI 1' 0,10X,16,21X,F7.41
```

PAGE 004
END

- UNCTIUN DLGGM(UX)

DY=DX
OTERMEI.
IF(DX) 1: $1: 2$
1 ULGGM=U.
HETURN
1FIUY-18.13.3.4
3 DTERMEUTERM*OY
$D Y=D Y+1$.
GOTO 2


RETUKiw
ENO

## APPENDIX II

COMMENTS ON THE THEORETICAL APPROACH

## COMMENTS ON THE THEORETICAL APPPOACH

Two interesting problems in the theory of stochastic processes are first to find the probability density of the duration of a crossing of a given level by a random process $X(t)$ and second to find the probability density of the number of crossings of a level by the process. The problem of obtaining the average number of crossings of a level has received much attention in the literature. In fact, if $X(t)$ is a stationary gaussian process, the complete sclution has been given by Ito (1964) and Ylvisaker (1.965). For non-stationary gaussian processes, Leadbetter and Cryer (1965) have given a similar result. And finally, Leadbetter (1966) has considered the average number of crossings for a wide class of non-gaussian processes. However, solutions in closed form for the original two problems have not been obtained even in the more desirable case when $X(t)$ is gaussian. Several approximations to these probabilities have been obtained and we shall give some with references.

Let $X(t)$ be a random process with correlation function R(т). Following Rice (1945), the probability density function of the interval between the ith and the $(i+m+1)$ th crossing of a level $A$ by $X(t)$ is denoted by $P_{m}(\tau)$; and the probability of exactly $n$ crossings of the level $A$ in the interval ( $t, t+\tau$ ) is denoted by $p(n, \tau)$. For a basic relationship between $P_{m}(\tau)$ and $p(n, T)$ see Appendix $I$ of McFadden (1958). Let $f_{C}=X\left(t_{0}\right)=A, f_{i}=X\left(t_{i}\right), g_{i}=I^{\prime}\left(t_{i}\right)$
for $i=0,1, \ldots, n$ and $d_{k}\left(t_{1}, \ldots, t_{k}\right)=$
$(1 / N(A)) \int_{0}^{\infty} \operatorname{dg}_{0} \int_{-\infty}^{0} \ldots \int_{-\infty}^{0}\left|g_{0} g_{1} \ldots g_{k}\right| W_{k+1}\left(\Lambda, \ldots, A ; g_{0} \ldots g_{k}\right) d g_{1} \ldots d g_{k}$ where $N(A)=\int_{0}^{\infty} g W_{1}(A ; g) d g$ is the expected number of crossings of the level $A$ by $X(t)$ in the interval $(t, t+\tau)$ and $W_{k+1}\left(f_{0}, \ldots, f_{k} ; g_{0}, \ldots, g_{k}\right)$ is the joint probability density of $f_{0}, \ldots, f_{k}$ and $g_{0}, \ldots, q_{k}$. Then according to Kuznetsov and Stratonovich (1956)
$p(n, \tau)=1 / n!\sum_{k=0}^{\infty}(-1)^{k} / k!\int_{0}^{\tau} \ldots \int_{0}^{\tau} \lambda_{n+k}\left(t_{1} \ldots t_{n+k}\right) d t_{1} \ldots d t_{n+k}$.

And by Kuznetsov, Stratonovich and Tikhonov (1954) the probability density for the duration $\tau$ is
$p(\tau)=\frac{-d}{d \tau} p(0, \tau)$.
It is apparent that the desired probabilities (1) and
(2) are very complicated and consequently only approximations have been given. To illustrate this point let us consider the case where $X(t)$ is gaussian with correlation function $R(\tau)$. It is known that the normal property is retained for any linear transformation of a normal random function. Consequently, the joint probability density for the values of the random function and its derivatives will also be normal. Thus $W_{k+1}\left(f_{0}, \ldots, f_{k} ; g_{0}, \ldots, g_{k}\right)$

$$
=\left(1 /(2 \pi)^{k+1} \Delta^{1 / 2}\right) \exp \left[-1 / 2 \sum_{i, j=0}^{2 k+1} L_{i j} f_{i} f_{j}\right]
$$

where $f_{k+i}=g_{i-1}, i=1, \ldots, k+1, \Delta=\left|\left(r_{i j}\right)\right|, L_{i j}=\left(r_{i j}\right)^{-1}$,

$$
2 k+2,2 k+2
$$

and $R_{i j}=R\left(t_{i}-t_{j}\right)$.
Thus we have $W_{k+1}\left(A, \ldots, A ; g_{0}, \ldots, g_{k}\right)$

$$
\begin{aligned}
& =\left(1 /(2 \pi)^{k+1} \Delta^{1 / 2}\right) \exp \left[-1 / 2\left(\sum_{i, j=0}^{k} A^{2} L_{i j}+\sum_{i, j=0}^{k} L_{k+1+i, k+1+j} g_{i} g_{j}\right)\right] \\
& =\left(1 /(2 \pi)^{k+1} \Delta^{1 / 2}\right) \exp \left[-A^{2} / 2 \sum_{i, j=0}^{k} L_{i j}\right] \exp \left[-1 / 2 \sum_{i, j=0}^{k} L_{k+1+i, k+1+j} g_{i} g_{j}\right] .
\end{aligned}
$$

Now let us denote by $p\left(g_{0}, \ldots, g_{k} \mid f_{0}, \ldots, f_{k}\right)$ the conditional probability density of ( $g_{0}, \ldots, g_{k}$ ) given ( $f_{0}, \ldots, f_{k}$ ) and let $p\left(f_{0}, \ldots, f_{k}\right)$ be the probability density of $\left(f_{0}, \ldots, f_{k}\right)$ then
$p\left(f_{0} \ldots, f_{k}\right)=\left(1 /(2 \pi)^{k+1 / 2} D_{D}^{1 / 2}\right) \exp \left(-1 / 2 \sum_{i, j=0}^{k} M_{i j} f_{i} f_{j}\right)$
where ( $M_{i j}$ ) is the inverse of ( $R_{i j}$ ) and

$$
D=\left|\begin{array}{ccc}
R_{00} & \cdots & R_{0 k} \\
\cdot & & \vdots \\
R_{k 0} & \cdots & R_{k k}
\end{array}\right| \text {. }
$$

The last summation of (3) involves only the last $k+1$ rows and columns of ( $L_{i j}$ ). Denote the inverse of this matrix by $\left(m_{i j}\right)$; that is,

$$
\left(\begin{array}{ccc}
L_{k+1, k+1} & \cdots & L_{k+1,2 k+1} \\
\vdots & & \vdots \\
L_{2 k+1, k+1} & \cdots & L_{2 k+1,2 k+1}
\end{array}\right)^{-1}
$$

It is clear that ( $\mathrm{m}_{\mathrm{ij}}$ ) is the covariance matrix of $\left(g_{0}, \ldots, g_{k}\right)$ given that $f_{0}=f_{1}=\ldots=f_{k}=0$ and by Jacobi's Theorem the ( $i, j$ )th element of this matrix is the bordered determinant

$$
m_{i j}=\left|\begin{array}{cccc}
R_{00} & \cdots & R_{0 k} & R_{0 j}^{\prime} \\
\vdots & & \vdots & \vdots \\
R_{k 0} & & R_{k k} & R_{k j}^{\prime} \\
-R_{i 0}^{\prime} & & -R_{i k}^{\prime} & -R_{i j}^{-}
\end{array}\right| \div D .
$$

The determinant of $\left(m_{i j}\right)$ is given by $\left|\left(m_{i j}\right)\right|=\Delta / D$. So now we have $p\left(g_{0}, \ldots, g_{k} \mid 0, \ldots, 0\right)$
$=\left(1 /(2 \pi)^{k+1 / 2}\left|\left(m_{i j}\right)\right|^{1 / 2}\right) \exp \left[-1 / 2 \sum_{i, j=0}^{k} L_{k+1+i, k+1+j} g_{i} g_{j}\right]$
$=2(\vec{g}, \vec{m})$.

Thus $W_{k+1}\left(A, \ldots, A ; g_{n}, \ldots, g_{k}\right)$
$=\left(1 /(2 \pi)^{k+1} \Delta^{1 / 2}\right) \exp \left[-A^{2} / 2 \sum_{i, j=0}^{k} L_{i j}\right] \exp \left[-1 / 2 \sum_{i, j=0}^{k} L_{k+1+i, k+1+j} g_{i} g_{j}\right]$
$=\left(1 /(2 \pi)^{k+1 / 2} D^{1 / 2}\right) \exp \left[-A^{2} / 2 \sum_{i, j=0}^{k} L_{i j}\right] \cdot z(\vec{g}, \vec{m})$.
Therefore, $d_{k}\left(t_{1}, \ldots, t_{k}\right)$

$$
\begin{array}{r}
=\left(1 / N(A)(2 \pi)^{k+1 / 2} D_{D}^{1 / 2}\right) \exp \left[-A^{2} / 2 \sum_{i, j=0}^{k} L_{i j}\right] \cdot \int_{0}^{\infty} d g_{0} \int_{-\infty}^{0} \cdots \int_{-\infty}^{0}\left|g_{0} \ldots g_{k}\right| \\
\\
. Z(\vec{g}, \vec{m}) d_{1} \ldots d g_{k} .
\end{array}
$$

Let

$$
n_{i j}= \begin{cases}-m_{i j} /\left(m_{i i} m_{j j}\right)^{1 / 2} & i \neq c \\ m_{i j} /\left(m_{i i} m_{j j}\right)^{1 / 2} & i=0\end{cases}
$$

and $h_{i}=g_{i} /\left(m_{i i}\right)^{1 / 2}$ then $d_{k}\left(t_{1}, \ldots, t_{k}\right)$

$$
\begin{aligned}
=\left(\left(m_{00} \cdots m_{k k}\right)^{1 / 2} / N(A)(2 \pi)^{k+1 / 2} D^{1 / 2}\right) & \exp \left[-A^{2} / 2 \sum_{i, j=0}^{k} L_{i j}\right] \\
& \cdot \int_{0}^{\infty} \cdots \int_{0}^{\infty} h_{0} \ldots h_{k} Z(\vec{h}, \vec{n}) d h_{0} \ldots d h_{k}
\end{aligned}
$$

where $z(\vec{h}, \vec{n})$ is the ordinary normal probability density function in $k+1$ variables $h_{n} \ldots, h_{k}$ with covariance matrix $\left(n_{i j}\right)$.

In an attempt to find $p(\tau)$ when $X(t)$ is gaussian and $R(T)=\exp \left(-\alpha \tau^{2}\right)$, Tikhonov (1956) has approximated $p(0, \tau)$ in (1) by neglecting all terms of the series greater than 2. He claims that his results olive satisfactory agreement with
the experimental results of Rice (1953). It is clear that the smaller $\tau$ is, the hetter the approximation. However, if $\tau$ is very large or if we wish to find $p(n, \tau)$ for large $n$ we must find some other means of approximation.

Longuet-Higgins (1962) has obtained an infinite series for $p(n, \tau)$ and $P_{m}(\tau)$ similar to (1) where each term is an integral of the joint probability $W(+,-,-, \ldots,-) d t_{1} \ldots d t_{n}$ that $X(t)$ has an up-crossing in the infinitesimal interval $\left(t_{1}, t_{1}+d t_{1}\right)$ and a down-crossing in the remaining ( $n-1$ ) intervals $\left(t_{i}, t_{i}+d t_{i}\right)(i=2,3, \ldots, n)$. He -1so gives a general relation between $P_{m}(\tau), p(n, \tau)$ and $W(S)$ where $S$ is a series of plus and minus signs (plus if $X(t)$ has an up-crossing and minus if $X(t)$ has a down-crossing). Using the infinite series he obtains the asymptotic behavior of $P_{m}(\tau)$ and $p(n, \tau)$ for small $\tau$.

Based on their experimental results, Faureau, Low and Pfeffer (1956) hypothesised the distribution of $P_{0}(\tau)$ for a gaussian process $X(t)$ whose spectrum is $\left(1+\sigma^{2}\right)^{-2}$ to be negative exponential. However, using his asymptotic expression Longuet-Higgins (1962) was able to disprove this conjectuxe.

Other experimental and analytical approximations of the desired probabilities have been given but almost all are asymptotic approximations for small $\tau$ or approximations as the level A approaches $\infty$. Although, we cannot obtain the exact probabilities $p(n, \tau)$ and $p(\tau)$, we desire approximations which are valid for intermediate level $\tau$ and $n \geq 1$.
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## APPENDIX III

## COMPARISON OF SAMPLE DISTRIBUTIONS

TO PREDICTED DISTRIBUTIONS

the negative ginomial model was selected.

| ESTIMATED MEAN | 1.9531 | ESTIMATED VARIANCE | 4.6889 |
| ---: | ---: | ---: | ---: | ---: |
| SAMPLE MEAN | 2.0040 | SAMPLE VARIANGE | 5.1365 |



The negative sinomial model was selegted.

| ESTIMATED MEAN | 0.7169 | ESTIMATED VARIANCE | 3.1306 |
| ---: | ---: | ---: | ---: | ---: |
| SAMPLE MEAN | 0.6920 | SAMPLE VARIANGE | 2.5352 |


| A LFVEL 2.00 Autocorrelation parameter b 0.01000 |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | cummulative |  | UMMULATIV |  | PREDICTED |  | SAMPLE |  |  |
| NUMBER $2 F$ | 1 | SAMPLE | 1 | PREDICTED | 1 | Probability | 1 | Minus | 1 |  |
| OVERSHOOTS | 1 | frequency | 1 | FREQUENCY | 1 | ( $\mathrm{X}=1$ ) | 1 | PREDIGTED | 1 | COMMENTS |
| 0 | 1 | 221.0 | 1 | 216.4 | 1 | 0.8656 | 1 | 4.59 | 1 |  |
| 1 | 1 | 231.0 | 1 | 233.6 | 1 | 0.0689 | 1 | -2.65 | 1 |  |
| 2 | , | 236.0 | 1 | 240.6 | 1 | 0.0281 | 1 | -4.69 | 1 |  |
| 3 | 1 | 241.0 | 1 | 244.3 | 1 | 0.0145 | 1 | -3.33 | 1 |  |
| 4 | 1 | 243.0 | 1 | 246.4 | 1 | 0.0083 | 1 | -3.41 | 1 |  |
| 5 | 1 | 248.0 | 1 | 24706 | 1 | 0.0050 | 1 | 0.31 | 1 |  |
| 6 | 1 | 249.0 | 1 | 248.4 | I | 0.0031 | 1 | 0.52 | 1 |  |
| 7 | 1 | 250.0 | 1 | 249.9 | , | 0.0062 | 1 | 0.00 | 1 |  |

the negative ginomial model was selected.
$\begin{aligned} \text { ESTIMATED MEAN } & 0.3024 \\ \text { SAMPLE MEAN } & 0.3240\end{aligned}$
ESTIMATED VARIANGE 1.1484
SAMPLE VARIANCE 1.1676


THE POISSON MODEL WAS SELECTED.

| ESTIMATED MEAN | 0.1091 | ESTIMATED VARIANCE | 0.5158 |
| ---: | ---: | ---: | :--- |
| SAMPLE MEAN | 0.1120 | SAMPLE VARIANCE | 0.4613 |



THE POISSON HOCEL WAS SELECTED.

| ESTIMATED MEAN | 0.0336 | ESTIMATED VARIANCE | 0.2894 |
| ---: | ---: | ---: | ---: | ---: |
| SANPLE MEAN | 0.0080 | SAMPLE VARIANCE | 0.0079 |


| A |  | LEVEL 0.75 | AUTOCORRELATION PARAMETER B 0.05000 |  |  |  |  |  |  | COMMENTS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CuMMULATIVE |  | Cummulative |  | PREDICTED |  | SAMPLE |  |  |
| NUMEER OF | 1 | SAMPLE | 1 | PREDICTED | 1 | PROBABILITY | 1 | MINUS | 1 |  |
| OVERSMOOTS | 1 | FREQUENCY | 1 | FREQUENCY | 1 | $(\mathrm{X}=1$ ) | 1 | PREDICTED | 1 |  |
| 0 | 1 | 19.0 | 1 | 10.8 | 1 | 0.0435 | 1 | $8 \cdot 11$ | 1 |  |
| 1 | 1 | 54.0 | 1 | 38.7 | 1 | 0.1115 | 1 | 15.23 | 1 |  |
| 2 | 1 | 88.0 | 1 | 79.2 | 1 | 0.1619 | 1 | 8.74 | 1 |  |
| 3 | 1 | 128.0 | 1 | 123.0 | 1 | 0.1751 | 1 | 4.96 | 1 |  |
| 4 | 1 | 164.0 | I | 162.2 | 1 | 0.1570 | 1 | 1.70 | 1 |  |
| 5 | 1 | 197.0 | 1 | 193.1 | 1 | 0.1233 | 1 | 3.86 | 1 |  |
| 6 | 1 | 217.0 | - | 215.0 |  | 0.0877 |  | 1.92 | . |  |
| 7 | 1 | 231.0 | 1 | 229.5 | 1 | 0.0578 | 1 | 1.47 | I |  |
| 8 | 1 | 242.0 | 1 | 238.4 | 1 | 0.0357 | $!$ | 3.53 | 1 |  |
| 9 | 1 | 248.0 | 1 | 243.7 | 1 | 0.0210 | $!$ | 4.27 | 1 |  |
| 10 | 1 | 250.0 | 1 | 250.0 | 1 | 0.0250 | I | 0.00 | I |  |

the negative binomial model was selected.
ESTIMATED MEAN 3.8901
SAMPLE MEAN 3.6480
ESTIMATED VARIANCE
5.9067 SAMPLE VARIANCE 5.6266

|  |  | Level 1.50 cummulative |  | AUTOCORRE |  | TION PARAMET predicted |  | B 0.05000 <br> SAMPLE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER OF | 1 | SAMPLE | 1 | PREDICTED | 1 | PROBABILITY | 1 | MINUS | $!$ |  |
| OVERSHOOTS | 1 | frequency | 1 | FREQUENCY | 1 | ( $\mathrm{X}=1$ ) | 1 | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 93.0 | 1 | 84.2 | 1 | 0.3368 | 1 | 8.79 | 1 |  |
| 1 | 1 | 148.0 | 1 | 144.9 | 1 | 0.2430 | 1 | 3.03 | ! |  |
| 2 | 1 | 174.0 | 1 | 184.7 | 1 | 0.1591 | 1 | -10.75 | i |  |
| 3 | 1 | 204.0 | 1 | 209.9 | 1 | 0.1006 | ! | -5.92 | 1 |  |
| 4 | 1 | 230.0 | 1 | 225.5 | 1 | 0.0625 | 1 | 4.43 | 1 |  |
| 5 | 1 | 235.0 | 1 | 235.1 | 1 | 0.0394 | 1 | -0.17 | 1 |  |
| 6 | 1 | 241.0 | 1 | 241.0 | 1 | 0.0234 | 1 | -0.04 | 1 |  |
| 7 | 1 | 245.0 | i | 244.6 | 1 | 0.0142 |  | 0.39 | 1 |  |
| 8 | , | 247.0 | 1 | 245.7 | 1 | 0.0096 | 1 | 0.23 | 1 |  |
| 9 | 1 | 249.0 | 1 | 243.0 | 1 | 0.0051 | 1 | 0.94 | 1 |  |
| 10 | 1 | 250.0 | 1 | 253.0 | 1 | 0.0077 |  | 0.00 | , |  |

## the negative binomial model was selected.

ESTIMATED MEAN 1.7514

| ESTIMATED VARIANCE | 4.2508 |
| ---: | ---: |
| SAMPLE VARIANCE | 4.0906 |


|  |  | LEVEL 2.00 |  | AUTOCORREL | A | ION PARAMETE |  | B 0.05000 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | cummulative |  | cummulative |  |  | PREDICTED |  | SAMPLE |  |  |
| NUMEER OF | 1 | SAMPLE | 1 | OREDICTED | 1 | PROBASILITY | 1 | MINUS | 1 |  |
| OVERSHOOTS | 1 | FREQUENCY | 1 | FREQUENCY | I | ( $\mathrm{X}=\mathrm{I}$ ) | 1 | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 155.0 | 1 | 140.3 | I | 0.5613 | 1 | 14.66 | 1 |  |
| 1 | 1 | 194.0 | 1 | 199.4 | 1 | 0.2366 | 1 | -5.49 | 1 |  |
| 2 | 1 | 220.0 | 1 | 226.3 | 1 | 0.1074 | 1 | -6.35 | 1 |  |
| 3 | 1 | 238.0 | 1 | 238.8 | 1 | 0.0499 | 1 | -0.83 | 1 |  |
| 4 | 1 | 242.0 | 1 | 244.6 | 1 | 0.0234 | 1 | -2.69 | 1 |  |
| 5 | 1 | 246.0 | ! | 247.4 | 1 | 0.0111 | I | -1.47 | 1 |  |
| 6 | 1 | 249.0 | ! | 249.7 | 1 | 0.0052 | 1 | 0.20 | 1 |  |
| 7 | 1 | 250.0 | 1 | 249.9 | 1 | 0.0048 | 1 | 0.00 | 1 |  |

## THE NEGATIVE BINOMIAL MODEL WAS SELECTED.

ESTIMATED
MEAN 0.8206
SAMPLE MEAN 0.8240
ESTIMATED VARIANCE
1.5973
SAMPLE VARIANCE 1.8323

| LEVEL 2.50 AUYOCORRELATION PARAMETER B 0.05000 |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Cummulative |  | CUMMULATIVE |  | PREDICTED |  | SAMPLE |  |  |
| NUMBER OF | 1 | SAMPLE | 1 | PREDICTED | 1 | PROBABILITY | I | MINUS | 1 |  |
| OVERSHOOTS | 1 | FREQUENCY | 1 | FREQUENCY | 1 | ( $\mathrm{X}: \mathrm{I}$ ) | 1 | PREDICTED | I | COMMENTS |
| 0 | 1 | 214.0 | $!$ | 181.3 | 1 | 0.7255 | 1 | 32.61 | ! |  |
| 1 | 1 | 238.0 | 1 | 239.5 | 1 | 0.2328 | $!$ | -1.58 | I |  |
| 2 | 1 | 247.0 | 1 | 248.9 | 1 | 0.0373 | 1 | -1.92 | 1 |  |
| 3 | 1 | 248.0 | 1 | 249.9 | 1 | 0.0039 | 1 | -1.92 | 1 |  |
| 4 | J | 248.0 | 1 | 250.0 | I | 0.0003 | 1 | -2.00 | I |  |
| 5 | 1 | 245.0 | 1 | 250.0 | 1 | 0.0000 | I | -1. 20 | $!$ |  |
| 6 | 1 | 250.0 | 1 | 250.0 | 1 | -0.000 | ! | 0.00 | $!$ |  |

THE POISSCN MODEL WAS SELECTED.

| ESTIMATED MEAN | 0.3208 | ESTIMATED VARIANCE | 0.7417 |
| ---: | ---: | ---: | :--- |
| SAMPLE MEAN | 0.2240 | SAMPLE VARIANCE | 0.4717 |



THE POISSON MODEL WAS SELECTED.
ESTIMATED MEAN 0.1047
SAMPLE IMEAN 0.0440
ESTIMATED VARIANGE
0.4330 SAMPLE VARIANCE 0.0522

|  | A LEVEL 0.75 |  |  | AUTOCORRELATION PARAMETER 90.10000 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CUMMULATIVE |  | cummulative |  | PREDICTED |  | SAMPLE |  |  |
| NUMBER OF | 1 | SAMPLE | 1 | PREDICTED | 1 | DROBABILITY | 1 | MJNUS | 1 |  |
| OVERSHOOTS | I | FREQUENCY | 1 | FREQUEVCY | 1 | ( $\mathrm{X}=1$ ) | 1 | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 4.0 | 1 | 1.6 | 1 | 0.0067 | 1 | 2.30 | 1 |  |
| 1 | 1 | 14.0 | 1 | 9.5 | ! | 0.0313 | 1 | 4.47 | 1 |  |
| 2 | ! | 32.0 | 1 | 28.1 | 1 | 0.0745 | 1 | 3.82 | 1 |  |
| 3 | 1 | 64.0 | 1 | 58.6 | $!$ | 0.1221 | 1 | 5.30 | 1 |  |
| 4 | 1 | 95.0 | 1 | 97.2 | 1 | 0.1543 | 1 | -2.29 | 1 |  |
| 5 | 1 | 137.0 | 1 | 137.4 | 1 | 0.1607 | 1 | -0.47 | 1 |  |
| 6 | 1 | 170.0 | 1 | 173.3 | 1 | 0.1433 | 1 | -3.30 | 1 |  |
| 7 | 1 | 193.0 | 1 | 201.4 | 1 | 0.1125 | $!$ | -8.44 | 1 |  |
| 8 | 1 | 220.0 | ! | 221.3 | 1 | 0.0794 | 1 | -1.30 | 1 |  |
| 9 | I | 237.0 | 1 | 234.0 | 1 | 0.0511 | 1 | 2.91 | 1 |  |
| 10 | $!$ | 245.0 | 1 | 241.6 | 1 | 0.0303 | 1 | 3.32 | 1 |  |
| 11 | $!$ | 248.0 | 1 | 245.8 | 1 | 0.0167 | 1 | 2.12 | 1 |  |
| 12 | 1 | 249.0 | 1 | 248.0 | 1 | 0.0097 | $!$ | 0.94 | 1 |  |
| 13 | 1 | 250.0 | 1 | 249.9 | I | 0.0077 | 1 | 0.00 | 1 |  |

the negative ginomial model was selected.

## ESTIMATED MEAN 5.4116 SAMPLE MEAN 5.3680

## ESTIMATED VARIANCE 6.3429 <br> SAMPLE VARIANCE 6.4584


the negative binomial model was selected.
ESTIMATED MEAN 2.3430
SAMPLE MEAN 2.4040
$\begin{array}{rr}\text { ESTIMATED VARIANCE } & 4.6498 \\ \text { SAMPLF VARIANCE } & 4.3140\end{array}$


The negative binomial model was selected.

| ESTIMATED MEAN | 1.0225 | ESTIMATED VARIANCE 1.7547 |
| ---: | ---: | :--- |
| SAMPIE MEAN |  |  |
| SAMPLE VARIANCE | 1.0600 |  |


|  | A LEVEL 2.50 |  |  | AUTOCORRELATION PAZAMETER 30.10000 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Cummulative |  | ummulative |  | PREDICTED |  | SAMPLE |  |  |
| NUMBER OF | 1 | SAMPLE | $t$ | PREDICTED | 1 | OROBABILITY | 】 | MINUS | - |  |
| OVERSMOOTS | 1 | FREQUENCY | 1 | FREQUENCY | 1 | ( $\mathrm{X}=1$ ) | 1 | PREDICTED | 1 | COMVE\TS |
| 0 | 1 | 195.0 | $!$ | 174.5 | ! | 0.6982 | 1 | 20.44 | 1 |  |
| 1 | 1 | 23:0 | ! | 237.2 | 1 | 0.2508 | 1 | -0.2t | I |  |
| 2 | 1 | 246.0 | 1 | 248.5 | ? | 0.0450 | 1 | -2.52 | ! |  |
| 3 | 1 | 249.0 | 1 | 24?.9 | 1 | 0.0053 | 1 | -0.97 | 1 |  |
| 6 | 1 | 250.0 | 1 | 249.9 | 1 | 0.0004 | ! | 0.00 | : |  |

THE POISSON MODEL WAS SELECTED.
ESTIMATED MEAN 0.3392
ESTIMATED VAP:ARICE
0.9196
SAMPLE MEAN 0.2920
SAMPLE VAPIANCE 0.4003


THE POISSON MODEL WAS SELECTED.
ESTIMATED MEAN 0.1016
ESTIMATED VARIANCE 0.4815
SAMPLE VARIANCE 0.0428

|  |  | cummulative |  | cummulative |  | PREDICTED |  | SAMPLE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nlimber of | $!$ | SAMPLE | 1 | PREDICTED | 1 | Probability | 1 | Minus | 1 |  |
| OVERSHOOTS | 1 | frequency | 1 | FREQUEIVCY | , | ( $\mathrm{x}=1$ ) | 1 | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 1 | 1 | 0.0 | 1 | 0.0 | 1 | 0.00010 | $!$ | -0.01 | 1 |  |
| 2 | 1 | 0.0 | 1 | 0.0 | , | 0.0003 | 1. | -0.09 | 1 |  |
| 3 | 1 | 0.0 | 1 | 0.4 | 1 | (-.0015 | I | -0.48 | I |  |
| 4 | $!$ | 0.0 | 1 | 1.8 | 1 | 0.0056 | 1 | -1.99 | 1 |  |
| 5 | 1 | 2.0 | 1 | 5.7 | , | 0.0155 | 1 | -3.77 | I |  |
| 6 | I | 9.0 | 1 | 14.3 | I | 0.0343 | 1 | -5.35 | $!$ |  |
| 7 | ! | 26.0 | 1 | 30.0 | 1 | 0.0628 | 1 | -4.07 | 1 |  |
| 8 | $!$ | 53.0 | 1 | 54.3 | 1 | 0.0969 | , | -1.32 | 1 |  |
| 9 | $!$ | 77.0 | 1 | 86.2 | 1 | 0.1278 | 1 | -0.29 | 1 |  |
| 10 | 1 | 111.0 | 1 | 122.7 | 1 | 0.1456 | 1 | -11.71 | 1 |  |
| 11 | 1 | 149.0 | 1 | $15 \times .8$ | I | 0.1445 | 1 | -9.86 | I |  |
| 12 | 1 | 173.0 | 1 | 190.3 | 1 | 0.1258 | 1 | -17.31 | ! |  |
| 13 | 1 | 202.0 | 1 | 214.4 | 1 | 0.0964 | 1 | -12.43 | 1 |  |
| 14 | I | 222.0 | , | 230.7 | 1 | 0.0654 | 1 | -8.79 | 1 |  |
| 15 | 1 | 235.0 | 1 | 240.6 | 1 | 0.0393 | 1 | -5.62 | I |  |
| 16 | I | 244.0 | 1 | 245.8 | 1 | 0.021 C | 1 | -1.97 | 1 |  |
| 17 | 1 | 248.0 | 1 | 249.3 | $!$ | 0.0099 | 1 | $\cdots 0.36$ | 1 |  |
| 18 | $!$ | 249.0 | $!$ | 249.4 | 1 | 0.0042 | 1 | -0.42 | 1 |  |
| 19 | $!$ | 249.0 | 1 | 249.8 | $!$ | 0.10015 | 1 | -0.81 | 1 |  |
| 20 | 1 | 249.0 | 1 | 249.9 | 1 | 0.0005 | 1 | -0.94 | 1 |  |
| 21 | I | 250.0 | 1 | 250.0 | $!$ | 0.0002 | ! | 0.00 | d |  |

the binomial model was selected.

ESTIMATED MEAN 10.697
SAMPLE MEAN 11.0080


## the negative binomial model was selected.

ESTIMATED MEAN 4.2630
ESTIMATED VARIANCE 5.4600
SAMPLE VARIANCE 4.2071

|  |  | LEVEL 2.00 | AUTOCORRELATION PARAMETER B 0.50000 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CUMMULATIVE |  | Cummulative |  | PREDICTEO |  | SAMPLE |  |  |
| NUMBER OF | 1 | SAMPLE | 1 | PREDICTED | 1 | PROEABILITY | 1 | MINUS | 1 |  |
| OVERSHOOTS | 1 | FREQUENCY | 1 | FREQUENCY | 1 | ( $\mathrm{X}=1$ ) | 1 | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 50.0 | 1 | 59.0 | 1 | 0.2362 | 1 | -9.06 | 1 |  |
| 1 | 1 | 128.0 | 1 | 134.8 | 1 | 0.3030 | ! | -6.82 | 1 |  |
| 2 | 1 | 183.0 | 1 | 191.5 | I | 0.2267 | I | -8.50 | 1 |  |
| 3 | 1 | 226.0 | 1 | 223.8 | 1 | 0.1291 | 1 | 2.19 | 1 |  |
| 4 | 1 | 242.0 | 1 | 239.3 | 1 | 0.0621 | 1 | 2.67 | 1 |  |
| 5 | 1 | 247.0 | 1 | 245.9 | 1 | 0.0265 | I | 1.03 | 1 |  |
| 6 | 1 | 248.0 | 1 | 248.5 | 1 | 0.0103 | 1 | -0.56 | 1 |  |
| 7 | 1 | 249.0 | 1 | 249.5 | 1 | 0.0038 | 1 | -0.51 | 1 |  |
| 8 | 1 | 250.0 | 1 | 250.0 | 1 | 0.0019 | 1 | -0.00 | 1 |  |

the negative binomial model was selected.
ESTIMATED MEAN 1.6308
SAMPLE MEAN 1.7080

ESTIMATED VARIANCE 2.0733
SAMPLE VARIANCE 1.9505


## THE POISSON MODEL WAS SELECTED.

$\begin{aligned} \text { ESTIMATED MEAN } & 0.4717 \\ \text { SAMPLE MEAN } & 0.4840\end{aligned}$
ESTIMATED VARIANCE
0.9764
SAMPLE VARIANCE
0.4756

|  | A LEV | VE 3.00 | AUTOCORRELATION PARAMETER 30.50000 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | CUMMULATIVE |  |  | Cummulative |  | PREOICTED |  |  | SAMPLE |  | COMMENTS |
| NUMBER OF | 1 | AMPLE | 1 | PREDICTED | 1 | PROBABILITY | I |  | MINUS | 1 |  |
| OVERSHOOTS | 1 FR | EQUENCY | 1 | FREQUENCY | ! | $(X=1)$ | 1 |  | REDICTED | 1 |  |
| 0 | 1 | 222.0 | 1 | 225.4 | 1 | 0.9019 | ! |  | -3.40 | 1 |  |
| 1 | 1 | 248.0 | 1 | 248.7 | 1 | 0.0930 | 1 |  | -0.76 | 1 |  |
| 2 | 1 | 250.0 | 1 | 249.9 | 1 | 0.0049 | I |  | 0.00 | 1 |  |
| THE POISSON | N MOD | EL WAS S | SEL | LECTED. |  |  |  |  |  |  |  |
| ESTIMATED M | MEAN | 0.1032 |  |  |  | IMATED VARIA | AN |  | 0.5785 |  |  |
| SAMPLE M | MEAN | 0.1200 |  |  |  | SAMPLE VARIA | AN |  | 0.1220 |  |  |

A LEVEL 0.75 AUTOCORRELATION PARAMETER B 1.00000

|  |  | CUMMULATIVE |  | UMMULATIVE |  | PREDICTED |  | SAMPLE. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER OF | 1 | SAMPLE | 1 | PREDICTED | 1 | PROBABILITY | 1 | MINUS | 1 |  |
| OVERSHOOTS | 1 | FREQUENCY | 1 | FREQUENCY | 1 | $(X=1)$ | 1 | PREDICTED | 1 | COMMENTS |
| 0 | I | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 1 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 2 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 3 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 4 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.02 | 1 |  |
| 5 | 1 | 0.0 | I | 0.1 | 1 | 0.0004 | 1 | -0.13 | 1 |  |
| 6 | 1 | 1.0 | 1 | 0.5 | I | 0.0015 | 1 | 0.46 | 1 |  |
| 7 | 1 | 2.0 | 1 | 1.7 | 1 | 0.0047 | I | 0.26 | 1 |  |
| 0 | 1 | 5.0 | 1 | 4.7 | 1 | 0.0120 | 1 | 0.24 | 1 |  |
| 9 | 1 | 13.0 | 1 | 11.2 | 1 | 0.0259 | 1 | 1.76 | 1 |  |
| 10 | 1 | 24.0 | 1 | 23.2 | 1 | 0.0478 | 1 | 0.79 | 1 |  |
| 11 | 1 | 41.0 | 1 | 42.4 | 1 | 0.0768 | 1 | -1.40 | 1 |  |
| 12 | 1 | 72.0 | 1 | 69.2 | 1 | 0.1075 | I | 2.70 | 1 |  |
| 13 | 1 | 100.0 | 1 | 102.2 | 1 | 0.1320 | 1 | -2.29 | 1 |  |
| 14 | 1 | 132.0 | 1 | 137.9 | $!$ | 0.1425 | 1 | -5.94 | 1 |  |
| 15 | 1 | 172.0 | 1 | 171.8 | 1 | 0.1357 | I | 0.11 | 1 |  |
| 16 | 1 | 195.0 | 1 | 200.3 | 1 | 0.1140 | 1 | -5.39 | 1 |  |
| 17 | 1 | 225.0 | 1 | 221.5 | 1 | 0.0845 | 1 | 3.47 | 1 |  |
| 18 | 1 | 23400 | 1 | 235.3 | i | 0.0552 | 1 | -1.32 | 1 |  |
| 19 | 1 | 239.0 | 1 | 243.2 | 1 | 0.0317 | $!$ | -4.26 | 1 |  |
| 20 | 1 | 242.0 | 1 | 247.2 | 1 | 0.0159 | 1 | -j. 26 | 1 |  |
| 21 | 1 | 249.0 | 1 | 249.0 | I | 0.0070 | I | -0.02 | I |  |
| 22 | 1 | 250.0 | 1 | 250.0 | 1 | 0.0039 | 1 | -0.00 | 1 |  |

THE DINOMIAL MODEL WAS SELECTED.
ESTIMATED MEAN 13.9498
SAMPLE MEAN 14.2160
ESTIMATED VARIANCE
7.5813
SAMPLE VARIANCE 9.3386

the negative binomial model was selected.
ESTIMATED MEAN 5.4084
SAMPLE MEAN 5.6600
Estimated variance
5.7737
SAMPLE VARIANGE 5.1248

1 LEVEL 2.00 aUtocorrelation parameter e 1.00000

|  |  | cummulative |  | cummulative |  | PREDICTED |  | SAMPLE |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NUMBER OF | 1 | SAMPLE | 1 | PREDICTED | 1 | PROBABILITY | 1 | MINUS | 1 |  |
| OVERSHOOTS | 1 | FREQUENCY | 1 | FREOUENCY | 1 | ( $\mathrm{X}=1$ ) | 1 | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 33.0 | 1 | 38.5 | 1 | 0.1543 | $!$ | -5.59 | 1 |  |
| 1 | 1 | 103.0 | 1 | 106.9 | 1 | 0.2734 | 1 | -3.96 | 1 |  |
| 2 | 1 | 156.0 | 1 | 171.0 | 1 | 0.2561 | 1 | -15.00 | 1 |  |
| 3 | 1 | 208.0 | 1 | 213.1 | 1 | 0.1686 | , | -5.17 | 1 |  |
| 4 | 1 | 238.0 | 1 | 235.0 | 1 | 0.0875 | 1 | 2.93 | 1 |  |
| 5 | 1 | 29.400 | 1 | 244.6 | 1 | 0.0381 | 1 | -0.60 | 1 |  |
| 6 | 1 | 249.0 | ! | 248.2 | 1 | 0.0145 | , | 0.76 | , |  |
| 7 | 1 | 250.0 | 1 | 249.9 | I | 0.0070 | 1 | 0.00 | 1 |  |

the negative binomial model was selected.
$\begin{aligned} \text { ESTIMATED MEAN } & \mathbf{1 . 9 7 2 4} \\ \text { SAMPLE MEAN } & 2.0760\end{aligned}$
ESTIMATED VARIANCE
2.1960
SAMPLE VARIANCE 2.1347

|  | A LEVEL 0.75 |  |  | AUTOCORRELATION PARAMETER B 3.00000 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CUMMULATIVE |  | CUMMULATIVE |  | PREDICTED |  | SAMPLE |  |  |
| NUMBER OF | $!$ | SAMPLE | $!$ | PREDICTED | $!$ | PROBABILITY | $!$ | MINUS | $!$ |  |
| OVERSHOOTS | 1 | FREQUENCY | 1 | FREQUENCY | 1 | ( $X=1$ ) | 1 | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | ! | -0.00 | 1 |  |
| 1 | 1 | 0.0 | 1 | 0.0 | $\downarrow$ | 0.0000 | 1 | -0.00 | 1 |  |
| 2 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 3 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 4 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 5 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | 1 |  |
| 6 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0000 | 1 | -0.00 | ! |  |
| 7 | 1 | 0.0 | 1 | 0.0 | 1 | 0.0001 | 1 | - -. 03 | 1 |  |
| 8 | 1 | 0.0 | 1 | 0.1 | 1 | 0.0003 | 1 | -0.13 | 1 |  |
| 9 | 1 | 0.0 | 1 | 0.4 | 1 | 0.0012 | 1 | -0.44 | ! |  |
| 10 | 1 | 1.0 | 1 | 1.3 | 1 | 0.0035 | 1 | -0.34 | $i$ |  |
| 11 | 1 | 2.0 | 1 | 3.5 | 1 | 0.0087 | 1 | -1.51 | $!$ |  |
| 12 | 1 | 12.0 | 1 | 8.1 | 1 | 0.0186 | 1 | 3.82 | $!$ |  |
| 13 | 1 | 23.0 | 1 | 15.9 | 1 | 0.0351 | $!$ | 6.03 | 1 |  |
| 14 | 1 | 36.0 | 1 | 31.0 | 1 | 0.0586 | 1 | 4.39 | 1 |  |
| 15 | 1 | 59.0 | 1 | 53.2 | 1 | 0.0866 | 1 | 5.71 |  |  |
| 16 | t | 82.0 | 1 | 81.7 | 1 | 0.1138 | I | 0.24 | $!$ |  |
| 17 | 1 | 111.0 | 1 | 11409 | 1 | 0.1329 | 1 | -3.99 |  |  |
| 18 | 1 | 159.0 | 1 | 149.4 | 1 | 0.1379 | 1 | 9.51 | 1 |  |
| 19 | 1 | 193.0 | 1 | 181.2 | 1 | 0.1271 | 1 | 11.72 | 1 |  |
| 20 | 1 | 207.0 | 1 | 207.2 | 1 | 0.1039 | $!$ | -0.27 | , |  |
| 21 | 1 | 221.0 | 1 | 226.0 | 1 | 0.075! | 1 | -5.05 | 1 |  |
| 22 | 1 | 237.0 | 1 | 238.0 | 1 | 0.0478 | 1 | $-1.01$ | 1 |  |
| 23 | 1 | 244.0 | 1 | 244.6 | 1 | 0.0267 | 1 | -0.69 | 1 |  |
| 24 | 1 | 246.0 | 1 | 247.9 | 1 | 0.0129 | 1 | -1.94 | 1 |  |
| 25 | 1 | 249.0 | 1 | 249.3 | 1 | 0.0054 | 1 | -0.31 | 1 |  |
| 26 | 1 | 250.0 | 1 | 250.0 | 1 | 0.0027 | 1 | 0.00 | 1 |  |

THE BINOMIAL MODEG WAS SELECTED.

ESTIMATED MEAN 17.5446
SAMPLE MEAN 17.6720

```
ESTIMATED VARIANCE 3.0941
    SAMPLE VARIANCE H.7335
```



| NUMBER OF OVERSHOOTS | LEVEL 2.00 |  |  | AUTOCORRELATION PARAMETER B 3.00000 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Cummulative |  | CuMMULATIVE |  | PREDICTEO |  | SAMPLE |  |  |
|  | 1 | SAMPLE | 1 | PREDICTED | 1 | PROBABILITY | ! | MINUS |  |  |
|  | 1 | FREQUENCY | ! | FREQUENCY | 1 | $(x=1)$ | ! | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 23.0 | 1 | 22.6 | 1 | 0.0906 | 1 | 0.34 | J |  |
| 1 | 1 | 79.0 | 1 | 77.0 | 1 | 0.2175 | 1 | 1.95 | 1 |  |
| 2 | 1 | 137.0 | 1 | 142.3 | 1 | 0.2612 | $!$ | -5.34 | 1 |  |
| 3 | 1 | 193.0 | $!$ | 194.6 | 1 | 0.2090 | 1 | -2.61 | 1 |  |
| 4 | 1 | 230.0 | 1 | 225.9 | 1 | 0.1255 | $!$ | 4.60 | 1 |  |
| 5 | 1 | 242.0 | 1 | 241.0 | 1 | 0.0802 | 1 | 0.93 | 1 |  |
| 6 | 1 | 249.0 | 1 | 24?.0 | 1 | 0.0241 | $i$ | 2.90 | 1 |  |
| 7 | 1 | 250.0 | 1 | 249.9 | 1 | 0.0116 | 1 | 0.00 | ! |  |

## THE POISSON MODEL WAS SELECTED.

| ESTIMATED MEAN | 2.4012 | ESTIMAIED VARIANCE |
| ---: | ---: | ---: |
| SAMPLE MEAN | 2.3880 | SAMPLE VARIANCE |
| 2.2464 |  |  |


the poisson model was selected.

| ESTIMATED MEAN 0.6816 | ESTIMATED VARJANCE | 1.1250 |  |
| ---: | ---: | ---: | ---: | ---: |
| SAMPLE MEAN | 0.5360 | SAMPLE VARIANGE | 0.5067 |


|  |  | LEVEL 3.00 | AUTOCORRELATION PARAN_TER B 3.00000 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CUMMULATIVE | Cummulat ive |  | PREDICTED |  | SAMPLE |  |  |
| NUMDER OF | 1 | SAMPLE | 1 PREDICTED | 1 | PROBABILITY | 1 | M1NUS | 1 |  |
| OVERSMOOTS | 1 | FREQUENCY | 1 FREQUENCY | 1 | ( $\mathrm{X}=$ ! ! ) | I | PREDICTED | 1 | COMMENTS |
| 0 | 1 | 236.0 | 1215.5 | 1 | 0.8620 | 1 | 20.48 |  |  |
| 1 | 1 | 250.0 | 1250.0 | 1 | 0.1379 | 1 | 0.00 | $1$ |  |

## THE POISSON MODEL WAS SELECTED.

| ESTIMATED | MEAN | 0.1484 | EST:MATED | VARIANCE | 0.6699 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SAMPLE | MEAN | 0.0560 | SAMPLE | VARIANCE | 0.0530 |

