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PREFACE

This report is one of seven separate reports prepared
by six discipline-oriented analysis teams of the Earth
Observations Division at the Lyndon B. Johnson Space Center
(JSC), Houston, Texas.

The seven reports were prepared originally for Goddard
Space Flight Center (GSFC) in compliance with require-
ments for the Earth Resources Technclogy Satellite (ERTS-1)
Investigation (ER-600). The project was approved and
funded by the National Aeronautics and Space Administration
{(NASA) Headquarters in July 1972.

This report (Volume VII) was accomplished by the Land-
Use Analysis Team. The following members of the team were
personnel of the Earth Observations Division and the support
contractor.

W. P. Bennett, Lockheed Electronics Company, Inc.
C. M. Chesnutwood, JSC

J. G. Garcia, JSC

H. V. Johnson, Lockheed Electronics Company, Inc.
M. A. Lundelius, Lockheed Electronics Company, Inc.
D. P. McGuigan, Lockheed Electronics Company, Inc.

S. H. Tunnell, Lockhzed Llectronics Company, Irnc.

The total investigation is documented in the following

reports:
Volume Title NASA Number

A COMPENDIUM OF ANALYSIS RESULTS OF Sp-347
THE UTILITY OF ERTS-1 DATA FOR LAND JSC-08455
RESOURCES MANAGEMENT
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ERTS-1 LAND-USE ANALYSIS OF THE
HOUSTON AREA TEST SITE

1.0 SUMMARY
1.1 OBJECTIVES

The general cbjective of this investigation was to
evaluate how well data from the ERTS-1 multispectral scanner
(MSS) could be used to detect, identify, and delineate
land-use features within the Houston Area Test Site (HATS),
an 18-county area around llouston established previously as
a land-use test area. A more spzcific objective was to
determine whether the land-use classification scheme
proposed in the U.S. Geological Survey (USGS) Circular 671
could be used as the basis for delineating land use by
conventional image interpretation and computer-aided
classification of ERTS-1 data.

1,2 ANALYTICAL APPROACH

2 (16,000 mi%) HATS

area was not feasihle with the available man-hours and

An analysis of the entire 41,000-km

computer time allotted to this investigation. Conseqguently,

a 4,660—km2 (l,BOO-miz) study area was selected to correspond
to the data on one computer-compatible tape. This represented
a generally north-south-oriented area of one-fourth of a

scene of ERTS imagery.

An attempt was made to delineate Level-I land-use
categories by conventional image interpretation techniques.
These categories included urban and built-up land, agricul-
tural land, rangeland, forest land, nonforested wetland,
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water and barren land. Black-and-white images of the study
area from ERTS~1 MSS bands 5 and 7 (October 4, 1972, pass)

wera enlarged to a scale c¢f approximately 1:250,000, and
delineations 0f land use were recorded on transparent over-
lays of these enlargements. A comparative study was conducted
by using similar interpretative techniques to delineate land-
use cat=agories on enlargements made from first-genera*ion color
composit2s obteined directly from a Data Analvsis Station (DAas)
film vecorder at JSC. These enlargements were also at a czale
cf approximately 1:250,900 and were simulated color-infrared
cemposites cf banis 4, 5, and 7. The same tzchniques were
used in deliineating scme Lavel-II land-use categories

Two basic computer-aided classifization techniques
(supervised and nonsupervised) w2re employed in classifying
the study area into land-use categories. The Iterative
Self-Organizing Clustering S:'stem (ISOCLS), a nonsupervised
clustering algorithm, was used to group every sixtn pictur=
element (pixel) from every sixth scan line into clusters of
pixels having similar spectral characteristics. This
reduction in the number of data points (45,630 pixels) was
necessary because the capacity of the computer was not
sufficient to process the total number of data points
(1.3 million pixels) covering the entire study area. The
3-percent, systematically aligned sample of data poirts,
uniformly distributed over the entire study area, was
grouped into spectral clusters. Each cluster represented a
portion of the full range of spectral variations found in the
study area. The input parameters to the cluster program
could be adjusted to provide more or fewer clusters.
However, after considering the amount of detail needed for
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the proposed land-use hierarchy and the estimated computer
time required, it was rsasoned that input parameters pro-
viding 13 clusters would be a reasonable compromise. Gray
rap printouts depicting the spatial distribution of the
pixels grouped into each cluster were generated on the
computer., Each cluster was identified and assigned to a
specific land-use category bv correlating the cluster
delineations on the gray maps with existing land-use maps
and aerial photographs and by analyzing pertinent cluster
statistics which had been plotted on graphs. After
grouping the clusters into the desired land-use categories,
a color-coded cluster map in the form of a color trans-

parency was produced on the JSC DAS film recorder.

Once the clusters had been grouped satisfactorily into
the Level-TI land-use categories, the means and covariance
matrix statistics from the cluster analysis were substituted
tor training field statistics as inputs in the LARSYS-II
supervised classification approach. (LARSYS is a set of
classification programs developed at the Laboratory for
Appiications of Remote Sznsing, Purdue University). The
use of cluster statistics in lieu of training field statistics
eliminated some of the difficulties which would have been
encountered in selecting representative training fields
for such 2 large study a:z:2a whera intensive ground truth
or la.ge-scale aerial puotography was not readily available
for analvsis. DBecause of the r:lative sp=ctral complexity
of nuch of the study-ar=a landscape, it was deemed desirable
to be able to classify every pixel (instead of every sixth
pixel) within the entire study area, To do so, however, it
was necessary to divide the entire area into north-south
linear strips, with the number of data prints in each strip
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not to exceed the storage capacity of the computer memory
drum. Level-I land-use classification naps of each strip
were subsequently mosaicked to form a classification map
ci the entire study area. Experience gained in delineating
Level-I land-use categories by bpoth supervised and non-
suparvised classification technigues indicated that a
potential existed for divicding tte urban and built-up category
into some Level-II categories. Some urban features (vegetated
residential areas) have spectral characteristics similar to
soxe nonurban features, such as forest and agricultural areas.
Because of this, it was necessary to reassign the 13 original
clusters into three Level-II urban and built-up categories
residantial, commercial-indust_ial-transportation, and
ooan) when a Level-II classification was made of onlv the
urbanized portion of the study area.

The accuracy of the three classification approaches was
assessed by measuring the agreement batween the classified
data and base reference data established for the accuracy
analysis. Five accuracy test sites, ranging in size from
21 kmz (8 miz) to 104 km2 (40 miz), were established in
the study arsa. Base reference data were established by
visually classifying land use in each accuracy test site
f-om high-altitude, infrared-Ektachrome photography acgquired
on April 22, 1972. Each site was dividad into 2.6-km2
guadrats, and the percent occurrence of each class in each
quadrat was measured using a dot-sampling technique. The
same procedure was performed on each class for each classi-
fication product, except for the computer-aided classifica-
tion maps where pixels in each class were counted and

converted to percent occurrence. The percent agreement
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(class-by~class comparison of accuracy) between classifica-
tion vroducts and base reference data was calculated, based
on the percent occurrence.

1.3 RESULTS

1. A visual comparison of all the classification
results shows a strong correlation in the areal patterns
of land use among the three analysis approaches used in
the investigation. However, there is a significant differ-
ence in detail, Because of the relatively small scale
(1:250,000) of the manually interpreted imagery, many of
the smaller features were difficult to portray. The result
is a pattern of relatively homogeneous tracts of land-use

classes.

2. The computer-aided classification maps display a
finer texture in the land-use patterns. This finer precision
is a result of the ability of the computer to classify each
pixel (about 0.45 ha).

3. The image interpreter can compensate for his in-
ability to resolve fine details with the abilit, to resolve
spatial patterns and relationships in the land-use features.
This was particularlyv true in the urban areas where many
linear features (=2.g., secondary roads) co 1d be visually
distinguished by conventional image interpretation, even
though the width of the features was well below the spatial

resolution threshold of the scanner.

4. Relatively high classification accuracies for Level-I
land-use categorizs were achieved by conventional image inte.-
pretation and computecr~aided classification techniques, with

the exception of the urban and built-up category when it was
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derived from computer classification of the entire study area.
When only tha preselected urban area was classified in Level-~II
categories, considerably better computer classification
accuracies ware attaiped. This apparent discrepancy in
accuracies was probably due to the spectral heterogeneity of
the urban scene in wnich vegatated urban features were
spectrally similar to the vegetated agriculture-rangeland
features.

1.4 CONCLUSIONS

1. It was concluded from this investigation that
general land-use categorcies, as suggested for Level-I and
some Leval-II categories in the U3GS Circular 671, could
ke obtained over relatively large areas from ERTS-1 MSS
data by conventional image interpretation and computer-

aided classification techniques.

2. In the computer-aided processing, a small (3 percent)
sample of the available digital data was sufficient to identify
the general land-use categories throughout the entire study
area. This indicates that even larger geographic areas
could be similarly classified without exceeding nominal
computer capacities.

.

3. Where greater classification accuracies or more
detailed land-use categorizations of larger areas are
desired, it may become necessary to define categories of
land use by gacgraphic region, perform sampling within each
region, and classify the entire large area into the desired
land~-use catzgories using computer—-aided technigues.
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2.0 INTRODUCTION

Traditionally, remote sensing techniques have been
utilized for many vears in mapping and inventorying features
on the Earth's surface from aircraft altitudes. Most of
these studies have been oriented toward rather narrow,
specialized interests and have been concerned with relatively
small segments of landscapes. With the increased concexn
about the use of land and resources, it seemed only natural
that attempts should be made to extend remote sensing tech-
nology to orbital altitudes from which observations could
be recorded of extensive landscapes having regional, or even
continental, proportions. Prior to the July 23, 1972, launch
of the Earth Resources Technology Satellite (ERTS-1), limited
success had been achieved in mapping general land use from
conventional and multiband phutography acquired somewhat
sporadically during the Gemini and Apollo missions. However,
a new era in remote sensing of the Earth's surface was inau-
gurated when the ERTS-1 satellite was launched. Operating in
a circular, Sun synchronous, near polar orbit, and equipped
with more sophisticated multispectral sensors, it provided
the ability to observe data recordings of any given point
on the Earth's surface every 18 days. Since July 1972,
the MSS subsystem has been routinely sensing the land surface
in four spectral bands (0.5 to 1.1 pm) from an orbit of
approximately 500 nmi (900 km) altitude.
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3.0 O3JECTIVES

The general objective of this investigation was to
evaluate how well data from the ERTS-1 MSS could be used
to detect, identify, and delineate land-use features within
the HATS 18-county arca. A more specific objective was to
determine whether the land-use classification scheme
proposed in the USGS Circular 671 could be used as the
basis for delineating land use by conventional image inter-
pretation and computer classification of the ERTS-1 data.

The following were considered limiting factors in
developing the scope of this investigation:

1. Predicted resolution limitation of the MSS.
2. Expected computer capacity.
3. Man-hours allotted to the project.
4. The broad connotation of the term "land use"”
made it desirable to emphasize initially ~nly the Level-l

land-use classification found in Circular 671 applied to
a specified study area within HATS.

As experience was gained in processing the ERTS-1 MSS
data, the scope was broadened to include the evaluation of
Level-II land-use classifications for limited areas of
interest within the specified study area.
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4.0 STUDY AREA

It was recognized that it would not be advisable to
attempt a computerized land-use classification of the entire
HATS area, 41,000 km2 (16,000 miz), shown in figure 4-1,
with the estimated man-hours and computer time allotted to
2 (1,800-mi%) study

area was selected to correspond to the data on one computer-

this project. Consequently, a 4,660-km

compatible tape. This represented a north-south oriented
rectangular area along the orbital track of approximately
one-fourth of a normal scene of ERTS-1 imagery. The
dimensions of the study area are approximately 40x115 km
(25x72 statute mi), shown in figure 4-1.

4.1 STUDY AREA DESCRIPTION

The study area, because of its north-sc th linear
extent, crosses a variety of landscapes. In the northern
portion are found heavily forested, very gently sloping
interfluves. Along the southwestern edge is a portion of a
major, rapidly expanding metropolitan area. The central
portion of the study area contains considerable agricultural
activities based upon the leval, grass—covered coastal plain
soils. Toward the southern end of the study area the land-
scape merges into coastal rangelands, beaches, marshes,
forested wetlands, and numerous bays and estuaries character-
istic of broad, low-lying coastlines.

Although only a portion of the Houston metropolitan
complex is included within the study area, there is still a
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large variety of urban features. Some of these features
include:

1. A large, central business district.

2. Distinctive commercial strips along major
thoroughfares.

3. Large and small industrial complexes.

4. All types of residential areas ranging from low-
density, single~-family dwellings to large apartment
complexes.

A variety of agricultural features is found in the
study area, including large homogeneous cultivated fields
and extensive pastures. Forest cover for the most part is
mixed deciduous intecsgarsed with smaller stands of scattered
evergreen conifers. The major rivets, streams, and bayous
are lined with water-tolerant hardwoods; and tne adjacent
wet areas are flanked with mixed hardwoods and softwoods

4.2 LAND-USE HIERARCHY IN STUDY AREA

Although this investigation was based upon the objective
of using the land-use classification scheme from Circular 671,
it was recognized immediately that certain modifications
would be required to adapt it to the land-use features
found in the study area. The basic scheme from Circular 3571
is shown in table IV-1l. Of the nine Level-I categories in
the basic scheme, three categories (barren land, tundra, and
permanent snow and icefields) were not rolevant because
these features do not exist in the study area, except for a
few very narrow strips of barren land in some of the stream
channels. It was expected that certain land-use features
in some of the other categories (for example, rangeland and
agricul*ural land) would have similar spectral characteristics.
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TABLE IV~-l. — LAND-USE CLASSIFICATION SYSTEM FOR
USE WITH REMOTE SENSOR DATA

Level I Level IT

Residential
~ommercial and Services
Industrial
Extractive

Urban and Built-up Transportation, Communications,

Land and Utilities

Institutional
Strip and Clustered Settlement
Mixed

Open and Other

Cropland and Pasture
Orchards, Groves, Bush Fruits,
Agricultural Land Vineyards, and Horticultural
Area .
Feeding Operations
Other

Crass

Rangeland Savannas (Palmetto Prairies)
Chaparral
Desert Shrub

- Deciduous
Forest Land Evergreen {(Coniferous and Other)
Mixed

Nonforested Wetland Vegetated
Bare

Stresams and Waterways
Lakes

Water Reservoirs
Bays and Estuaries
Other

Salt Flats
Beaches
Barren Land Land Other than Beaches
Bare Exposed Rock
ther

Tundra Tundra

Permanent Snow and Permanent Snow and Icefields
Icefields
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These spectral similarities required modification of the
basic scheme if compatibility with ERTS-1 spectral data
was to be achieved. Further modification of the basic
scheme was also anticipated because it had been designed
primarily for remote sensors in general, rather than for

a specific type of sensor. The basic scheme was structured
for conventional interpretation utilizing both spatial

and spectral characteristics of land-use features, whereas
only spectral characteristics of features could be consid-
ered when automated data analysis procedures were applied
to the ERTS-1 data.

A land-use map with 20 categories had been constructed
of the HATS area prior to the publication of Circular 671 by
interpreting high altitude (60,000-ft or 13.3-km) color aerial
photography obtained in 1970. In order to use the HATS land-
use map as ground truth base for this investigation, it was
necessary to regroup some of the categories to be more
compatible with the Level-I categories (section 7) of
Circular 671. Some land-use definitional problems existed
between the two land-use schemes, so a few categories
(pasture versus rangeland, forest brushland versus range-
land) were not directly comparable. Consequently, it
was expected that problems would be encountered in deter-
mining the accuracies of the land-use classification
schemes that would be used in this investigation.
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5.0 DATA UTILIZATION

The data used in this investigation included photo-
graphic materials, computer-compatible tapes, computer output
materials, ground survey measurements, and other ancillary
information.

The ERTS-1 imagery used in this project consisted of
70-mm black-and-white transparencies of the Houston area
(fErame 1037-16244, dated August 29, 1972, and frame 1073-16244,
dated October 4, 1972) from each of the spectral bands
of the M3S. Each spectral band frame was enlarged to
a scale of approximately 1:1,000,000 in the form .of
black-and-white paper prints and film transparencies.
Black-and-white paper prints and film transparency enlarge-
ments of approximately 1:250,000 scale were also used in
this investigation. A limited number of color composites
(paper and transparencies of 1:1,000,000 scale) was acquired
from the GSFC later in the program,

One MSS computer—~compatible tape dated August 29, 1972,
containing data of one-fourth of 2n image frame was used as
thé basis for the investigation of computeri:ied classification
techniques in this project. This tape also was used for
generating false-colcr composites on which conventional image
interpretation technigques were supplied.

High- and low-altitude aircraft data over the selected
study areas were used for classification verification.
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6.0 ANALYTICAL APPROACH

The following two basic analytical approaches and one
accuracy evaluation approach were used in the attempt to
meet the objectives of this investigation:

1. Conventic..al image interpretation techniques
were used as one approach in analyzing the ERTS-1 black-
and-white imagery and false-color composite imagery
generated from the digital data.

2. Both supervised and nonsupervised computerized
classification procedures were used as another approach
to analyze the ERTS-1 MSS digital data.

3. A statistical sampling approach was used to
evaluate the accuracies that could be achieved by the
analytical approaches in classifying the ERTS-1 MSS data
-into selected land-use categories.

6.1 CONVENTIONAL IMAGE INTERPRETATION APPROACH

Black-and-white imagery of bands 4, 5, 6, and 7 pro-
vided by GSFC was reviewed independently to establish
which bands were best suited for the categories being
studied within the land-use study area. Band 5 was selected
for high reflectance categories such as highways, built-up
areas, and some agricultural areas. Bank 7 best depicted
water and hydrologic features. Transparencies from bands 5
and 7 were enlarged to approximately 1:250,000 scale, and
land use was interpreted using conventional image inter-
pretation techniques.
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A translucent, stable base mylar overlay was keyed to
the enlarged band 7 transparency, and the Level-1I category
water was delineated. The same overlay was then keyed to
the enlarged band 5 tfansparency, and the remaining Level-1
categories were delineated. Figure 6-~1 shows an example of
band 5 imagery over the study area in which the land-use
delineations were made. Interpretation iavolved identifica-
tion of known signatures for eack class and then extending
these signatures by interpreting image tone, texture, shape,
size, shadows, locations, and patterns.

Identical image interpretation technigques were used in
analyzing the false~color composite imagery generated from
the digital tape. However, two computer processing steps
had to be performed before the color composites were ready
for analysis. In the first step the ERTS-1 bulk data tape
was run through the EMBEDT program which converts the bulk
MSS tape to a tape format compatible with the DAS systen,.
The output of the EMBEDT program was a hisﬁogram of the
number of occurrences of each possible relative radiance
value of each of the four ERTS~-1 channels. The histograms
were used to deveiop inputs to the second processing step.

Thé second processing step used the JSC program on the
DAS. This program produced a three-band JSC color composite
image of the ground scene for viewing and also for film
generatioh. The normal procedire was to compute the bias
and gain value for each band used as a function of the
histogram. The following equations were used:

-~

Biags = Min Gain = 255

Max-Min each band
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The preceding cémputation resulted in a bias and gain value for
each band which produced the most detail available for the
scena as a whoie. Note that this does not say that each
individual feature has the most detail available; it may or

may not. However, for the conglomerating of each individual
feature into a whole scenz, it represents the greatest amount
of detail! available.

After viewing the study area input and manipulating the
gain and bias controls, the following settings were selected:

Band 4 Band 5 Band 7
Gain 7.536 6.600 7.310
Bias -18 ~10 - 0

Thase gain and bias settings were used to produce the three-
band JISC color crmposite film strip (fig. 6-2) used in

this analysis. The original film dimensions of the image
area were 7-1/4 inches by 26 inches with a nominal scale of
approximately 1:250,000.

Using conventional image interpretation procedures,
both Level-I and Level-II (urban built-up only) land-use
classifications were made from the JSC color composite film
transparency. Each category was anrotated on a stable base
mylar ovarlay and keyed to the film strip of the prime study
ar2a. The interpreter analyzed bcth spatial and spectral
patterns in defining speciiic categories. Reference was
made to the black-and-white 9- by 9-inch positive trans-
parencies when interpretation problems were encountered.

The results of the conventional image interpretati 2
approach are reported in section 7-1.
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Figure 6=2.- JSC color composite of land-use study area.



6.2 COMPUTER CLASSIFICATION APPROACH

Nonsupervised clustering and supervised classification
algorithms were utilized to achiesve a computer classifica-
tion of land use in the study area. The nonsupervised
clustering used the ISOCLS (Minter, 1972) clustering program
primarily to generate the "training" statistics (i.e., mean
and covariance matrices for subclasses of the land-use
hierarchy) required to perform the supervised classification.
ISOCLS statistics were analyzed to assign each cluster
genarated by the program to specific land-use classes.

The LARSYS pattern recognition algorithm, developed by
the Laboratory for Applications of Remote Sensing, 1968, and
Ratcliff, 1970, was used for the supervised classification.
With training statistics for each class input from ISOCLS,
every rixel of ERTS MSS digital data over the étudy area
was assigned to a class based on the maximum likelihood ratio.
The resulting classification tape was then converted to a
film transparency which constitutes the classification map.

A sanmpling procedure was performed in order to obtain
a representative, workable sample of pixels froa the study
area. The pixel sample was input into ISOCLS, and the
resulting clusters analyzed. The cluster statistics wiere
then submitted in lieu of training field statistics to the
LARSYS~II classification algorithm, and a land-~-use classifi-
cation of the study area was performed.

Each of the steps performed in the computerized approach
is discussed in detail in the following paragraphs. The
results of using the computerized approach are reported in
section 7.2.
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6.2.1. Nonsupervised Clustering

The clustering algorithm, ISOCLS, is a "nonsupervised"
iterative procedure which groups data of similar character-
istics into distinct sets or clusters. The program requires
certain input parameters which control the several group
characteristics such as size, nuwber ofi classes, and distance
between groups before splitting or combining. The data,
in this case, are the four spectral readings {one for each
ERTS band) for each pixel. Based on the four-dimensional
vector that describes each pixel, each pixel is assigned to
a cluster: the mean is calculated for each cluster. A
cluster is deleted if it has fewer than a sgecified number
of points. The process of cormbining and/or reassigning
data points continues until the desired number of iterations
has been performed (Minter, 1972).

6.2.1.1 Sampling procedure.— Initially it was necessary to

devise a sampling procedure to determine the spectral
characteristics of the ground scene without having to
consider all of the information contained within each and
every pixel. Sampling was essential to reduce computer
processing time because of the large amount of digital data
contained on one magnetic tape from GSFC.’ The ground scene
of one tape consists of approximately 1.9 million pixels,
and each pixel is maede up of a rzading from each of the four
ERTS-1 MSS bands or atout 7.5 million readings.

Tha computer usec¢ for the ISOCLS program has a restric-
tion on the anount of MSS data that it can accept. The
nunber of MSS readings times the number of scanner channels
cannot exceed 786,432, Obviously the field size of a
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quarter~frame magnetic tape exceeds the capacity of the
computer program, and so the input reguirement had to be
reduced accordingly. To achieve an adequate reduction in
scanner readings, a uniformly distributed sample of pix=zls
from the entire study area was used as input toc the ISOCLS.
Every sixth pixel on every sixth scan line was designated
a sample point. This sample of 45,630 pixels represented
approximately 2.78 percent of the total pixels available in
the study area scehe. The ISOCLS program already contained
the software implementation for selecting the uniformly
distributed sample of pixels.

6.2.1.2 Cluster procedure.— The next step entailed a limited
paranmetric study of the number of clusters output as a )
function of the values assigned to the input parameter STDMAX
{i.e., the value of the standard deviation before a class is
split into two groups). The DLMIN (the minimum distance
threshold for combining clusters) input parameter was set
equal to 1.0, and the maximum number of iterations was set
equal to 10. Values of 0.8, 0.9, 1.0, and 1.1 were selected
as STDMAX values. Computer runs were set up and executed
using the modified ISOCLS program. The number of clusters
produced for each value of STDMAX follows: .

STDMAX Clusters
0.8 24
0.9 21
1.0 18
1.1 13

A study of the computer gray-map printouts revealed
that the grouping of sample pixels into 13 clusters appeared
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to produce a map that was the best representation of actual
land-use patterns in the study area. Generating more clusters
gave the advantage of dividing the scene into more detailed
spectral-based patterns but concurrently presented the dis-
advantages of requiring not only more computer processing

time but also more time to aggregate the smaller clusters
into larger, more neaningful patterns of land use. These
observations led to the decision to use the STDMAX value of
1.1 (which resulted in 10 iteratioans and 13 clusters) for

the subsequent computer clustering runs.

Tables and graphs were compiled from the statistics
generated by processing the August 29, 1972, ERTS-~1 data
with the ISOCLS clustering algorithm and using the STDMAX
value of 1.1 as input. These tables and graphs were studied
as aids in aggregating the clusters into groups which had
similar statistical characteristics and which were distributed
in patterns resembling known land-use patterns in the study
area. Table VI-1 shows the number of pixels within the sample
that were assigned to each cluster. Tébles VI-2 and VI-3 list
the means and standard deviations of the counts of all the
pixels assigned to each cluster. A count refers to the gray-
scale value related to scene radiance from a resolution
element within a spectral band. The radiance is measured in
increments of 1, with a range of 0 to 127 in bands 4, 5, and
6, and 0 to 63 in band 7. (The higher the count, the greater
the spectral radiance.)

The mean radiances (gray-scale mean values) as listed in
table VI-2 were plotted on graphs to facilitate cluster
interpretation (fig. 6-3). The four ERTS bands were
plotted along the X-axis. The Y-axes are incremented in
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TABLE VI-l. — DISTRIBUTION OF PIXELS (AUGUST 29, 1972, DATA)

Cluster Pixels in Cluster Percent
1 1 436 3.1
2 7 491 16.4
3 1l 683 3.6
4 19 508 42.7
5 27 0.0
6 7 196 15,7
7 375 0.8
8 2 536 5.5
9 3 124 6.8

10 1 415 3.1
11 427 0.9
12 321 0.7
13 920 0.1

Total Number of
Pixels = 45 630

TABLE VI-2. — MEAN RADIANCE FOR CLUSTERS
(AUGUST 29, 1972, DATA)

Means

Clusters Band 4 Band 5 Band 6 Band 7
1 23.94 12.76 9.30 2.14
2 32.19 23.79 45.59 24.53
3 34.01 27.84 37.89 18.73
4 - 23.78 13.53 34.60 20.14
5 72.67 80.44 75.89 31.93
6 27.66 19.15 41.16 22.77
7 27.95 19.63 25.79 11.55
8 30.23 20.72 52.72 29.90
9 37.73 30.91 47.84 24.60
10 42.99 40.13 47.17 22.12
11 50.60 49,24 52,03 23.37
12 32.19 24.16 15.02 3.62

13 58.42 60.47 60.46 26.20
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TABLE VI~3. — STANDARD DEVIATIONS OF CLUSTER RADIANCE
(AUGUST 29, 1972, DATA)

Standard Deviations

Cluster Band 4 Band S Band 6 Band 7
1 1.15 1.41 1.54 1.39
2 2.58 2.12 2.14 1.56
3 4,23 3.74 3.36 2.38
4 2.11 1.54 2.71 1.70
5 6.66 6.62 4.99 2.64
6 2.65 2.31 2.57 1.81
7 2.71 3.15 4,01 3.09
8 2.81 2.89 4,88 3.62
9 2.43 2.317 3.60 2.35

10 2.85 2.60 4,93 3.47
11 3.40 3.88 4,93 3.48
12 2.46 3.32 2.91 1.22
13 4.65 4,21 4,31 2.87

gray-scale counts. The mean count of -each cluster for every
band was plotted at the midpdint of the range of the corre-
sponding band. The curves appeared to fall into two basic
croups or families — one representing vegetated surfaces and
one representing nonvegetated surfaces. Further subdivision
of the two basic families appeared feasible. The nonvegetated
family was divided into urban (which would have to include
bare land surfaces) and water. The vegetated family was
divided into agriculture/rangeland, forest, and nonforested
wetland (a hybrid group that appeared to be an integration
of water and nonforested vegetative surfaces).

The weighted mean distances between each of the 13
clusters (table VI-4) and the standard deviations for each
band in each cluster were inspected for possible indications
that would demonstrate intercluster relationships. It was
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decided to group all clusters which had an interclass dis-
tance less than 4.0, Table VI-5 is the result of the grouping.
Each cluster was inspected and analyzed in terms of the
number of intercluster links and the makeup of the clusters
to which it was linked. Once the properties of a cluster
were identified, the properties of those clusters closely
linked to the known cluster could be inferred. For example,
clusters 1 and 12 fall at one end of the distribution;

cluster 1 with one link (with 12) and cluster 12 with two
links (with 1 and 7). Referring to figure 6-3, the graphs

of clusters 1 and 12 are very similar in shape and range.

It was concluded then, that clusters 1 and 12 describe ground
cover conditions that are spectrally similar. Such insight
~gained from comparison of -the intercluster relationships
evident from both the graphs of the cluster means and the
mean distance tables was used to separate the clusters into
groups with similar spectral characteristics. The cluster
grouping in table VI-5 also indicates those cluster/categories

that are likely to be confused because of spectral
similarities.
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TABLE VI-5. — MSS CLUSTER GROUPS
(AUGUST 29, 1972, DATA)

Nearest Clusters (Within

Cluster No. Mean Distance of 4.0)

1l 12

12 7, 1

7 3, 4, 12, 6

4 6, 7, 3, 8

8 2, 6, 3, 9, 4

2 8, 6, 9, 3

6 2, 8, 3, 4, 7, 9

3 6, 2, 9, 7, 10, 8, 4
9 2, 3, 10, 8, 6, 11
10 11, 9, 3
11 10, 13, 9

13 11, 5

5 13

The next step in the cluster analysis was to relate the
13 clusters generated by ISOCLS to the land-use scheme
described in section 4.2. A gray map produced by the ISOCLS
run was carefully scrutinized and hand colored. The patterns
that emerged from the colored gray map were then visually
correlated with the 1970 HATS .and~use map and the manual
classification maps produced in the investigation. These

maps appear in section 7.

Once a few key features were identified by cluster number,
clusters that had similar mean radiance characteristics were
identified by examining the cluster curves, the cluster means,
and mean distance tables. For example, cluster 7 was seen
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to fringe large lakes and its radiance curve (fig. 6-3) was
similar to that of water (clusters 1 and 12) although in bands
6 and 7, cluster 7 appeared to more closely match the vegeta-
tion curves. It became obvious then that cluster 7 was likely
a combination of water and vegetation. The pixels composing
cluster 7 were imagi..g both water (in the lakes) and vegeta-
tion (on the shorelinz). The cluster was finally designated
wetland, being a combination of water and vegetation. Large
groups of cluster 7 occurred to the east of Lake Houston.
These were determined to be flooded ricefields after checking
high~altitude aerial photographs of the area. At certain
stages in its vegetative cycle, irrigated rice could be
expected toc have a spectral response similar to some swamps
and marshes.

After studying the cluster statistics, gray-map print-
outs, aerial photography, and existing maps of the study
area, each of the 13 clusters was assigned to one of the 5
general land-use categories. From the number of the sample
pixels comprising each cluster, the percentage of occurrence
of clusters in each of the five general land-use éategories
was calculated (table VI-6). Two color-coded cluster maps
wer:= produced on the JSC DAS computer by assigning colors
to the clusters. One map (fig. 6-4A) was generated by
aggregating the clusters to represent the two basic families
of cluster curves (vegetated and nonvegetated surfaces) with
water being shown as a separate subgroup. Figure 6-4B was
generated by assigning shades of basic colors to represent
the following subgroups of cluster curves:

1. Water/nonforested wetland - blues.

2. Agriculture/rangeland - yellows.
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3. Fores: — brown.

4. Urban/built-up — reds.

TABLE VI-6. — ISOCLS CLUSTER ASSIGNMENT AND PERCENTAGE
OF OCCURRENCE

Land-Use Occurrence,
Category Clusters Percant
Water 1, 12 3.8
Nonforested
Wetland 7 0.8
Forest Land 4 42.7

Agriculture/
Rangeland 2, 6, 8 37.8

11, 13 14.9

6.2.2 Supervised Classification

Once each of the 13 ISOCLS clusters was assigned to a
lend-use category, the stage was set to perform a classifi-
cation of pixels in the study area using a supervised pattern
recognition algorithm. The maximum likelihood classification
algorithm, LARSYS, which performs a supervised data grouping
was selected for this effort. In a standard approach, the
pixels that comprise areas representative of the land-use
classes to be identified and delinzated are input into LARSYS
a3 training fields and subjected to a statistical analvsis.
The statistical parameters of each training field are computed,
with the training field statistics aggregated to yield class
statistics. The statistics represent the average relative
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response (or radiance) in each band. With the training
fieclds representative of each class selected and their
statistics computed, the classification decision is made
at each pixel of the area to be classified.

The nonsupervised approach, ISOCLS, was employed to
produce training clusters. These training clusters
consisted of a variable number of pixels with similar spec-
tral characteristics, The statistics (means ard covariance
matrices of the respective clusters generated by ISOCLS)
were substituted for training fields statistics in the
LARSYS-1II supervised classification approach. Thus, the
statistics on which the classification of LARSYS-II was
based were those describing spectrally similar pixels
throughout the study area. This approach has the advantage
of eliminating the need of expending effort in selecting
the training fields, which are crdinarily used to generate
the statistics describing a land-use category to be

classified.

Success 1n substituting training clusters for training
fields encouraged extendirng the supervised computer
classification procedures to classify every pixel within
the study area rather than classifying just a sample of
pixels. To keep within the computer storage capacity, it
was necescary to divide the study area into seven, equal-
width, north-south strips and process each strip as a
separate computer run. The f£ilm output of these runs was
then mosaicked together to form a classification map of the
entire study area.
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A Level-I classification map was produced in which each
pixel was classified by a color code into one of the follow-
ing five land-use categories: '

1. Urban and built-up.

2. Agriculture/rangeland.
3. Forest land.

4, Water.,

5. Nonforested wetland.

The same classification procedures were used to produce
another classification map in which the Level-I urban and
built-up category was divided into the following Level-II

categories:
1. Residential.
2. Commercial/industrial/transportation.

3. Open and other.

Because the spectral résponées of the resideﬂtial and
open and other categgries were related to the proportion
of vegetation in the scene, it was necessary to reassién
several of the original agriculture/rangeland clusters
(2, 6, and 8) to these Level-II categories. Consequently,
to determine whether these clusters were representing Level-I
agriculture or Level-II urban features, it was necessary to
know the geographic boundaries of the urban area. Clusters 2,
6, and 8 which fell within the known perimeter of the
urban areas could then be considered Level-I1I categories.
When they fell outside of the known urban fringe, they
could be classified as Level-I categories.
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The results of using supervised classification pro-
cedures in the studv area are reported in section 7.2.

6.3 CLASSIFICATION ASSESSMENT

An assessment of the different approach- . was performed
by measuring the agreement Detween the classified data and
base referance data. Five test sites, ranging in size from
21 km? (3 mi?) to 104 km® (40 mi’), were established in the
study area., Base reference data were established by visually
classifying land use in each site from high-altitude, infrared
Ektachrome photography acquired on April 22, 1972. Each
site was divided into 2.6-km2 (l—miz) quadrats, and the
parcent occurrence of each class in each quadrat was measured
using a dot sampling technique. The same procedure was
performed on each class in each classification product,
except for the computer classification maps, where pixels
in each class were counted and converted to percent occur-
rence. Percent agreement of each classification product
with the base reference data on a class-by~class basis was
then calculated. The formula for calculating classification
assessments is given in appendix A.

A regression analysis was performed to determine how
wall each classification product served as an estimator of
each of the Level-I land-use classes. _A linear regression
was fit for each product/class versus the base reference
data, with the correlation coefficient and the standard
error of th2 estimate providing the indicator of performarnce
relative to the reference bas.:, Analysis of covariance was
then performed to determine if thers was any significant
difference between products as class estimators and to
determine which product was the best class estimator.
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Details of the statistical procedures used in making
the classification assessments are reported in appendix A.
The actual agreements that had been achieved by the various
data analysis approaches are reported in sections 7.1 and
7.2. The regression analysis using the same data as the
original analysis of the land-use data is found in appendix B.
Appendix C contains the same statistical analysis utilized
in appendix B but presents an alternative scheme for
sampling the original data base.
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7.0 RESULTS
7.1 CONVENTIONAL IMAGE INTERPRETATION

Figure 7-1 shows the results of manually grouping the
original HATS land-use categories into classes which would
be most compatible with the Level-I land-use categories ia
Circular 871. Delinesations of Level-I land-use categorizs
obtained from the October 4, 1972, ERTS-1 imagery over tha2
study area are.shown in figure 7-2. A cursory examination
of these two figures reveals impressive similarities in
category delireations. As might be expected the delineations
from tae higher resoluticn aerial photographs were more
detailed, but the general patterns and geographic distribo-

tions oi both delirneations were gquite similar.

Difficulties ware encountered in differentiating
agriculture and rangeland categories primarily because of
the following reasons:

1. Spatial resolution of the MSS was not sufficient
to resolve the small, regular rectilinear field patterns
normally associated with the type of agricultural cropping
practices found in the study area. -

2. Much rangeland in the study area was comprised
af yrosslands with spectral responses similar to improved

pastures and some croolands of tihe agriculture category.

3. A corsiderable amount of grazing in the study ares
i3 done on brushlands which merge into forest lands; on
coastal grasslands which are interspersed with nonforested
viatlands; and on natural lands where extractive industries
(0il, gas, and sulfur wells) are the dominant economic
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activities, but where grass or brush vegetation remains

the predomirant surface cover.

4, Much of the unoccupied land within and along the
urban fringe is devoted to grazing. The spectral response
cf soma of these grasslands is indistinguishable from some
vegetative surfacas in the urban and built-up lands.

Upon completion of the conventional image interpreta-
tion phase of the ERTS~1 imagery, it was deemed advisable
because of the above reasons to combine the agriculture
and rangelané Level-I categories into one category for all
subsequént analyses. .

By using the sample test sites and classificatioﬁ
assessment procedures describezd in appendix A, a measure of
agreenent was determined fcor the interpretation of both
hlack-and-white ERTS-1 imagery and JSC color composite
imagery. A tabulation of the agreements achieved in inter-
vreting these two types of imagery is shown in table VII-1.
It can be noted that neither imagery seems to have a distinct
advantage over the other_imagery, although a slight advantage
is evident when interpreting forests with black-and-white
imagery or using the color composite imagery for inter-
preting the agricultural/rangeland category.

For both the forest land and the agriculture/rangeland
categéries, agreement varied from site to site; and this
variation appears to be related to the variations in the
percent occurrence of the class. This same relationship
was noted in the analysis of the reference base data,



[0

g00d §1 AoVd TVNI

qHL 40 AUNISIHNqod4Td

TABLE VII~1l. ~ LEVEL~I AND ~11 LAND-USE PROOUCT AGREEMENT WITH BASE DATA

{based on percent occurrence)

Base Quadrats Conventional Image Interpretation Cla::T¥g§::£on
Black and whi%e Color Composite
Land- Sample Number -
Use Test {1¢0-Point =Magery Imagury
Class Site Counts Each) Class Occurrence Class Occurrence Class Occurrence Class Occurrence
Count Percent Count Percont count Percent count Percent
1 33 2427 73.6 2394 72.5 2800 84.8 2363 72.2
Forest 2 38 3319 87.3 3473 91,4 345% 90.9 3?40 87.9
3 15 367 24.5 293 19.5 265 17.7 240 16.0
4 4 209 52,3 267 66.8 286 71.5 192 48,0
g:’;‘:i““"e 90 6322 70.2 5427 71.4 6806 75.6 6155 68.4
1 17 736 43,3 552 32,5 270 15,9 719 42,3
Agriculture/
Rangeland 2 7 299 42,7 100 14,3 219 31.3 214 30.5
3 35 3009 86.0 2981 85,2 3245 92.7 2925 80.7
Cumy ative 59 4044 68.5 3633 61.6 3734 63.3 3758 63.7
Water 4 6 125 54,2 259 43.2 247 41.2 296 49,3
39* 3724* 95,5% 1100%* 100,0%* 3855 98.8 1642 42,1
Level-1 =1 1035%% 13759+
rban
19 1293 68.1 Residential 1750 82,1 1514 79.7
Level-I1 Commercial/
Ueban 8 137 17.1 Industrial/ 60 7.5 82 10.3
Transportation
12 200 16.7 Open and an o 124 10,3

*August 29, 1972, ERTS-1 data used for all analyses except**,
**0ctober 4, 1972, ERTS~1 data basc coverecd only part of test site in black-and-white imagery.
***Category not delineated by conventional image interpretation.



Because no attempt was made to interpret Level-II urban
categories on the black-and-white imagery, no direct
camparison could be made with the Level-1I categories inter-
preted from the color composite imagery. It is believed
that the lower level of agreement obtained in interpreting
Level-I urban categories on the black-and-white imagery may
- be due primarily .to the smaller sample that was.available
"with the October 4 imagery in which an orbit 'shift resulted

in only 11 quadrats being covered in the urban test site.
The fact that the base data (aerial photographs) were not
acquired concurrently with the ERTS~1 data (April 22 versus
August 29) may have contributed to a level of agreement
below those expécted in the.agriculture/réngeland categbry
due to seasonal changes in vegetative cover. By comparing
the actual class counts of the categories in each test site,
it will be noted that counts in the forest category are
likely to be overestimated, whercas those in the agriculture/
rangeland category are likely to be underestimated. This
appeared to be mcrea often the case with the color composite
imagery than with the black-and-white imagery. The Level-I
urban category was overestimated by a relatively small amount
when interpreting both types of imagery. A more noticeable
error in underestimating occurred in interpreting the water
category on both types of image:/.

It is believed that the low accuracy in interpreting water
can be attributed to one or more of the following reasons:

1. Water had a relatively low percentage of occurrence
in the study area.

2. Spectral response of water surfaces could vary
greatly because of variations in Sun angle or in levels of
turbidity.
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3. Flooded ricefields which should be in the agri-
culture/rangeland categoty were often confused spectrally
with ponds and small lakes.

It is believed that the percent agreement (43.9 percent)
of the comrercial/industrial/trangportation category is not
representative of the actual accuracy with which this
category can be mapped from the ERTS imagery by conventional
image interpretation. It is evident from figure 6-1 or 6-2
that many transportation lines (highways, utility lines, etc.)
that are well below the resolution limit of the scanner still
appear as definite linear features on the imagery. These
linear features may not be shown on the imagery as continuous,
solid lines because of the scanning characteristics of the
sensor and the particular orientation of the feature in
relation to the satellite orbit. Thus, it is suspected
that the point-grid method of sampling the imagery may not
always represent the true count of pixels coincident with
the linear features.

7.2 COMPUTER CLASSIFICATION

Film output maps from the -supervised computer classifi-
cations of land use in the study area are shown in figures 7-3
and 7-4. The basic difference between these two rnaps
was the manner in which the Level~I urban category in
figure 7-3 was divided into Level-II urban categories
(residential, commercial/industrial/transportation, open,
and other). The land-use patterns outside of the urban
areas remain virtually the same on both maps. A comparison *
of these two maps with the land-use maps obtained from the
interpretation of aerial photography (fig. 7-1) and ERTS-1
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Figure 7-3.— Level-I computer classification of study
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imagery (f£ig. 7-2) reveals impressive similarities of
land-use delineations in the rural areas. The delineations
on the manuallv in.erpreted maps appear somewhat more
generalized than those on the computer land-use maps. This
was not unaxpected because of the relatively small scales
(1:250,000 and 1:120,000) used in compiling the manually
interpretecd maps. Details smaller than those actually

drawn on these maps Were discernibie on the original imagery,
but there were physical limitations to the size of the
delineations which could be drawn by hand on the small-scale
overlays. In contrast, it was possible to depict details

on the computer maps which had dimensions of only one pixel
(approxinately 1.1 acres or 0.45 ha).

Major cifferences between -he computer maps and tha
manually interpreted maps are most noticeable in the delinea-
ticns of the urban areas. It is evident that the areal
extént of metropclitan Houston is much greater on figures 7-1
and 7-2 than on figures 7-3 and 7-4. This would indicate
that the urban fringe, where a transition from predominantly
vegetative surfaces to predominantly paved or bare surfaces
occurs, is an area without distinct or unigue spectral
characteristics. Consequently, the computer classifications
could not distinguish between trees or grass located in
urban areas from trees or grass found in rural areas. On
the other hand, the human interpreter could delineate these
areas more readily by using spatial characteristics (size,
shape, location) with tones or colors and textures as recorded
on aerial photographs or ERTS-1 imagery.

As discussec? . n section 6.2.2, spectrally similar pixels
were grouped tog- :her into clusters and assigned to either
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agriculture/rangeland or Level~-II urban categories depending
on whether the entirs study area was being classified or
whethar »alv the metropolitan Houston area was being
classifiei. Thix made it possible to assign Level-II urban
categories to grouvps of pixels within the urban complex
which Jaormally would have been classified into the Level-I
agriculture/rangeland cluster. Consequently, greater
classification accuracies could be achieved by selecting a
sample test area that was entirely within the concentrated
urban area rather than one that straddled the urban fringe
where confusion with agriculture/rangeland would occur.

The agreements achieved by computer classification
procedures are shown in table VII-1l. It should be noted that
the lowest agreement occurred in classifying the Level-I
urban category. This collaborates the classification
confusion which was apparent in comparing the delineations
of urban and agriculture land use in figures 7-1 and 7-4.

The greatest classification agreements were achieved in the
forest category. This was probably the result of the large
expanses of forest and the relatively homoganeous spectral
response of most of the forest cover.

By comparing the computer classification agreements
with the conventional image interpretation agreement, it
will be noted ti:at only minor dififerences in agreement
occurrad in the forest and:agriculture/rangeland categories.
Considerably better agreements were achieved in classifying
water by computer classifications than by interpreting
either black-and-white or color composite imagery. This
appeared somewhat antithetical, because it was expected that
the same reasons cited for the relatively low agreements
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achieved in interpreting water from black-and-white or color
composite imagery (section 7.1) would also apply to the
computer classification procedures. The fact that bodies

of water as small as one pixel (1.1 acre or 0.45 ha) in

size could be classified by the computer was prcbably a major
reason why better agreements wera achieved by computer
classification procedures. However, it is believed appro-
priate to consider this finding only tentative, because the
total number of gquadrats containing water within the study
area provided a relatively small statistical sample. It
should be noted that in only two instances (forest site
number 2 and residential) did the computer overescimate the
nunber of class counts, The difference in the forest class
count is considered insignificant, but the difference in
residential class count is considered important because it
emphasizes the complex nature of the residential category

in which vegetation tends to confuse thz category with non-
urban categories.

An attempt was made to identify several major classifi-
cation anomalies which resulted from spectral similarity of
different classes. Some areas of high radiance (bare soil,
recently cutover forest, stubble from recently harvested
rice, etc.) were misclassified as urban/built-up category.
Irrigated ricefields were sometimes classified as non-
forested wetlands. Vegetated sections of metropolitan
Houston frequently were classified as agriculture/rangeland.
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8.0 CONCLUSIONS

This investigacion demonstrated that it was feasible to
use computer classification technigques to classify Level-I
land use over a relatively large area from ERTS-1 MSS data.
The key to this success was the use of a data sampling
technigue in conjunction with the nonsupervised clustering
algorithm ISOCLS in stage I of the two-stage computer
classification approach adopted for this investigation. 2a
small (3 percent) sample of the available digital data was
sufficient to identify the basic spectral variations asso-
ciated with Level-I land-use classes throughout the study
area. The first stage of this classification procedure

required less than 15 min of computer processing time.

In the second stage, class statistics generated in
stage I were utilized as input to the maximum likelihood
classificatio.: algorithm LARSYS to classify all data points

in the ground scene.

The approach used in this study differed significantly
from standard pattern recognition procedures, which require
establishing ground truth training fields for each class in
the scene, developing class signatures, and extending these
signatures to classify the total aree under consideration.
I1a the standard approach, the larger an area to be classi-
fied, the larger the number of training fields that would
be required.

Although the computer classification approach offered
good potential for classifying Level-I land use over large
areas, there also appeared to be some conditions under which
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conventional image interpretation procedures could be used
tc advantage. Where spectrally homogeneous features pre-
dominated (e.g., forest land) computer classifications
achisved high levels of agreement. However, computer
classification agreement decreased where features were
spectrally heterogensous and spatially complex (e.g., urban
areas). Under these conditions it was advantageous to use
conventional image interpretation procedures to either
aggregate some computer classifications into desired spatial
patterns, or to preclassify specific areas with similar
spatial characteristics so that separate computer classi-

ficatiocas could be made for each specific area.

Finer decails were displayed on the computer classi-
fication products than on the products obtained by conventional
interpretation of ERTS imagery. This was because the computer
classified each individual pixel and the output display was,
therefore, not aifected by the scale of the original data,
as was the case where delineations were made manually on
the ERTS imagery. Despite the scale limitations of the
ERTS imagery, conventional image interpretation technigues
offer a valid and economical method of classifying large
areas into Level-I and some Level-II land-use categories,
particularly in those instances where sophisticated computer
processing facilities are not available. One distinct
advantage of this method is that the interpreter can utilize
spatial pattern recognition as well as a nominal amount of
spectral discrimination in interpreting the ERTS imagery.



9.0 RECOMMENDATIONS

9.1 SUGGESTIONS FOR IMPROVING CLASSIFICATION METHODOLOGY

Cn any future manual classification of ERTS MSS imagery,
consideration should be given to determining the feasibility
of using the 9- by 9%9-inch color composite imagery. Enlarging
and rectifying this imagery to a scale of 1:250,000 is
feasible, and it may prove to be a reliable data source for
mapping land use at a usable scale.

To improve on the accuracy of signature extension,
ground truth sample sites should be selected from throughout
the area being classified. Ground truth surveys and aircraft
underflights in agriculture areas should be as close to
synchronous with the satellite overpass as possible.

The process of producing the supervised land-use
classification maps was operationaliy cumbersome and in many
instances inefficient. Ideally one would like to have a
single film transparency produced from each classified data
tape, which would image the 96- by 25-mi ground swath
on a single 9-inch wide transparency which would be distor-
tion free. This film transparency would then be rectified
and reduced to a2 :negative film clip. Prints for mosaicking
(at any scale), viewgraphs, etc., could then be made when
desired.

To achieve film outputs to these specifications requires
changes and improvements in the LARSYS pattern-recognition
algorithms and improvements in the DAS film recorder. The
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LARSYS-II processing must be speeded up and a method
developed for rapidly classifying all pixels and all scan
lines on the ERTS-digital, scene-corrected magnetic tape.
Output should be on a single digital tape compatible with
the DAS, so that a continuous film strip of the entire

sc2ne could be produced. A higher resolution film recorder
may be in order to handle these classification tapes. The
mos* critical need in the film recorder is the elimination
of distortions in image size that consistently occur between
film recording runs.

In order to improve the accuracy of land-use deter-
minations via computerized classification, it is rzcommended
that models be developed which would incorporate spatial
relationshins into a classification algorithm. For example,
in the Level-I land-use analysis performed in this investiga-
tion, clusters 2, 6, and 8, as generated by ISOCLS, described
distributions of spectral signatures that represented
agriculture/range as well as vegetation within urban areas.
Assigning a pixel to the agriculture/range class or urban
class is necessarily a matter of spatial interpretation.

If the pixel in question is extensively surrounded by
clusters describing vegetation, it would seem to be in an
agriculture/range or forested area. However, if the pixel

is in the midst of a heterogeneous group of pixels, including
pixels of high reflectance as vegetative clusters, it

might suggest an urban/built-up area. The greater the
spectral heterogeneity, the more likely thz area is urban/
built-up.



A spatial dimension could be employed if a grid
describing quadrats was superimposed over an area. The
occurrence of the various clusters within each quadrat
could thus be counted, as an option within the classify
module of LARSYS. The classification of pixels assigned to
questionable clusters would then be dependent on the distri-
bution of cluster counts within that quadrat.

In order to improve the efficiency of the supervised
classification algorithm used in this study and to thereby
facilitate the classification of much larger areas, a
number of data-sampling procedures should be investigated.
First the feasibility of usinog less than all four bands of data
should be evaluated. All two- and three-band combinations
should be tested over controlled test sites. An accuracy
analysis of the results should then be conducted to
objectively assess the relative accuracy of each ot the
combinations tested. This investigation should also entail
sampling different combinations of lines and pixels to
determine the least number of data points reguired to
accurately classify a given scene. The goal should be to
classify very large areas with a minimum of data points
required for inputs.

9.2 MODIFICATION OF THE USG5 LAND-USE SCHEME FOR
‘ UTILIZATION OF ERTS DATA

The results of this investigation suggest that the
USGS hierarchy may need to be modified on a spectral basis
to render it more useful in automatically classifying land
use from ERTS-type data. 1In particular, the urban and
built-up Level-11 categories should be consolidated into
spectrally similar groups.
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It may be necessary to consolidate certain Level-I
categories based on local conditions. In southeast Texas,
the site of this investigation, rangeland could not bhe
spectrally differentiated from cropland and pasture. As
a result it was necessary to combine rangeland with agricul-
tu.g. Rangeland in west Texas and other semiarid areas
may be more readily delineated from agricultural land.

Further investigation is needed to resolve the diffi-
culties encountered in differentiating Level-II categories
of forest, water, wetland, and agriculture classes.
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ACCURACY ANALYSIS STATISTICAL PROCEDURES

An objective statistical method was developed in the
course of this investigation to measure and assess the
relative merits of each classificatior product obtained in
the analysis approaches. A ground truth reference base
was developed from small-scale (1:120,000) color infrared
aerial photography obtained over the study area in
April 1972.

Because it was impractical to analyze every pixel
of data in the entire study area, a sampling procedure had
to be considered. 1Initially, a random sampling procedure
was considered; but because of the difficulty in locating data
points on the classification products and the reference
photography, it was deemed advisable to select five
representati @ base reference sites in lieu of a random
sampling procedure. These sample study sites were repre-
sentative in that each contained a preponderance of one or
two Level-1I land-use categories which were not randomly
distributed throughout the entire study area.

The base reference sites are:

Number 1 - a combination forest, agriculture/range, and urban
area near Cleveland in the northern part of the
study area (fig. A-1l). '

Number 2 - a predominantly forested area located north and
east of Lake Houston (fig. A-2).
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A~1.~ Cleveland, forest — agriculture/range —
yrban base refersnce site no. 1.
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rigure A-2.— Forest base cclor ce site no. 2.




Number 3 -~ an agricultural area east of Lake Houston
{fig. A-3).

Number 4 - a forest and water areca at the northern end of
Lake iHouston (fig. A-4).

Number 5 - an urban area located in the north central part
of metropolitan Housten (fig. A-5}.

Because of the difficulty in locating the same data point
on all three products with any degree of precision, the
selection of a sample population was restricted to that of
utilizing the five sample sites; thus, 20 data points had
¢c be located (the four corners of the five test sites)
instead of a multitude of sample points.

in order to insure that the reference data possessed
2 sufficient level of accuracy and to reduce possible
interpreter pias, two independent interpretations were made.
The results of the two interpretations were then compared
for each class within each quadrat. Discrepancies between
“he interpretations were measured using the following

equation:
‘Aab . 3éh} .
nab = }1 5 100
ab
whare
D . = the measure of the agreement batween the two

interpretacions fo- class a in quadrat b expressed
as a percentage.
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Figure A-3.— Lake Houston east, agricultural base
reference site no. 3.
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Figure A-

4.~ Lake Houston rorth, water base reference site no. 4.
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Figure A-5.-~ Houston, urban base reference site no. 5.
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Bab = percent occurrence of class a in quadrat b
as determined by the first interpretation.
Aab = percent occurrence of class a2 in quadrat b

as determined by the second interpretation.

To strengthen the r=liability of thz2 base raference
catz, oaly those quadrats in which a high degree of agree-
ment for a given class was achieved were selected for use
in the accuracy analysis. The threshold for deleting data
was set at 85-percent agreement. Therefore ifor each class,
only those base reference quadrats with agreements of
85 percent or higher were utilized in the subsequent analysis.
As a result, the wetland class, which is practically non-
existent in the sample sites as well as in the study area,
was eliminated from the accuracy analysis. Tables A-l and
A-2 show the final baseline data selected for the accuracy

analysis.

In order to acguire an adequate number of data points,
tha samdle sites had to be relatively large. All but the
L.ake Houston north site are approximately-B mi (13 knm)
by 5 mi (3 km) in dimension.- The boundaries are rectangular
and coincide with the scan lines and pixel lines in the ERTS-1
data. Each site is 200+*pixels wide by 125 scan lines on a
side. Lake Houston north is 100 pixels by 50 scan lines in
dimensions.

The 3ites were first delinsated on a JSC color composite
of the study area which had a grid showing every 50th scan
line ard cvery 50th pixel of the ERTS data. These boundaries



TABLE A-l.—~ BASELINE DATA SELECTED FOR ACCURACY AMALYSIS

Sites: Cleveland Forest L. Houston East L. Houston North Urbhan

Class al g2 A B A B A B A B
Forest 33 73.5 38 87.3 15 24.4 4 52,2 - -
Agriculture/
Range 17 43.3 7 42.7 35 86.0 - - - -
Urban - - - - - - - - 39 95.5
Water - - - - - - 6 54.2 - -

1l

A = Quadrat count.

2B = Percent occurrence,

6-Y



TABLE A-2.— SUMMARY OF BASELINFE DATA SELECTED FOR ACCURACY ANALYSIS

Level 1 No. of Point Count Total . Occurrence,
Class Quadrats All Quadrats Class Points Percent
Forest 90 9000 6322 70.2
Agriculture/

Range 59 5900 4044 68.5 .
Urban 39 3900 3724 95.5
Water 6 600 325 54.2
Level II

ReciGential 19 1900 1293 68.1
Commercial/

Industrial/

Transportation 8 800 137 17.1
Open and Other 12 1200 200 16.7

0T-¥
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were then transferred to the aerial photography selected as
the base reference (color infrared transparencies).

An 8x5 grid dividing the sites into 40 quadrats was
described on the film. Each quadrat was an area 25 pixels
by 25 scan lines in the ERTS data or 625 pixels in each
gquadrat. The water site (Lake Houston north), being smaller,
had an 4x2 grid or eight quadrats.

A 100-point grid (10x10) was constructed to overlay each
quadrat so a 100-point sample could be taken from each
quadrat. A dot-grid of 625 points would have been more
desirable; but because of scale limitations in both the aircraft
data and the manually interpreted ERTS data, the 100-point
grid proved to be a practical compromise.

Land use in the sample sites was determined by over-
laying each quadrat with the 100-point grid and interpreting
the Level-1I land-use class at each point. Level-II classes
were also interpreted over the urban site. The number of
points in each class was tabulated and converted to a
percentage.

Although excellent agreement of classification occurred
between the two interpreters, sufficient time and personnel
resources were not available to conduct detailed ground truth.
Surveys to determine what percentage of the agreement may
have resulted from actual errors in land-use interpretations
were made by both image interpreters. Considering the skill
of the two interpreters and the relatively few classes of
land use being interpreted, it was believed most unlikely that
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both interpreters wourld commit the same error in interpreting
the same feature. Thus, a high measure of agreement in
interpretation was most likely agreement in correctness of

interpretation rather than in error of interpretation.

The accuracy calculations for classification proéucts
were computed in the same way the accuracy of the base
reference figures were computed. The accuracies for each
classification product were detarmined using the following
formula:

_ -
n n
—
/ A - E B,
1 1
x =1 -1 &=L . 1=l | lhoo
.._JjBi
i i=1

where

X = percent accuracy for each land-use class.

A = class occurrence (percent) as mapped in each
quadrat from ERTS imagery.

B = class occurrence (percent) in base reference
quadrats.

n = number of quadrats.
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STATISTICAL ANALYSIS OF LAND~USE DATA

The statistical analyses presented in this appendix
utilized the same reference data quadrats used in the
classification assessment discussed in section 6.3 and
appendix A. Utilizing the same data, a more rigorous
statistical analysis is demonstrated.



1. Evaluation of the Data Base

The initial data base was composed of 168 quadrats, with
the percent nccurrence of a feature distributed according
to the following table:

TABLE B-l.— DISTRIBUTION OF CLASS OCCURRENCE FOR
ORIGINAL QUADRATS

Oc’ -rence Number of Quadrats Per Class
of a leuture in a
Quadrat, Percent Forest Agriculture/Range Urban Water
80~100 50 32 41 1
60-~79 14 8 0 1
40-59 15 13 0 4
20-39 14 13 0 2
1-19 57 41 35 54
0 18 61 92 106
Total 168 168 168 168

These data were obtained by one photointerpreter evalu-
ating 1:120,000 scale color Ektachrome aerial photography of the
test sites. A second photointerpreter evaluated the same
imagery; and based on the following equation, a guadrat was
either retained for comparison or discarded:

6_..Lﬂié%lﬁl> * 100 > 85 - retain
< 85 - discard,
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where A is the percent occurrence according to the f:- ¢
interpreter, and B is the percent occurrence according to
the second interpreter.

This *echnique yielded the following table of quadrats
which are based toward the high perceuat occurrence quadrats.

TABLE B-2.— DISTRIBUTION OF CLASS OCCURRENCE FOR
ACCEPTED QUADRATS

Occurrence Number of Quadrats Per Class
of a Feature in a
Quadrat, Percent Forest Agriculture/Range CUvian Water
80-100 50 32 39 1l
60-79 13 7 0 0
40-59 10 5 0 4
20-39 4 9 0 1
0-19 12 5 ] 0

Total 89 58 39 6



2. Land-Use Class/Product Agreement

The class/product agreements shown in table VII-1 were
calculated using the following formula:

— amy
n n
A. - B.
D -
_ i=1 i=1 .
X = 1|1 - = ! 160
E B,
1'
i-1 |

whzre,

X = percent agreement for each land-use class.

A = class occurrence (percent) as mapped in each quadrat
for ERT3 imagery.

8 = class occurrence (percent) in base reference quadrats.

n = number of guadrats retained for each land-use clasrc.
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3. Regression on Data From Retained Quadrats

An erample of the effect of the retained data used in a
ragressicn (least-squares analysis) can be seen in figure B-l.
The high concentration ¢ points in tlr > 100-percent region
results in that portion of the data having a larger influence

on the slope and intercept of the regression curve.

The dashed line is the standard error (66-percent
confidence interval) of the curve. Although a detailed
analysis of this error was not done, it is obvious that the
exrror is inversely related to the estimate and would be
larger in the area of small percent occurrences. This is
cue to the smaller number of samples that occurs in the

region of the curve.

A regression analysis was performed for all products,
as well as all classes. The results of this analysis are
displayad in table B-3. The biasing of the data towards the
higher occurrence quadrats affected ali the results of the
regression analysis to a greater or lesser extent than the
forest land/computer product example.
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Figure B-l.— Simple regression cf forest land occurrence
from the data base on the forest land occurrence indi-
cated by the computer product for the acceptable fourest
land quadrats.
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4. Analvsis of Covariance

The purpose of the analysis of covariance is to determine
if all three products for a class have the same regression
equation. Figure B-2 is an example of the three curves for
the forest category. The test will determine if the three
curves are statistically similar based upon the explained

error of each curve.

The process involves determining if all three slopes
(one for each curve) are the same. If the slopes are the
same, the next step is to determine if the levels of the three
curves are the same. If both conditions are met, the tnree
curves are consicdered to be egual; and one curve is generated
for the data base versus all three products. This situation

occurred only for the water class. (See table B-4.)

If either of the two tests failed, the two best products
were further ~alyzed by performing a t-test of correlation
coefficients; .eacause although there is a difference between
the products, none of these has been proved to be superior.
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Figure B-2.— The curves resulting froi regression of the

three forest products on the data base.
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TABLE B-4.— RESULTS OF ANALYSIS OF COVARIANCE FOR THE
THREE PRODUCTS FOR EACH CLASS

Level of
Significance*
Indicated By
Test of
Class Slopes, Percent Conclusion
Forest >5 Difference exists
Agriculture/
Range 0.1 Difference exists
Water <10 Insignificant - no difference;
test for levels was also
<10%; do regression for all
products versus the data base
Urban No tests since no regression curves were
significant.
*Interpretation of "significance" — the evaluation of

the slopes is performed with the hypothesis that all three
slopes are the same, or equal. The significance level of
5 parcent indicates that if all three slopes are the same,
then there is a 5 percent chance that the curves would be
as different as they are. Therefore, the hypothesis is
discarded; and the slopes are considered different.
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5. t-Test of Correlation Coefficients

In order to assess which of the three products agreed
most closely with the data base, a t-test of correlation
coefficients was performed for the forest and agriculture/
rangeland products. The test was not performed on the water
class because the three curves (products) were determined
to be the same in the analysis of covariance. The urban
clzss was not tested because none of the three curves yielded
a statistically significant fit.

The kasis for this test is the correlation coefficient,
which when squared is an estimate of the percent reduction
of the errcr due to the regression. The test statistic was:

¢ = (|ny4| - |72 J(n =) (12; IR ,1)
where
D = 1+ 2 (|R12l y lRyll ) IRyZI) - (R%Z * Rizfl * R}Z'-?)

For the forest class, the two best products were tne
computer and JSC color composite. The t-test indicated
that the computer was significantly better than the JEC color
composite (significant a* the 0.l-percent level).

For the agriculture/rangeland class the two best products
were again the computer and JSC color composite. The t-test
indicated that the computer was better than the JSC color
composite but at a significance level of orly 20 percent.
However, for further analysis the computer was selected as
the better.



6. Analysis of Covariance to Deterrine One-to-One

Relationship

As a result of the regression analysis {section 3 of
appendix B), an equation was produced for every class for
each product. The equations can be found in table C-1 of
appendix C.

The purpose of the equations is to increase the accuracy
of the initial occurrence estimates. Covariance was performed
in order to determine if there is actually no significant
di “erence between the initiai occurre.,ce estimates and the
estimates obtained by the equation.

The test was prerformed on the computer product for the
forest and agriculture/rangeland classes, as well as the
combined {three-product) regression for the water class. The
results indicated that each of the three corrected
estimators (equationsf was significantly different from the

original estimates.
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STATISTICAL ANALYSIS OF LAND-USE DATA BASED ON
A STRATIFIED STATISTICAL SAMPLING SCHEME

The analyses presented in this appendix utilize the
original 168 quadrats described at the beginning of appenrdix A.
The same methods of statistical analyses as those demonstrated
in appendix B are emploved. However, a stratified statistical
‘sampling of the original quadrat data is introduced.



1. Agreement Between Interpreters on Data Base

Compilation

The determination of occurrence of an item (class) in
an area is a binomial distribution; it occurs or it does not
occur. The standard deviation of a binomial distribution is
theoretically described as ¢ = JFEE7;- where p is the
probability of finding the class; g=1-p , or the
probability of not finding the class; and n is the number .
of trials, or attempts to find a class.

An 85-percent confidence on the agreement between two
interpreters on the occurrence of a class within an area
dictates the following thresholding values:

TABLE C-1l.—- THRESHOLDS FOR DISCARDING QUADPATS FROM ANALYSIS

Average orf the Two

Interpreters for a Difference Between
Quadrat Cannot Exceed, Percent
0-19 6
20-39 9
40-59 10
60-79 9
80-100 6

This technique eliminated very few of the quadrats and
kept most of the quadrats eliminated in the lower percent

occurrence range by the equation used earlier.



2. Stratified Random Sample for Regression

For purposes of sampling for regression analysis, an
equally likely distribution of points over the desired range
of the regression should be establisned. Therefore, five
equal intervals over a range of 0 percent through 100 percent
{symmetrical chart 10 percent, 30 percent, 50 percent,

70 percent, and 90 percent) were used. The total number of
samples (quadrats) should be 30 for the purpose of getting
out of the range of small samole statistics.

Each juadrat still available for sampling was assigned
a2 number. A table of random numbers was then used to select
a quadrat to be used in the regression. Six quadrats were
selected per interval. (See table C-2.) The water category
could not be sampled in this way because it only had six
quadrats total. Therefore, this type analysis was not per-
formed on this category.

The urban category class was not evaluated in this manner
because there were no quadrats available with less than
80 percent or more than 19 percent urban.



TABLE C-2.— DISTRIBUTION OF QUADRATS SELECTED IN
STRATIFTED SAMPLING SCHEME

Qccurrence of a Feature

in a Quadrat, Parcent Forest Agriculture/Range
86-100 6 6
60-79 6 6
40-59 6 6
20-39 6 6
0-19 6 6
rotal 30 30



3. Statistical Analysis

The forest and agriculture/range classes were then
evaluated with respect to the three products in the same
way as mentioned earlier with the results contained in
table C-3 and figure C-l.
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Figure C-1.- Least-squares regression of forest occurrence
for computer product on forest occurrence for data base,
utilizing the sampled gquadrats.



4. Analysis of Covariance

No analysis of covariance was performed for thz three
products for the forestry category since the slope for the
computer techniques was substantially different from the other
two products.

The statistical difference between the regression curves
for the agriculture/range products indicated a significance
of >5 percent for the slopes. Therefore, a difference is
assumed to exist between the three products.



5. Correlation Coefficients

The two best curve f£its or two best products for the
forest category were the computer and the black-and-white
imagery. The computer was the better product by a signifi-
cance of better than 1 percent.

The two best products for the agriculture/range category
were the computer and the JSC color composite imagery. The
t-test indicated that there was no difference between the
two products (the difference was insignificant) with regard
to the agreement and precision of the regression equations.
Since the computer product equation approached a one~-to-one
relationship with respect to the data base, the computer
product was a one-~to-one relationship.
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6. Analysis of Covariance for a One-to-One Relationship

The computer product for the forest catégory differed
from a direct relationship with the data base with a signifi-
cance that was >1 percent. Therefore, the equation is still
required.

The computer product for the agriculture/rangeland
category differed from a direct relationship with the data
base with a significance that was >10 percent. Less than
10 percent is a lack-of-confidence region of the significance
data in determining if a difference exists between the
regression model for the product and a true one-to-one
relationship.

~ The recommended procedﬁre for either strengthening the
confidence in the model or completely discarding it is to
increase the six sample sites and do the analysis again.
Another alternative is to use both techniques on other
agriculture/range areas in a sequential test to determine
which is the better.



APPENDIX D

GLOSSARY AND ACRONYMS



band
A group of wavelengths of light producing one color or
convenient group of wavelengths, such as near-infrared.

cliannel
The same as "band" when used in computer work.

clustering
Mathematical procedure for organizing multispectral
data into spectrally homogeneous groups. Clusters
require identification and interpretation in a post-
processing analysis. ISOCLS is a spectral clustering
program.

color composite
Color composite of three channels of ERTS-1 multi-
spectral scanner digital data. The composites are
third- or fourth-generation images, compared to
first-generation composites produced from computer-
compatible tapes using a film recorder.

computer-compatible tapes
Tapes containing digital ERTS-1 data. These tapes
are standard 19-cm (7-1/2-in.) wide magnetic tapes
in 9-track or 7-track format. Four tapes are required
for the four-band multispectral digital data corre-
sponding to one ERTS-1 scene.

DAS
Data analysis station, a computer system of tape
drives and computer, a display and control console,
and film recorder., The DAS is used to reformat,
analyze, and review remotely sensed digital data
tapes.
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DLMIN
The minimum distance threshold for combining clusters.

E
Estimate obtained from product. This factor appears
in the equations of the black and white imagery, JSC
color composite, and computer.

EMBEDT

Univac 1108 program designed primarily to convert the
ERTS system-corrected tape produced by Goddard Space
Flight Center to multispectral data system edit format.

ERTS-1 scene
Collection of the image data of one nominal framing
area (185 kmz) of the Earth's surface. The scene
includes all data from each spectral band of each
sensor.

gréy scale
A scale of gray tones between white and black with an
arbitrary number of segments. The ERTS-1 images have
a 15-step gray scale exposed on every frame of imagery.
The scale gives the relationship between gray level on
the image and the electron beam density used to expose
the original image. ‘

ha
Hectare, a metric unit of area equal to 10,000 m2 or
2.47 acres.

ISOCLS

Iterative Self~Organizing Clustering System, a computer
program developed at JSC using a clustering algorithm
to group homogeneous spectral data. Controlling inputs
allow investigators to control the size and number of
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clusters. Because the system produces a classification=-
type clustering map in which clusters require post-
processing identification and interpretation, the system
is frequently called a nonsupervised classification
system.

LARSYS
The set of classification programs for aircraft data
handling and analysis developed at the Laboratory for
the Applications of Remote Sensing, Purdue University.

maximum likelihood ratio
Maximum likelihood ratio in remote sensing is a prob-
ability decision rule for classifying a target from
multispectral data. Two types of errors are feasible:
failure to classify the target correctly and mis-
classification of background as the target. 1In its
simplest form, the likelihood ratio is Pt/Pb. This
expression compares the probability (P) of an unknown
spectral measurement being classified as target (t) to
the probability of an unknown spectral measurement
being classified as background (b). When Pt/Pb > 1,
the formula decides t; and when P Pt/Pb < 1, it decides
b. Probability density functions are computed from
spectral samples, often called training samples. As
the number of training samples increases, the mathe-
matical computations of the maximum likelihood ratio
increase in complexity. As a result, digital computer
analysis is required. The analysis is called automatic
data processing of multispectral remotely sensed data
or automatic spectral pattern recognition of multi-
spectral remotelylsensed data.



MsSS

Multispectral scanner system, sometimes called the
multispectral scanner. The MSS usually refers to
the ERTS-1 operational scanning system.

multiband

A study using more than one band.

multispectral scanner spectral bands

nmi

The division of the visible and near infrared portions
of the electromagnetic spectrum into discrete segments.

MSS ERTS-1 Wavelength,
channel band nm Color
1 4 500-~600 green
2 5 600-700 red
3 6 700-~-800 reflective
4 7 800-1,100 infrared

Nautical mile, equalling 1/60th of a degree at the
Earth's equatoxr, or about 6,076 ft.

nonsupervised classification

A procedure grouping spectral data into homogeneous
clusters. Identification and interpretation are done
in a postprocessing analysis.

pixel

Picture resolution element, -or one instantaneous field
of view recorded by the multispectral scanning system.
An ERTS-1 pixel is about 0.44 hectare (1.09 acres).
One ERTS-1 frame contains abcut 7.36x106 pixels, each
described by four radiance values.



R
Correlation coefficient. This factor appears in the
significance of black and white imagery, JSC color
composite, and computer.

R2
Percent reduction error due to regression. This factor
appears in the significance of black and white imagery,
JSC color composite, and computer.

radiance
Measure of the radiant energy emitted by a radiator
in a given direction.

reflectance

Ratio of the radiance of the energy reflected from a
body to that incident upon it. Reflectance is usually
measured in percent.

. scene~corrected data

System-corrected data processed to produce precision
located and corrected imagery on 24-cm (Y-1,/2-in.)
film.

signature
A set of spectral, tonal, or spatial characteristics
of a classification serving to identify a feature by
remote sensing.

spectral response
Spectral radiance of an object sensed at the satellite
and recorded by the multispectral scanner.

STDMAX
The value of the standard deviation before a class is
split into two groups.
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supervised classzification
Classification procedure in which d:s ta of known
classes are used to establish the decision logic
from which unknown data are assigned to the classes.
The automatic data processing supervised classifica-
tion procedure uzed at JST during the ERTS~-1 project
used a Gaussian maximum likelihood decision rule.

threshold
The boundary in spectral space beyond which a data
point, pixel, has such a low probability of inclusion
in a given class that the pixel is excluded from that

class.

training field

The spatial sample of digital data of a knowi. ground
Zeature selected by the investigatcr. From the sample
the spectral characteristics are computed for super-
vised multispectral classification of remotely sensed
data. The statistics associated with training fields
form the input to the maximum likelihood ratio compu-~
tations and train the computer to discriminate between

samples.
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