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Abst-act

The human operator can be de =ribed by a linear model and a remnant
added to the cutput of this model. In practical cases this remnant
is always ton-zero. Therefore the presence of this remnant has to
re taken into account in any identificstion method applied in human

operator resear:zh.

Parame.er estimaticn techniques are discussed with emphasis on un-
biasad estimates in the predence of noisa. A distinciion between
open and closed loop systems ft made. A methdod is given based on

the upplication of extertnal forcing fur.ctions consisting of a sum

of sinusoids; this method is thus based on the estimation of Fourier

coefficients and is applicable for mcdels with pcles and zerocs in

open and closed loop systems.
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1 Introduction

To describe the behavior of the human operator controlling time
invariant linear system with time constants up to the order of
seconds, the Descril.ng Function Method is a powerful too :x}.
This DFN says that the system to be considered, in this case the
human operator's behavior, can be assumed to consist of a linear
time invariant svstem given by 2 tramster function and a2 remmant
uncorrelated with the :ysten input and added to the ocuput of the
sys.em, The methods of estimating the parameters of these quasi-
lincar mcdels can be devided i1~ two main groups [2].

o General Methods: From the observation of input-ouput of a
seys:iem, the impulse response or i.e transfer function is deter-
mined. These methods deal with eclassical identification tech-
niques, such as the determination of Bode or Nyquist plots from
sinusoidaltest signals. More receat additions are correlation
techniques, power density amalyses, FFT's and averaged response
techniques.

Hore_Specific_Methods: By observimg the lmput-output of a system,
the parameters of a defined mathematical model can ta estimated.
Therefore both the system to be analyzed and the mathematical
nodel are given the same input., From the differences between the
outputs of system and model the parameters can be determined
according to a certain performance criterion and by means of a
wall considered strategy.

The funcamental difference between both the methods is that in s
General Method only knowledge of the bandwid'h of the inmput of the
system to be a.1lyzed is required (to choose a proper test signal),
while for a HMure Specific Hathod the structure of the wmodel

itself must be xnown as well. This pap/™ will deal with the dis-
cussion of a More Specific Method appl.ed to the description of

the human operator in open and closed loups.
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2 Identification ir an open loop

As pointed out before,a system in an open loop <¢an be deassribed

by a linear transfer function H(p) and a remnant a(t) uncorrelated
«ith the system input, For a known transfer function N(p) the
parameters of & model based on this transfer function can be cale
culated from a set of squations which results from minimising s
function E{c(t);t} [3], where the quantity c(t) is the difference
between system output y(t) and model output y*(t) (see Fig. 1).

FIGURE 1:

Blook diagram of eyatem identification by meane of
parameter estimation; p denosee the Heavieide operasor
d/de.,

12 the function E{e(t);it) {s equal to the mean squired erreor

T 2
% fle(t)) dt then alec the errur c(t) will be uncorrelated with
0

the s, .rem ‘nput x(t), In the special aase that the model ocutput
can be wr:.tten ae:

y'(t) s lgl G‘I‘(:(t)), (1)

»

‘the perameters a, can be esloulsted from & set of iinesr equitions)
modele having this preperty are salled "linear in the pareseters®,

A system heving & tranefer funstion with seres only is an en-aple

of such & model| systems desarided Dy s tranefer function with

peles and seres srs net 1inesr in the parenetere. However, for

these systems 8 so-aalled “generslised noded® [2] oen De defined

tese Tig. 2), Nere, not the difference e(t) between systes output yit)
and model output y®(t) is minimined ascording to a given oriterien
e{e(t)it),

PIO0URE 5

Parameter eecimasion by weing o
goneralined medel.

put the diffarence C(t) is minimised accovding te the epitervion
g{g(t)it), The gquantity C(t) o defined as the diffevence between

two signels, whish sre obtained by modifying the syetea Snput mn(e)

with the transfer function K{p) and the output ylt) wieh the tronde

for funetion D(p)) the transfer funetions H(p) end b(p) poesess

only seros, However, it oan be shown that the estimates of the
paremeters obtained in this wey will be Dissed if the error signel ((¢)
e nen-white [3]. Tharefers, this method asn be sppiied ondy 3f the



remnant n(t) iz sero or very ssall in relation to the system output
y{t). .f an unbiase) est .mate is requived in mcet pradtical cases
«i+her the parameters of a set of filterc for the signale x(t) and
y(z, Lave *» .e votimated which whiten the signal {(t), and this has
t> be accomplehed iteratively [3]. or the model parameters have to

be estimated from the original criterion E(c(t) t; which leads to &
set of nonlinear equations. In practies thess squat.ons have te be
solved by hill-climbing techniques, either analog or digital, which ie
also an {terative procedure,

3 Identification in a closed loop

For a system in a closed looy the remnant n(t) is no longe> uneorrelat-
ad with the system input x(t), because it circles around by way of

the feedback. This means that th. application of open loop metheds

in a closed loop will lead t7 & bias i{n the estimation of the paramstera,
There are two possibilities to solve this prodlem.

of the_cloved loen. syesed {052 30.09¥ivelens
Jfig:.)

open loog lzls .{sae

e =T =

) ;'! MY e

FIGURE 3:

System in a alosed loop (a) and the equivalentd
open loop syatem (b),
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1t “l", S0 the unh .owvn transfer fuynetion, and l,(’) is & knewn
tranafer funaetion, them the vlosed Joep transfer funetion u.(p) iet

X H (pIK,(p)
ofP) * !.i,!,ii,z.s ' (2)

this tranafer funetion can be estimated by nmeans of an open leéop
methed a8 illustrated in Fig. 3, The trensfer funstion !‘lp) then
folliows froms

nip)
Hy(p) = l’zp,!!~“.zp,’ ' (3)
Based on Bq. (3) & medal of N (p) oen be dullt as & olosed loep
aystem with s known treansfer funstion u,(p) and am unknowa trenafer
funetien uttp). In suesh a aysted a8 paranester estimetion teohnigve
aan be asecomplished aceording te Pig., ¢ or ascerding to Pig, 6.

’IOUHI '

Parameter setimation tn a oleeed loop
uharo a,!pl s a knoun spyetem,

The latter method, for imatenss, is applied by Jehannsea [Iﬂ.
The nethod mentioned before implies that knowledge of the tremefer
funetion u,(p) of the mechine is regeired, Yowever, in nany prectie-
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PIGURE §:
Mod:fied version cf the method of Pig. «.

al situations this knowledge is not available, at least net to the
degree of accuracy required to get & reliabdle estimate of the
trar ifer function Ml(y).

3.2 Applicatico of filsering.sesbnisyes.se_eiened. ioen.svesens

In a closed 1oop an unbiased estimate can be odbtained only 4f the
remnant is sero or Lf the remnant can be separated fros ghe signals
used for the identification; this can be achieved by applying
fiicers. Fig. 6 shows a Dlock disgram of & method to obdtasn un~
blased estimates, The input x(t) and the output y(t) of the unknown
system H,(p) are filtered in such & way that oniy those oenponante
of the signals x(t) and y(t) which originets in the externald foraing
funciion r(t) contribute in the parsmeter estimation, If ¢the foredng
function rit) is & stochastic signal, the filter operation oonsists
of the computation of the cross-covarience functions of the foreing
functinn r(t) with the input x(t) and with the output y(t¢) respeative

PIOURE 8,

Unbiaeed parameter sstimasion for a eyetem tn a olosed
loop whers both the transfer funotions 8,(p) and 8,(p)
are unknown,

ely. A more attractive way of filcering ean be schieved 4f the
enternal foreing funotion ri{t) aonsisce of & sud of slnwecids. Now
the sppiication of the filters 4o equivalent to the sstimation of

s set of Pourier acefficients. Therefore, many iavestigators

[ll 61 7] epply & sum of sinusolds es & foreing funetion is enperi-
mente to fdentify cthe trensfer funscion of the human controller,

In this oclane of investigationa it is important te choose the nuader
of sinusolds in the forcing funotion sufficlently high, 80 that the
input appears se & random signal to the human ceatroller.

3.3 A elesed. dece.2ethed. veing. e desereininsis.sees.elennl

Starcing from 8 4ifferent Dackground, via, the spplication of

binary nulti-fraquenay test signale for syetes Ldentifisation (o],
van den Bos arrived independentiy at the method just indiceted,
Hereover, de 8lso showed that it could be sppiied to the generalised
model in en open 100p eystem &s well a8 in 8 alosed loop one witheus
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‘getting blased estimates [9]. Hence the method just-mentioned can
be tresated as a method for a eysgtem in an open lorp with sero reme
nant. This outline will be followed in ths next derivatien.

Censider a system having a transfer function H{p):

1
Q. ?0 . Pr.s.?a.P 1.9
Hip) =l NP AN (w)
lfclyt...08nP

{n which p {s the Heaviside operator psd/dt., The input x(t) to this
system is described by

n
x(y) = kzx(.k coso, teb, linukt) + nl(t) s x®t) o n‘(t)i (8)
the output y(t) is described by:
n
yie) = J (c, cosu ted, einm,t) ¢ n (t) 3 y®(c) + aylr), 8)
k=1

The estimates 8, and Ck of the Fourier colfficients &, and b, aan
be obtained from:

T T
3 = % g x(t) cosw, t dt = a, + % { n,(t) comu, t 4ty (7)
., T , 1 :
b, * ¥ g x(t) sinw,z dt 2 by + ¥ g 8,(2) sinw, € dt (8)

In these formulas tre observation time T is the neriod of the
fundam.atal frequency of the signals x{t) and y(t), Similar ex-
pressions are valid for the estimates ak and 3k of the colfficients
¢, and d,. The filtered signale f7(t) and 9%(t) can be defined ae:

n

%) =} (a, co.uktﬂsk sine, t)} (9)
k3l
f -
$o(e) = (3, cosw ted sine t). 10)
Koy Ok k- %k k (
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10

Hence the larger part of the disturbances uxtc) and n,(t) S0
filtared out from the signals u(t) and y(t); 2aly the smell pare
around the olveular frequensies @y vemaine, The relation betwasn the
deterainistic parts x"(¢) and y*(t) of the input n{t) and output
y(t) respeciively can be described bdy:

(lvozpo...ol'p') y*(e) » (a,oa‘po...oa‘p‘) u'&v-cv). (11)

In & model wish parameters C.. 81. ...81. i;"'an' f, and with en
input R%(t) & similar relation {s given by

(lolxpo...olnp')Q’(e) . (l°oltp¢...oixp‘)l'(t-!v) e 8(e), (12)
A more general way of writing this equation is
Cie) s yle) = gTgtt, 1) o y(e) - gTce,v)g, (13)

In Bq, (13) the funetion y(t) corresponds to 9%(t) in £g. (12),
The vestor g consists of the esginstes 8, and 3§, of the uskaowa
paraneters, and the vector g(t,t) comnsists of the negatives of all
sensitivity funetions

‘*&f‘ and 1**:1. whiah in this case are squal to -p‘(l (t=t)) end

p’(?'(e)) respectively, The optimel value of t correspends to the
estimated time delay 'v' Now, coneider the criterion funation

T2
B(a,7) = q { £°(gs7yt) o, (1)

Minimisation of this oriterion funetion wivh respect to the parem-
sters to be estimated yields a set of equations from whioch these
parameters can be dolved, Pigure 7 which 40 in fact a cemdinetion
of the Fige 2 and 6 ohows the general 1deo of thie nethod, The
method is eladerated in mors detail as followe, Define the scslsr

T
ne§ { y3e) avy (1s)

the veotor
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FIGURE 7:

Unbdiaeed parameter estimation itn a olosed loop with
a generalised model.

T
300 3 3 gle,1) yle) any
Q

and the matrix

2 (7 T
Z(1) 3 [ zlt,v) 2 (t,7) de,
0

Then

z(x) = 27 (1),

and

Ela,t) = n - g?g(t) - thv)g * 272(1) '
where

372(1) s gT(t)g.
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(18)

(17)

(18)

(19)

(20)
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so that E(a,t) esn alsc be written ass
Beit) o -2yTeeig v glECr g, (23)

Minimisation of E(g,7) with respect to the paremster vector g yields:

sred, £(g,1) » 23700 o 297301 0 g7, (22)
from whioh follows:

a2 i oo, (22)
Denote the oriterion E(g,t) which is minimized with respect to a,

(1] Bo(!). then insertion of Bq. (23) into Bq. (21) leade to:
Eolt) s n - 37(1) 2" o) IR} (2%)

This means, that the Darameter t cen be solved even before the
paramecer vector g is known., The sclution follows from

(1)
—— et s o, (28)

which can be written more exnplicitiy am
e, ¢ =tyTnn) 372y oo o gTen gz e gon

e gitn 2ol yn oo, (26)
where

Lwfoon " (ngin o« gTcns e o, (27)

By writedng 2°3(¢) a1

2" i) 0 ‘ﬂﬂﬂ‘\ (20)

and by sultipiying both sides of Bq. (26) wieh |2(t)|% enie
equation can be transformed into:

2,00 » 1800 |% 2,000 o J800) | [29700) A8y BC)felyc )
» 3T d=taey 2o 1tn] - Fetlaco yTie aes Bce) goer o 0

(29)

=534
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Eq. (29) <can be solved by an iteration procedure such as the
Newton-Raphson aigorithm, In order to apply this algorithm, the de-
rivative of fz(t) has to be kaown. The derivative of 92(1) ie given
by:

3?2(1)
3t

1260 [2221uT () agg zordeigted)

2
+ »uT(t)Z— {ad) 2(1))2-(0(1)) * 2ur(1)ndj 2(1)2- (t))
2 v ac 2 4 ag? &

T, .22 32 T
+ ul(r)==s (Ad) 2(t))ulc)] - S==(]|2(z){}a (1) 8d} 2(t)u(r).
= e = ar?

(30)
Eq. (29) will have an infinite number of solutions, but

owing to the fact that in practice the range of poseidle solutions
for the value of t can Le givan, normally an unambiguous solutioen
can be found. The starting point for the iteration procedure can be
chosen by solving Eq. (24) for a small aumber of values of v in

the range of interest, sc that Eq. (29) can be solved. Pinally,

the parameter vector g can be computed from Eq. (23).

For a given model and for known estimates of the Fourier coefficients
of the signalsx(t) and y(t), all elements of the vectors and matrices
wmentioned in Eqs (29) and (30) can be computed. For example, if:

a,%a,p TP
H(p) = Tvayp e . , (31)
then Eq., (12) can be written as:

tr) = §%e) - (3 %8™e-% ) + 3, p(R%(2-F ) - Szpty'(t))]; (32)

wiich means that ia this case the elements ;1(t.1) of the veator
zlt,v) in Eq. (13) ares

n
CyltyT) 5 Z%t-1) @ kgllak cosw (t-1) + b aine (t-t)}y €33)

n
(l(t,‘) s pl&™(t=1)}) = k£1“k{bk coouk(t-t) - lk llnsk(f-v)); (3n)

=515

1%
Eale,r) s -p{9®(e)) o kgx”“(s" sfon ¢ - ik cosw, t), (3s)

The elements of the vester u(t) and the matrix 2(t) can be calaou-
lated in & way similar to the one given below:

7
8,,(t) 2 4 { ga(tet) Goleye) ot @
T
s - & pi8%z-1)) plo% eI},
)

2 (%) & - kglohzttlk!koskau) cosw, T ¢ (lklu-shlk) cln.hv). £36)

From the foregoing it follows that all information nesessary for
the sstimation of the parsmeters 5» available if the estimates of
the Fourier coeffisiente of the signels invelved are known,

“ Hyltiloop svptenms

For systems having more than one inr:* and more than one sutput,

the identification of unkmown trsnsfer functions ie less straight-
forward. Consider, for instence, the systen of FPig. 9 which re-
presents & man-bdicycle eystem where the rider has to perform twe
tesks vis. the stabilisation of the bieycle and the following of a
given track, In thies systen imputs and outputs of the unknowr traas-
for funstions M, (v), u,(v). uatv) and H (v) are coupled, net only
within the humen operator, but slso within the biaycle elmuylastor,

The signale l‘(v) and u,(u) ape 3dntroduced externally as forcing
functions. If the relations betwasn inputs &nd outputs of the bicycle
simulator are linesr, then all signelis in the systen can de des-
ori{bed as iinear funstions of the foroing funations ll(v‘,. 32(\.) and the
resnants "x(“) and lz(v). Por inetance:

W(v) s Pitvlnllv) . P,(v’lztv) * ?'(v)l‘(v) * ?~(v)l,(v)l (37)

X(v) s G;(v)u‘(v) . °2‘”’ne(”) * l,(v)ux(v) v Gu(v)lztv). (3s)
where the transfer functio Yl(v). F,(v). ra(v). f“(v). Gl(v). °:‘°"

=816=
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PIGURE 3.
Ezamp.e 0, e multiloop syatenm.

G (v) and G, (v) describe the relations between the external inputs
R ;(v) and R fv) on the one hand and the signals W(v) and X(v) on the

othar. rroa Fig. 8 and Eqe (37) and (238) it follows that:

T(v)

(Hl(v)F1(v)*Hztv)Gl(v))Rl(v) + (Hl(v)Pz(v)932(0)62(0)132(v)

v (lvﬂl(v)Fs(v)oﬂa(v)Gs(v))ll(v) +* (nltv)r“(v)9H2(v)c“(v))n2(v)a

(39)
Z(v) 3 (NslJ)Fl(v)0ﬂu(9)81(v))l‘(v) * (ﬂstv)rz(v)oa“(v)G,(v))lz(v)

+ (Ha(v)ra(u)*n“(v)sa(v))ultv) + l1+Halv)P“(vZoan(v)eu(v))la(v).
(40)

Suppose that for sach of the signals W(v), X(v), Y(v) and Z(v) the
components ¥ (v:. L] (v). % (V). % (v). Y (v). Y (v). 21(\‘) snd 33(\!).
originating ‘n the oxt.vnax tent oigunll (v) ond R (v) can be

-517-
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‘separated, Then & set of fiitered signals can be distinguished, vis.:

A ERNTIAG T
Walv) 3 Palv)IR,(V)Y
X, (V) = G (VIR (V)
X,(v) 8 G (VIR (V)
¥, (v) 8 {H VP (V) ¢ By(v)8, (VIR (V)4 > (1)
Yylv) s {H‘(v)ra(V) v Hz(v)oztv))lz(v);
2,(v) s (R (VP (V) ¢ u“(v)c;(v))ai(v).
Zylv) s le(v)ra(v) * n“(v)cztv))ae(v).

”

By eliminating P (v), F,(v), “:"’ and G,(v) the eet of Bgs (41)
can be reduced to a set of U equations from which the & unknown
transfer functions H,(v), Halv), Helv) and H (V) can be solved. As
an example:

K (V)Y (v)eX (V)Y , (v

)
H) + ey oy - w)

ar

¥ ‘“"!3?'7” (v) "(v)

ultv) ] 5*17-7. (43)

v
W (v) gzr-sx (v) !

separation of the components of the signals originating in the two
forcing fuactions is possible when both these test signals aie
conpased of a numder of sinusoids, In order to distinguish Detween
the components originating in sach of the two test signals it $»
necessdry that no common frequencies csdur in both test signals.
However, now the problem arises that spplication of Eqe (u2) or
(43) is not possible because for s given frequensy sither the
signale with the index 1 or those with the index 2 or both are
zero. In general the transfer funstions considered here are suffi-
eiently smooth, i.0. the tranefer funetions can De considered to
be aonetant within a fraquency vange &v ® 1/7, Now the prodblem cen

=518~
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-be solved as indicated Delow.
choose s test signel Rl(v) conslsting of a set of sinuscids with

frequencies v (k51,2,..+ 0) and ghocse the signal thv) which
has the sawe number of sinusoids with fyequencies vkkhv(ktl.z.... als

Then if it is assumed that:

P (bu)

»
Xz(vk)

¥ (v, _+bv)
x,(vk¢nv)

approximation can be applied to all guotients

transfer functions Hl(“)' Hz(v). "3(“)

and H“(\). it 1 .ow possible o compute the decoupled inpute ahd
outputs like Hl'(v) and Yl'(“) in Bq. (83). These decoupled ia-
utputs can then Le used in the paramater estination method

ity to obtain the uecoupled

to apply an inter-
used by staplsforsd

and if the same
in the equations for the

puts and ©
described under Par.
inputs and outputs at the
polation procedure. This method,

3, Another possibil
frequencies desired is
for instance, is
et al {10],

it should Dbe senticned, that the number of parameters to
sen as small as possible, i.8., the

simple as possible. A redundancy
rease in the number of near

small disturbances due to
m different

Finally,
be estimated should be cho
structure of the mcdel should be ee
umber of parameters means 3a inc
pl!‘lﬂ.t er Spacs.
nat for the same unknown syste
far apart.

in the n
optimal solutions in the
noise may have the effect t

gets of solutions can be found which lie
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