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T b  Du Port-Prankel difference achere for rolving parabolic 

equations, me 8.g. [SI, has the advantage of being explicit Md 

yet uncmditionally stable. The consistency require8 that At goes 

to xero faster than Ax does, but this requirement is in practice 

not ttm severe if the coefficient of the second derivative is 

-11. 

An analysis of a semidiscretized parabolic model problem, 

pcrfoxmed along the same lines as in[1), (31 for hyperbolic problenrs, 

rharn that higher order accurate approximations are more efficient 

except for very l w  requiresents on the accuracy of the results. 

Therefore, 

generalized to difference operators of arbitrary high order accuracy 

in space and to arbitrary order of the parabolic differential 

operator. 

is the number of equations in the system. 

and unconditionally stable. Fcr a system with differential 

equations we also avoid the solution of an Exa system of equations 

for each gridpoint which would result from a straightfornard 

formulation of the scheme. In addition to finice difference8, 

spectral methods and finite element methods can also be used to 

approximate the spatial part of the differential operator in our 

scheme. 

thi8 paper the Du Port-Frankel scheme will be 

Tbe number of space dimensions is also arbitrary and so 

The scheme is explicit 

As for the original Du Fort-Fxankel scheme, consistency hp?res 

a restriction on At in relation to Ax. However, for  the type of 
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applications that we have in nind,like the viscous Mavier-Stoke8 

squations, the dorainating truncation error comes f r a  the space dis- 

cretization, pcvtharmore, when the time dependent equations are used to 

obtain a 8teady state solution, the truncation error froa the timhe 

discretization As of no importance, assuminrj that ttre echeme 

converges for t * -. 
The gaparaliration to higher order accurate aFproxiarations in 

space was given by Swarz (8) foi  the  scalar equation ut = uuxx w i t h  

periodic boundary conditions. 

orders of accuracy and found e.g. that 12th order acccratc operators 

are optimal in a certain sense for a relative precizicr- of loo2, 

and even highr order far higher nrecision. 

w i t h  non periodic boulrdary conditions, we think that 4th or 6th 

order operators are more realistic. 

tic. studied the efficiency for different 

In real amlications 

In section 2 t h e  scheme wil I hp prese *ted for 8 ,c qucnce of 

differential equations of increasing generality, In section 3 the 

stability proofs are given, and in section 4 the so called Fourier 

method is treated. In section 5 the stability of the mixed initial 

boundary value problem is proven for two different 4th order accurate 

space approximations, 

numerical experiments that were done for the Burger's equation, 

Section 6 contains a presentation of some 
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2, TEE MI POKP-BRAwI[EL ABTHOO POR PINSTE DIFFRRENCB SC- 

In order to illustrate the idea of the original Du Port-Prankel 

m c h m m  ua start from the simple equation: 

n 
j 

Wt?. 'J = u(jAx,nAt) , it ia well known that the scheme 

U 
= (uj+l -2un+un 3 j-1' 

(Ax) 2At 

is unconditionally unstable. However, if we replace un by I 

7 ( U j  *+'+uYd1), the 8cheme becomes unconditionally rtable. For 

higher order approxktions to uxx it is not enough to replace un 

by some average. W e  adopt, therefore, another approach (see also 

Swartz [ e l ) .  

j 

- 
-2 2 Let (Ax) DZp be a 2p th order approximation to 5;  then the 

ax 
generalized Du Fort-Frankel scheme will be 

n+l n-1 

At 
- E 2  (u"+l-2un+un-l) 

J J J  (Ax) 

where y is to be chosen such that the scheme is unconditionally 

stable. The second term on the right hand side is a stabilizer, 

and it is an approximation to y u (E) At utt. 
2 

Therefore, consistency 
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At requires that E * 0:  nureover, in 

error we would like to choose y as 

noted that the operator D~ is not 

operator; we can use any method of 
2P 

order to minimize the truncation 

small as pooeible. It should be 

necebsarily a difference 

approximation such a8 upectral 

methods (31 , [SI ,and finite element methods [ I ] .  For difference 

approximations, y is given by 

. A -  

where 

(2 .4 )  

I n  the next section w e  will ahaw that (2.3) yields unconditional 

stebility, The original Du Fort-Frankel ncheme corresponds to 

V Y o -  However, in t h i s  case the stability is not clear for 

variable coefficients. 

h’e would like to  consider in d e t a i l  souhe difference approxima- 
2 t ions  for D2p, and the f i r s t  one i s  the syamtr ic  explicit operator. 

Then Let D,U?=U?+~-U n D-uy-j;-uj-l. n 
J J  j ’  

Fr9m ( 2 . 5 )  we deduce the foilowing formula for the Fourier 

transform 



- 5 -  

-2  It is obvious that D ( E )  takes its maximum at E = 2 8 .  Therefore 
2P 

a d  for every Y such that y - > yo, (2.2) is unconditionally rtable. 
2 2 The operators D2 and D, are of special interest from the practical 

point of view. Formula (2.5) yields 

2 .  (2.7a) D2 = D+D- 

For the first operator we have yo = 1, and for the second one 

Yg = 7- 
order implicit operator given by the following formula: 

Another operator which is of importance is the fourth 

It was shown by Kreiss is] that this operator is more accurate 
than the explicit operator defined in (2.7b). It is easily 

verified that  for this case yo = . 3 
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Wa coa8id.r maw a parabolic 8yrt.r of equation8 o f  the 

f o m  

for each eigenvalue X(A) of A. 

method defimd by (2.2). The fk8t  i8: 

There a m  two  n y 8  to oxtend the 

which requires the so lut ion of an kxL ryrteln of  equations i n  every 

time step# and therefore, thia method is not derired. A better 

method. 

(2 .11)  

where 

(2.12) 

and X 

can be obtained by: 

P(A) = I h ( A I I  * 

is given by (2.3). * (Here we assuae that D(A;) is known 

explicitly, or that a good upper bound is known. TAU spectral 
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radius should not be computed numerically at each timestep.) 

stability analysis for certain classes of the matrix A w i l l  be 

presented in the next section. 

A 

We will now discuss the two dimensions1 case for systems: 

The equation is said to be uniformly parabolic in the sense of 

Petrovskii if there exists a constant b 2  independent of x , t  and 

u such that: 

2 2 (2.14) 

with wf+o;=l. 

Real X (AWl+Bwlw2 + Cw2) 2 a2 > 0 for all real w1,w2 

The Du Fort-Frankel scheme for (2.13) is: 

where (D)x means a difference operatar in the x direction and 

(D) is a difference operator in the y direction. D1 is any 

approximation to the first derivative accurate up t o  2pth Qrder. 

I t  shauld be  noted that the stabilizing term, the last term i n  

(2.15), i s  independent of B . This means thax (2 .15)  i s  a very 

simple e x p l i c i t  method t h a t  can be extended easily to more than 

Y 2P 
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t W G  space dimensions. We can determine again v by (2.3)* 

The las t  problem t o  be treated 1s a general paratollc 

d i f f e r e n t i a l  equation of order 2 m  in s space dimensions: 

3 The equation is  s a i d  t o  be parabolic if there is a oongtant 

such that all the eigenvalues of 

8 

satisfy 

Real X < -8 < 0 - 3  (2.17) 

real and 7 ai 2 = I The scheme 
9 far a l l  o = (C~,...~O~), 

f3r (2.16) w i l l  be 
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where i n  the second sum a l l  t h e  terns with mixed d e r i v a t i v e s  

are 

3. 

excluded, 

\ 
S t a b i l i t y  f o r  the In i t i a l  value problem, 

I n  t h i s  s e c t i o n  it w i l l  be shown that  the scheme presented 

?n t h e  f irst  sec t ion  is  uncondi t ional ly  stable f o r  the l i n e a r  

pure i n i t i a l  value problem. 

theory developed by Widlund[fOl 

recder is familiar with that paper. 

We s h a l l  mam use of the s t a b i l i t y  

and we will assume t h a t  the 

We start with the fol lowing lemma: 

Lemma 3.1. Consider the equation: 

where 

Then the roo t s  1, and 1 - of (3.1) s a t i s f y  

(3.3 1 Ix*l I ' 

where the e q u a l i t y  sign holds only if  y = 0, and then only for 

I+ 

- i ..e- roof: The roots of (3.1) are 

[ (  x - y )  f Jl - Y ( 2 X - Y )  I a* = - l+x . 
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If' l -Y(2X-Y)  3 0 then by (3.2) we get 

and therefore IA,i 5 1 . Equality holds i n  (3.3) only i f  y=O , 
in this case 

If now 1 - y(2x-y) < 0 , then A,> and 1 - are complex and 

theref ore 

This completes the proof. 

We discuss first the method defined by (2.2)- The Fourier 

transforrn of ( 2 . 2 )  i s  exact ly  (3 .1 )  with 

Equation 

m e  of the roots l ies  on the uni t  c i rc l e ,  which I s  s u f f i c i e n t  for 

s t a b i l i t y .  Moreover, since gP(q) = 0 only if f - 0 # we 

have also: 

(3 .2 )  y i e l d s  the condition (2 .3)  and by lemma 2 . 1  only 

The bound on 1x1 I n  (3 .4 )  I s  important if lower order terms 
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are included in (2.1). 

as in the original Du-Fort-Frankel scheme, (3.4) is not Pdlfilled. 

It should be noted that with v = yo , 

In order to investigate the stablllty of (2-11) we make 

several assumptions that simpliPy the analysis. 

that A is independent of u and has real eigenvalues. The 

We will assme 

second assumption applies to a large class of problems such as 

the compressible viscous Navier Stoms equations. 

though, that the Navier Stortes equations are not  uniformly 

parabolic since the continuity equatlon does ngt contain second 

derivatives) 

(We recognize, 

We shal l  show now that the scheme (2.11) i s  a parabolic 

difference scheme in the sense of Widlund [lo]. Rewrite first, 

tne Fourier transform of (2.11) ti-, get: 

(3.5 1 

where 

G =  

I 0 

The eigenvalues z of G sa t i s fy  the equation (3 .1 )  with = 2 and 

(3 .6 1 
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and 

(3.7) 

Again If (2.3) i s  satisfied we get: 

It remains t o  checK t h e  r o o t  cond i t ion  of Widlund [lo], t ha t  i s  

?!e have t o  checK that  the e.1genvalues of 

(3.8) 

?..re not ou t s ide  the u n i t  c i r c l e  and Ere simple on the u n i t  c i r c l e .  
x*l 5 u t  the eigenvalues Tf H are - and therefore, the r o ~ t  X+l 

cond i t ion  is  satisfied. This coopletes the proof that (2.11) Is 

vncondi t iona l ly  s t a b l e .  

It should be noted t h a t  H d e f i n e d  i q  0.8) satisfjes a 

s t ronge r  ccnd i t ion  t h a n  the  root c3ndit:on s i n c e  m l y  one Gf 

t h e  m o t s  l i e s  on t h s  u n i t  c i rc le .  I n  f ac t  t h e  cond i t ions  of 

:heorem 1.1 i n  [lo] are s a t i s f i e d .  Thus t he  scheme i s  strongly 

parabnl ic  i n  the sense of Varah [:>I, and we s h a l l  maKe use of 

t h i -  f a c t  when t rea t ing  the  boundary condit!ms. 

We proceed by analyzing the schene (2.15). We maKe the 

a d d i t i o n a l  assunrption t h a t  the eigenvalues  of  
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are real. This assuaption is valid for the Navier StoKes equations, 

fbr example. 

because not H is  given by (3.8) with 

Condition (11) of theorem 1.1 in [lo] is s a t i s f i e d  

and therefore, only m e  r o D t  l ies  on the unit circle. 

to prove that the eigenvalues of the Fourier tran;fom af (2.15) 

do not l i e  outside the mit circle. These eigenvalues are given, 

again, by (3.1) w i t h  

It remains 

and 

and (3 tire negative and (81 1 22' 
2P x 

Note tha? !$p)x 

(D2p)y are purely imaginary. For usual, difference appr3xi~~tl: ".- 

CP Y 
"1 

y i s  pos i t ive .  

Condition (3.2) implies t h a t  v nust be chosen sucfi that 

By the perabolicity cocdi t ion  (2.14) it is clear that ( 3 . 1 0 )  I s  

satisf icd provided that: 
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For the approxlaatlcjils (2.7) one can provq that (3.10) is satisfied for 

-1 sl.;.:lar analysis kids for (2.18) and theyefore XE hate completed 

?-he - t s h i l i t y  prmC of the generalized I)u Fort-r'rankel methods. 

'Ae w i l l  ncw dirtuss briefly the effect of lower mler  terms 

i?l the oauation. Thc advantage of the Du Fort-FranKel zc!iem is 

that I+ can be conlhined in a natural way wlth the Lea;;--3-06 scherne 

if the equatlo!v m d e r  consideratian \ave lower order te r -s .  

As an lllustrat.!m re discuss the equation: 

x x .  ut = AU + uu 
X 

(3.12) 

The schei-ne w i l l  be 

The effect of the term AD& on the aapliflzation mat! i x  w i l l  

be 6iqf(s) f n  the iipper l e f t  corner, whera (I i s  ve:? small. 

Therefore, due t3 thc discusslm i.4 [6,Sec.5.3]? the srherne 

rernsins stable. Hcwever, If A depends on u 2nd u i s  very 

small, w e  need a te-n that  w i l l  ma:ce thc scheme diss ipat ive .  

hreiss and Oliger [,I suwested the fora 

OKIGNAL PAGE IS 
OF POOR QUALITY 
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where n 
j-1 - u  lln - j+l 

Dou; - 2 

A trivial calculation shows that a s u f f i c i e n t  conditicn for 

s t a b i l i t y  i6 

4. The Fourier mthd for__e_eriodic baundary conditions.  

and x = j h x ,  Let  N be a naturzl number, Ax = - 2w1 3 
J = Orlr...,2N. Consider a function u ( x )  such that  u ( x * l ) = u ( x ) .  

An accurate method of approximating uxx at x = x i s  t o  

interpolate  
j 

u(x . ) bJ the 5rigcnmetr ic  polynomial 
3 

where 

and to differentiate this p o ! y n x ~ i n l  to get  

This approximation can be achieved by two Fast Fourier Transforrs 

and N complex multiplications. 



- 16 - 
With 

the above method can be written as qN = ?k$ * SNUH 4 P where 

and 

It i s  obvious that T is a unitary matrix and therefc-e we have 

&ma 4.1: 

except one which is zei.3. 
SN I s  HernItian and its eigenvalues are 211 negative 

Consider now the e:?-aation 

\le approximate (4 .5 )  by 

which can be written 



(4-7) 

2 
if n m  v > S then by Lemma 3.1 a l l  t h e  eigenvalues 3f N 

except a s h p l e  me, l i a z  ins ide the unit c i r c l e .  I n  order to 

p - m e  that  

where K I s  PC.% z func t i an  of e i ther  n ':I lu' , w e  s h a l l  p r x e  

that G can be d l a g m a i i z e d  by a slaFlcri+y t rwis fomat i3q  w!?i:'i 

is independcnt .? K . Cef ine  f:' * a t  

(4 . 10 ) 

Then 

ORIGINAL PAGE IS 
OF POOR QUALIiY 
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0 
e 

+X F 
0 I L 1 

h The eigenvectors of G are of the form 

1 
0 . . 
0 

0 

0 

0 e . .  

0 
1 
0 
0 

0 

0 

0 

1-x 
E 1  

A 
m G .  

0 1 
0 

e . 
0 

f 
%N+1 
0 

1 

where 14 are solutions of (3.1) with y = ybi ,  = +, ++I ,..., N. 
I f  

R = [" I 
I 1 8 

where 

we have 
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-I* 11 R 11 and IIRol 11 are bounded independently of N and R GR 

is diagonal, which completes the proof. 

The generalization of this method t o  variable c c e f f i c l e n t s  

I s  trivial. Moreover, because of the parabclicity there are no 

stability problems. This is  not the case for hyperbolic equations, 

see [31* 
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5 .  Boundary Conditions 

In t h l 8  section we w i l l  treat only 4th order approximations 

t o  the scalar equation (2 .1) .  The results  can also be applied 

t o  systcma, but t h e  boundary conditions must then be  stated in 

terms of those variables correspondlnq to  the diagonalized 

system (If such a form e x i s t s ) .  Ue w i l l  always consider the 

quarter space problem 

Varah (91 will be used. 

condition 

0 - ( ' x  < -, t - > 0 and the theory by 

We begin wi th  the Dlrlchlet boundary 

The s t a b i l i t y  proof will be applied to the more general 

scheme 

where Db2 

In Sec. 2 .  ( 5 . 1 )  i s  assumed t o  be consistent  with ( 2 . 1 )  and 

staale for  the i n i t i a l  value problem. Furthermore we assume 

s t rong  parabolicity,  which was shown to be  fulfilied t y  the  

Du Fort-Frankel scheme In Sec. 3 .  For the e x p l i c i t  o7erator  

Q1 defined t y  (2.7b), the numerical boundary conditions 

w i l l  b e  

i s  one of the 4th order accurate operators treated 
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In (5.3) the  centered  d i f f e r e n c e  operatoy used f o r  i n n e r  

p o i n t s  l 8  s u b s t l t y t t d  ‘by a non-centered 3rd o rde r  accu ra t e  

opera tor .  This lower order accuracy at  the poin t  x = Ax 

should not  effect t h e  o v e r a l l  accuracy, (see Sec. 6 ) .  

Connected with (5.1) i s  t h e  r e so lven t  equat ion 

where 

and the c h a r a c t e r i s t i c  equat ion  

where 

(5.5)  has f o r  l z l  > 1 two r o o t s  K ~ ,  K~ i n s i d e  t h e  u n i t  

c i r c l e  (see [ g ] ) .  We can now prove 

Theorem 5.1. Assume t h a t  at  l e a s t  one of t h e  r o o t s ,  

say ,  satisfies tc,(z) + 1, K,(z )  + K~ for 11, where 

K~ I s  t h e  roo t  t o  

~ ~ ( 2 )  

2 -  which is i n s i d e  t h e  u n i t  c i r c l e .  Then (5.1) w i t h  D,+ Q, 

is  stable w i t h  boundary condi t ions  ( 5 . 2 1 ,  ( 5 . 3 ) .  
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Proof. 

The homogenous boundary conditions for QJ are 
- 

Looking for non trivial solutions in P 2 ( 0 , - )  ( i . e . ,  

where ~ ~ , t c ~  are defined by (5.5). 

The condition for the existence of non trivial so lu t ions  is 

By combining (5.10) with (5.5) it can be shown that ci 
must fulfill 

together with one of the equations 
2 (K1-1) 2 (**-l) 

(5.12) t - = 12 
1 K 2  
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We begin w i t h  the  sys tem (5.111, (5 .12) .  By d e f i n i n g  

5 K~ = c tc2, and from (5.11)  
K1-1 

= -c(ctl)(c 2 +l). 

we get C = F  

K2 

(5.12) then  gives t h e  f i n a l  polynomial f o r  c: 

The r o o t s  were obtained by a computer program. 

such t h a t  a t  least one corresponding 

c i r c l e ,  which is a c o n t r a d i c t i o n  

They are a l l  

tci is o u t s i d e  the unit 

An easy c a l c u l a t i o n  shows t h a t  t h e  sys tem (5.111, (5.13) 

i m p l i e s  t ha t  

the s o l u t i o n  does not  hold. For double rLots of ( 5 . 5 )  t he  

form is UJ = ajK ' . 
( 5 . 5 ) ,  we ob ta in  Immediately the condition 

bcl - K ~ ,  and I n  this case the form ( 5 . 3 )  of 

A 

By I n s e r t i n g  it I n t o  ( 5 . 8 )  and using 

f o r  a n o n t r i v i a l  s o l u t i o n .  ~ = l  i s  one r o o t ,  b u t  i s  r i r l e d  c u t  CI\ c u r  

assumpt ion .  The remain ing  d e f l a t e d  p o l y n o m i a l  i s  ( 5 . 5 1 ,  and  t?:c 

theorem i s  proved. ( I t  should b e  n o t e d  t h a t  t h e  assumpti1:zG i:. r : .  

theorem cou ld  be weakened, s i n c e  Varah's s t a b i l l t : ;  c o n d i t , , n  1;' r - 1 : ~  

n o n - t r i v i a l  s o l u t i o n s  o f  a c e r t a i n  t y p e . )  

ORIGINAL PAGE 
OF PiKE Q U A L m  
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Corollary.  The Du Fort-Frankel scheme i s  stable w i t h  boundary 

condi t ions  ( 5 . 2 ) ,  (5.3).  

Proof. ~ = 1  I s  a c t u a l l y  a double root of  (5.5) f o r  z=1 but 

a pe r tu rba t ion  c a l c u l a t i o n  shows t h a t  only one of them i s  

i n s i d e  the  u n i t  c i r c l e  f o r  lzl > 1. Therefore  t h e  first 

assumption of  t h e  theorem I s  f u l f i l l e d .  

The r o o t  K~ of (5.6) w i t h  1 ~ ~ 1  < 1 is r ea l  and 

loca ted  i n  t h e  l n t e r v a l  C0.06, 0.073. This corresponds 

t o  a value of f ( K )  which is less  than  t h e  s t a b i l i t y  l i m i t  

16/3, and, t h e r e f o r e  l z l  < 1 (see Sec. 3 . ) .  

It is  e d s i l y  v e r i f i e d  t h a t  t h e  assumptions i n  t h e  theorem 

are f u l f i l l e d  by ,  f o r  example, the  fol lowing schemes 

= vQIUn S 
n+l  

U 

U h t  where I t  I s  assumed tha t  1.1 = -7 and 0 are In the 
( A X )  

s tab i l1 :y  i n t e r v a l s  f o r  the i n i t i a l  va lue  problem. The 

theoren! can a l s o  be general ized t o  s eve ra l  space dimensions 

i n  t he  sense tha t  a f t e r  a Four ie r  t ransformat ion  over  a l l  

space v a r i a b l e s  except x ,  t h e  s t a b i l i t y  condi t ions  of -<arah 

193 s t i l l  are f u l f i l l e d  uniformly i n  the  dua l  v a r i a b l e s  
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E,, E j ,  ... This  depends on the  f a c t  t h a t  t h e  i ,  drop 

out  of our  c a l c u l a t i o n s  as z and p do, and t h e  f i n a l  

polynomial w i l l  be independent of a l l  parameters. 

Next we will t r e a t  t h e o p e r a t o r  Q, defined by (2 .8)  

One boundary cond i t ion  for  t h e  d i f f e r e n c e  scheme obviously 

m i s t  be (5 .2 ) .  This condi t ion  w i l l  a l s o  be s u f f i c i e n t  t o  
1 def ine  the s o l u t i o n  If we mul t ip ly  (5.1) by (I  + 

and so lve  f o r  u ntl d i r e c t l y .  I n  t h i s  ca se  s t a b i l i t y  

fallows immediately, s ince  t h e  qolu t ion  t o  t he  r e so lven t  

equat ion has the  form uJ = arcJ, and it cannot s a t i s fy  uo = 0 

If a # 0. However, t h i s  procedure w i l l  become Inconvenient 

f o r  a real problem, where t h e  c o e f f i c i e n t s  depend on x ,  t 

and very l i k e l y  even on u.  

D+D-) 

A A 

I n  a p r a c t i c a l  a p p l i c a t i o n  for an e x p l i c i t  scheme, t h e  

SY 
n 

uJ second derivative ( A X ) - ~ S ~ ~  i s  zomputed froni 

so lv ing  t h e  t r i d l a g o n a l  system, 

J=1,2,..* (I + D D-)Sjn - DtD u n 
E t  -%I ’  

For an l m p l l c l t  scheme, t h e  system 
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n+l. I s  solved for u 

condi t ion  I s  needed f o r  So. 

t o  express  So I n  terms of u and t h i s  I s  a l s o  the simplest  

way for an explicit scheme. 

I n  both cases ,  a boundary 

One way of p r o v l l l n g  that  I s  

n t l  
3 4 

3 ’  

By us ing  a 3rd order accu ra t e  one sided formula, WL get 

t h e  boundary cond i t ion  

2 -  Theorem 5.2. The scheme (5.1) with a4 = Q, I s  stable w i t h  

t h e  boundary cond i t ions  (5 .2 ) ,  (5.14). 

Proof. - 
A 

The r e so lven t  equat ions  for u J ,  d, are 

u=1,2,  ... 
T ( i ) G j  - 3, 

A n 

(I + D+D-)SJ D+D - 3  u 

w i t h  t h e  homogenous boundary corzditions 

A 

being def ined by ( 5 . 1 4 ) .  After e l lmina t lng  S j I  these e3 
equat ions can also b e  w r i t t e n  

(5.16) Go = 0 

. 
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The so lu t ion  

the  io- 

(5.18) c, = 

L2(0,-) t o  t h i s  system has for 121 > 1 

is the  Kronecker symbol) a i d  - 6oj)  (%j 

For our choice of e t h i s  eqdation is  3 

which has no root  ins ide  t h e  un i t  c i r c l e ,  and the theorem 

is proved. 

We consider next t h e  bounda,-y condition 

For both of t he  operators  Q1 and .Q2, ux(0) 1s 

approximated by a me-sided 4 t h  order accurate  formula 

Iri comection with Ql the  scc:ond boundary cor.dIt1on nlJ l  
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be (5.3). 

theoretically. 

evidence of instability (see Sec. 6 . ) .  

The s t a b i l i t y  o f  the scheme has not been V e r i f i e d  

However, numerical experiments show no 

For the lmpliclt operator Q2, the second boundary 

condition w i l l  Le (5 .14) ,  and In t h i s  case we can prove 

the  followlng 

Theorem 5.3.  

The rcheme (5 .1)  with D4* 2 Q, i s  stable with the 

boundary conditions (5.14) ,  ( 5 . 2 1 ) .  

Proof 0 - 
The proof follows the same l ines as the proof' of 

Theorem 5.2,  and we do not give the  d e t a i l s  here. 

the  parameter a defined In (5 .13) ,  the  ilnal equation 

corresponding t o  (5 .20)  now Is 

Keeping 

which has 4 roots outside the mi:. c irc le ,  and one root 

at K-1. By the assumption of strong parabollcltg, %he 

correspcndlng value of z obtainzd from (5.11)) is 1, and 

for t h i s  2-value, u=l I s  a double root of (5.191. 

Therefore IC - f + &(/F[). The s t a b i l i t y  condition by 

Yarah i s  that t1.e parameter a can be estimated from 

P(r)a = g by la1 5 I g l /  /-I. This estimate is val id  

for our case since IC=] is  a simple root of P(K). 
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6. Numerical Experiment% 

Tbc generalized hr F c r t - b m k e l  8cheme was t e s ted  for 

the Burgers equation 

using the t w o  4th order accurate operators Gls Q2 defined 

In Sec. 2. The Initial function was 

Md the bounderg conditions were 

The problem ( 6 . l ) ,  (6.2), (6.3) has the steady state solution 

The t h e  integration was stopped when the condition 

3 

was f u l f i l l e d .  The error c: - maxlu - Y(X )I  1:; l i s t e d  

I n  table 6.1.  Paraaeter values used were u 1/8, 
3 3 J 

AX = A t  0 .2 ,  y = 4/3.  f decotes the time when (6.5) 
was f lrst sat lsf led. 
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* Ql Q2 

8 10.6 loo4 3.4 loo4 

2 26.6 26.4 

A 

Table 6.1 The error E and steady state tlme t for the 

different operators. 

3ur scheme was also run w:th Ax = A t  - 0.1,  and the 

error was fourid t o  be 16 times smaller i n  accordance with 

the  4th order acc;rracy. 

With the same i n i t i a l  function but with the boundary 

condition ~ ~ ( - 5 )  - 0 Instead of (6.2), w e  obtained the 

steady state so lut ion u(x,-) 3 for both operators Q,, 

Q2. In both cas29 the scheme was not showing any signs of 

i n s t a b i l i t y ,  which possibly could have occurred from the 

boundary condition at x = -K 2 9  x k e ~  aslnv the operator Q, 
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