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1.0 Introduction _ -

With the growth of digital space communications,
the requirement for compressed digital voice transmission
has assumed prime importance. Particularly in shuttle
orbiter applications, where the majerity of the digital
transmission will be voice, the reduction of transmitted
data rate below the presently planned 32 Kbps per voice
channel would have major impact on the overall system
design.

LINKABIT has performad a thecrough investigation of
candidate techniques for digital voice compression to a
transmission rate of 8 Kkps. Besides the basic goal to
achieve good voice quality and speaker recognition,
consideréble attention has been devoted to providing
robustness in the presence of error bursts, as will occur
when error-correcting coding is applied on the channel.

This report describes a new technique, delayed
decision adaptive predictive coding, and demonstrates
its potential advantages cver conventional adaptive
predictive coding (APC).

The main output of this study is a set of experimental
simulations recorded on analog tape, which forms an integral
part of this report. As discussed in Section 4.0, the tape
demonstrates the potential improvement achievable with

delayed decision APC over conventional APC, as demonstrated



on two FM broadcast segments. 1In addition, it shows that
the performance of this new technique is virtually un-
degraded when the channel Viterbi decoder bit error rate
3

is 16" °, and the degradation is tolerable even at a bit

error rate of 102,
Preliminary estimates of the hardware complexity
of this technique indicate the potential for practical

implementation in space shuttle orbiter applications.



2.0 Background on Digital Voice Compression Techniques,

A variety of digital voice compression techniques
have found application in digital communication systems
over ihe past decade. These range in cqmplexity from
conventional PCM and simple delta modulation to
sophisticated adaptive prediective encoders. Listed in
approximate order of complexity; the six major categories
of digital voice compression coding techniques are
(References L-L1)

pulse code modulation (PCM)

delta modulation (AM)

differential PCM (DPCM)

adaptive delta modulation (AAM)

adaptive DPCM (ADPCM)

linear predictive coding (LPC

adaptive predictive coding (APC)

In fact, these various generally accepted techniques are
not clearly distinct from one another. In the order given,
from delta modulation through adaptive predictive coding,
each technique represents an additional but moderate level
of sophistication on one or more techniques higher on the

list.



The last two compression technigques have the more °
ambitious goal of speech analysis and synthesis, whose
classical predecessor is the channel vocoder. LPC attempts
to derive basic parameters of the speaker's vocal tract
and voice pitch and only these parameters are transmitted.
Though time-varying, these vocal tract and pitch parameters
have a bandwidth which is much lower than that of the voice
signal, thus affording a significant bandwidth compression
with consequent reduction in bit rate required foyr digital
transmission. At the receiver the voice is synthesized
by a filter model of the vocal tract driven by a pitch
generator and white noise for the voiced and unvoiced
sounds, respectively. Typically these vocal tract analysis-
synthesis techniques reduce the required transmission
rate to the order of between 2.4 Kbps and 10 Kbps, at a
significant cost in complexity, voice recognizability, and
susceptibility to channel errors. In contrast, the first
four techniques require transmission rates on the order
of 16 Kbps to 64 Kbps, the upper limit being typical of
that used by conventional PCM. The lowest rate speech
analysis-synthesis techniques (below 8 Kbps) would not
appear within the scope of the orbiter voice compression
study. However, it should be noted that some of the more
sophisticated techniques in the above list - notably adaptive

predictive coding -~ utilize apprraches verging on vocal



tract analysis, and they approach the required bit rates
of the latter to within forhaps a factor of 2, with better
speaker recognition and immunity to channel errors.
Recent studies (Reference 1l2) have demonstrated

that many of the above techniques, ranging from delta
modulation through adaptive predictive coding, produce an
inherent tree-like code structure which is not fully
exploited in the conventional apprcaches. Multiple
simultanecus path searches through this code tree structure,
reminiscent of sequential decoding, appear to produce
improved performance.

~ In this section each of the basic conventional
digital compression technigues will be reviewed with
emphasis on their performance and implementation. Toward the

end of the section the multiple path search techniques will

be déscribed. Existence of chanﬂel (errox-correcting)
decoders of this type makes the implementation of such
techniques appear quite feasible with moderate complexity.
Furthermore, this is a natural zxtension to the APC techniques
considered the most promising of.the classical approaches
for this application.

In Section 3 the details of the LINKABIT implementation

of this advanced APC technique will be described.



2.1 PCM, DPCM and AM

The oldest method for digital voice transmission

is, of course, pulse code modulation (PCM) which consists of

an analog-~to~digital (A/D) converter employing a quantizer
whose output is one of M levels of a "staircase" function,
and a digitizer which assigns a binary codeword of length
log2 M bits to each of the levels. Much study (Refaren.es
13, 14) has been daevoted to optimizing the level spacing
in the quantizer according to various performance criteria.
For voice signals i% was found that a compander, consisting
of a memoryless nonlinearity used in conjunction with the
quantizer, significantly improved voice quality. The most
widely accepted such compander performsﬂthe logarithmic

mapping

© V log (1 + Bl%l)

Y sgn (%)

log (1 + )

wheré x and y are input and output, respectively, and V

and p are parameter constants {clearly as u/v =+ 0, the
function Lecomqs linear). ¥PCM with logarithmic companding

is often cited as a standard of comparison for the evaluation
of compression techniques. However, care must be taken to
filter out any DC component for otherwise it will produce

an undesirable distortion when this companding nonlinear

funection is used.



The next oldest voice digitization technique, .
of which a variant also has been used extensively with

analoy communication systems, is delta modulation (4M).

Illustrated by the block diagram of Figure 2.la,4M utilizes
the coarsest possible quantizer, a hard limiter, to determine
whether the present sample.is grezhor or lesser than an
estimate of the sample and correspondingly outputs either

a +A or -A. 7This estimate is just the sum of all previous
hard limiter outputs. At the receiver this same estimate

is formed and converted into reconstructed analog voice

by a D/A converter.

The step size A can not be chosen too large; for

otherwise the quantization noise,referred to in this case

as "granularity noise" (Figure 2.1lb), will be intolerable;
on the other hand, too small a choice of A will result in
,an inability to track rapid variations in the voice signal,
an effect called "slope overload noise" (Figure 2,lb).
Conventional or linear AM design involves a compromise
between granularity and slope cverload, with recent studies
(Reference 15) seeming to indicate that the former is more
objectionable to voice quality than the latter. The
advantage of AM, besides its simplicity, is that it requires
transmission of only one bit per sample. However, to
achieve high quality the sampling rate must be several times

greater than the Nyquist rate.
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Another approach, closely related to AM, is
differential PCM (DPCM)} coding. In its simplest form the
encoder is the same as that for AM but with a multi-
level quantize;lreplacing the two-level hard limitex
(Figure 2.2). ‘Thus this technique employs the gquantizexr
c¢f conventional PCM on the difference between the present
sample and a quantized version ¢f the last sample*, Use
of a wmore refined quantizét permits sampling to be performed
at the Nygquis? rate or only slightly higher. However,
for a Q level yuantizer the bit rate is now log, Q times
the sampling rate. Of course, the numbef of levels Q
is smaller than for conventional PCM, since the variance
of the sample differences is considerably less than that
of the samples. Relative performance of DPCM and AM
for the same bit rate is open to question, but AM is often
preferred for its simplicity. Both afford moderate
reductions in bit rate relative to PCM for the same

pexrformance guality.

i
L

3 ;
A variation uses a linear prediction in place of the unit
delay, but this is relegated to Section 2.3 where the more
sophisticated technique of linear predictive coding is
discussed. |
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2.2 Adaptive AM and DBECM

Adaptive variations on AM and DPCM, abbreviated
AAM and ADPCM, afford the possibility of varying step
size A or quantizer level spacings based on the trends
displayed by the lastﬂfew gquantizer outputs. FPirst
applied to AM (References 3, 16, 17), this has the
advantage of reducing slope overload during periods of
considerable signal variation while reducing granularity
during periods of lesser variation and Ehus particularly
reducing the id}e noise.

Numerous formulas have bheen suggested for the
variable step size és a function of previous quantizer
outputs. Probably the simplest is the one which forms at
the limiter output the present increment in terms of the

last increment

Ak_ = e aekek-:l

By |

where e and e , are + 1, the signs of the present and

last quantizer outputs, Ak is the present increment, angd

@ > 1 is a constant. Thus if the limiter output changes
sign, the increment is reduced, while if it remains the sume
indicating a potential slope overload condition, it is
increased. Other more elaborate formulas have also been

proposed (Reference 3).

=11~



Adaptive DPCM operates on the same principle as -
AAM; Successive quantizer step increments are a function
of the previous increment and the previous quantizer
output. As an example, consider a 3-1e;e1 guantizer wiéh
output (Figure 2.3)

Uk for x, > Uk

. k
Yk =40 “Og £ X S O
~Ix Xk < "%

This can be made adaptive by varying its guantization
level Oy according to the formula

10, AE x| <oy

k+l

C,0y if [xkl > o

k

< >

where Cl 1, C2 1

For more quantization levels more parameters are required.
Empirically optimized values of these parameters are
given in Reference 6 , as well as a measure of the

- performance improvement of this scheme over ordinary DPCM.

-12~
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2.3 Adaptive Predictive and Linear Predictive Coding

Adaptive predictive coding (APC) is essentially a
generalization on DPCM in which a linear predictor is used
in the feedback path in place of the unit delay (Figure 2.4).
This iinear predintor can be modeled as a roecursive or a
nonreéursive (feed~forward) digital filter. In the simplest
form {which is optimal for a first-order Gauss-Markov
procesg), the predictor is simply an attenuated version
of the previous increment, implernented by a unit delay
followed by a scalar multiplier. More elaborate predictors
(Reference 8) utilize a short~term predictor consisting of
a linear function of the last few samples plus an attenuated
replica of a sample M terms previous, where M represents
the period of the quasi-periodic voice signal waveform.

An example of such a predictor is shown in Figure 2.5.%

The limitation of predictive coding is that voice
signals are basically nonstationary. Thus in particular
the parameter M indicating the apprqximate period will
vary from syllable to syllable and it will be inappropriate
for unvoiced sounds. Similarly the short-term predictor
coefficients provide accurate estimates only over a 5 msec
to 10 msec interval. Thus for predictive coding to be

useful for voice it must be made adaptive (APC). Techniques

* _
The simpler forms of such predictors are basically equivalent
to the zero-order and first-order predictors often used in
image data compression.

-14-
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for measuring both the short-term and long-term predictor
coefficients generally involve measurements of the sequence
correlation function over the period in question (5 to 10
msec) followed by inversion of the correlation matrix to
solve the discrete (matrix) Wiener-llopf equation. Eight-
tap adaptive predictors have been simulated with reasonably
good results (References 2, 8). Typically APC techniques
employ adaptive quantization, as used in ADPCM, as well as
adaptive adjustment of the predictor coefficients,

One problem with adaptive prediction is that the
transmitter must send the coefficients as well as the
guantizer outputs, sometimes called residuals. In one
implementation (Reference 2) speech is sampled at 8000 Hz
and a two-level guantizer generates an output at 8 Kbps.
The predictor coefficients are updated every 10 msec and
16 bits are used to transmit the paramzters, requiring a
bit rate of 1.6 Kbps for parameter transmission and thus
a total bit rate of 9.6 Kbps.

On the other hand, a reasonable approximation to
the speech waveform can be obtained even without transmitting
the residuals. This is achieved by driving the receiver
digital filter (predictor in the feedback loop) by either
white noise - for unvoiced sounds -~ or a periodic pulse

train whose period, M, corresponds to the pitch period.

-17-



Thus in addition to the predictor coefficlents, only this’
pitch period parameter and a voiced/unvoiced decision

needs to be transmitted (Figure 2.6). This technigque known
ag linear predictive coding (LPC)‘requires only about one
quarter to one half the transmission rate of APC, since
residuals need not be sent, but it produces less acceptable

performance and is more vulnerable to channel errors.

-18-



_ mt—

7030 TDoYd]

Am1||;|, v/a

e

L]

Iapoosg
I0301IpaIg

I03leIDUID
asTON

POTIad Y23Td

uoISsIZag
pavTIoAuf
/p3odTop

AR ED K

butpo)y @ATIOTPRIg JeaUT]

9°7 ®anbra

=hx

uoIsIOad
PIoTOAUN/PBOTOA

I9D0)

pue I03euTlsd
JUSTOTIIVOD
x0301pard

a/¥

103ewr3syg
poTIag Us3Td

-19-



2.4 Tree Structure of Digital Waveform Following '

Coding Techniques and More Elaborate Search Algorithms

All the techniques described thus far lend themselves
to representation in terms of a code tree. The code tree
of a single tap lincar predictor*with two-level guantization
is shown in Figure 2.7 with the hard-limiter gquantizer
step size normalized to unity. The conventional coding
technique searches for a path through this tree, making
decisions one branch at a time. fThat is, given that the
search has led to a given node, the next node is chosen
by comparing the two values of the branches stemming £rom
this node with the input sample and choosing the best
match. However, more elaborate tree searching techniques,
common in channel decoding, may be employed to attempt to
match longer segments of the input to the available
codewords. By so deferring a decision it appears that
better matches can be achieved overall than is possible
by a series of decisioﬁé hased on single branches. Such
a source encoding algorithm can be implemented accoxrding to
the block diagram of Figure 2.8, Storage must be provided
for each of the multiple paths being searched simultaneously
and for their distortion relative to the source. This
distortion is updated at each node time and'decisions

made on which paths to pursue further.

* "~
Similarly, coide trees can be demonstrated for AAM, ADPCM
and other adaptive teclhnigques.

. Y o IR
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These multiple-path tree searching algdfithms
are commonly used to'decode convolutional codes transmitted
over a noisy channel. Recently these ?echniques have
also been proposed for source compression encoding (References
19 - 21). Two variations on sequential decoding searches
have been propose@ (References 19, 21) and a direct analog

of a Viterbi decoding search has also been proposed and
analyzed for memoryléss'sources (References 20, 21). Most

of these studies have been either theoretical or based on
simulations with artificially generated source statistics.
On the other hand, very recently experiments have been
performed applying these techniques to voice. Usigg the so-
called M-algorithm (Reference 19) which_preserves only the M
best paths in the sequential search, excluding all others,
Anderson. and Bodie (Reference 12 ) have obtained considerable
improvement over DfCM at bit rates of 8 to 16 Kbps. Another
approach would be to preserve for each pair of paths
emanating from a given hode the path which better matches
tne source over the subsequent K branches; this approach
which corresponds essentially to the Viterbi algorithm,

K-1

reguires the same storage as the M algorithm with M = 2 and

reguires only about half as many comparisons per node.

~23-



While, as is shown in Reference 23, the Viterbi .
algorithm can be utilized for tree searching, even if the
tree does not have a finite-memory or remerging path
structure which reduces it to a trellis, there are two
advantages to be gained from assuming a trellis structure:

a) the predictor is a nonrecursive digital filter

(Figure 2.9) and consequently the tap coefficients
are less sensitive to quantizatinn and to '
approximation efror,

b} channel errors have lesser effect since they

can influence the output over no more than
the memory {(register length) of the predictor.

A finite memory linear predictive encoder, employing
three taps, with a hard quantizer, along with the
trellis .structure of the code it generates, is shown in
FPigure 2.9 as the simplest example of this coding technique.
The best path through the trellis_is found by performing
pairwise compafisons, éccording to the Viterbi algorithm,
;among all merging paths at each node level on the basis
of the distortion (mean square e@rror or other convenient
mmasure) between the given path symbols and the digital
waveform to be encoded. These binary decisions only are
transmitted; at the receiver the closest matching path is
regenerated by passing the decision sequence through a
" replica of the encoder nonrecursive digital filter (tapped

1

delay line). Note that for a K-tap filter, only 2%l states

-24~
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~25—



must be maintained and the path memory and metric for each
state stored. Thus a 7 tap trellis source encoder is no
more complex than the effor centrol decoder employed in
£he orbiter communication system.

Adaptive adjustment of the tap coefficients in a
manner quite similar to that used in APC is also possible
using this scheme. Two approaches are suggested by
existiné APC techniques. In one case the nonrecursive
filter coefficienis are computed to best match the short
term input statistics (autocorrelation function) over a
syllabic period - 10 msec for example. These are transmitted
separately by time division multiplexing with an additional
data transmission overhead of 10% to 20%. A disadvantage
of this adaptive approach is that each time the tap
éoefficignts, and hence the trellis, is changed the

previous trellis must be truncated with an additional

overhead of K-1 bits. Because of the decision delay
required for near-optimal Viterbi algorithm performance,
tap adjustments must be delayed accordingly; however, this
delay of a few samples is small compared to the "period"

of the quasi-stationary voice signal. The advantage of
this approach is twofold: not only is the additional
transmission of tap coefficients avoided, but since the
taps are adjusted conﬁinuously, and in the same way at both
transmitter and receiQer,"no periodic trellis terminations

are required.



3.0 APC with Delayed Decision Encoding

The LINKABIT speech compression experiments have
focused on a variation of adaptive predictive coding (APC}
(Reference 8) in‘'which the usual memoryless predictox error
signal quantizef is replaced by a delayed decision gquantizer
algorithm commonly known as the Viterbi Algorithm (VA).

To simplify the discussion, the ercoding and decoding
techniques will initially be described for APC without
"pitch prediction". The technique is later described for
APC with pitch synchronous preprocessing.

3.1 General Description

The decoder for our VA APC encoding technigque is
illustrated in Figure 3.1. The 16 stage transversal
filter shown is a nonrecursive approximation to a standard
4 pole APC decoding filter. The 16 tap weights represent
the first 16 terms of the impulse response of the 4 pole
APC decoder. The truncated impulse response is determined
from the 4 lattice filter coefficients (Reference 24)
that characterize the 4 pole prediction fitler. The
adaptive nature of the coding technique is achieved by
updating the predictor parameters periodically.

The speech encoder block diagram appears in Figure

-27—
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The Viterbi Algorithm inputs are digitized speech
samples, The algorithm searches for the decoder binary
driving sequence, A that decodes into a speech sample
seguence with a minimum-mean-sqguare-error (MMSE) fit to the
input speech sample sequence. Because the optimum decoder

15 state machine we have used a more

would be a cumbersome 2
tracteble 27 state suboptimum trellis search. The states
of the trellis represent the possible states of the first
seven stages of the decoder filter. Since the energy of
the decaying impulse response of the decoder transversal
filter is dominated by the leading 8 terms, the degradation
in performance due to the reduced state search should be
minimal. Some of the details of the VA appear in Section
3.2,

The predictor parameter selection algorithms are
gimilar to those that might be employed for APC. The

details and background appear in Section 3.3.

3.2 The Trellis Search (Viterbi) Algorithm

The Viterbi Algorithm trellis search as it is
employed in the LINKABIT compression system is a a7 - 128
state trellis search in which the states of the trellis
represent the contents of the first seven decoder transversal
filter cells. For each state, metrics are retained which

indicate the quantization noise energy for that state

relative to that of other states.
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Trellis state transitions define only the contents
of the first 8 cells of the 16 stage decoder filter, Branch
metrics are therefore computed on the basis of the 8 bit
trellis state transitions bits and the most recent path
memory bits of the "from" state. Except that branch metrics
are determined from path memory contents as well as trellis
state transitions, the Viterbi Algorithm proceeds in the
normal fashion.

3.3 Predictor Parameter Generation and Coding

The tap weights of the decoder transversal filter
of Figure 3.1 are the first 16 terms of the impulse
response of the all pole APC decoder filter as described
by Atal and Schroeder (Reference 8). The poles, a;, are

the solutions of

E a) R{i~k) = R(i) l<i<p

k=1

where R(i) is the measured autocorrelation function of

the speech sample file. We have concentrated on the p = 4 1
model, since experimental results (Reference 25, page 3-15)

indicate that the residual error signal energy from a four

tap predictor is not much larger than that from a predictor
with 10 taps. The 4 pole APC decoder filter is shown in

Figure 3.3.
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The recursive filter of Figure 3.3 has an equivalent
lattice filter implementation which is illustrated in
Figure 3.4. The lattice filter coefficients, k;+ possess
many attractive properties (Reference 24), the following

being of practical interest: |
(1) The filter is guaranteed to be stable for
[ki| < 1; consequently stturation guarantees
stability;
(2) The ki may be derivéd recursively;
(3) The ratio of input to output energy of the
i-th state is [1 - ki]-l; and
(4) The degradation in performance due to quantization
erroxs is known and consequently optimal
guantization procedures are known.
Becauge of these advantages we transmit the lattice filter
coefficients, k;, and determine the decoder tap weights
from the ki's.

The lattice coefficients are determined according:
to the algorithm of Figure 3.5, with R, the average
f2-delayed speech sample product for the current block.

Logarithmic quantization of the ki's is accomplished

by linear quantization of

1+ k,
£lkg) =93 lod\r=x;
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where gy is a scaling factor which depends on the number of

bits of quantization. The inverse function is

£(k,)/
TR s

k’u-
i £(k;)/g
o 1L

1 1

£(k;) is quantized by taking the integer part of f(ki).

The absolute value of the quantized f(ki) is not allowed

to exceeg 2(% bits of quant.)-1l 4y = pouaver, This

provides an upper limit on ]ﬁi] and assures that the impulse
response of the lattice filter decays sufficiently fast.

For our 8 Kbps compression results we used

10 i=1, 2
g; =
1 6 i=3, 4

The 8 Kbps compression quantization of the ki is summarized
in Tables 3.1 and 3.2. If the sign of ky is negative, ﬁl
is set to zero. Our experience and the kl histogram of
Reference 25 suggest that restricting ﬁl to positive values
has a minimal impact on distortion. Sign magnitude re-
presentation is used for k2’ k3 and kd'

The ihantized gain term ¢ is obtained by linear

quantization of
4 1/2
~2
c=1r_TT (1 - k9
[ ° i i ]

with k; the quantized representative of ki;
The lattice impulse response generator functions

according to the algorithm of Figure 3.6.




Pt

Range of |k

Lower Limit

Upper Limit

Quantized |k]

0 +11461 0
11462 .22626 .11462
. 22627 033227 220627
.33228 .43050 .33228
« 43051 .51948 .43051

51949 59847 .51949
.59848 66731 .09848
.66732 .72638 66732
72639 . 77636 . 72638
77637 .B81817 77637
.81818 .85281 ,81818
. 85282 .88129 .85282
.88130 .90453 .88130
.90454 92342 . 90454
.92343 .93868 .92343
93869 C .93869

Table 3.1 Ky Quantization for i = 1, 2
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pre=
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i
i
‘%

Range of [kl

Lower Limit,

Upper“Limit

Quantized ]kl

0
.18956
.36597
.51949
.64540
.74401
.81818
.87243

.18955
.36596
.5.948
. 64548
. 74400
.8181L7
87242

o«

.18956
«36597
.51949
. 64549
+ 74401
.81818
.87243

Table 3.2

ki Quantization for i
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3.4 Pitch Synchronous Preprocessing

In preliminary experiments we found that distortion
is consgiderably reduced if the delayed decision APC
techniques described in the previous sections are applied
to a "preprocessed" speech file. The preprocessor that
we have used is itself an adaptive predictive coder. The
prediction is based on a single sample which occured M
samples in the past, where M is selected for each block to
minimize the prediction error. The "guantization" is
performed within the preprocessor loop so that the pre-
processor predictions are based on decoded speech sample
estimations rather than the original speech samples. This
constrains the VA, however, to a delay, ‘D, of less than M.
Our 8 Kbps compression results are for D = 32 and 33 < M < 160.

Pigure 3.7 illustrates the general encoding procedure,
while Figure 3.8 describes the decoding operation. The
delayed decision APC coding operations described previously
are the heart of this technique. The peripheral tasks
invoive selecting a delay M and a weight @. -To minimize

the energy of the prediction error,

M is selected within the range of allowable M so that
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is minimized. Since for a given M the minimizing value

of b is

- 2 *
b= (Es s /(%8s ) (*)
then
2
x? = 582 - (25, s 0%/(8 82 )

with the limits of the wcurrent block the limits of the

above sums. Equivalenély, M can be selected to maximize
. 2 2
(Zs, s )/ (Zs )

Once M is determined, b is calculated from (*). The
additional constraint that M be such that b > 0 is applied
to the M search algorithm, however.

Quantization and encoding of b is achieved by the

many to one mapping

1 forb > 1
B = l?(# of bits of quant)+l

42~

[sin“l(b)]/ﬂ for 0 ¢ b <1
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with L',] 4ndicating the integer part of the argument.

The decodinﬁ operation proceeds according to

S BT ,
b = sin (2(# bits of quant)+l)

Table 3.3 summarizes the resulting gquantization cut
points for 3 bit guantization used in our B Kbps compression

Al
5

system.
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3
Range of b Quantized b
Lower Limit Upper Limit
0 .22251 0
.22252 .43387 | .22252
.43388 .62348 .43388
.62349 .78182 .62349
| .78183 .90098 .78183
.90097 .97492 .90097
.97493 .99999 .97493
) 1.00000 @ -1% 00000

Table 3.3 Piteh Predictor Weight Quantization Levels
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4.0 8 Kbps Compression Experiment Results

The recordings accompanying this report are pro-

L cessed samples of the FM news broadcast tape provided to
LINKABIT by NASA~JSC on 1 April 1875.
The proecessing was accomplished with the LINKABIT
data compression system configured for voice processing which
is illustrated in Figure 4.1. The audio processing
equipment includes the following:
{a) A high fidelity reel-to-reel tape deck -
Tandberg 9000X with frequency response of
30 Hz - 24 Hz at 7.4 inches/sec with 68 dB

signal-to-noise ratio.

(b) Xrohn-Hite variable electronic filters Model
i 3343 with 48 or 96 dB/octave attenuation slope.
Ly (¢) Burr-Brown 12 bit A/D converter with sample-

and-hold and conversion speed of 30 Y sec and

12 bit D/A converter with conversion speed of
7 4 seconds.
The LINKABIT dedicated in-house digital data compression

processor consists of the following central processbr and
E‘ peripheral equipment:
i (z) A Digital Secientific META-4 computer with 16K
words of microsecond core memory, 2K words of
90 nanosecond Read-Only Memory, and 28 general

Pt . purpose registers. The META-4 is also con-

[

figured to emulate the IBM 1130 computer, thus

utilizing the wide variety of 1130 software.
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(b) A 1000 card/minute card reader.

(c) A 600 line/minute line printer.

(d) An IBM Selectric keyboard-consolc printer.

(e) An HP disk memory system with 4 mega-bytes of

on-line storage.

(£) A UCC Model 2000, 30-inch high speed digital

plotter.

{g) A 25 ips digital tape drive.

Presently our system processes only one file of
12 bit speech sample data at a time. The file size is
51,200 samples. At the sampling rate of 6,660 samples/
second used for these recordings a single file contains
7.68 seconds of digitized uncompressed speech.

The recordings are based on two 7.6B8 second segments
of speech selected at random from the FM broadcast tape.

We refer to the 10 recordings as records 1 through 10 with
the numbers indicating the relative record locations on
the tape. Table 4.1 identifies the 10 records.

The first five records are the results of processing
the first FM broadcast speech segment. Record 1 is the
result of 79.92 Kbps PCM processing with no compression.
Reocrds 2-5 involve 7.992 Kbps APC with pitch synchronous
preprocessing. Record 2 processing is conventional APC
with immediate decisions. The encoding operation is

equivalent to the one diagrammed in Figure 3.8, with a

o ol WA e i § N
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Speech
Record | Segment | Transmission Rate | Processing Technique Channel Bit
Cof i (Kbps) - Error Probability

1 il 79.92 M 0

2 1 7.992 ARC with Piteh Prediction 0

3 1 7.992 APC with Pltch Prediction and 0
Trellis Seaxch

4 1 7.992 APC with pitch Prediction and .00
Trelllis Search

5 1 7.992 APC with Piteh Prediction and .01
Trellis Search

6 2 79.92 PcM 0

7 2 7.992 APC with Piteh Prediection D

8 2 7.992 APC with Piteh Predieition and 0
Prellis Search

9 2 7.992 APC with Pitch Prediction and .001
Trellis Search

10 2 7.992 APC with Pitch Prediction and .0L
Trellis Search

Table 4.1 Summary of Recorded Speech Compression Results




one state, immediate decision VA. The decoding procedure’
is that of Figure 3.7. Bit allocation to achieve a 7.992
Kbps transmission rate is summarized in Table 4.2 and
applies to all records except the first and sixth which
are uncompressed. Record 3 is the result of APC processing
similar to that used for Record 2, except that a 128
state VA is employed with a delay of 32. For Records 4
and 5, the processing is identical to that of Record 3,
except that Viterbi decoder ocutput noise is added to the
decoder (binary) input. FPor Record 4, the probability of
a bit erxor is Z!.O-3 while for Recoxrd 5 it is 10"2. For
Records 6-10 the same sequence of processing was applied
to the second FM broadcast speech segment.

For conventional APC processing we observe two
classes of distortion. Pirst and possibly least objectionable
is what may be termed granularity noise. Granularity noise
manifests itself in a steady level of "white" background
noise. The second form of distortion we term "loss of
track". Xoss of track is similar in nature to "slope
overload" noise (Section 2.1) encountered in delta modulation.
Loss of track in ACP has a much more persistent and severe
effect, however, because of the relatively long memory of
the predictor - as much as 160 samples or 24 msec in our

implementation. Typically, an overload or loss of track
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L
L Ip
;%g Bits/Frame
ﬁ Lattice Coefficients (kl, kz, k3, k4) 17
‘ Pitch Predictor Coefficient (b) 3
!} Pitch Period (M) 7
% Gain (g) 5
Decoder Driving Séquence (qn) 160

192 Total

160 samples/Frame and 6.66k samples/sec = 7.992 Kbps

Table 4.2 Bit Allocation for 8 Kbps APC
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condition requires a number of sample times equal to
several predictor memory lengths to subside. For delta
modulation this is only a few samples, but for APC with
pitch prediction it is several pitch periods.

Our delayed decision APC procedure using the VA
trellis search appears to anticipate potential loss of
track problems quite weil. On the APC recordings (2 and 6)
we observe several occurencas of loss of track, that is
several short segments of rather severe distortion.

These severly distorted segments were very much improved
with delayed decision APC. The level of granularity noise
also appears to be noticeably reduced with VA APC encoding.

Records 4 and 9 suggest that transmission errors,
correlated as though they were produced from the output
0: Viterbi Decoder, cause an almost imperceptable effect

3 or less.

on distortion if the channel error rate is 10~
Records 5 and 10, however, indicate that an error rate of
.10_2 produces a noticeable increase in distortion, although

the speech still appears to be intelligible.
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5.0 Estimated Hardware Requirements

The decoding operation for delayed decision APC
with pitch synchronous preprocessing (Figure 3.8) is
readily accomplished with a microprocessor system requiring
only a few chips. The more complicated encoding operation
requires some additional high speed hardware for the
Viterbi Algorithm and for the pitch synchronous preprocessor
parameter calculation,

The 128 state Viterbi Algorithm is similar in
structure to the LINKABIT LV7015 Viterbi decoder. The
speech compression VA as it is simulated requires 16 bit
arithmetic, however, whereas the LV7015 does not require
such accuracy. We estimate that the chip count for the VA
would bhe approximately 50 TTL chips.

The determination of the pitch period M requires
high speed calculation of the autocorrelation function of
the speech sample file. This sum of delayed products
operation would regquire apprbximately 10 TTL chips.

To summarize, the decoder for delayed decision APC
with pitch synchronous preprocessing (Figure 3.8), excluding
the low pass filter and digital to analog conversion, can
be implemented with a microproéessor system of not more
than 10 chips. The encoding operation (Figure 3.7) can
be implemented with approximately 70 chips by a microprocessor

system with peripheral hardware f£or the Viterbi Algorithm

T e e e e s s
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and high speed autocorrelatdr. A large scale integration’
implementation of the encoder would probably reduce the

chip count by a factor of 5 or more.



6.0 Conclusions

§ It should be emphasized that the recordings provided

with this report do not represent the ultimate in 8 Kbps

delayed decision APC. Since we spent much of our efforts
in searching for a promising compression technigue and
developing the necessary software, we had very little
opportunity to optimize bit allocation for the 8 Kbps
delayed decision APC scheme to which we eventually con-
verged. The bit allocation used and summarized in Table
P 4.2 represents an initial estimate based on the results

| of previous APC experimenters and on present constraints
in our software.

It should also be noted that the rate of speech
L on the FM broadcast tape provided LINKABIT on 1 April 1975
I is considerably more rapid than that on the original four

test tapes provided. By reducing the sampling rate
gi slightly and thereby being able to shorten the block length
and ﬁake the system more adaptive, improved 8 Kbps performance
may be possible.

In conclusion we remark that we are persuaded that
delayed decision adaptive predictive coding is very
competitive with existing voice digitizing techniqgues.

At an 8 Kbps transmission rate intelligability as well as

L. speaker recognizability, appear good, even in the

o54=
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presence of a transmission error rate of 10—3. For a

1072

transmission error rate intelligibility is reduced
somewhat, but still may be judged adequate. In addition,
a hardware implementation of the system appears to be
within the compiexity limitations on orbiter using state-

of-the-art technology.
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