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I. Preliminaries

Notation. Let "n be the set of linear transformations on R", and suppose

that On denotes the group of orthogonal transformations on Rn.

Theorem 1. In the norm operator topology on Mn' On is a compact topo-

logical group. [1)
Theorem 2, If AeOn. then det(A) = ¢+ 1, [7]

Definition 1. The orthogonal transformation A 1is a rotation, in case

det(A) = 1, Otherwise, A 1s called a reflection. Suppose that

R 1s the subgroup of On consisting of all rotations, and let

R denote 0O,"“R.

Theorem 3. In the norm operator topology on M, 0, consists of the com-

ponents R and ﬁ. Hence, R and ﬁ are compact. [1]

Definition 2. Let B denote {x:llxIll=1}, the set of unit vectors in R".

Theorem 4. In the norm topology on R", the set B 1s compact and connected.

Proof. Since B 1is closed and bounded, it is compact. Moreover, B 1is the

continuous image of R" " {6} and hence is connected.

Definition 3. For each x€B, let the Householder transformation H, be

defined by H, =TI - 2xxT. Let H, denote {Hx= x€ B}, the set of all

Householder transformations. [5]
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Theorem 5. The set H, 1is a compact, connected subset of R,

n

Proof. By the continuity of matrix operations, H_ 1is the continuous

image of B under the mapping x =+ I-2xx'. Thus Hn is compact and

connected, Choose x € B. Since (I=-2xxT)f = 1-2xxT and
(1-2xxT)2 = 1, it follows that I-2xxT € O,. Also,

det(I - 2xxT) = -1 implies that I-2xxT ¢ R.

Theorem 6. (Householder) 1If y € R” 8} and x € B, then there exists

a vector w € B such that (I- )y = lly lix. [4)

Proof. In the case where y = lly llx, choose any w satisfying <u,y> = 0.

y=-llylix
ly =1y nxl

Otherwise, let w be defined by w =

Corollary 7. For each x,y € B, there exists some w ¢ B satisfying

H,(y) = =.

It has been shown by Decell in (2], for optimal selection of linear
combinations (feature selection), that the search for an optimal solution
(kxn, rank k matrix B) may be restricted to the set of k*n matrices of
the form B = (IEIZ)U, where U 1s an n*n orthogonal matrix.

H. Walker has shown that, given an optimal linear transformation (Iklz)u.
there exists a posirive integer p < min{k,n-k} such that (Ik|Z)U may
be factored into the product (Ik|2)ap---nl , for some Hy,...,H; € H,.
Note that Theorems 8 and 10, with their corollaries, in addition to
establishing the existence of the p < min{k,n-k} factors ﬂl."‘ﬂp ’
yleld Walker's rcsul. for a very particular sequence of transformations in

H, (i.e., those derived by Householder's technique for upper triangularization

of UT)_




These remarks apply to all separability criteria which are invariant
under nonsingular transformation (e.g., probability of misclassification,
Divergence, Bhuttacharyya distance, Chernoff distance, Transformed Divergence).

This discussion will be summarized in Theorem 12.

Theorem 8. Let {e;,...,e } denote the usual orthonormal basis for R".
Suppose that {“l""‘“n} is any orthonormal set of vectors. Then
there exist transformations Rl""'un—l £ Hn such that:

(1) if 1 € n-1, then H1°"Hluj = ej for all J = 1

(2) 1in addition, if {1 = n-1, H _,***Hju = 2e .

Proof. If 1 =1, by Theorem 6 there exists a transformation H, ¢ Hn
such that Hlul -e. et p < n- . Suppose that Hl.....Hp £ Hn
have been chosen such that if {1 £ p, then Hi"'“l“j = ej for
all j < 4. Let the vector u = Hy---Hjuyy), and suppose that a
denotes the vector in R"P which consists of the last n-p
components of u. Likewise, let 31 consist of the last n-p
components of €p+l Since Hy 1is an isometry for each 1 = 1,...,p,
we have llull = 1. It follows from the relations <u.ej> =0,
§~1,...,p, that & 1s a unit vector in R"P, Again using Theorem 6,

L & - T , 5 = § n=p
choose i In—p an_Pxn_p € Haep W h that Hu = &, € R" F. Define

Ip ‘ z ( z | @|xT )
- = I - 2 n_p e H »

where each occurrence of Z denotes the zppropriate matrix or vector

of zeros. It is evident that if {1 < p+l, then for all J < 1,

bll-'ﬂ«.—- S W i 2
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np+lnp---uluj = np+l.j = . ﬁ Wy oj . Therefore, by

induction, (1) holds for all 414 = 1,...,n~1. Finally, given the

Householder transformations Bl""'nu-l constructed above, observe

that (2) follows from Illln_l---ﬂlun Il = 1 and the relations

- G‘.l"°ﬂlun,ej> =0, J=1,...,n~1,

Corollary 9. If U 41s an orthogonal matrix, then there exist transformations

nl.....nn_" £ Hh such that:

i

e e, ey P ¥ S —Y N

(1) Hn..l. .

s 1 R
(2) BBy = 1

T (Ta-1] 2
- Thr“n-l e Bl

(4) for p=1,...,n~2, there exists a unit vector x . R"P
such that
T I Z
By 1-2[2_\ @lxp . p| AT
Xn-p z hn1f*xniﬂﬂ*?

(5) exactly one of the following holds:
g a) |1n_1°--alu'r -1
. b) HgH,_,***HUT = i, where

In-1| 2
- - - T
Hn I 2enen £ Hn

(6) 1f (5) a) holds, then U = (UD)™! = L

and 1f (5) b) holds, then U = (D™ = B H
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(M (aloun, iy = (|28 6 .

Proof. Since U is an orthogonal matrix, we also have U’ £ Oh. Thus the

columns of U’ form an orthonormal set of vectors {uyseeesuy}l.  Choose
transformations Hy,...,H, ) € H, satisfying (1) and (2) of Theor.m 8.
Because UT - (ull"'lun). parts (1) through (6) are immediate
consequences of this theorem. Part (7) follows from the observation

that
|2l = (112

for all j=1,...,n-k.

One should observe that Theorem 8 may be restated in the following

form.

Theorem 10. Let {u‘.....un} be an orthonormal set of vectors in Rn. Then
there exist H,,...,H , € H  such that

(1) if 41 < r-1, then ﬂ1'°'llu =

3 ey for all n+l-41 € § £ n

(2) B, "B = te.

Corollary 11. I¢f U 1is an orthogonal matrix, then there exist transformations

ul....,nn_l

2| 2
(1 8 _ 8ot . -
s Jr_,

T
1

€ Hn such that:

z |1
z n-1

(4) for p=1,...,n-2, there exists a unit vector ‘n—p £ Rn-p
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such that |
-p)| xT_|2) = ln-p~2%n-p*n-p| 2
H g 3 § i 4 n-p
»” z 7 1
P
’ (5) exactly one of the following holds:
T
| a) nn—l BlU
j b) HgH,_,**'H,U' = I, where
: Los bbb Ye I—Zele'{ e H
! n z n
In-1

1
if (5) b) holds, then U = Hnﬂn_l"'ﬂl

(6) 4if (5) a) holds, then U = Hn_l'--ﬂ

M @ |2uE ol = A |DE L E,

for some nonsingular kxk matrix A.

Proof. Parts (1) cthrough (6) of this corollary follow directly from

Theorem 10. Part (7) follows bv observing that for p = n-k+l,

flrhkxII z

\ : |In—k

- " S |
(1k|zmp (1,.12) (I, Zxkxk)(lklz)

and, for p >n-k+l and (n-p) + r = k,

- ——

I -2x___xI T

n- n-pn-p| 2|2 I_=2x % Z

(I |2)m = (1k|z) Z Z = ““’“"’"“I I.12).
P Z (1 e

- IR e [ ¢ e b e

Theorem 12. Let || be any real-valued separability criterion which is

invariant under nonsingular transformation. If B ‘is a rank k, k*n §

Y~optimal solution of the feature selection problem, then there exist

at most m = min{k,n-k} Householder transformations such that




(1 |2)a B, 1s y-optimal (1.e., *(lglt)l,---'l, - Yy

Proof. Recall that B = (I |2)U, for some orthogonal matrix U. The proof
then consists of selecting m to be the smaller of k and n-F, and
subsequently applying either Corollary 9 or Corollary 1l.




II. Separability Criteria and Suggested Aigorithms for Optimal
(Suboptimal) Linear Combinitions

Let ¢ be any continuous real function of the matrix variable (Iklz)l'l.

Since Hn is compact and w(lkll)ll : Hy + R, there is an Hy € H“ such

that

= l.u.b.
w(lkIZ)Hl H :,,n ‘”(Iklz)u

Theorem 13. For each positive integer i, let the element Hi of Hn be

chosen such that

v = l.u.b. ¢ .
( klzmiui-l'”al We i, (1,k|z)m;i_1...;;1

It follows that, for each 1,

(2) vy sy for every Hefi

3) v £y for every He H
(1 |zm,...0 SV |28 6 L8 n

% v
(Ik|2)ai.. 14-1,!1:'L 1

— L
By gy piisfy © (T |2
for every He Hn

lﬂd P - 0.000'1-2.

Proof. As in the proof of Corollary 9, we may choose He Hn such that

(Ik| Z)H = (Ikl Z) and use the definition of to

conclude that

-y
1

v

"(Iklz)ui...a (T |2)HR ...H) = " (T |2)H,

s i o A —_ =
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Now let HeH and define H = HyCoooGoun (BHH) L) 00 M By

Theorem 10, inductively conclude that ﬂcﬂn. and therefore that

*(lk]z)iui...ul $ wl'(Iklzm“lnl...ﬁl

HWlVer, HH1...H1 - Hi...ulﬂﬂlo--niﬂi...ﬂl - ﬂiﬂi_l...ﬂlﬂ. 80 (2)

follows. Clearly, (3) holds by the definition of "£+1‘ In order to

conclude (4), suppose 0<p<i-2 and HEHn. For this case, define

How Hyoodh WMy By

Since HEHD, statement (4) follows from (2).

Theorem 14. If the hypothesis of Theorem 13 is satisfied and the sequence

w
{w(1k|2)31--~31}1-1 is bounded above,
then
i:'p(lklz)ui"tul - l.u-b.{w(lkl Z)Hi..-ﬂlli i‘ a Po.l:iv. integer} 3

Remark. It is clear that Theorems 13 and 14 remain true if "1l.u.b." is

replaced by "g.1.b.", "bounded above" 1is replaced by "bounded below",

and the inequalities are reversed.

Note that by definition, Divergence, Bhattacharyya distance,
probability of misclassification, etc., all satisfy the hypothesis of Theorems

12 and 13. These theoreas give rise to a sequential monotone procedure for

possibly obtaining a §-extremal rank k linear combination matrix. At each
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stage in the procedure, the extremal problem is a function of only n variables.
At this point, we conjecture that the process should terminate in at most
min{k,n-k} steps. This conjecture is clearly in line with the min{k,n-k}
representation of the actual V¥-extremal solution. In addition, all tests
of the algorithm on real data further lead one to believe that the conjecture
is fact. It is evident that this procedure is at worst sub-optimal.

S§. Marani, in (6], gives details of computational results obtained
using the sequential procedure and a very crude differential correction scheme
to solve the n-dimensional variational problem for the generators of the H".

at each stage of the prucedure. The initial guess used at each stage of the

¥,
/n

Even using this rough initial guess and the differential correction

process was arbitrarily set at X = (;&P. J&-.....

scheme , convergence seems to be fairly rapid. Moreover, one would
reasonably expect to reduce iteration time using an fuaproved scheme for
successive initial guesses at each stage of the procedure, together with a

more sophisticated iteration procedure.
The results obtained by Marani, despite use of the arbitrary initial

guess at each of the stages, match the results of known Divergence-optimal
solutions calculated by J. Quirein in [2]). Note that the total number of

scalar variables involved in this process cannot exceed

V=n+ (n-1) + (n-2) + ... + (n-(m-1))

= am - $ m=1) ,

where m = min{k,n-k}.

e
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In (3], Decell and Mayekar have developed an analytical
sxpression, in the case ¥ = Divergence, for the variational equations as a
function of the Householder generators for every Hy. This expression is
utilized in Marini's calculations. We should further point out that these
results only depend on

1. The continuity of ¥

2. The compactness of Hn

3. The invariance of ¢ under nonsingular transformation.

The following are several related open questions:

1. Does the process terminate in at most min{k,n-k} steps?

2. D+ : 't terminate at an absolute VY-extremum (rank-k
maximal statistic)?

J. Given wl and Wz , under what conditions is a Wl-oxtremal
solution also a wh-oxtrclal solution?

4. 1f the process does not terminate in a finite number of steps,

what can be said of the cluster points of the sequence

{“1---“1}:L2? (Recall that 0, is compact).

wmh_-‘-ﬂu. -
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III. Several Useful Theorems

Theorem 15, Suppose that H e H,- Then UH:UT € Hy, with Ux a

generator of UHxUT. for all U e Ou. In particular, for every
E, £ “n' nyu,uy € Hn. In this case, the Householder transformation

nyuxuy is generated by the vector x~- 2<x,y>y.

Proof. Suppose U e 0,. Since HUxIl = Il x|l =1, 1t follows that
Ui UT = U(1 - 2xT)UT = 1-2(Ux)(Ux)T € H . If U 1s chosen to be some
Ey £ "n' then the generator of nyuxﬂy is

Byx = (I-2ny)x = xX- Zy(yTx) = x - 2<x,y>Yy.

Theorem 16, For each H, and Hy in Hy» there exists some H € H, such that
HHyH * R

Proof. By Corollary 7, there exists a transformation H € Hn satisfying
Hy = x. Therefore
HHH = H(T - 2yyT)H = B2 - 2HyyTH = B2 - 2(Hy) (Hy)T = 1= 2T = .

Theorem 17, Suppose that H,, Hy € H.,. Then the following statements are

equivalent:
(1) <x,y>=0
(2) x++ty and H.xﬂy-%l-lx-ﬂx'l-liy-l.

Proof. Lec <x,y> = 0. Then clearly x = % y. Moreover,

Hely = (1-2xx7)(1-2yy") = 1-2xxT-2yyT = 1-2xT + 1-2yyT - 1
“Hy +H, - I=H +H = I=HH,.

Conversely, suppose H!Hy = Byﬂx. Then

2=AH - LA - 4(xxTyyT - yyTxxT). Using the fact that

<x,y> = xTy = yTx. we obtain §<x.y>(xyT - yxT) =Z. Since x #% ty

implies xyT - yxT + 2, it follows that <x,y> = 0,

Bimadaa——
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Theorem 18, Suppose H,, By € H,. Then the following are equivalent:
(1) <x,y>= ¢ 1
(2) x=zty
(3) H = Hy.

Proof, Let H, = Hy. Then xx! = ny, and hence x(xTx) = y(yTx). Since
lxN? =1, it follows that x = (y'x)y. Finally,
Hxll = lyTxl-lly Il implies that I<x,y>| = lyTx| = 1, The remaining

parts of the proof are immeliate.

R PR v b T
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