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## SUMMARY

A time-marching finite-difference method has been used to solve the compressible Navier-Stokes equations for the three-dimensional wing-1eadingedge shock impingement problem. The bow shock was treated as a discontinuity across which the exact shock jump conditions were applied. All interior shock layer detail such as shear layers, shock waves, jets, and the wall boundary layer are automatically captured in the solution. The impinging shock was introduced by discontinuously changing the freestream conditions across the intersection line at the bow shock. A special storage-saving procedure for sweeping through the finite-difference mesh has been developed which reduces the required amount of computer storage by at least a factor of two without sacrificing the execution time. Numerical results are presented for infinite cylinder blunt body cases as well as the threedimensional shock impingement case. The numerical results are compared with existing experimental and theoretical results.
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## LIST OF SYMBOLS

| a | speed of sound |
| :---: | :---: |
| c | mesh stretching parameter $(=\ln ((\beta+1) /(\beta-1))$ ) |
| ${ }^{c} 1$ | constant in Sutherland's formula $\left(=1.2585 \times 10^{-8} \mathrm{~N}-\mathrm{sec} / \mathrm{m}^{2}-\mathrm{o}_{\mathrm{K}} 1 / 2 \text { for air }\right)$ |
| $c_{2}$ | constant in Sutherland's formula ( $=110.4{ }^{\circ} \mathrm{K}$ for air) |
| $c_{i}, c_{j}, c_{k}$ | smoothing coefficients in the $\mathrm{r}_{\mathrm{m}}, \theta^{-}$, and $z$-directions, respectively |
| $c_{p}$ | coefficient of specific heat at constant pressure ( $=1004.585 \mathrm{~m}^{2} / \mathrm{sec}^{2}-o_{\mathrm{K}}$ for air) |
| ${ }^{c}$ | coefficient of specific heat at constant volume ( $=717.561 \mathrm{~m}^{2} / \mathrm{sec}^{2}-\mathrm{O}_{\mathrm{K}}$ for air) |
| c | constant of propertionality |
| D | cylinder diameter or vector defined by Equation 2.31 |
| $\overline{\mathrm{D}}$ | vector defined by Equation 2.6 |
| DR | density ratio ( $=\rho_{\infty} / \rho_{2}$ ) |
| $\mathrm{DR}_{\mathrm{com}}$ | density ratio computed from Equation A. 7 |
| e | specific internal energy |
| $e_{i j}$ | rate of strain tensor |
| E | $\text { total energy }\left(=\rho\left(e+\left(u_{r}^{2}+u_{\theta}^{2}+u_{z}^{2}\right)^{\prime} 2\right)\right)$ |
| f | mesh stretching function in the radial direction |
| F | vector defined by Equation 2.28 |
| $\bar{F}$ | vector defined by Equation 2,3 |
| g | mesh stretching function in the cross-flow direction |
| gR | universal gas constant ( $=287.024 \mathrm{~m}^{2} / \mathrm{sec}^{2}-o_{\mathrm{K}}$ for air) |
| G | vector defined by Equation 2.29 |
| $\overline{\mathrm{G}}$ | vector defined by Equation 2.4 |

h
static enthalpy or heat transfer coefficient $\left(=q /\left(T_{a w}-T\right) c_{p}\right)$

H vector defined by Equation 2.30
$\overrightarrow{\mathrm{H}} \quad$ vector defined by Equation 2.5
$H_{t} \quad$ total enthalpy
$\hat{i}_{r}, \hat{i}_{\theta}, \hat{i}_{z}$ orthogonal set of unit vectors in the cylindrical coordinate system fixed with respect to the body
orthogonal set of unit vectors in the shock-fixed coordinate system where $\mathrm{i}_{\mathrm{N}}$ is the outward normal to the bow shock and $\hat{i}_{T}$ and $\hat{i}_{B}$ are tangent

J
proportionality factor between heat and work (= $4184 \mathrm{Jcules} / \mathrm{Kcal}$ )
k
coefficient of thermal conductivity ( $=c_{p}{ }^{1} / \mathrm{Pr}$ )
$k_{i}^{n}$
variable smoothing coefficient defined by Equation 3.33
M Mach number $\left(=\sqrt{u_{r}^{2}+u_{\theta}^{2}+u_{z}^{2}} / a\right.$
P pressure
$\operatorname{Pr} \quad$ Prandtl number ( $=c_{p} \mu / k$ ) (= 0.72 for air)
$\mathrm{PR} \quad$ pressure ratio across impinging shock ( $=\mathrm{P}_{\infty} / \mathrm{P}_{1}$ )
$i_{n}$
$q_{i}$
$r, \theta, z$
$r_{b} \quad$ body radius
$r_{p} \quad$ impinging shock radius
$r_{s}$ bow shock radius
$r_{s_{t}} \quad$ radial shock velocity ( $=\partial r_{s} / \partial t$ )
$\mathrm{r}_{\mathbf{3}_{\mathrm{G}}}$

| $\mathrm{r}_{s_{z}}$ | bow shock slope in z-direction ( $=\partial \mathrm{r}_{\mathrm{s}} / \partial \mathrm{z}$ ) |
| :---: | :---: |
| $\mathrm{I}_{\mathrm{X}}$ | distance along a radial ray at $\theta=0^{\circ}$ |
| ${ }^{r} \mathrm{y}$ | distance along a radial ray at $\theta=90^{\circ}$ |
| $\mathrm{Re}_{\mathrm{D}}$ | Reynolds number based on cylinder diameter ( $=\rho \mathrm{VD} / \mu$ ) |
| S | smoothing terms defined by Equations 3.36, 3.37 and 3.38 |
| t | time in the physical dornain |
| T | temperature |
| $\mathrm{T}_{\mathrm{aw}}$ | adiabatic wall temperature |
| ${ }^{u_{N}}{ } \mathrm{U}_{\mathrm{T}}, \mathrm{U}_{\mathrm{B}}$ | velocity components in the shock-fixed coordinate system |
| $\mathrm{u}_{r}, \mathrm{u}_{8}, \mathrm{u}_{2}$ | velocity components in the cylindrical coordinate systen |
| U | vector defined by Equation 2.27 |
| $\overline{\mathrm{U}}$ | vector defined by Equation 2.2 |
| V | velocily vector |
| $\mathrm{V}_{\mathrm{N}}$ | freestream velocity component normal to the bow shock measured in the shock-fixed coordinate system and positive inward |
| $\overrightarrow{\mathrm{v}}_{\mathrm{s} / \mathrm{b}}$ | velocity of the bow shock relative to the body |
| x | quantity defined by Equation 2.18 |
| $\mathrm{x}_{1}$ | normalized distance between body and first grid row just off body |
| $\mathrm{x}_{2}$ | normalized distance between body and second grid row just off body |
| ${ }_{\text {int }}$ | intersection location of the planar impinging shock along the $x$-axis (i.e., $x, \theta, z=x_{\text {int }}, 0,0$ ) |
| $z_{\text {int }}$ | intersection location of the planar impinging shock aleng the $z$-axis |
| $\alpha$ | z-direction bow suock smoothing coefficient |


| $\beta$ | stretching parameter controlling radial mesh point distri bution, practical range is $1<\beta<2$ with smaller values giving larger amounts of refinement at the body |
| :---: | :---: |
| $Y$ | ratio of specific heats ( $=1.40$ for air) |
| \%) | first-order forward-difference operator defined by Equation 3.34 |
| $\Delta$ () | first-order backward-difference operator defined by Equation 3.35 |
| $\Delta x, \Delta \theta, \Delta z$ | increments in the $\mathrm{r}-, \theta^{-}$, and z -directions, respectively |
| $\Delta 5, \Delta T, \Delta 5$ | increments in the $\mathrm{F}^{-}, \eta_{-}$, and 5 -directions, respectively |
| $\Delta T$ | increment in time |
| $\lambda$ | cylinder sweep angle |
| $\mu$ | coefficient of viscosity computed from Sutherland's equation ( $=c_{1} \mathrm{~T}^{3 / 2} /\left(\mathrm{T}+\mathrm{c}_{2}\right)$ ) |
| $\xi, 7,5$ | position coordinates in the computational domain |
| $\rho$ | density |
| $\Sigma$ | summation notation one term for each spacial |
| $2=i, j, k$ | direction ( $\mathbf{i}, \mathbf{j}$, and $k$ ) |
| $\tau$ | time in the computational domain |
| $\tau_{i j}$ | stress tensor |
| $\nabla \mathrm{C}$ | del operator defined by Equation B. 16 |

## Subscripts:

b quantity measured in the body-fixed coordinate system ( $x, \theta, z$ )
$i, j, k \quad$ mesh position subscripts in the $\xi-, \eta$-, and $\zeta$-directions, respectively, such that $\xi=i \Delta 5, \eta=j \Delta \eta$, and $\zeta=k \Delta \zeta$
$\max \quad$ maximum value
min minimum value

| NI,NJ, NR | maximum values for the $i, j, k$ subscripts, respectively |
| :--- | :--- |
| $p$ | peak value |
| $s$ | quantity measured in the shock-fixed coordinate system |
| stag | no impingement stagnation foint or stagnation line quantity |
| $u$ | undisturbed or no impingement quantity |
| w | wall quantity |
| 1 | downstream side of impinging shock |
| 2 | downstream side of bow shock |
| $\infty$ | freestream side of bow shock |

Superscripts:
c
$\mathrm{cp} \quad$ completor-predictor smoother step
m exponent, empirically determined for peak heating correlation (Equation 1.1)
n time step number
$\overline{\mathrm{n}} \quad$ time step number for a predictor step
pp partial-predictor or partial-predictor-smoother step
pc partial-corrector step

* quantity normalized by corresponding freestream or stagnation quantity

Other:
(i) vector quantity

## I. TNTRODUGTION

When an extraneous shock strikes the bow shock of a blunt body, a complicated flow pattern results which may contain imbedded shock waves, shear layers, expansion fans oz supersonic jets. In addition, large increases in wall heat transfer and pressure can occur and have been measured experimentally by many investigators. Impinging shock flow fields may occur on hypersonic aircraft or reentry vehicles such as the Space Shuttle.

## A. Classification of Shock Impingement

The different flow fields which can result have been categorized by Edney [1] into six basic types of shock interference patterns. These patterns are shown in Figures 1-6. Tmpinging shock strength, freestream Mach number, body shape, and position of impingement (with respect to the subsonic flow region on the blunt body) are the primary factors in determining the type of shock impingement.

A Type I interference pattern (shown in Figure 1) occurs when the impinging shock strikes the bow shock well above the upper sonic line. In this case the impinging and bow shocks are of opposite families. The shear layer emanating from the intersection point does not strike the body and therefore, does not contribute to increases in wall pressure or local heating. However, the transmitted impinging shock can strike the body. If strong enough, this transmitted shock can cause boundary layer separation or transition from laminar to turbulent flow. Increases in


Figure 1. Type I shock interference.


Figure 2. Type II shock interference.


Figure 3. Type III shock Interference.


Figuse 4. Type IV shock interference.


Figure 5. Type $V$ shock interference.


Figure 6. Type VI shock interference.
wall pressure and heat transfer can then result from this shock-boundary layer interaction. Heating amplifications as large as ten can result from a Type I interference.

A Type II interference pattern (shown in Figure 2) occurs when the impinging shock strikes the bow shock just above the upper sonic line. In this case the impinging and bow shocks are also of opposite families. The transmitted impinging shock strikes the body surface resulting in possible boundary layer separation or transition. In addition, two shear layers are formed which may strike the body to cause additional heating and pressure peaks. The shear layer emanating from point $B$ is very weak and can cause only small heating and pressure amplifications. On the other hand, the shear layer emanating from point $A$ is strong and can cause large increases in heating and pressure. Heating amplifications as large as five can be expected from a Type II interference.

A Type III interference pattern (shown in Figure 3) occurs when the impinging shock strikes the bow shock just inside the upper sonic line. A shear layer emanates from the intersection point and strikes the body causing large increases in heat transfer and wall pressure at this point. This shear layer separates regions of subsonic and supersonic flow. The supersonic flow is turned parallel to the body by an oblique shock which exists between the bow shock and the body. Heating amplifications as large as ten can be expected for a Type III interference.

When flow conditions for the Type III case become such that the oblique shock no longer is aide to turn the flow parallel to the body, a Type IV shock interference is formed and is shown in Figure 4. This
interference patt:an occurs when the impinging shock strikes the nearnormal part of the bow shock. Imbedded in the subsonic portion of the blunt body flow is a supersonic jet which is terminated by a normal jet bow shock just above the body. The Type IV interference pattern produces the largest heating and pressure peaks due to the jet impingement upon the body. Heating peaks as high as 17 times the undisturbed stagnation value and pressure peaks as high as 8 times the undisturbed stagnation value have been measured [2].

A Type V interference pattern (shown in Figure 5) occurs when the impinging shock strikes the bow shock just below the lower sonic line. This case is nearly a mirror image of the Type II case, except the impinging and bow shocks are of the same family and a thin supersonic jet emanates from the impingement point (point B) instead of a shear layer. Heating amplifications as large as five can be expected for a Type $V$ interference.

A Type VI interference pattern (shown in Figure 6) occurs when the impinging shock strikes the bow shock well below the lower sonic line. This interaction is analogous to the Type I case except that the impinging and bow shocks are of the same family and an expansion fan is transmitted instead of a shock. The interaction of the expansion fan and the wall boundary layer results in a small decrease in the wall pressure and heat transfer.

Further details about the different shock interference patterns are given in the original work by Edney. In addition, an informative discussion on shock interference classification is given by Keyes and Hains [2].

A two-dimensional shock interference geometry is shown in Figure 7a. This geometry can produce any of the six interference patterns. The impinging shock is planar and oriented such that the intersection line is parallel to the axis of the cylinder, causing the flow in each z-plane to be identical. This geometry is important because it qualitatively models the flow field in many three-dimensional sases.

A more physically realistic geometry occurs when a planar impinging shock intersects a circular cylinder as shown in Figure 7b. This configuration can occur when the bow shock from the nose of a vehicle strikes the wing leading edge bow shock. A fully three-dimensional calculation must be performed to obtain this flow field. The stweep angle of the cylinder is a critical parameter in this case because it controls the interference pattern type. For zero or small sweep angles a Type IV interference pattern will result. For moderate sweep angles (around $30^{\circ}$ ) a Type $V$ interference pattern will occur. For larger sweep angles a Type VI interference pattern will result. Because swept forward wings generally do not exist, Types I, II, and III are not considered for the wing leading edge case. Further discussion about this geometry and some of its flow field detail is presented in the following sections.

## B. Literature Review

## 1. Experimental shock impingement studies

The large number of publications appearing in the literature on shock intfreference is indicative of the amount of work being done in this area. Because of the complexity of the problem, most studies have been

(a) TWO-DIMENSIONAL
(b) THREE-DIMENSIONAL

Figure 7. Shock impingement geometries.
experimental or have used a highly simplified model in a theoretical analysis.

Edney [1], Keyes and Hains [2], and Korkegi [3] provide an extensive survey of the literature on the shock interference problem. References [1] and [4-29], which are reviewed by Keyes and Hains, represent the bulk of the experimental effort from 1961 to 1972. Many different experimental approaches have been used to study the problem of shock interference. The hemisphere and leading edge impingement geometries have received most of the attention. The effects of Reynolds number, Mach number, impinging shock strength, and sweep angle have been recorded through "arious pressure, heat transfer, and flow visualization measuring techniques. The scatter in the experimental data is unusually large, especjally the peak values of heat transfer and pressure. This can be attributed to the very small region over which an impingement interaction occurs, making accurate measurements difficult.

As described earlier, Edney in 1968 published a classical paper on shock impingement in which six basic shock interference patterns were classified (see Figures I-6). In addition, new techniques for heat trans. fer measurement were developed which improved the accuracy of the peak heating measurements. In addition to heat transfer measurements, pressure measurements and Schlieren photographs were obtained for hemispheres, leading edge fins, wedges, and flat-faced cylinders.

Keyes and Hains [2] and Hains and Keyes [30] published the results of extensive experimental investigations of shock impingement. All six impingement types due to Edney were investigated. Planar shocks were
allowed to impinge upon the bow shocks surrounding both hemispherical and swept fin models. Heat transfer measurements were made by using a phase-change coating techrique. This technique has the ability to detect heating peaks over very narrow regions. The heat transfe" results, however, are subject to numerous and often large sources of srror associated with the measurement of 1) thermophysical properties of the model material, 2) melt temperature, 3) melt time, 4) i-itial model temperature, and 5) adiabatic wall temperature distribution. Peak heat transfers of 17 times the undisturbed stagnation values and peak pressures of 8 times the undisturbed stagnation pressures were measured for the most critical (Type IV) hemispherical case. In ani aditional report by Keyes [31], off-center-line heating rates were measured for both hemispheres and swept fins. Heating rates higher than the undisturbed stagnation value due to shock impingement were found over significant portions of the offecenter-line body surface.

Doughty et al. [32] determined angle of attack effects on shock fmpingement heating rates by testing several delta-wing space shuttle models. The same phase-change coating techn主que was used in this investigation as was used in references [2] and [30]. At low angles of actack $\left(20^{\circ}\right)$, the heating rate increases (due to shock impingement) were restricted to the vicinity of the wing leading edge. Heating rates on the windward side of the trailing edge were almost unaffected by the shock impingement. At moderate angles of attack ( $40^{\circ}$ ) increased heating rates due to shock impingement were experienced over a very large portion of the windward side of the wing. No mention was made of the heating rates on the leeward side of the wing.

Other recent experimental studies were performed by Bertin and HirikIe [33], Palko [34], and Craig and Ortwerth [35]. Bertin and Hinkle used a double wedge model to approximate the wing leading edge problem. Palko conducted an extensive series of experiments also on the wing leading edge problem. Stagnation line pressure and heat transfer measurements and Schiieren photographs were obtained for systematic variations of freestream Mach number, leading edge sweep angle, and impinging shock strength.

Craig and Ortwerth investigated the leading edge shock impingement problem but with a different impinging shock orientation. The orientation studied was that of the two-dimensional type shown in Figure 7a. This orientation exactly duplicates the type of flow fields shown in Figures 1-6. Pressure and heat transfer measurements and Schlieren photographs were obtained.

## 2. Theoretical shock impingement studies

Many authors from references [4-29] have offered theoretical models and methods of peak heating prediction. Most of these authors, however, do not present a conclusive understanding of the shock impingement problem. The results, therefore, are in most cases not satisfactory [2]. Edney established flow models for each of the six shock interference patterns. By determining the nature of the shock interference flowfields, Edney established the mechanisms which produce the pressure and heating peaks. These peaks are caused by one or more of the following phenomena: 1) shock-boundary layer interaction, 2) free shear layer attachment, and 3) supersonic jet impingement. From these flow models
semiempirical methods for predicting the approximate flow fields were developed. Edney presented two methods, a graphical method and a numerical method.

The graphical approach, referred to as the heart diagram method, is based on a plot of pressure versus flow deflection angle and can be used to describe the flow fields for each of the six shock interaction types. The numerical method presented by Edney utilizes the oblique shock relations and an iterative procedure. Types $I$ and $V I$ can be solved exactly while Types II through $V$ require semiempirical values for certain characteristic lengths.

Crawford [36] improved Edney's graphical approach by removing the iteration procedure. This was accomplished by plotting a family of pressure deflection curves with the pressure ratio on a logarithmic scale and flow deflection on a linear scale.

Bramlette [37] improved Edney's numerical scheme with two simplifying assumptions. This modified technique can only be applied to Type III and Type IV interactions, but removes the iterative portion of the solution without sacrificing the accuracy.

Many authors have presented correlations for peak heating due to shock-boundary layer interactions and free shear layer attachment [38-43]. The most useful shock-boundary layer correlation, developed by Markarian [38] and used for shock impingement problems by Keyes and Morris [43], is based upon the inviscid pressure rise across the interaction region. The basic expression is given by

$$
\frac{h_{p}}{h_{u}}=c\left(\frac{p_{p}}{p_{u}}\right)^{m}
$$

where $h_{p}$ and $h_{u}$ are the peak and undisturbed values of the heat transfer coefficient, respectively, $P_{p}$ and $P_{u}$ are the peak and undisturbed values of wall pressure, respectively, and $C$ and $m$ are empirical constants which depend upon the nature of the boundary layer (i.e., laminar, transitional, or turbulent).

The boundary layer reattachment correlation for peak heating, presented by Bushnell and Weinstein [42], was used by Keyes and Morris for the shock impingement free shear layer attachment problem.

Keyes and Hains [2] and Hains and Keyes [30] present the results of an extensive theoretical study of all six types of shock impingement. The flow models introduced by Edney and the peak heating correlations described above have been utilized and extensively compared with experimental results. These theoretical methods for each impingement type have been coded into computer programs and are listed along with detailed descriptions in reference [44]. These theoretical methods provide fast, easily obtainable, and in most cases (where real gas effects are negligible and good flow visualization photographs are available) adequate answers for the peak heating and pressure values resulting from the shock impingement, However, many disadvantages for these theoretical methods exist [27: 1) The models used are local, two-dimensional models and do not include three-dimensional effects. 2) The calculations are based upon flow visualization photographs or other empirical sources. 3) Shear iayer growth or oblique jet impingement are not included.
4) Gas chemistry is not included.

Bertin et al. [45] presented a theoretical study of shock impingement (Types V and VI) on a double wedge model. Real gas effects were included. The method utilized oblique shock relations. Included were perfect gas results, variable gamma (Y) results and results for air in chemical equilibrium in which ail properties were obtained by a table look-up scheme. Because of real gas effects, Bertin et al. [45] concluded that extrapolation of wind tunnel data to flight conditions may yield inaccurate results (e.g., in the case of the Space Shuttle).

## 3. Numerical shock impingement studies

The numerical schemes for computing blunt body flow fields have had a pronounced effect upon shock impingement numerical solutions. Therefore, a brief discussion of blunt body numerical solutions is presented first.

Many schemes have been developed to solve the classical blunt body problem in a supersonic flow. Discussion and classical theory on the blunt body problem can be found in Hayes and Probstein [46]. Daywitt and Anderson [47] present a review of blunt body solutions in which special attention is given to the time-dependent, finite-difference approach. Two basic variations utilizing the time-dependent approach have been developed. The simplest is the so-called "shock-capturing" technique [48-50]. In this technique the detached bow shock is automatically computed with no a priori knowledge of its location or even existence.

The later technique is the so-called "shock-fitting" technique [51]. The bow shock in this approach is assumed to be a boundary of the
computational mesh across which the exact shock jump conditions (Rankine-Hugoniot relations) are applied.

Another study [52] presented a viscous blunt body solution for a gas in chemical nonequilibrium. The time-dependent shock fitting approach was used in conjunction with the Navier-Stokes equations. In this approach, not only the inviscid flow field, but also the boundary layer and the chemical species concentrations were computed.

Other numerical techniques for blunt body flows exist, but are not discussed here. Instead, the topic is changed to blunt body flows with an impinging shock.

Tannehill and Holst [53] and Tannehill et al. [54] both obtained two-dimensional shock impingement solutions using the time-dependent approach. In both papers, the complete Navier-Stokes equations were solved. The geometry used is shown in Figure 7a.

The first paper obtained a low Reynolds number solution simulating high altitude conditions by using the shock capturing approach. In addition, a preliminary study of fitting the bow shock and capturing all shock layer detail was presented.

The second paper presented several moderate Reynolds number solutions utilizing the shock fitting method. The impinging shock was introduced by discontinuously changing the freestream conditions at the bow shock.

Holst et al. [55] presents a brief discussion of the present results.
This completes the literature review. A brief presentation of the methodology used in the present study for computing shock impingement flow fields is presented in the next section.

## C. Present Methodology

In the present study the three-dimensional wing leading edge shock impingement flow field is numerically computed by using a time-dependent finite-difference method. The choice of a numerical method to solve shock impingement flow fields seems well suited because of the complicated type of problem involved.

The three-dimensional formulation is important. The inclusion of the third dimension provides a "relief effect ${ }^{\text {" }}$ which can drastically alter two-dimensional results.

The time-dependent approach was chosen because a subsonic region may exist along the stagnation plane of the wing leading edge. Even if the cross-flow velocity is supersonic before impingement, a subsonic region may form after the impinging shock has been introduced. Since the governing time-dependent equations remain a hyperbolic-parabolic set for both subsonic and supersonic flows, all cases can be solved as an initialvalue problem where the steady-state solution is approached asymptotically with time.

A standard approach for the numerical solution of a blunt body problem is to first compute an inviscid solution using the Euler equations and then with the resulting pressure distribution compute a boundary layer solution. This approach is invalid for the present case because of the various types of boundary layer interactions caused by the shock impingement. The Navier-Stokes equations, however, are valid in such situations and have been chosen in the present study. In particular, the laminar, compressible form of the Navier-Stokes equations have been chosen.

Because of the possible existence of shosk waves in the computational domain, a conservative form of the governing equations has been used.

The bow shock has been treated as a boundary of the computational domain across which the exact shock jump conditions (Rankine-Hugoniot relations) have been applied. This is the so-called "shock fitting" procedure. All interior detail such as shear layers, shock waves, supersonic jets, and the wall boundary layer are automatically captured. This is the so-called "shock capturing" procedure. The bow shock is strong enough to make an entirely captured solution impractical. On the other hand, fitting any additional shock layer detail (such as the transmitted shock) is generally too complicated (because of the transmitted shockboundary layer interaction). Therefore, fitting the bow shock and capturing all shock layer detail seems to be a good approach for solving the problem at hand.

For the shock impingement problem, a distinct advantage for numerical methods exists over theoretical or experimental methods. Scale effects must be considered when extrapolating experimental data to flight conditions. Present theoretical methods require empirical inputs. However, numerical methods are able to predict flow fields for flight conditions without empirical inputs. This is a particular advantage for numerical methods when real gas effects enter the problem.

Descriptions of the governing equations, the numerical method, and the numerical results are given in the following sections of this report. The results consist of a series of blunt body infinite cylinder solutions and a three-dimensional wing leading edge shock impingement solution.

The present results are compared with theory and experimental results when possible.

## II. GOVERNING EqUATIONS

## A. Navier-Stokes Equations in Cylindrical Coordinates

The equations governing the flow of a compressible, viscous fluid in the absence of body forces and electromagnetic effects, and written in weak conservation-law for.a using three-dimensional cylindrical coordinates, are given by $[56,57]$

$$
\frac{\partial \bar{U}}{\partial t}+\frac{\partial \bar{F}}{\partial z}+\frac{\partial \bar{G}}{\partial \theta}+\frac{\partial \bar{H}}{\partial z}+\bar{D}=0
$$

where

$$
\begin{aligned}
& \bar{U}=r\left[\begin{array}{l}
\rho \\
\rho u_{r} \\
\rho u_{\theta} \\
\rho u_{z} \\
E
\end{array}\right] \\
& 2.2
\end{aligned}
$$

$$
\begin{aligned}
& 2.3
\end{aligned}
$$

$$
\begin{aligned}
& \overline{\mathrm{G}}=\left[\begin{array}{l}
\rho u_{\theta} \\
\rho u_{r} u_{\theta}-\tau_{r \theta} \\
\rho u_{A}^{2}+\rho-\tau_{\theta \theta} \\
\rho u_{\theta}{ }^{u_{z}}-\tau_{\theta z} . \\
(p+E) u_{\theta}-\tau_{r \theta}{ }_{r}{ }^{-}-\tau_{\theta \theta}{ }^{u}-\tau_{\theta z} u_{z}+q_{\theta}
\end{array}\right] \\
& \bar{H}=\mathrm{r}\left[\begin{array}{l}
\rho u_{z} \\
\rho u_{r} u_{z}-\tau_{r z} \\
\rho u_{\theta}{ }_{z}-\tau_{\theta z} \\
\rho u_{z}^{2}+\rho-\tau_{z z} \\
(\rho+E) u_{z}-\tau_{r z}{ }^{u} r-\tau_{\theta z} u_{\theta}-\tau_{z z} u_{z}+q_{z}
\end{array}\right] \\
& \bar{D}=\left[\begin{array}{l}
0 \\
-\left(\rho u_{\theta}^{2}+p-\tau_{A A}\right) \\
\rho u_{A} u_{r}-\tau_{r A} \\
0 \\
0
\end{array}\right] \\
& \mathrm{E}=\rho\left(\mathrm{e}+\frac{\mathrm{u}_{\mathrm{r}}^{2}+\mathrm{u}_{\theta}^{2}+\mathrm{u}_{z}^{2}}{2}\right)
\end{aligned}
$$

The Navier-Stokes expressions for the components of the stress tensor ( $\tau_{i j}$ ) and heat flux vector ( $q_{i}$ ) have been used in this study and ~are given by $[56,58]$

$$
\begin{aligned}
& \tau_{r r}=\mu e_{r r}-\frac{1}{3} \mu\left(e_{r r}+e_{\theta \theta}+e_{z z}\right) \\
& \tau_{\theta \theta}=\mu e_{\theta \theta}-\frac{1}{3} \mu\left(e_{r r}+e_{\theta \theta}+e_{z z}\right) \\
& \tau_{z z}=\mu e_{z z}-\frac{1}{3} \mu\left(e_{r r}+e_{\theta \theta}+e_{z z}\right) \\
& \tau_{r \theta}=T_{\theta r}=\mu e_{r \theta} \\
& \tau_{r z}=\tau_{z r}=\mu e_{r z} \\
& T_{\theta z}=\tau_{z \theta}=\mu e_{\theta z}
\end{aligned}
$$

where

$$
\begin{aligned}
& e_{r r}=2 \frac{\partial u_{r}}{\partial r} \\
& e_{\theta \theta}=\frac{2}{r} \frac{\partial u_{\theta}}{\partial \theta}+2 \frac{u_{r}}{r} \\
& e_{z z}=2 \frac{\partial u_{z}}{\partial z} \\
& e_{r \theta}=\frac{1}{r} \frac{\partial u_{r}}{\partial \theta}+\frac{\partial u_{\theta}}{\partial r}-\frac{u_{\theta}}{r} \\
& e_{\theta z}=\frac{\partial u_{\theta}}{\partial z}+\frac{1}{r} \frac{\partial u_{z}}{\partial \theta} \\
& e_{r z}=\frac{\partial u_{z}}{\partial r}+\frac{\partial u_{r}}{\partial z}
\end{aligned}
$$

and

$$
\begin{aligned}
& q_{r}=-k \frac{\partial T}{\partial r} \\
& q_{\theta}=-\frac{k}{r} \frac{\partial T}{\partial \theta} \\
& q_{z}=-k \frac{\partial T}{\partial z}
\end{aligned}
$$

To complete this set of equations two perfect gas equanions of state are used. In addition, Sutherland's equation and a constant Prandtl number assumption are used to compute coefficients of viscosity ( $\mu$ ) and thermal conductivity ( $k$ ). The resulting equations are given by

$$
\begin{array}{ll}
\mathrm{P}=\rho \mathrm{e}(\gamma-1) & 2.11 \\
\mathrm{p}=\rho \mathrm{gRT} & 2.12 \\
\mu=c_{\mathrm{I}} \mathrm{~T}^{3 / 2} /\left(c_{2}+\mathrm{T}\right) & 2.13 \\
\mathrm{k}=\mathrm{c}_{\mathrm{p}} \mu / \mathrm{Pr} & 2.14
\end{array}
$$

where for air in the perfect gas range the constants have the following values:

$$
\begin{aligned}
& \mathrm{gR}=287.024 \mathrm{~m}^{2} / \mathrm{sec}^{2}-\mathrm{o}_{\mathrm{K}} \\
& \mathrm{c}_{1}=1.2585 \times 10^{-8} \mathrm{~N}-\mathrm{sec} / \mathrm{m}^{2}-\mathrm{o}_{\mathrm{K}} \mathrm{I} / 2 \\
& \mathrm{c}_{2}=110.4 \mathrm{o}^{\mathrm{o}} \mathrm{~K} \\
& \mathrm{c}_{\mathrm{p}}=1004.585 \mathrm{~m}^{2} / \mathrm{sec}^{2}-{ }^{o^{\mathrm{K}}} \mathrm{~K} \\
& \mathrm{Fr}=0.72
\end{aligned}
$$

B. Independent Variable Transformation

Equations 2.1 through 2.10 are transformed from the physical domain ( $r, \theta, z, t$ ) into the computational domain ( $5, \eta, \zeta, r$ ) using the following independent variable transformation:

$$
\begin{aligned}
& \xi=f\left(\frac{r_{s}-r}{r_{s}-r_{b}}\right) \\
& \eta_{1}=\eta \\
& \zeta=g(z) \\
& \tau=t
\end{aligned}
$$

The derivatives associated with this transformation are given by

$$
\begin{align*}
& \frac{\partial()}{\partial r}=-\frac{1}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial( }{\partial \xi} \\
& \frac{\partial()}{\partial \theta}=\frac{\partial f}{\partial x} r_{s_{\theta}} \frac{1-x}{r_{s}-r_{b}} \frac{\partial()}{\partial \xi}+\frac{\partial()}{\partial \eta} \\
& \frac{\partial()}{\partial z}=\frac{\partial f}{\partial x} r_{s_{z}} \frac{1-x}{r_{s}-r_{b}} \frac{\partial()}{\partial \xi}+\frac{\partial g}{\partial z} \frac{\partial()}{\partial \zeta} \\
& \frac{\partial O}{\partial t}=\frac{\partial f}{\partial x} r_{s_{s}} \frac{1-x}{r_{s}-r_{b}} \frac{\partial()}{\partial \xi}+\frac{\partial()}{\partial \tau}
\end{align*}
$$

where $r_{s}$ is the bow shock radius, $r_{b}$ is the body radius, $r_{s_{\theta}}$ and $r_{s_{z}}$ are the shock slopes in the $A$ - and $z$-directions, respectively, $r_{s_{t}}$ is the radial shock velocity, and $x$ is defined by

$$
x=\frac{r_{s}-r}{r_{s}-r_{b}}
$$

This transformation maps the $z$-plane between the bow shock and the blunt body into a rectangular region, stretches the radial distribution of grid points according to the function $f$, and stretch s the axial distribution of grid points according to the function $g$.

The function $f$ chosen for all cases considered here is given by [59]

$$
f(x) \begin{cases}=\frac{1}{c} \ln \left(\frac{\beta+x}{\beta-x}\right) & 1<\beta<\infty \\ =x & \beta=0\end{cases}
$$

where

$$
c=\ln \left(\frac{\beta+1}{\beta-1}\right)
$$

The first and second derivatives of the radial stretching function (f) are given by:

$$
\begin{align*}
& \frac{\partial f}{\partial x}=\frac{2 \beta / c}{(\beta+x)(\beta-x)} \\
& \frac{\partial^{2} f}{\partial x^{2}}=\frac{1}{c}\left[\frac{1}{(\beta-x)^{2}}-\frac{1}{(\beta+x)^{2}}\right]
\end{align*}
$$

Equation 2.19 refines the grid near the body and thus permits better boundary layer resolution. Figure 8 is a plot of the f stretching function for various values of $\beta$ which controls the amount of refinement. The practical range for $\beta$ is between 1 and 2 with smaller values giving larger amounts of refinement. When $\beta$ is set equal to zero no radial stretching of the mesh occurs.

The function $g$ chosen for all cases considered here is simply that of a Iinear distribution (no stretching of the mesh) and is given by

$$
g(z)=z
$$



Figure 8. f stretching function distribution.

$$
\begin{array}{ll}
\frac{\partial g}{\partial z}=1.0 & 2.24 \\
\frac{\partial^{2} g}{\partial z^{2}}=0.0 & 2.25
\end{array}
$$

The physical domain of the problem is shown in Figure 9a without an impinging shock for clarity. The computational domain which results after the independent variable transformation has been applied is shown in Figure $9 b$. The grid distribution appearing in a typical $\theta$-plane in the physical domain is shown in Figure 10a. The grid distribution in a typical $\eta$-plane, which is the computational counterpart of the physical $\theta$-plane, is shown in Figure 10b. These two Figures illustrate what the independent variable transformation does to the physical domain. No matter how the physical draain changes or alters its shape during the computation, the computational domain retains its rectangular box shape with uniform mesh spacing throughout.

## C. Governing Equations in Computational Domain

The final form of the governing equations after the independent variable transformation has been applied is given by

$$
\frac{\partial U}{\partial T}+\frac{\partial F}{\partial \zeta}+\frac{\partial G}{\partial \eta}+\frac{\partial F}{\partial \zeta}+D=0
$$

where

a. PHYSICAL DOMAIN

b. COMPUTATIONAL DOMAJN

Figure 9. Physical and computational domains.

a. TYPICAL $\theta$-PLANE (PHYSICAL DOMAIN)

b. TYPICAL $n$-PLANE (COMPUTATIONAL DOMAIN)

Figure 10. A planar comparison of the physical and computational domains.

$$
\begin{aligned}
& U=r\left(r_{s}-r_{b}\right)\left[\begin{array}{l}
\rho \\
\rho u_{r} \\
\rho u_{\theta} \\
\rho u_{z} \\
E
\end{array}\right] \\
& 2.27
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\partial f}{\partial x} \frac{1-x}{r_{s}-r_{b}}\left(r_{s_{t}} U+r_{s_{\theta}} G+r_{s_{z}} \frac{i}{(\partial g / \partial z)} H\right)
\end{aligned}
$$

$$
\begin{aligned}
& D=\left(r_{s}-r_{b}\right)\left[\begin{array}{l}
0 \\
-\left(\rho u_{\theta}^{2}+p-\tau_{m}\right) \\
\rho u_{\theta}{ }^{u} r-\tau_{F \eta} \\
0 \\
0
\end{array}\right]-\frac{\frac{\partial^{2} f}{\partial x^{2}}}{\left(\frac{\partial f}{\partial x}\right)^{2}} F-\frac{\partial^{2} g}{\partial z^{2}}\left(\frac{\partial B}{\partial z}\right)^{2} H \quad 2.31
\end{aligned}
$$

and

$$
\begin{align*}
& { }_{\xi \zeta \zeta}=\mu e_{\xi \zeta}-\frac{1}{3} \mu\left(e_{\xi \zeta}+e_{m}+e_{\zeta \zeta}\right) \\
& T_{m}=\mu e_{m}-\frac{1}{3} \mu\left(e_{55}+e_{m}+e_{\zeta \zeta}\right) \\
& { }_{\zeta \zeta \zeta}=\mu e_{5 \zeta}-\frac{1}{3} \mu\left(e_{55}+e_{m \eta}+e_{\zeta \zeta}\right) \\
& \tau_{\xi \eta}=\tau_{\eta 5}=\mu e_{\xi \eta} \\
& { }_{5 \zeta}=\tau_{55}=\mu e_{55} \\
& \tau_{n S}=\tau_{\zeta \eta}=\mu e_{\pi_{5}}
\end{align*}
$$

$$
\begin{align*}
& e_{\xi \xi}=-\frac{2}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{r}}{\partial \xi} \\
& e_{m m}=\frac{2}{r}\left[\frac{\lambda u_{\theta}}{\partial \eta}+(1-x) \frac{r_{s_{\theta}}}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{\theta}}{\partial \xi}+u_{r}\right] \\
& e_{\zeta \zeta}=2\left[\frac{\partial g}{\partial z} \frac{\partial u_{z}}{\partial \zeta}+(1-x) \frac{r_{s_{z}}}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{z}}{\partial \zeta}\right] \\
& e_{\xi \eta}=\frac{1}{r}\left[\frac{\partial u_{r}}{\partial n}+(1-x) \frac{r_{s_{A}}}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{r}}{\partial \xi}-u_{\theta}\right] \\
& -\frac{1}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{\theta}}{\partial \xi} \\
& e_{n \zeta}=\frac{\partial g}{\partial z} \frac{\partial u_{\theta}}{\partial \zeta}+(1-x) \frac{r_{s_{z}}}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{\theta}}{\partial \xi} \\
& +\frac{I}{r}\left[\frac{\partial u_{z}}{\partial \eta}+(1-x) \frac{r_{s_{\theta}}}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{z}}{\partial \xi}\right] \\
& e_{\xi \zeta}=-\frac{1}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{z}}{\partial \xi}+\frac{\partial g}{\partial z} \frac{\partial u_{r}}{\partial \zeta}+(1-x) \frac{r_{s_{z}}}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial u_{r}}{\partial \zeta} \\
& q_{\xi}=\frac{k}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial T}{\partial \xi} \\
& q_{\eta}=-k\left[\frac{\partial T}{\partial \eta}+(1-x) \frac{r_{s}}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial T}{\partial S}\right] \\
& q_{\zeta}=-k\left[\frac{\partial g}{\partial z} \frac{\partial T}{\partial \zeta}+(1-x) \frac{r_{s_{z}}}{r_{s}-r_{b}} \frac{\partial f}{\partial x} \frac{\partial T}{\partial F}\right]
\end{align*}
$$

In these equations the radial position (r) is given by

$$
r=r_{s}-f^{-1}(\xi)\left(r_{s}-r_{b}\right)
$$

where the function $f^{-1}(\xi)$ represents the inverse of $f$. For the present f (Equation 2.19) the inverse is given by

$$
f^{-1}(\xi)=\beta \frac{e^{c x}-1}{e^{c x}+1}
$$

In addition Equations 2.7 and 2.11 through 2.15 must be included and are unaltered by the transformation.

Equations 2.26 through 2.34 represent the full three-dimensional Navier-Stokes equations valid fur compressibie, lanunar, time-dependent flows. These equations are solved by a numerical finite-difference procedure which is presented in the next section.

## III. NUMERICAL METHOD

## A. Finite-Difference Schemc

Equation 2.25 is solved by MacCormack's explicit finite-difference method [60], which is composed of the predictor-corrector sequence given in Equations 3.1 and 3.2.

## predictor step:

$$
\begin{align*}
U_{i, j, k}^{\overline{n+1}} & =U_{i, j, k}^{n}-\frac{\Delta T}{\Delta \xi}\left(F_{i+1, j, k}^{n}-F_{i, j, k}^{n}\right)-\frac{\Delta T}{\Delta \eta}\left(G_{i, j+1, k}^{n}-G_{i, j, k}^{n}\right) \\
& -\frac{\Delta T}{\Delta \zeta}\left(H_{i, j, k+1}^{n}-H_{i, j, k}^{n}\right)-\Delta \tau D_{i, j, k}^{n}
\end{align*}
$$

## corrector step;

$$
\begin{aligned}
& U_{i, j, k}^{n+1}=\frac{1}{2}\left[U_{i, j, k}^{n}+U_{i, j, k}^{\overline{n+1}}-\frac{\Delta T}{\Delta \xi}\left(F_{i, j, k}^{\overline{n+1}}-F_{i-1, j, k}^{\overline{n+1}}\right)\right. \\
& \left.-\frac{\Delta T}{\Delta \eta}\left(G_{i, j, k}^{\overline{n+1}}-G_{i, j-1, k}^{\overline{n+1}}\right)-\frac{\Delta T}{\Delta 5}\left(\begin{array}{l}
\overline{n+1} \\
H_{i, j, k}
\end{array} \overline{H_{i, j}} \overline{\overline{n+1}}\right)-\Delta T D_{i, j}^{\overline{n+1}} \overline{\bar{n}}\right]
\end{aligned}
$$

where $F_{i, j, k}^{n}=F\left(U_{i, j, k}^{n}\right), F_{i, j, k}^{\overline{n+1}}=F\binom{\overline{n+1}}{i, j, k}$, etc. The $i, j, k$ subscripts and the $n$ superscript correspond to the discretized position in the finite-difference mesh in the $5^{-}, 7-$, $5^{-}$, and $\tau$-directions such that $\xi=i \Delta \xi, \eta=j \Delta \eta_{\mathrm{b}} \quad \zeta=\mathrm{k} \Delta \zeta$, and $\tau=n \Delta \tau_{\text {. }}$. A bar above the $n$ superscript indicates a predicted value. Forward differences ars used in the predictor step to approximate the $\partial F / \partial \xi, \partial G / \partial \eta$ and $\partial H / \partial \zeta$ derivatives while backward differences are used for these terms in the corrector step. In the predictor step backward differences are used to approximate the
shear stress and heat flux derivatives appearing in the $F, G, H$, and $D$ components while in the corrector step forward differences are used. This differencing procedure maintains second-order accuracy in both space and time [61].

The computational module for MacCormack's method in three spacial dimensions is shown in Figure 11. Both the predictor and corrector step modules are shown. The symbol o is used to indicate mesh peinis at which values for $F, G, H$, or $D$ are required and are used in differences approximating the $\partial F / \partial E, \partial G / \partial \eta$ and $\partial H / \partial \zeta$ derivatives. The symbol + is used to indicate mesh points requiring values for $u_{r}, u_{\theta}, u_{z}$, or $T$ and are used in differences approximating the shear stress and heat flux derivatives. Note that in both the predictor step (Equation 3.1 and Figure 11a) and the corrector step (Equation 3.2 and Figure llb) information from only three $k$-planes is required ( $k-1, k, k+1$ ). In the predictor step (Equation 3.1) the subscripts $k$ and $k+1$ appear explicitly while the subscript $k-1$ is implicitly imbedded in the shear stress and heat flux derivatives. In the corrector step (Equation 3.2) the subscripts $k-1$ and $k$ appear explicitly while the subscript $k+1$ is implicitly imbedded in the shear stress and heat flux derivatives.

For the present study MacCormack's method is applied to the finitedifference mesh in four steps: 1) partial-predictor step, 2) completorpredictor step, 3) partial-corrector step, and 4) completor-corrector step. These steps are shown in Equations 3.3-3.6.

a. PREDICTOR STEP

b. CORRECTOR STEP

Figure 11. Computational module for MacCormack's method in three spacial directions.

## partial-predictor step:

$$
\begin{align*}
& \mathrm{U}_{i, j, k}^{\mathrm{PP}}=U_{i, j, k}^{H}-\frac{\Delta T}{\Delta S}\left(F_{i+1, j, k}^{n}-F_{i, j, k}^{n}\right)-\frac{\Delta T}{\Delta \eta}\left(G_{i, j+1, k}^{n}-G_{i, j, k}^{n}\right) \\
& \quad+\frac{\Delta T}{\Delta T} H_{i, j, k}^{n}-\Delta T D_{i, j, k}^{n}
\end{align*}
$$

completor-predictor step;

$$
U_{i, j, k}^{\overline{n+1}}=U_{i, j, k}^{P p}-\frac{\Delta^{\top}}{\Delta \zeta} H_{i, j, k+1}^{n}
$$

partial-corrector step:

$$
\mathrm{U}_{i, j, k}^{\mathrm{pc}}=\mathrm{U}_{i, j, k}^{\mathrm{n}}+\frac{\Delta \mathrm{T}}{\Delta \zeta} \mathrm{H}_{i, j, k-1}^{\overline{n+1}}
$$

completor-corrector step:

$$
\begin{align*}
U_{i, j, k}^{\overline{n+1}} & =\frac{1}{2}\left[U_{i, j, k}^{p c}+U_{i, j, k}^{\overline{n+1}}-\frac{\Delta T}{\Delta \xi}\left(F_{i, j, k}^{\overline{n+1}}-F_{i-1, j, k}^{\overline{n+1}}\right)\right. \\
& \left.-\frac{\Delta T}{\Delta \eta}\left(G_{i, j, k}^{\overline{n+1}}-G_{i, j-1, k}^{\overline{n+1}}\right)-\frac{\Delta T}{\Delta \zeta} G_{i, j, k}^{\overline{n+1}}-\Delta T b_{i, j, k}^{\overline{n+1}}\right]
\end{align*}
$$

where the pp superscript designates the partial-predictor step result and the pc superscript designates the partial-corrector step result. All other notation is identical with the notation used in the standard MacCormack method. Note that when steps 1 and 2 (Equations 3.3 and 3.4) are combined the standard MacCormack predictor step (Equation 3.1) is obtafned and that when steps 3 and 4 (Equations 3.5 and 3.6) are combined the standard MacCormack corrector step (Equation 3.2) is obtained.

After each completed predictor or corrector step the $U$ vector

$$
U=r\left(r_{s}-r_{b}\right)\left[\begin{array}{l}
\rho \\
\rho u_{r} \\
\rho u_{\theta} \\
\rho u_{z} \\
E
\end{array}\right]=\left[\begin{array}{l}
U_{1} \\
U_{2} \\
U_{3} \\
u_{4} \\
U_{5}
\end{array}\right]
$$

is decoded to obtain the primitive variables ( $\rho, u_{r}, u_{\theta}, u_{z}, e$ ) in the following manner:

$$
\begin{aligned}
& u_{r}=U_{2} / U_{1} \\
& u_{\theta}=U_{3} / U_{1} \\
& u_{z}=U_{4} / U_{1} \\
& e=U_{5} / U_{1}-\left(u_{r}^{2}+u_{\theta}^{2}+u_{z}^{2}\right) / 2 \\
& \rho=U_{1} / r\left(r_{s}-r_{b}\right)
\end{aligned}
$$

$$
3.8
$$

In all four steps shown in Equations 3.3-3.6 information from only two $k$-planes is required in any single step. This aspect of the modified MacCormack method allows for a unique, storage-saving sweeping procedure. This procedure is described in detail in the next section.

## B. Application of the Finite-Difference Scheme (Sweeping Procedure)

MacCormack's method is usually coded to compute predicted values at each grid point over the entire finite-difference mesh before the
corrector step calculation is initiated. This requires storage for both the predicted and corrected solution arrays during the computational process. In addition, many codes store other intermediate result arrays over the entire finitemdifference mesh. For two-dimensional problems this extra storage may not be a critical restriction. For three-dimensional problems these extra arrays may require large quantities of bulk storage causing significant penalties in program efficiency.

The storage restriction associated with MacCormack's method for three-dimensional problems has been to a large extent alleviated in the present study. A special technique for sweeping through the finite-difference mesh has been developed which requires storage for only a single three-dimensional solution array. Besides the single three-dimentional solution array several smaller two-dimensional arrays (k-planes) are required to store intermediate results. This special sweeping procedure is shown in Figure 12 where it is displayed in five separate diagrams (steps 1-5). For this presentation it is assumed that the computer memory is divided into two types: 1) a larger, slower access large core memory (ICM), and 2) a smaller, faster access small core memory (SCM). Data exchange between small and large core memory is efficiently achieved by using block transfer. This is the basic architecture of many computing systems such as the CDC 7600, CDC STAR and Burroughs ILLIAC IV. The three-dimensional solution array resides in LOM and appears at the top of each of the diagrams in Figure 12. The intermediate result arrays reside $i n \operatorname{SCM}$ and appear below the three-

a) STEP I: START UP

b) STEP 2: START UP

Figure 12. Diagram of the three-dimensional sweeping procedure.


Figure 12. (Continued).


Figure 12. (Continued).
dimensional solution array in each of the diagrams. These arrays are indicated as planes in Figure 12 with operations between them being indicated by arrows. Each plane represents a set of five arrays, one array for each of the primitive variables ( $\left.\rho, u_{r}, u_{\theta}, u_{z}, e\right)$. The basic sweeping direction is the k -direction (z-direction).

The first step of the sweeping procedure is shown in Figure 12a. First, two planes of the $n$ level solution (a total of ten arrays) are read into $S C M$ from the $k=1$ and 2 planes of LCM. From the data in these two planes the $k=2$ plane of partial-predictor values is computed. A secondary sweeping procedure is used to obtain these partialpredictor values. This sweeping procedure starts at the bow shock (i=1) and sweeps through the $k-p l a n e$ of mesh points toward the body ( $i=N I$ ). The purpose of this planar sweeping procedure is to reduce the number of $k-p l a n e$ intermediate result arrays. Boundary conditions for the $\overline{n+1}$ and the $n+1$ level solutions at $k=1$ are also applied in this step (see Figure 12a).

The next step continues the start up procedure and is shown in Figure 12b. Since the $n$ level plane at $k=1$ is no longer needed, it is overwritten with the $n$ level plane at $k=2$. Next, a new n level plane from LCM at $\mathrm{k}=3$ is read into SCM , keeping the number of n level planes in SCM at two. A plane of partial-predictor values at $k=3$ and a plane of completor-predictor values at $\mathrm{k}=2$ can now be computed. The completor-predictor step at $k=2$ uses the partial-predictor values which were computed and saved from the previous plane at $k=2$. Then, using the $k=1$ and 2 planes of $\overline{n+1}$ level values and the $k=2$ plane of n level values, a plane of partial-corrector values at $\mathrm{k}=2$ is computed.

Finally the $n+1$ level plane at $k=1$ is stored in the three-dimensional solution array by overwriting the $k=1$ plane of the $n$ level solution. Planes containing the $n+1$ level solution in the three-dimensional solution array in the diagrams of Figure 12 are shaded while $n$ level planes remain unshaded.

A recursive process for the general kth plane has the following steps (see Figure 12c): 1) read the $k+2$ plane of the $n$ level solution from LCM into SCM, 2) compute a plane of partial-predictor values at $k+2,3$ ) compute a plane of completor-predictor values at $k+1,4$ ) compute a plane of partial-corrector values at $k+1$, 5) compute a plane of completor-corrector values at $k$, and 6) store the $k$ th plane of the $\mathrm{n}+\mathrm{I}$ level solution in the three-dimensional solution array by overwriting the kth plane of $n$ level solution. The recursive process begins at $k=2$ and continues until $k=N K-3$ where NK represents the maximum value of $k$. Note that by constantly overwriting unnecessary planes of storage the maximum number of intermediate result planes in SCM never exceeds seven; two for the $n$ level solution, three for the $\overline{n+1}$ level solution and two for the $n+1$ level solution.

The treatment for the $\mathrm{NK}-2$ plane is shown in Figure 12d. The steps involved are identical to those described in Figure 12c, except that since this is the last value of $k$ for which a plane of predicted values is to be calculated no partial-predictor values are computed. The final step of the sweeping procedure is shown in Figure 12e. First a boundary condition is applied to the predicted values at $\mathbb{N K}$ creating enough information to compute the completor-corrector values at NK - 1. The final plane of corrected values is then obtained from
the same boundary condition which was applied to the predicted values. Then both $n+1$ level planes at $N K-1$ and $N K$ are stored in the threedimensional solution array by overwriting the final two planes of the $n$ level solution. The $n+1$ level solution is now completely stored in the three-dimensional solution array. This completes one sweep of the sweeping procedure as well as a single time step.

The final solution is obtained in a manner typical of the timec endent approach. Using the previously outlined procedure, the comfutation is advanced in time from the initial conditions until the solution is changing by a sufficiently small amount. At this point the solution is said to have reached "steady state."

## C. Shock Jump Conditions

The bow shock wave is a boundary of the computational domain across which the exact shock jump conditions are applied (RankineHugoniot equations). Exact treatment of a shock wave by such a procedure is called "shock fitting." Because the bow shock position is not known a priori, a procedure for determining its position is incorporated with the application of the shock jump conditions. The three-dimensional shock fitting procedure used in the present study was developed from the two-dimensional procedure used by Tannehill et a1. [54]. It is similar to the method used by Daywitt and Anderson [47] (two-dimensional, time-marching problems) and the methods used by Thomas et al. [627 and Kutler et al. [63] (three-dimensional, steady, space-marching problems).

The three-dimensional shock jump conditions used in the present study are applied only one plane at a time in order to be compatible with the sweeping procedure described in the last section. The solution variables at $i=1$ and along $j(1 \leq j \leq N J)$ for all completor-predictor and completor-corrector planes are computed from the shock jump conditions. Shock jump conditions as well as other boundary conditions are not required for the partial-predictor or the partial-corrector steps. A detailed description of the three-dimensional shock jump procedure for a perfect gas is now presented. A similar presentation involving a real gas in equilibrium is presented in Appendix A.

The three-dimensional shock jump procedure starts by computing the $\overline{n+1}$ values for the bow shock radius from the Euler predictor equation given by

$$
r_{s_{j, k}}^{\overline{n+1}}=r_{s_{j, k}}^{n}+\Delta T\left(r_{s_{t}}\right)_{j, k}^{n}
$$

where $r_{s}$ is the shoci radius, $r_{s_{t}}$ the radial shock velocity and $\Delta T$ the time increment. Equation 3.9 is used to compute the predicted values for the shock radius everywhere except on the boundaries where the following boundary conditions are used:

$$
\begin{aligned}
& r_{s_{1, k}}=r_{s_{2, k}} \\
& r_{s_{N J, k}}=3\left(r_{s_{N J-1, k}}-r_{s_{N J-2, k}}\right)+r_{s_{N J-3, k}} \\
& r_{s_{j, 1}}=r_{s_{j, 1}}^{1} \quad \text { (fiked for al1 time) } \\
& r_{s_{j, N K}}=r_{s_{j, N K-1}}
\end{aligned}
$$

The next step involves the calculation of the pressure imnediately behind the bow shock ( $p_{1, j, k}^{n} \equiv p_{2}$ ). This is accomplished by using the partial-predictor, completor-predictor combination given in Equations 3.3 and 3.4 . The resulting predicted values are decoded into the primitive variables ( $p, u_{r}, u_{\theta}, u_{z}$, e) by using Equations 3.7 and 3.8. The pressure is then obtained from the equation of state (Equation 2.11).

Because Equation 3.3 is applied on a boundary ( $i=1$ ) the backward differences used to approximate some of the derivatives in the shear stress and heat flux terms require unobtainable information at $i \mathbf{~} \mathbf{1}$. To correct this situation forward differences are used wherever backward differences are not valid. The use of forward differences in place of backward differences reduces the method's second-order accuracy in the vicinity of the bow shock but does not harm the overall solution accuracy.

The shock slopes ( $\mathrm{r}_{\mathrm{s}_{\theta}}$ and $\mathrm{r}_{\mathrm{s}_{\mathrm{Z}}}$ ) at the $\overline{\mathrm{n}+1}$ level are calculated next by using the following central difference formulas

$$
\begin{align*}
& \left(r_{\theta}\right)_{j, k}^{\overline{n+1}}=\left(\begin{array}{cc}
\overline{n+1} & -r_{s_{j-1, k}}^{\overline{n+1}} \\
s_{j+1, k}
\end{array}\right) / 2 \Delta \theta \\
& \left(r_{s_{z}}\right)_{j, k}^{\overline{n+1}}=\left(\begin{array}{cc}
\overline{\overline{n+1}} & -r_{s_{j, k+1}}^{\overline{n+1}}
\end{array}\right) / 2 \Delta z
\end{align*}
$$

where $\Delta \theta$ and $\Delta z$ are the physical grid increments in the $\theta$ - and 2 -directions, respectively. Values for the shock slopes on the boundaries which cannot be computed from either Equation 3.11 or 3.12 are obtained by

$$
\begin{align*}
& \left(r_{s_{\theta}}\right)_{I, k}=\left(r_{s_{\theta}}\right)_{2, k} \\
& \left(r_{s_{\theta}}\right)_{N J, k}=3\left[\left(r_{s_{\theta}}\right)_{N J-1, k}-\left(r_{s_{\theta}}\right)_{N J-2, k}\right]+\left(r_{\theta}\right)_{N J-3, k} \\
& \left(r_{s_{z}}\right)_{j, 1}=0.0 \\
& \left(r_{s_{z}}\right)_{j, N K}=\left(r_{s_{z}}\right)_{j, N K-1}
\end{align*}
$$

The primitive flow field variables obtained from the modified MacCormack's scheme applied at $i=1$ are now recomputed from the pressure $\left(P_{2}\right)$, the shock slopes ( $r_{s_{\gamma}}$ and $r_{s_{z}}$ ) and the shock jump conditions. These conditions are derived from the Rankine-Hugoniot equations and shock geometry considerations in Appendix B and are given by

$$
\begin{align*}
& \rho_{2}=\rho_{m} \frac{\frac{\gamma-1}{\gamma+1}+\frac{p_{2}}{p_{\infty}}}{\frac{p_{2}}{p_{\infty}} \frac{\gamma-1}{\gamma+1}+1} \\
& V_{N}=\sqrt{\frac{(\gamma+1)}{2} \frac{p_{\infty}}{\rho_{\infty}}\left(\frac{\gamma-1}{\gamma+1}+\frac{p_{2}}{p_{\infty}}\right)} \\
& u_{r, 2}=u_{r, \infty}-\frac{p_{\infty}-p_{2}}{\rho_{\infty} V_{N}} \frac{1}{\sqrt{1+\left(r_{s} / r_{s}\right)^{2}+r_{s}^{2}}}
\end{align*}
$$

$$
\begin{align*}
u_{\theta, 2} & =u_{\theta, \infty}-\frac{p_{\infty}-p_{2}}{p_{\infty} V_{N}} \frac{-r_{s_{\theta}}^{/ r_{s}}}{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+r_{s_{z}}^{2}} \\
u_{z, 2} & =u_{z, \infty}-\frac{p_{\infty}-p_{2}}{\rho_{\infty} V_{N}} \frac{-r_{s_{z}}}{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+r_{s_{z}}^{2}} \\
r_{s_{t}} & =v_{N} \sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+r_{s_{z}}^{2}}+u_{r, 2} \\
& -u_{A, 2}\left(r_{\left.s_{\theta} / r_{s}\right)-u_{z, 2} r_{s}}\right.
\end{align*}
$$

where the 2 subscript indicates conditions just downstream of the bow shock ( $1, j, k$ ) at the $\overline{\mathrm{a}+1}$ level. $V_{N}$ is the component of freestream velocity normal to the bow shock and measured in a coordinate system fixed with respect to the bow shock (positive inward). All $r_{s}, r_{S_{G}}$, $r_{s_{z}}$ and $r_{s_{t}}$ values are at the ( $j, k$ ) position in space and the $\overline{n+1}$ level in time. The quantities $P_{\infty}, \rho_{\infty} u_{r, \infty} u_{\theta, \infty}$, and $u_{z, \infty}$ (infinity conditions) are either freestrean conditions or flow conditions downstream of the planar impinging shock.

Before Equations $3.14-3.19$ can be applied, a test nust be made to determine which set of infinity conditions are to be used. This test must be performed for each grid point at which shock jump conditions are applied. First, the position of the intersection line between the planar impinging shock and bow shock waves must be found.

The impinging shock is a fixed plane in the physical domain, and is expressed analytically as follows

$$
r_{j, k}=\left[-\frac{x_{i n t}}{z_{i n t}} \Delta z(k-1)+x_{i n t}\right] \frac{1}{\cos [\Delta \theta(j-3 / 2)]}
$$

where $r_{p}$ is the planar impinging shock radius and $X_{\text {int }}$ and $z_{\text {int }}$ are the $r$ - and $z$-intercepts, respectively, of the planar impinging shock in the $\theta=0^{\circ}$ plane. Of course, the bow shock cannot be described analytically. Therefore, the description given by the tro-dimensional array of values, $r_{j}, k$, must be used. For a given value of $j$ the intersection line position is found by finding the value of $k$ for which

$$
\left[r_{p_{j, k}}-r_{s_{j}, k}\right]\left[r_{p_{j}, k+1}-r_{s_{j}, k+1}\right]<0.0
$$

After finding which side of the intersection line that a particular bow shock point lies, the correct set of infinity conditions required for the shock jump relations are determined. The bow shock moves as part of the time-dependent solution. Therefore, the position of the intersection line is recalculated before each time step. This completes the shock jump predictor step.

The shock junp corrector sten is very similar to the predictor step with only two major differences. First, instead of using Equation 3.9 to compute the corrected shock radius, a modified Euler formula is used and is given by

$$
r_{s_{j, k}}^{n+1}=r_{s_{j, k}}^{n}+\frac{\Delta T}{2}\left[\left(r_{s_{t}}\right)_{j, k}^{n}+\left(r_{s_{t}}\right)_{j, k}^{\overline{n+1}}\right]
$$

Second, when calculating the pressure behind the bow shock, Equation 3.5 and a modified version of Equation 3.6 are used which is given by

$$
\begin{align*}
U_{i, j, k}^{n+1} & =\frac{1}{2}\left[U_{i, j, k}^{P c}+U_{i, j, k}^{\overline{n+1}}-\frac{\Delta T}{\Delta \xi}\left(F_{i+1, j, k}^{\overline{n+1}}-F_{i, j, k}^{\overline{n+1}}\right)\right. \\
& \left.-\frac{\Delta T}{\Delta \eta}\left(G_{i, j, k}^{\overline{n+1}}-G_{i, j \sim 1, k}^{\overline{n+1}}\right)-\frac{\Delta T}{\Delta \zeta} H_{i, j, k}^{\overline{n+1}}-, \Delta T D_{i, j, k}^{\overline{n+1}}\right]
\end{align*}
$$

Note that a forward difference is used to approximate the $\partial F / \partial \xi$ derivative instead of the usual backward difference. This reduces the method's second-order accuracy in the vicinity of the bow shock but does not harm the overall solution accuracy.

## D. Boundary Conditions

The boundary colditions must be incorporated with the sweeping procedure presented earlier. Since only one k-plane of predicted or corrected values is computed at a time, only one $k-p l a n e$ of boundary conditions can be completed at a time. Figure 13 shows a schematic of a typical k-plane in the physical domain with the various boundary conditions indicated.

Along the bow shock the shock jump conditions are applied (as previously discussed) and are given by Equations 3.14-3.19. The wall boundary conditions are determined by specifying an isothermal


Figure 13. Physical z-plane showing boundary conditions.
wa11, a zero normal pressure gradient, and the no-slip condition. These conditions are given by

$$
\begin{align*}
& \left(u_{r}\right)_{N I, j, k}=0.0 \\
& \left(u_{\theta}\right)_{N I, j, k}=0.0 \\
& \left(u_{z}\right)_{N I, j, k}=0.0 \\
& e_{N I, j, k}=c_{v} T_{W}=e_{W}=\text { constant } \\
& \rho_{N I, j, k}=\rho_{N I-I, j, k} e_{N I-1, j, k} / e_{W}
\end{align*}
$$

where $T_{w}$ is the specified wall temperature, A perfect gas assumption is required to formulate these boundary conditions.

The $\theta$-outflow boundary is treated with a second-order extrapolation and is given by

$$
\mathrm{U}_{\mathrm{NJ}}=3\left(\mathrm{U}_{\mathrm{NJ}-1}-\mathrm{U}_{\mathrm{NJ}-2}\right)+\mathrm{U}_{\mathrm{NJ}-3}
$$

where $U$ stands for any of the primitive solution variables. This boundary condition is stable provided the outfle: Mach number in the inviscid region of the shock layer is supersonic. When this boundary condition is used near the intersection line for the shock impingement case, numerical difficulties are experienced. The problem arises because Equation 3.25 attempts to extrapolate across the nearly discontinuous region just downstream of the intersection line at $i=1$ and 2. To correct this a zeroth-order extrapolation is used instead of the second-order extrapolation along $i=1$ and 2 .

A plane of symmetry lies equidistant between the two grid planes at $\mathrm{j}=1$ and 2. This permits a reflective set of boundary conditions at $\mathrm{j}=1$ which is given by

$$
\begin{align*}
& \left(u_{r}\right)_{i, 1, k}=\left(u_{r}\right)_{i, 2, k} \\
& \left(u_{\theta}\right)_{i, 1, k}=-\left(u_{\theta}\right)_{i, 2, k} \\
& \left(u_{z}\right)_{i, 1, k}=\left(u_{z}\right)_{i, 2, k} \\
& \rho_{i, 1, k}=\rho_{i, 2, k} \\
& e_{i, 1, k}=e_{i, 2, k}
\end{align*}
$$

Notice that all solution cumponents are reflected in a positive manner, except the tangential velocity component $\left({ }_{\theta}\right)$, which is reflected in a negative manner.

Boundary conditions for the inflow and outflow planes in the $z-$ direction are now discussed (see Figure 14). The flow variables at the inflow plane ( $i, j, 1$ ) are held fixed for all time equal to the conditions from a swept infinite cylinder solution calculated prior to the shock impingement solution. The flow variables at the outflow boundary are determined using a zeroth-order extrapolation given by

$$
\mathrm{U}_{i, j, N K}=\mathrm{U}_{i, j, \mathrm{NK}-\mathrm{J}} .
$$

where $U$ stands for any of the five primitive solution variables.


Figure 14. Physical $\theta$. llane showing boundary conditions.

## E. Initial Conditions

A swept infinite cylinder solution is calculated prior to the shock impingement solution with freestrean conditions matching the conditions behind the impinging shock (region 1, Figure 14). The conditions behind the impinging shock are computed using oblique shock equations [64].

The infinite cylinder solution is computed from the same computer code which computes the three-dimensional shock impingement solutions. An infinite cylinder solution, by definition, must have all z-gradients equal to zero. Rather than impose this condition directly: by setting all z-derivatives equal to zero and thereby changing the computer code drastically, it is done indirectly by changing certain boundary conditions. That is, the $z$-derivatives are still calculated but automatically come out to be zero because all z-planes are forced to be identical. This identity can be achieved simply by changing two boundary conditions. First, reference to the impinging shock is removed at the bow shock thus taking away the $z$-gradients across the intersection line. Second, the inflow $z-p l a n e(k=1)$, instead of being held fixed, is determined by a zeroth-order extrapolation given by

$$
\mathrm{U}_{i, j, 1}=\mathrm{U}_{i, j, 2}
$$

where $U$ stands for any of the five primitive solution variables. This removes the $z$-gradient which could exist between the first two z-planes of the solution. In addition, all z-planes of the infinite cylinder initial condition solution must be identical. With all of these
conditions satisfied, a mechanism for producing a nonzero z-gradient does not exist. This procedure yields an identical infinite cylinder solution in each $2-p l a n e$ of the finite-difference grid.

Because all z-planes of the infinite cylinder solution are identiczl only a single z-plane is needed to completely specify the solution. However, because of the three-dimensional computer code's structure, a minimum of four $z-p l a n e s$ must be used to compute an infinite cylinder solution. Two of these four z-planes are boundary condition planes ( $k=1$ and $k=4$ ).

At the beginning of a three-dimensional impingement solution calculation, the flow field solution in each z-plane is set equal to the infinite cylinder solution. The shock radius array ( $r_{s}$ ), the shock velocity array ( $r_{s_{t}}$ ), and the shock slope arrays ( $r_{s_{A}}$ and $r_{s_{z}}$ ) as well as the flow field variables are initialized in this way. The initial condition infinite cylinder solution is also the solution maintained as the fixed boundary condition at $\mathrm{k}=1$.

The procedure used to establish the infinite cylinder initial condition solution is similar to the procedure used by Tannehill et al. [54]. It involves the approximate curve fit of Billig [65] to get the shock shape and slope, the shock jump conditions with $r_{s_{t}}$ set equal to zero to get the flow variables behind the bow shock, a Newtonian pressure distribution and wall boundary conditions to get the flow variables on the body, and a linear variation between the bow shock and the body to get the intericr flow field.

## F. Stability

To insure numerical stability the time step associated with MacGormack's method is limited in size by the CFL condition [61,66], which in three-dimensions is given by

$$
\Delta T \leqslant C \frac{1}{\frac{\left|\mu_{r}\right|}{\Delta r}+\frac{\left|u_{\theta}\right|}{r \Delta \theta}+\frac{\left|u_{z}\right|}{\Delta z}+a \sqrt{\frac{1}{(\Delta r)^{2}}+\frac{1}{(r \Delta \theta)^{2}}+\frac{1}{(\Delta z)^{2}}}}
$$

where $a$ is the speed of sound and $C$ is an adjustable constant.
Numerical solutions involving steep flow field gradients have used special artificial smoothing terms to remain stable [67-70]. A modified version of the fourth-order product-smoothing term first developed by MacCormack [71] is used in the present study. The original smoothing procedure can be expressed by two basic terms $\left(s_{i, j, k}^{n}, S_{i, j, k}^{\overline{n+1}}\right)$ which are given by

$$
\begin{align*}
& \cdot S_{i, j, k}^{n}=\sum_{\ell=i, j, k} c_{\ell}\left(K_{\ell+1}^{n} \delta_{\ell} U^{n}-k_{\ell}^{n}{ }_{\ell}^{\Delta} U^{\mathrm{U}}\right) \\
& s_{i, j, k}^{\overline{n+1}}=\sum_{\ell=i, j, k} c_{\ell}\left(k_{\ell}^{\overline{n+1}} \delta_{\ell} \overline{\bar{n}+1}-K_{\ell-1}^{\overline{n+1}} \Delta_{l} \overline{\overline{n+1}}\right)
\end{align*}
$$

where the $\mathrm{U}^{\prime}$ s are defined by Equation 2.27 , the sumations on $\ell$ indicate one term for each of the three spacial directions ( $i, j, k$ ), the c's are constant coefficients, the $K$ 's are variable coefficients defined by

$$
K_{i+1}^{n}=\frac{\left|\rho_{i+2, j, k}^{n}-2 \rho_{i+1, j, k}^{n}+\rho_{i, j, k}^{n}\right|}{\left(\rho_{i+2, j, k}^{n}+2 \rho_{i+1, j, k}^{n}+\rho_{i, j, k}^{n}\right)}
$$

and the $\delta_{\ell}()$ and $\Delta_{\ell}()$ operators are forwert and backward differences, respectively, defined by

$$
\begin{align*}
& \delta_{i} U^{n}=U_{i+1, j, k}^{n}-U_{i, j, k}^{n} \\
& \Delta_{i} U^{n}=U_{i, j, k}^{n}-U_{i-1, j, k}^{n}
\end{align*}
$$

When smoothing is desired, $\mathrm{S}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{n}}$ (Equation 3.31) is added to the predictor step (Equation 3.1), and $s_{i, j, k}^{\overline{n+1}}$ (Equation 3.32) is added to the corrector step (Equation 3.2).

The variable K-coefficients are composed of a normalized secondorder difference of flow field density. The $K$ subscript indicates which direction the difference is in (i, $j$ or $k$ ) and also the center of the difference. The $K$ superscript indicates the time level used for the values of density. This always positive variable coefficient is essentially zero in the smooth regions of the flow field and approaches a maximum value of one in regions of large point-wise oscillations. The theoretical maximum value of the coefficient product in front of the $U$-differences, namely the cK products, is one-half. The $K$-coefficients can theoretically reach a value of one, causing the $c_{i}$, $c_{i}$, and $c_{k}$ constant coefficients to be restricted to a value of onehalf or less. However, since the K-coefficients in practice are usually much smaller than one, the constant coefficients can be much
larger than one-half. Of course, smaller amounts of smoothing or smoothing in only one or two of the three spacial directions can also be obtained. This is achieved by independently setting the constant coefficients in each of the three directions equal to the appropriate values.

A major difficulty arises when applying this smoothing method to the sweeping procedure presented earlier. To obtain both the predicted and corrected smoothing terms at a particular value of $k$, solution variables from five $k-p l a n e s$ are needed ( $k+2, k+1, k, k-1, k-2$ ). Providing the information from such a large number of $k-p l a n e s$ does not fit within the framework of the sweeping procedure. At most, information from only three $k$-planes can be supplied. This leads to a modification of MacCormack's smoothing technique which is given by

$$
\begin{align*}
& s_{i, j, k}^{\mathrm{Pp}}=\sum_{\ell=i, j} c_{\ell}\left(\mathrm{K}_{\ell+1}^{\mathrm{n}} \delta_{\ell} \mathrm{U}^{\mathrm{n}}-\mathrm{K}_{\ell} \Delta_{\ell} \mathrm{U}^{\mathrm{n}}\right) \\
& +c_{k} K_{k}^{n}\left(U_{i, j, k}^{n}-\Delta_{k} U^{n}\right) \\
& s_{i, j, k}^{c p}=c_{k} K_{k}^{n} U_{i, j, k+1}^{n} \\
& s_{i, j, k}^{c}=\frac{1}{2} \sum_{\ell=i, j} c_{\ell}\left(k_{l}^{\overline{n+1}} \delta_{\ell}{ }^{\overline{n+1}}-k_{l-1}^{\overline{n+1}} \Delta_{\ell}{ }^{\overline{\mathrm{n}+1}}\right) \\
& +\frac{1}{2} c_{k} K_{k}^{\overline{n+1}}\left(\delta_{k} U^{\overline{n+1}}-\Delta_{k}{ }^{\overline{n+1}}\right)
\end{align*}
$$

where all notation is as it was previously defined. When smoothing is
desired, $S_{i, j, k}^{P p}$, the partial-predictor-smoother step, is added to the partial-predictor step (Equation 3.3), $S_{i, j}^{C P}, k$, the completor-predictorsmoother $s$ itep, is added to the completor-predictor step (Equation 3.4), and $S_{i, j, k}^{c}$, the corrector-smoother step, is added to the completorcorrector step (Equation 3.6).

Note that the modification does not alter the terms in either the i- or j-directions, only the k-direction, Instead of using K -coefficients centered at three different $k$-locations ( $k+1, k, k-1$ ), all K's in the $k$-direction are centered at $k$. This modification alone reduces the number of $\mathrm{k}-\mathrm{pl}$ lanes involved to three.

All quantities in the partial-predictor-smoother step (Equation 3.36) are obtained from two $k$-planes ( $k$ and $k-1$ ), except $\rho_{i, j, k+1}^{n}$ which appears in the $K_{k}^{n}$ coefficient. Since only the $k$ and $k-1$ planes of the $n-1$ evel sulution exist in SCM at this time, extra density information at $k+1$ must be obtained from LCM. These coefficients are then saved and used in the completor-predictor-smoother step (Equation 3.37).

Instead of breaking the corrector-smoother step into two parts, it is applied as one step just after the completor-corrector step. This is because a third plane of densities (at $k+1$ ) cannot be read into SCM from LCM to compute a partial-corrector-smoother step. Because of the sweeping procedure, the $\overline{n+1}$ - level solution at $k+1$ has net been computed yet. At the tiae the partial-corrector step is completed, the entire $\overline{n+1}$ solution at $k-1$ is saved in scm. Tuis can be considered as a partial-corrector-smoother step even though no computations are actually made. Then, after the completor-corrector step is computed,
the entire corrector-smoother step (Equation 3.38) is computed with all three $k$-planes existing in SCM.

When Equation 3.12 is used to compute the shock slopes in the $z$ direction ( $\mathrm{r}_{\mathrm{s}_{2}}$ ) an unstable point-wise oscillation results in the z direction. This instability is strongest near the z-direction inflow plane. To alleviate this problem a shock radius smoother is applied during the corrector step which is given by

$$
\left.r_{s_{j, k}}^{n+1}\right|_{\text {new }}=\left.r_{s_{j, k}}^{n+1}\right|_{o l d}+\alpha\left(r_{s_{j, k+1}}^{\overline{n+1}}-2 r_{s_{j, k}}^{\overline{n+1}}+r_{s_{j, k-1}}^{\overline{n+1}}\right)
$$

where $\alpha$ is an adjustable constant. When $\alpha$ has a value of 0.25 the amount of smoothing which occurs corresponds to the optimal flattening of a sawtooth curve ( $r_{s}$ vs $z$ distribution) into a straight line. Larger values of $\alpha$ will produce "over smoothing" and if large enough (above 0.5) will actually feed the instability. Values of $\alpha$ smaller than 0.25 (up to an order of magnitude smaller) will allow oscillations to exist but will still keep the procedure stable.
IV. DISOUSSION OF RESULTS

The present method was used to compute two-dimensional blunt body, swept infinite cylinder, and three-dimensional shock impingement solutions. Restits for these three problems are presented in this chapter along with the computational statistics of the computer code. In all cases considered in this chapter, air is assumed to be a perfect gas. The Prandtl number ( Pr ), the coefficient of specific heat at constant pressure ( $c_{p}$ ), and the ratio of specific heats ( $V$ ) are held constant and are given by

$$
\begin{align*}
\mathrm{Pr} & =0.72 \\
\mathrm{c}_{\mathrm{p}} & =1004.58 \mathrm{~m}^{2} / \mathrm{sec}^{2}-^{\circ} \mathrm{K} \\
\mathrm{Y} & =1.40
\end{align*}
$$

The simplest case, that of the two-dimensional blunt body solution, is presented first.
A. Two-Dimensional Blunt Body Solution

The two-dimensional blunt body solution was computed using the threedimensional code in the same manner as the infinite cylinder solutions but with the freestream cross-flow velocity set equal to zero.

The freestream conditions chosen for this two-dimensional computation were

$$
\begin{array}{ll}
M_{\infty}=5.94 & p_{\infty}=545.8 \mathrm{~N} / \mathrm{m}^{2} \\
\operatorname{Re}_{D, \infty}=17326 & T_{\infty}=62.8^{\circ} \mathrm{K}
\end{array}
$$

where $M$ is the Mach number, $p$ is the pressure, $T$ is the temperature, and $\mathrm{Re}_{\mathrm{D}}$ is the Reynolds number based upon the cylinder diameter. Other conditions pertinent to this case were chosen to be

$$
\begin{array}{ll}
D=0.025 \mathrm{~m} & \mathrm{~T}_{\mathrm{W}}=1444.4^{\circ} \mathrm{K} \\
\lambda=0^{\circ} & \beta:=0
\end{array}
$$

where $D$ is the cylinder diameter, $\lambda$ is the cylinder sweep angle, $B$ is the radial mesh stretching parameter, and $\mathrm{T}_{\mathrm{w}}$ is the constant wali, temperature. Note that a $\lambda$ of zero indicates no sweep and therefore, a two-dimensional blunt body case. A B of zero indicates no stretching of the mesh in the radial direction. The adiabatic wall temperature ( $\mathrm{T}_{\mathrm{aw}}$ ) in the stagnation region was computed to be $504.9^{\circ} \mathrm{K}$ from

$$
T_{a w}=T_{e}\left(I+r \frac{y-1}{2} M_{e}^{2}\right)
$$

where $e$ denotes the edge of the boundary layer and $r$ is the recovery factor set equal to 0.85 for a laminar boundary layer. On comparing the $T_{w}$ and $T_{a w}$ values, it is apparent that this case has an extremely hot wall.

The computational mesh consisted of 21 equally spaced points in both the radial and tangential directions. The tangential outflow boundary was located along a radial ray $83.8^{\circ}$ above the stagnation streamline. The results of this computation are shown in Figures 15 and 16.

A plot of the pressure distribution around the cylinder is shown in Figure 15. The circles are the current numerical results. The solid


Figure 15. Comparison of pressure distributions on a two-dimensional ciscular cylinder.


Figure 16. Comparison of shock shapes around a two-dimensional circtilar cylinder.
curve is a fairing of experimental data due to Beckwith and Cohen [72]. This faired experimental curve consists of data from both two-dimensional blunt bedy and infinite cylinder results over a range of Mach number. This pressure distribution is independent of sweep angle and normal Mach numbers above two. The dashed curve shown in Figure 15 is the result predicted by the modified Newtonian pressure distribution given by

$$
\frac{\frac{\mathrm{W}}{\mathrm{p}_{\text {stag }}}}{}=\left(1-\frac{\mathrm{P}_{\infty}}{\mathrm{P}_{\text {stag }}} \cos ^{2} \theta+\frac{\mathrm{P}_{\infty}}{\mathrm{P}_{\text {stag }}}\right)
$$

where $p_{\text {stag }}$ is the stagnation point pressure computed from the Rayleigh pitot formula [64].

All three results are in excellent agreement in the stagnation region of the blunt body. In fact, the error between the present numerical result and the stagnation value of pressure as predicted by the Rayleigh pitot formula is less than 0.l percent. As expected the modified Newtonian pressure disagrees with the other two results away from the stagnation region. The faired experimental curve and the numerical results start disagreeing at about $\theta=50^{\circ}$. This disagreement increases to a maximum of about five percent error at $A=80^{\circ}$. The scatter of the experimental data used to obtain the faired experimental. curve in Figure 15 was about $\pm$ five percent at $A=80^{\circ}$.

A comparison of the numerically predicted shock shape with the empirical result of Billig [65] is shown in Figure 16. The circular symbols represent the numerical result while the empirical result is shown as a solid curve. The error belween the two results, to a large extent,
is due to the extremely hot wall. The large wall temperature heats the boundary layer causing the fluid density near the wall to decrease. This apparently has the effect of increasing the bow shock standoff distance as seen in the next section on infinite cylinder solutions.

## B. Swept Infinite Cylinder Solutions

The swept infinite cylinder solution (as already mentioned) was computed using the three-dimensional computer code by restricting all z-gradients to be zero. This was accomplished with the appropriate choice of boundary and initial cond.tions. Three swept infinite cylinder solutions were computed to establish the validity of the three-dimensional computer code and are presented in this section. In addition, the swept infinite cylinder solution used as the initial condition of the three-dimensional shock impingement case is also presented. In all of these cases, the computational mesh consisted of 21 mesh points in both the radial and tangential directions. The tangential outflow boundary was in all cases Jccated along a radial ray $83.8^{\circ}$ above the stagnation streamline.

The specified conditions chosen for the three infinite cylinder solutions are given in Table 1 . The freestream Mach number has been divided into two components, the normal component ( $M_{r, \infty}$ ) and the crossflow component $\left(M_{z, \infty}\right)$. Except for the addition of a cross-flow component of velocity, the case A conditions are identical to the two-dimensional case. Because of this, the previously computed two-dimensional solution was chosen as the initial condition for the case A infinite cylinder solution. The time-dependent development of the $u_{z}$-velocity

Table 1. Specified conditions for the infinite cylinder solutions.

| Specified Quantity | Case A | Case B | Case C |
| :---: | :---: | :---: | :---: |
| $M_{\infty}$ | 6.45 | 6.45 | 6.45 |
| $M_{r, \infty}$ | 5.94 | 5.94 | 5.94 |
| $M_{z, \infty}$ | 2.51 | 2.51 | 2.51 |
| $\operatorname{Re}_{D, \infty}$ | 18816 | 18816 | 18816 |
| $P_{\infty}\left(N / m^{2}\right)$ | 545.8 | 545.8 | 545.8 |
| $\mathrm{T}_{\infty}\left({ }^{\mathrm{O}} \mathrm{K}\right)$ | 62.8 | 62.8 | 62.8 |
| $\lambda$ ( deg ) | 25.0 | 25.0 | 25.0 |
| D (m) | 0.025 | 0.025 | 0.025 |
| $\mathrm{T}_{\mathrm{w}}\left({ }^{\circ} \mathrm{K}\right)$ | 1444.4 | 1444.4 | 411.8 |
| $\mathrm{T}_{\text {aw, stag }}\left({ }^{\circ} \mathrm{K}\right)$ | 573.2 | 572.0 | 572.5 |
| $\beta$ | 0.0 | 1.2 | 1.2 |

profile along the stagnation line for case A is shown in Figure 17. The $u_{z}$-velocity profile develops from the sow shock toward the body. Moderate oscillations occur in the radial direction during the timedependent process but completely disappear as the steady-state solution is approached. Initially, the solution moves rapidy toward sceady state, however, the final small oscillations damp cut very slowly as steady state is approached. The process essentially does not disturb the initial solution in the rg>plane. This suggests independence between the two-dimensional solution and the cross-flow direction solution.

The second infinite cylinder solution (case B) was computed with exactly the same conditions as the first, but with a different radial distribution of mesh points. The mesh was refined near the body with the stretching parameter ( $\beta$ ) equal to 1.2. For this value of $\beta$, the fir'st grid point off the body is located at 2.3 percent of the shock standoff distance as compared with five percent for an equally spaced mesh. The mesh distribution for 21 points is tabulated in Table 2 for several values of $A_{\text {. }}$ The distance between the body and the bow shock has been normalized to one. The first and second derivatives of the stretching transformation are also tabulated in Table 2.

The $u_{z}$-velocity and temperature profiles near the stagnation region ( $\theta=0^{\circ}$ ) and the $u_{\theta}$-velocity profile at $A=36.5^{\circ}$ are shown in Figures 18,19 and 20 , respectively. The distance between the bow shock and the body ( x ) is normalized to one for all profiles. For comparative purposes the solutions for no stretching (case A) and for stretching (case B) are both plotted. A11 three profile comparisons are in excellent agreement.


Figure 17. Time development of the $u_{z}$-velocity profile near the stagnation region of a swept infinite sylinder.

Table 2. Mesh point distributions for several values of the stretching parameter $\rho$.

| $2=0$ |  |  | $\beta=1.2$ |  |  | $\beta=1.12$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{r}-\mathrm{r}_{\mathrm{b}}$ | $\partial f / \partial x$ | $\partial^{2} f / \partial x^{2}$ | $r-r_{b}$ | $\partial f / \partial x$ | $\partial^{2} f / \partial x^{2}$ | $\mathrm{r}-\mathrm{r}_{\mathrm{b}}$ | $\partial f / \partial x$ | $\partial^{2} f / \partial x^{2}$ |
| BOW SHOCK |  |  |  |  |  |  |  |  |
| 1.00 | 1.00 | 0.0 | 1.000 | 0.70 | 0.00 | 1.000 | 0.62 | 0.00 |
| 0.95 | 1.00 | 0.0 | 0.928 | 0.70 | 0.07 | 0.917 | 0.63 | 0.08 |
| 0.90 | 1.00 | 0.0 | 0.857 | 0.71 | 0.14 | 0.840 | 0.63 | 0.16 |
| 0.85 | 1.00 | 0.0 | 0.787 | 0.72 | 0.22 | 0.764 | 0.65 | 0.26 |
| 0.80 | 1.00 | + 0.0 | 0.718 | 0.74 | 0.31 | 0.687 | 0.67 | 0.37 |
| 0.75 | 1.00 | 0.0 | 0.651 | 0.76 | 0.40 | 0.614 | 0.71 | 0.49 |
| 0.70 | 1.00 | 0.0 | 0.586 | 0.79 | 0.51 | 0.545 | 0.74 | 0.65 |
| 0.65 | 1.00 | 0.0 | 0.524 | 0.83 | 0.65 | 0.480 | 0.79 | 0.84 |
| 0.60 | 1.00 | 0.0 | 0.465 | 0.87 | 0.80 | 0.419 | 0.85 | 1.08 |
| 0.55 | 1.00 | 0.0 | 0.409 | 0.92 | 1.00 | 0.363 | 0.92 | 1.38 |
| 0.50 | 1.00 | 0.0 | 0.356 | 0.98 | 1.23 | 0.311 | 1.00 | 1.77 |
| 0.45 | 1.00 | 0.0 | 0.306 | 1.04 | 1.51 | 0.263 | 1.10 | 2.28 |
| 0.40 | 1.00 | 0.0 | 0.260 | 1.12 | 1.86 | 0.219 | 1.21 | 2.93 |
| 0.35 | 1.00 | 0.0 | 0.217 | 1.21 | 2.29 | 0.180 | 1.34 | 3.78 |
| 0.30 | 1.00 | 0.0 | 0.178 | 1.31 | 2.82 | 0.145 | 1.49 | 4.88 |
| 0.25 | 1.00 | 0.0 | 0.141 | 1.43 | 3.49 | 0.113 | 1.67 | 6.33 |
| 0.20 | 1.00 | 0.0 | 0.107 | 1.56 | 4.32 | 0.085 | 1.87 | 8.23 |
| 0.15 | 1.00 | 0.0 | 0.077 | 1.70 | 5.36 | 0.059 | 2.11 | 10.73 |
| 0.10 | 1.00 | 0.0 | 0.049 | 1.87 | 6.66 | 0.037 | 2.38 | 14.03 |
| 0.05 | 1.00 | 0.0 | 0.023 | 2.06 | 8.29 | 0.017 | 2.70 | 18.37 |
| 0.00 | 1.00 | 0.0 | 0.000 | 2.27 | 10.34 | 0.000 | 3.07 | 24.11 |
| BODY |  |  |  |  |  |  |  |  |



Figure 18. $u_{z}$-velocity profile near the stagnation region of a swept infinite cylinder.


Figure 19. Temperature profile near the stagnation region of a swept infinite cylinder.


Figure. 20. ug-velocity profile at $\theta=36.5^{\circ}$ on a swept infinite circular cylinder.

The $u_{z}$-velocity profile (Figure 18) is typical of all such profiles on the infinite cylinder regardless of the tangential position. The inviscid portion of the profile has a constant value equal to the $z$ component of freestream velocity. The boundary layer portion of the profile changes only slightly with tangential position. This occurs in this computation because the mesh expands (due to the shock layer growth) at the approximate growth rate of the boundary layer.

The temperature profile (Figure 19) shows the extent of the hot wall. The $u_{\theta}$-velocity profile at $\theta=36.5^{\circ}$ (Figure 20) has a velocity overshoot which is characteristic of such a hot wall solution. The better boundary layer resolution of the stretched solution is apparent in all three of the profile comparisons. However, even better resolution through more grid points or larger amounts of stretching would be desirable fcr this solution.

The third infinite cylinder solution (case $C$ ) was computed with exactly the same conditions as case $B$ but with a wall temperature slightly less than the adiabatic wall temperature (see Table 1). Therefore, case $G$ is a cold wall case. As pointed out earlier, the hot wall condition seemed to canse a slight increase in the shock standoff distance. A plot of the three infinite cylinder shock standoff results along with the empirical result of Billig [65] is shown in Figure 21. The empirical result was computed from the normal component of the freestream Mach number and therefore, is identical to the two-dimensional shock standoff curve. If a hot wall increases the shock standoff distance, then a cold wall should decrease the shock standoff distance. However, the hot wall cases considered in the previous solutions were


Figure 21. Comparison of shock shapes around a swept infinite circular cylinder.
extreme cases. The cold wall case under current consideration is only a slightly cold wall being very close to the adiabatic wall temperature. Therefore, the close agreement shown in Figure 21 between the cold wall shock shape and the empirical curve fit is expected.

A plot of the pressure distribution around the swept infinite cylinder is shown in Figure 22. The three numerical solutions are represented by symbols. The solid curve is a fairing of experimental data due to Beckwith and Cohen [72] which was discussed earlier. The agreement is generally quite good over the entire curve.

A $u_{\theta}$-velocity profile comparison is shown in Figure 23. The hot wall profile from Figure 20 (case B) and the cold wall profile of case $C$ are both plotted. Both profiles are from the same position on the cylinder $\left(\theta=36.5^{\circ}\right)$ and have identically stretched meshes. As expected, the velocity overshoot has disappeared from the cold wall profile. Otherwise, the two curves are almost identical.

The infinite cylinder solution used as the initial condition for the three-dimensional shock impingement solution is presented next. The freestream conditions chosen for this case were

$$
\begin{array}{ll}
\mathrm{M}_{\mathrm{r}, \infty}=3.77 & \mathrm{P}_{\infty}=2034.8 \mathrm{~N} / \mathrm{m}^{2} \\
M_{z, \infty}=2.64 & T_{\infty}=91.5^{\circ} \mathrm{K} \\
\mathrm{Re}_{\mathrm{D}, \infty}=27486 &
\end{array}
$$

Other conditions pertinent io this case were chosen to be

$$
\begin{align*}
& \mathrm{D}=0.025 \mathrm{~m} \\
& \lambda=35^{\circ} \\
& \beta=1.12
\end{align*}
$$

$$
\begin{aligned}
& T_{w}=394{ }^{\circ} \mathrm{K} \\
& T_{a w}=460{ }^{\circ} \mathrm{K}
\end{aligned}
$$



Figure 22. Comparison of the pressure distributions on a swept infinfte circular cylinder.


Figure 23. $u_{A}$-velocity profile at $A=36.5^{\circ} \mathrm{a}$ a swept infinite cylinder.

These conditions were selected tu permit a comparison with the experiment of Keyes and Hains [2]. The inflow plane in the z-direction for the threemdimensional shock impingement solution is fixed at the initial infinite cylinder solution. Therefore, the freestream conditions for the infinite cylinder solution (except $\mathrm{Re}_{\mathrm{D}, \infty}$ ) were computed to agree with the experimental conditions on the downstream side of the impinging shock. These conditions were computed from the given experimental freestream conditions and the oblique shock relations [64]. The freestream viscosity was chosen to be an order of magnitude larger than in the experiment, thus making the Reynolds number ten times smaller. This was done to physically thicken the boundary layer and make its resolution possible with fewer grid points. The results of this computation are shown in Figures 24m30.

A plot of the maximum and the minimum radial shock velocity ( $r_{s_{t}}$ ) as a function of time step number ( $n$ ) is shown in Figure 2'. These velocities should approach zero as the steady-state solution is apm proached. The solution moves rapidly toward a steady state initially with large time-dependent oscillations appearing. In the final part of the solution, the convergence is very slow and has a monotonic behavior. Plots of the numerical wall pressure and the heat transfer distributions around the swept infinite circular cylinder are shown in Figures 25 and 26 , respectively. The pressure distribution in Figure 25 is compared with the faired experimental pressure distribution due to Beckwith and Cohen [72]. The comparison is in general quite good. No experimental results for the heat transfer distribution are available for the


Figure 24. Radial shock velocity as a function of time step number.


Figure 25. Comparison of the pressure distributions on a swept infinite circular cylinder.


Figure 26. Heat transfer distribution on a swept infinite circular cylinder.


Figure 27. Mach number contours around a swept infinite circular cylinder.


Figure 2.8. Density contours around a swept infinite circular cylinder.


Figure 29. Pressure contours around a swept infinite circular cylinder.


Figure 30. Temperature contours around a swept infinite circular cylinder.
conditions of the current solution. However, the stagnation line value of heat transfer can be compared with theoretical results.

The stagnation line heat transfer for a laminar boundary layer on a yawed infinite circular cylinder can be obtained from [73]

$$
q_{\text {stag }}=k_{\infty} \frac{T_{a w}-T}{2 D}\left(\frac{2 R e_{D, \infty} \mu_{s t a g}}{M_{\infty} \mu_{\infty}}\right)^{1 / 2}\left[\frac{2 T_{\infty} p_{\text {stag }}}{\gamma^{T} T_{\text {stag }} p_{\infty}}\left(\frac{P_{s t a g}}{P_{\infty}}-1\right)\right]^{1 / 4} 4.8
$$

where the subscript "stag" stands for values measured along the stagnation line, $k_{\infty}$ is the freestream coefficient of thermal conductivity, $\mu$ is the coefficient of viscosity computed from the Sutherland viscosity law, and $T_{\text {aw }}$ is given as before from Equation 4.4. The value of stagnation line heat transfer computed from this formula is about 15 percent lower than the corresponding numerical value. This may be the result of not obtaining enough resolution in the boundary layer. The numerical values of wall heat cransfer are computed by evaluating the slopes of the total enthalpy profiles at the wall. The slopes are approximated by three values of total enthalpy ( $i=N I, N I-1$, and NI - 2). This approximation is inaccurats for coarse mesh spacings.

Another consideration for the difference between the two results is the accuracy of the theoretical result. Beckwith and Gallagher [73] compare this theory with experimental results but for Reynolds numbers two orders of magnitude larger than the present value. In addition, only a limited number of comparisons were made between theory and experiment. In light of these nsiderations, the comparison between the theory and the present numerical result seems reasonable.

Contour plots of Mach number, density, pressure, and temperature for the present infinite cylinder solution are shown in Figures 27-30, respectively. These contour plots have been drawn by a computer plotter and are displayed in the physical plane. No characteristic blunt body sonic line is shown in Figure 27 because the z-component of Mach number in the shock layer is by itself supersonic. The boundary layer can clearly be seen in Figures 27, 28 and 30. Note the unusually large boundary layer thickness in the stagnation line region which is characteristic of an infinite cylinder solution. The general validity of the zero normal pressure gradient assumption can be seen from the pressure contours shown in Figure 29. The stagnation line region of Figure 29, however, does seem to suggest a nonzero normal gradient in pressure. This concludes the infinite cylinder solution presentation. The results for the three-dimensional shock impingement solution are presented in the next section.

## C. Three-Dimensional shock Impingement Solution

An infinite cylinder solution was used to obtain the initial conditions for the three-dimensional wing-leading-edge shock impingement solution. The flow field variables in each $z$-plane of the three-dimensional initial solution were set equal to the flow field variables from the infinite cylinder solution. The planar impinging shock was introduced by discontinuously changing the freestream conditions across the intersection line. The solution was advanced in time by using the
numerical procedure previously described until the wall pressures were changing by sufficiently small amounts.

The freestream conditions chosen for this three-dimensional shock impingement computation were

$$
\begin{array}{ll}
M_{r, \infty}=5.38 & P_{\infty}=559.1 \mathrm{~N} / \mathrm{m}^{2} \\
M_{z, \infty}=2.51 & T_{\infty}=59.6^{\circ} \mathrm{K} \\
\operatorname{Re}_{D, \infty}=19344 & \theta=10^{\circ}
\end{array}
$$

where $\theta$ is the angle that the planar impinging shock makes with respect to the freestream velocity vector. For this set of freestream conditions, the pressure ratio across the impinging shock (PR) has a value of 3.6. The flow field conditions, which result after the freestream flow passes through the impinging shock, must be identical to the freestream conditions used for the infınite cylinder solution. Other conditions pertinent to this case were

$$
\begin{array}{ll}
\mathrm{D}=0.025 \mathrm{~m} & \mathrm{~T}_{\mathrm{w}}=394^{\circ} \mathrm{K} \\
\lambda=25^{\circ} & \mathrm{T}_{\mathrm{aw}}=460^{\circ} \mathrm{K} \\
\beta=1.12 & \alpha=0.25 \\
& c_{i}=c_{j}=c_{k}=1.0
\end{array}
$$

where $\alpha$ is the smoothing coefficient for the (previously presented) bow shock smoother (see Equation 3.39) and $c_{i}, c_{j}$, and $c_{k}$ are the coefficients for the 4th-order product smoothing terms used in conjunction with the (previously presented) finite difference method (see Equations
3.31 and 3.32). The sweep angle ( $\lambda$ ) given in Equation 4.10 corresponds to a Type V interaction.

The three-dimensional computation was broken up into two parts. First, a coarse solution was computed in which the computational mesh consisted of 21 grid points in all three of the spacial directions. A plot of wall pressure at two different stagnation line locations (midpoint and outflow) versus time step number for this coarse solution is shown in Figure 31. Note the large fluctuations which occur initially in the solution. The solution appears converged after approximately 400 time step iterations.

Second, a refined solution was computed in which the computational mesh consisted of 21 points in both the radial and tangential directions and 41 points in the cross-flow direction. The coarse solution was used to obtain an initial condition for the refined solution. A linear interpolation was used to generate an additional zuplane of values between each already existing $z$-plane. Thus, the size of the physical domain in going from the coarse solution to the refined solution did not change. Instead, the number of grid points in the $z$-direction was doubled ( $\Delta z$ was halved) to improve the solution. No other changes were made. A plot of wall pressure at two different stagnation line locations (midpoint and outflow) versus time step number is shown in Figure 32. The large fluctuations in the initial portion of the solution are much smaller than for the previous case with the coarse mesh. This is probably due to the more exact initial condition solution. The solution appears converged after approximately 400 iterations.


Figure 31. Time-dependent variation of wall pressure for the $21 \times 21 \times 21$ mesh.


Figure 32. Time-dependent variation of wall pressure for the $21 \times 21 \times 41$ mesh.

Because of the bow shock smoothing technique employed in the threedimensional case, the radial shock velocities ( $r_{s_{t}}$ ) were not able to approach zero in the vicinity of the intersection line. The shock smoothing technique, which removed erruneous numerical oscillations from the bow shock in the $z$-direction, also removed all desired physical "kinks." The physics of the three-dimensional problem tried to restore the physical links by developing large shock velocities. The bow shock, of course, did approach a steady-state position as the nonzero shock velocities and the shock smoothing approached equilibrium.

The conditions given by Equations 4.9 and 4.10 were all chosen (except for $R e_{\mathrm{D}, \infty}$ ) tu agree with the experiment of Keyes and Hains [2]. As with the infinite cylinder solution, the viscosity was chosen to be an order of magnitude larger to physically thicken the boundary layer and make its resolution possible with fewer grid points. In addition to increasing the boundary layer and shear layer thicknesses, this change also affected the wall shear stress and heat transfer values. Therefore, nondimensional ratios should be used when comparing these quantities with the experiment.

A comparison of the stagnation plane shock shapes is shown in Figure 33. The solid curve is the experimental result of Keyes and Hains [2] taken from a Schlieren photograph. The symbols represent the present numerical results and are plotted in such a manner that the experimental and numerical positions of the impinging shocks agree exactly. The experimental results were obtained by allowing a planar impinging shock to strike the shock layer on a finite swept cylinder. The intersection point along the stagnation plane was only three centi-
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meters downstream from one end of the cylinder. The shock standoff distance for the initial numerical $z$-plane is therefore, much different than the corresponding value of the experimental result. When these curves are examined in light of this difference the comparison seems quite good. Note the effect of the bow shock smoothing in the numerical result. The physical kinks which appear in the experimental Schlieren photograph did not develop to the full extent in the numerical result. A comparison of the stagnation line wall pressure is shown in Figure 34. The symbols represent the experimental results of Keyes and Hains [2] and were obtained from static pressure ports in conjunction with electrical strain-gage pressure transducers. The solid curve represents the present numerical result. The z-direction position of the numerical pressure distribution curve was determined from the shock shape comparison of Figure 33. The general trend of the comparison is quite good. However, the peak value in the experimental curve, which is caused by a boundary layer interaction with the transmitted shock, is not reproduced in the numerical results. A small peak does occur in the numerical results indicating that the transmitted shock is partially formed.

A comparison $J f$ the stagnation line heat transfer is presented in Figure 35. The symbols represent the experimental results of Keyes and Hains [2] obtained from the phase-change coating technique. The solid curve is the present numerical result. A peak in the heating rate is measured for both the numerical and experimental results although the heights of the peaks are not in good agrement. The coarse grid,


Figure 34. Stagnation line wall pressures.


Figure 35. Stagnation line heat transfer rates.
numerical smoothing, and increased physical viscosity probably all contributed to the poor resolution of the transmitted shock and therefore, to the poor agreement.

More insight into the numerical solution can be obtained from contour plots of the important solution variables. Contour plots of Mach number, density, pressure, and temperature are shown for selected $z$ plane and $\theta$-plane locations in Figures 36-50. Each of these contour plots was drawn with a computer plotter. The Mach number, density, pressure, and temperature increments were $0.05,1.03 \times 10^{-2} \mathrm{~kg} \mathrm{in}^{3}$, $957.6 \mathrm{~N} / \mathrm{m}^{2}$, and $31.11^{\circ} \mathrm{K}$, respectively. The sketch in the upper lefthand corner of each contour plot figure identifies the approximate 10 cation of the plane being plotted. For clarity all plots are shown in the physical domain.

Mach number contour plots at $k=8,14,20,28$, and 36 are shown in Figures 36, 37, 38, 42, and 43, respectively. This series of contour plots shows the effect of shock impingement at various $z$-plane locations. The stagnation plane impingement point is between $k=11$ and 12 . Therefore, the Mach number contour plot at $k=8$ (Figure 36) shows no sign of the impinging shock. The next five Mach number contour plots snow the development of a strong shear layer which is the result of the impinging shock. The shear layer, which is seen in cross-section, emanates from the bow shock and approaches the body.

In addition to Mach number, z-plane contour plots of density, pressurt, and temperature at $k=20$ are shown in Figures $39-41$, respectively. The shear layer is apparent in both the density and temperature contour plots but not pressure. An intersection point between the


Figure 36. z-plane Mach number contours for a swept circular cylinder under the influence of an impinging shock ( $k=8$ ).


Figure 37. z-plane Mach number contours for a swept circular cylinder under the influence of an impinging shock ( $k=14$ ).


Figure 38. z-plane Mach number contours for a swept circular cylinder under the influence of an impinging shock ( $\mathrm{k}=20$ ).


Figure 39. z-plane density contours for a swept circular cylinder Lnder the influence of an impinging shock ( $k=20$ ).


Figure 40. z-plane pressure contours for a swept circular cylinder under the influence of an impinging shock ( $k=20$ ).


Figure 41. z-plane temperature contours for a swept circular cylinder under the influence of an impinging shock ( $k=20$ ).


Figure 42. z-plane Mach number contours for a swept circular cylinder under the influence of an impinging shock ( $k=28$ ).


Figure 43. $z$-plane Mach number contours for a swept circular cylinder under the influence of an impinging shock ( $k=36$ ).


Figure 44. $\theta$ plane Mach number contours on a swept circular cylinder under the influence of an impinging shock ( $\mathrm{j}=2$ ).


Figure 45. $\theta$-plane density contours on a swept circular cylinder under the influence of an impinging shock ( $j=2$ ).


Figure 46. $\theta$ plane pressure contours on a swept circular cylinder under the influence of an impinging shock $(j=2)$.


Figure 47. $\theta$ plane temperature contours on a swept circular cylinder under the influence of an impinging shock ( $\mathrm{j}=2$ ).


$$
\begin{aligned}
\mathrm{Re}_{\mathrm{D}, \infty} & =19344 \\
M_{\infty} & =5.94 \\
x^{\circ} & =25^{\circ} \\
T_{W} & =394{ }^{\circ} \mathrm{K} \\
R & =1.12
\end{aligned}
$$



Figure 48. $\theta$-plane Mach number contours on a swept circular cylinder under the influence of an impinging shock ( $j=4$ ).


Figure 49. $\theta$-plane Mach number contours on a swept circular cylinder under the influence of an impinging shock $(j=8)$.


Figure 50. $\theta$-plane Mach number contours on a swept circular cylinder under the influence of an impinging shock $(j=16)$.
planar impinging shock and the bow shock is quite apparent in several of the $z$-plane contour plots ( $k=14,20$, and 28). Of course, no intersection point appears in the $z-p l a n e$ contour plots at $k=8$ or 36 , because the range of the intersection line only extends from $k=12$ vo $k=30$. The effect of the zeroth-order extrapolation on the $\theta$-outflow boundary condition at $i=1$ and 2 is seen in most of the $z$-plane contour plots (bow shock vicinity of the -outflow). As pointed out earlier, this boundary condition was employed to prevent extrapolation across the sharp gradient in the flow near the intersection line. Although it succeeds in this respect, it also introduces an inconsistent region in the flow field.

Mach number contour plots at $A=2.1^{\circ}(j=2$, stagnation plane), $10.7^{\circ}(j=4), 27.9^{\circ}(j=8)$, and $62.3^{\circ}(j=16)$, are shown in Figures $44,48,49$, and 50 , respectively. The flow field structure is best studied from these $\theta$-plane contour plots. The strong shear layer produced by the shock impingement appears as a dark band of coalesced contour lines. This shear layer emanates from the bow shock near the intersection line, approaches the body, and finally, passes through the z-outflow boundary.

A secondary soalescence of contour lines (Figure 44) which represents another (weaker) shear layer, lies between the bow shock and the first shear layer. An inspection of the numerical output shows that the flow field between these two shear layers is subsonic. This region of subsonic flow e:.1sts oniy for small values of $\theta$. The extent of the subsonic flow region can be seen in the $z$-plane Mach number contour plots (Figures 37, 38, 42, and 43). Further inspection of the
numerical output reveals a weak jet existing just above the weak shear layer. Both the jet and the weak shear layer follow the stronger shear layer (in a parallel manner) through the z-outflow boundary.

In addition to Mach number, $\theta$-plane contour plots of density, pressure, and temper ture at $A=2.1^{\circ}$ ( $j=2$, stagnation $p$ lane) are shown in Figures 45-47, respectively. As expected, the strongest shear layer is apparent in both the density and temperature $\theta$-plane contour plots but not the pressure.

A feature of the flow field which is apparent in the density and pressure $\theta$-plane contour plots is the initial formation of the transmitted shock. The darkest coalescence of density or pressure contours, which is approximately perpendicular to the body represents a very sharp expansion. The vertical contour lines immediately downstream of the sharp expansion are the beginnings of a transmitted shock. Still further downstream is another (weaker than the first) expansion. The sharp expansion, followed by a slight pressure jump and then anotber expansion can best be visualized by referring back to Figure 34 which is a plot of stagnation line wall pressure.

Other noteworthy aspects of the $\theta$ plane contour plots include the boundary layer, the thickening of the shock layer for increasing values of $\theta$, and the approximate validity of the zeroth-order extrapolation for the z-outflow boundary condition.

A Schlieren photograph of a Type $V$ shock impingeinent on a swept circular cylinder is shown in Figure 51. This experimental result is due to Keyes and Hains [2]. The conditions given in Equations 4.9 and


Figure 51. Schlieren photograph of a type $V$ shock interference (Keyes and Hains)
4.10 (except, of course, the freestream Reynolds number) were chosen to match this experiment. Note the existence of the transmitted shock, the shear layer, and the jet. The development of the shock layer from the end of the cylinder is also shown in this photograph.

The failure of the numerical method to more adequately predict the transmitted shock is due largely to the coarse mesh. Another contributing factor is the bow shock smoothing which keeps the two bow shock kinks from forming. This in turn directly affects the shock layer detail especially the transmitted shock.

Contour plots of the wall pressure and heat transfer are shown in Figures 52 and 53, respectively. The overall effect of the shock impingement at the wall is seen quite vividly from these figures. The peak in the heat transfer moves around the body in much the same fashion as the intersection line on the bow shock. The effects of the shock impingement are largest at the stagnation line and diminish in the tangential direction until little change from the infinite cylinder solution is experienced at the $\theta$-outflow boundary.

## D. Computational Statistics

The two most important computational statistics associated with the solution of any problem by a finite-difference technique are the execution time and the storage requirements. The execution time, for the most part, determines the cost of the computation. The storage requirement determines the size of the computer needed for the computation. The storage requirement directly limits the computational mesh and
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Figure 52. Wall pressure contours on a swept circular cylinder under the influence of an impinging shock.
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$$

very possibly the quality of the solution (especially for three-dimensional problems). Statistics such as these are examined in this section.

The computational statistics of the solutions presented in this report are given in Table 3. The number of time steps per case varies over a large range because of the different levels of desired convergence. For instance, the infinite cylinder solution (used as the initial condition for the three-dimensional shock impingement solution) was carried to a much higher level of convergence than the other infinite cylinder cases.

As previously mentioned, the large core memory (LCM) is used to store the three-dimensional solution array. Therefore, the required amount of LCM is proportional to the grid size. The small core memory (SCM) is used to store the program and the intermediate result arrays. The amount of storage listed in Table 3 does not include buffer storage or any storage allotted to the system.

The final statistic shows how much execution time is required on a per tine step per grid point basis. The last two values in this category (three-dimensional solutions) are higher than the others because proportional1; they contain a smaller number of boundary condition points. All execution times are for a Control Data Corporation 7600 Computer.

The small amount of storage required for the three-dimensional solution (only 131K words), is an achievement since the solution array by itself required 90 K words. With the savings in storage produced by

Table 3. Computational staitstics.

|  | TwoDimensional Case | Infinite Cylinder Cases |  |  |  | Three-Dimensional <br> Shock Impingement |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Initial |  |  |
|  |  | Case A | Case B | Case C | Condition Case | Coarse Mesh | Fine Mesh |
| Time steps | 900 | 700 | 800 | 600 | 1500 | 750 | 400 |
| No. of runs | 6 | 6 | 3 | 3 | 14 | 14 | 13 |
| Storage |  |  |  |  |  |  |  |
| SCM (K words) | 30 | 30 | 30 | 30 | 35 | 41 | 41 |
| LCM (K wo.tds) | 11 | 11 | 11 | 11 | 9 | 46 | 90 |
| Mesh dimensions | 21x21x5 | 21x21x5 | $21 \times 21 \times 5$ | 21x21x5 | $21 \times 21 \times 4$ | $21 \times 21 \times 21$ | $21 \times 21 \times 41$ |
| Execution time (sec) | 475 | 371 | 410 | 310 | 550 | 2832 | 2797 |
| Execution time <br> per time step <br> per grid pt. <br> (msec) | 0.24 | 0.24 | 0.23 | 0.23 | 0.21 | 0.41 | 0.39 |

the sweeping procedure, larger more productive computational meshes can be used.

## V. CONCLIDING REMARKS

A time-marching finite-difference method has been used to compute the three-dimensional wing-leading-edge shock impingement problem, The bow shock was treated as a sharp discontinuity across which the exact shock jump conditions (Ranlifne-Hugoniot relations) were applied. The impinging shock (assumed planar) was introduced by discontinuously changing the freestream conditions across the intersection line at the bow shock. The compressible Navier-Stokes equations were used for this three-dimensional computation. The present method does not require any prior information about the shock impingement flow field to be computed, as is the case with previous semiempirical approaches. In addition, since the shock layer flow field is automatically "captured" in the same manner in each computation, it is possible, in principle, to compute all three types of wing-leading-edge shock impingement with the same computer code.

A special storage-saving procedure for sweeping through the find tedifference mesh has been developed. This sweeping procedure reduces the required amount of computer storage by at least a factor of two without sacrificing the execution time. This savings in storage allows for larger more productive computational meshes which is especially useful for three-dimensional computations.

The shock impingement solution presented in this study demonstrates the feasibility of three-dimensional time-dependent computations involving the Navier-Stokes equations. At the time of this writing, only one other time-dependent solution of the three-dimensional Navier-Stokes
equations is known to exist [74]. The computational demands associated with this problem, however, affect the quality of the present threedimensional solution. The artificially reduced Reynolds number and the relatively coarse mesh are both limitations resulting from these computational demands. As a result of this study, however, it is felt that these limitations can be removed with the present method and with currently available advanced computers.

## VI. RECOMMANDATIONS FOR TURTHER STUDY

Several recommendations concerning the extension of this work can be suggested. First, a new version of the shock smoothing technique (the old version is given by Equation 3.39) could greatly improve the results. Obviously this new technique should eliminate the oscillations in the bow shock, but, should not interfere with any physical "kinks" which might appear in the bow shock.

The alleviation of the bow shock oscillations could also be achieved in the shock slope calculation without the addition of any numerical smoothing. For instance, the use of a one-sided difference formula in place of the central difference formula to compute the shock slope might relieve the numerical instability causing the oscillations and therefore, remove the need for a bow shock smoother. One-sided formulas which could be used for this purpose are given by

$$
\begin{aligned}
& \left(r_{s_{z}}\right)_{j, k}=\left(r_{s_{j, k+1}}-r_{s_{j, k}}\right) / \Delta z \\
& \left(r_{s_{z}}\right)_{j, k}=\left(4 r_{s_{j, k+1}}{ }^{\left.-r_{s_{j, k+2}}-3 r_{s_{j, k}}\right) / 2 \Delta z}\right.
\end{aligned}
$$

where Equation 6.1 is a first-order forward-difference formula and Equation 6.2 is a second-order forward-difference formula. Both firstand second-order backward-difference formulas or alternating forwardbackward formulas could also be tried.

Second, more grid points could improve the resolution of the shock layer detail. By increasing the number of grid points in the radial
direction, better boundary layer resolution could be achieved making an accurate solution at higher Reynolds number possible. If the number of grid points in the cross-flow direction were increased, better resow Iution of the transmitted shock could be achieved. Because of the storage-saving procedure used in this study, the use of more grid points is possible and could be very beneficial. In addition, the resolution of the transmitted shock could be greatly improved by clustering the grid points in the cross-flow direction near the intersection line. Third, a better comparison with experiment could be obtained if the inflow boundary condition in the cross-flow direction could be made to more adequately match the experiment. This could be achieved by using a different inflow boundary condition or by comparing with an experiment in which the impinging shock strikes the bow shock sufficiently far downstream from the blunted end (about six diameters). Fourth, different shock interference patterns (Types IV and VI) auld be computed by varying the sweep angle ( $\lambda$ ). The Type IV interference pattern might be extremely difficult to compute because of the subsonic cross-flow Mach number.

Finally, other problems related to the present problem are given by the following: 1) Shock impingement with real gas effects, including both chemical equilibrium and chemical nonequilibrium. 2) Shock impingement where the body is a hemisphere. 3) A wing leading edge solution in which the body is more accurately modeled as a wing (i. a., n-iable body radius, taper, angit of attack, arc.).
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## IX. APPENDIX A: REAL GAS SOLUTION PROCEDURE

Presented in this appendix is the solution procedure (including the shock jump conditions) when real gas effects are included. The fluid is assumed to be air in chemical equilibrium. The solution procedure is identical to the procedure used for a perfect gas case $n^{*}$ th the following two exceptions: First, all thermodynamic properties of the fluid are determined from curve fits designed especially for use with finite-difference methods [74,75]. The curve fits available are indicated by

$$
\begin{align*}
& P=p(e, \rho) \\
& a=a(e, \rho) \\
& T=T(e, \rho)  \tag{A. 1}\\
& h=h(p, \rho) \\
& T=T(p, \rho)
\end{align*}
$$

where $p$ is the pressure, e is the internal energy, $p$ is the density, $a$ is the speed of sound, $T$ is the temperature, and $h$ is the static enthalpy. These curve fits are valid for temperatures up to $25,000{ }^{\circ} \mathrm{K}$ and densities from $10^{-7}$ to $10^{3}$ amagats.

Second, the expressions for $\rho_{2}$ and $\mathrm{V}_{\mathrm{N}}$ in the shock jump conditions (Equations 3.14 and 3.15 ) are not valid when the fluid is assumed to be in chemical equilibrium across the bow shock. Closed-form analytical expressions for $\rho_{2}$ and $V_{N}$ for titw real gas case carnot be found because a closed-formi analytical expression for the equation of state
does not exist. Therefore, for the real gas case, an iterative procedure is required.

The freestream density ( $\rho_{\infty}$ ), the freestream pressure ( $p_{\infty}$ ), and the freestream static enthalpy ( $h_{\infty}$ ) are all known and held constant, just as in the perfect gas case. The pressure just downstream of the bow shock $\left(P_{2}\right)$ is computed by exactly the same technique used in the perfect gas case. The iteration procedure, which is used to determine $\rho_{2}$ and $V_{N}$, begins at this point. The density ratio ( $D R=\rho_{\infty} / \rho_{2}$ ) is the basic iteration parameter. Both lower and upper bounds for the density ratio ( $D R_{\min }$ and $D R_{\max }$ ) must be computed at the start of the iteration and are given by

$$
\begin{align*}
\mathrm{DR}_{\min } & =0.0  \tag{A. 2}\\
D R_{\max } & =\frac{\frac{\mathrm{P}_{2}}{\mathrm{P}_{\infty}} \frac{\gamma-1}{\gamma+1}+1}{\frac{\gamma-1}{\gamma+1}+\frac{\mathrm{P}_{2}}{\mathrm{P}_{\infty}}} \tag{A. 3}
\end{align*}
$$

Notice that the upper bound density ratio (Equation A.3) is obtained from the perfect gas formula.

Next, the exact value of the density ratio (DR) is approximated by

$$
\begin{equation*}
\mathrm{DR}=\left(\mathrm{DR}_{\text {min }}+\mathrm{DR}_{\text {max }}\right) / 2 \tag{A. 4}
\end{equation*}
$$

Using this density ratio, a value for $\mathrm{V}_{\mathrm{N}}$ is computed from

$$
\begin{equation*}
V_{N}=\sqrt{\frac{p_{2}-p_{\infty}}{\rho_{\infty}(1+D R)}} \tag{A. 5}
\end{equation*}
$$

which is an exact shock jump relation. Next, a value for $h_{2}$ is computed from the curve fit formula

$$
\begin{equation*}
h_{2}=h\left(p_{2}, \rho_{2}\right) \tag{A. 6}
\end{equation*}
$$

Wi.th these values of $V_{N}$ and $h_{2}$, the density ratio is recomputed from

$$
\begin{equation*}
\mathrm{DR}_{\text {com }}=\sqrt[2]{\frac{\mathrm{h}_{1}-\mathrm{h}_{2}}{\mathrm{v}_{\mathrm{N}}^{2}}+1} \tag{A. 7}
\end{equation*}
$$

which is another independent relation obtained from the shock jump conditions. At this point a convergence test, which involves a comparison between $\mid \mathrm{DR}-\mathrm{DR}_{\mathrm{com}}$ | and a predetermined error tolerance, is made. If the test is passed, the iteration is stopped, and the current values of $\rho_{2}$ and $V_{N}$ are used to compute the velocity components ( $u_{r, 2}$, $u_{f, 2}$, and $u_{z, 2}$ ) and the radial shock velocity ( $r_{s_{t}}$ ) from Equations 3.16-3.19. If the test fails, either $\mathrm{DR}_{\text {min }}$ or $\mathrm{DR}_{\text {max }}$ is updated according to the following scheme:

$$
\begin{align*}
& \text { If } \mathrm{DR}_{\text {com }}>\mathrm{DR} \quad \text { then } \mathrm{DR}_{\text {min }}=\mathrm{DR}  \tag{A. 8}\\
& \text { If } \mathrm{DR}_{\text {com }}<\mathrm{DR} \quad \text { then } \mathrm{DR}_{\max }=\mathrm{DR} \tag{A. 9}
\end{align*}
$$

With the newly computed value for either $D R_{\min }$ or $D R_{\max }$ the process given by Equations A. 4 - A. 9 is repeated until the convergence test is satisfied.

During the iteration process a special problem associated with Equation A. 7 may occur. If the density ratio given by Equation A. 4 is
far enough from the desired result the radical in Equation A. 7 will be negative. This situation is alleviated by returning to Equation A. 4 with $D R_{\max }$ set equal to the current value of $D R$.

The process just presented is known as a bisection type of iteration. Convergence is guaranteed providing that the final value for DR lies between the initial values of $\mathrm{DR}_{\text {min }}$ and $\mathrm{DR}_{\text {max }}$. Because this routine only halves the solution interval for each iteration, many iterations are required to obtain reasonable accuracy. To reduce the number of iterations a linear interpolating procedure for obtaining improved density ratio approximations has been added. A schematic of this procedure is shown in Figure Al where the density ratio values lie along the horizontal axis and the errors ( $\mathrm{ER}=\mid \mathrm{DR}-\mathrm{DR}$ com $\mid$ ) lie along the vertical axis. Notice that both the minimum and maximum density ratios and the corresponding errors for these density ratios are indicated in Figure A1. Improved approximations for DR are obtained by replacing Equation A. 4 with

$$
\mathrm{DR}=\mathrm{DR} \mathrm{~min}+E \mathrm{R}_{\text {min }} \frac{\mathrm{DR} \mathrm{max}_{\max }-\mathrm{DR}_{\min }}{E R_{\text {min }}+E R_{\text {max }}} \quad \text { A. } 10
$$

where $E R_{\text {min }}$ and $E R_{\text {max }}$ are determined from

$$
\begin{align*}
& \mathrm{ER}_{\min }=\left|\mathrm{DR}_{\min }-\mathrm{DR} \mathrm{com}_{\text {com }}\right|  \tag{A. 11}\\
& E R_{\text {max }}=\left|\mathrm{DR}_{\text {max }}-D R_{\text {com }}\right| \tag{A. 12}
\end{align*}
$$

The use of this linear interpolating scheme may speed up the iteration process by as much as three times.


Figure Al. Linear interpolating procedure used in the shock jump iteration. scheme.

The zero normal pressure gradient boundary condition which was used to compute wall values of density if given by

$$
\begin{equation*}
\rho_{\mathrm{NI}}=\rho_{\mathrm{NI}-1} e_{\mathrm{NI}-1} / e_{\mathrm{NI}} \tag{A. 13}
\end{equation*}
$$

where the subscripts NI and NI $\cdot 1$ represent the values at the wall and one grid row above the wall, respectively. This boundary condition was used in the real gas computation, even though its formulation requires a f fect gas assumption. For physically realistic cold wall solutions in the real gas range, however, the temperature in the vicinity of the wall (i.e., in the lower part of the boundary layer) is probably low enough to make this boundary condition valid.

Sutherland's viscosity law, in conjunction with a constant PrandtI number assumption, were us, 3 to compute the coefficients of viscosity ( $\mu$ ) and thermal conductivity (k). These assumptions are generally not valid for real gas calculations. However, other alternatives, such as curve fit approximations (for $\mu$ and $k$ ), are not available at the present time.

The above real gas procedure was used in conjunction with the previously presented finite-difference procedure to compute a sample infinite cylinder solution. Because of the inaccurate method for computing the real gas transport properties, the solution computed with the real gas procedure was chosen to be in the perfect gas range. Comparisons made between the real gas solution and the corresponding perfect gas solution were very good. The real gas computation required 50 percent more execution time on a per time step per grid point basis
than the perfect gas computation. By this means the real gas procedure was tested. Before any effective real gas computations can be made with this procedure, a fast approximate method for evaluating the transport properties of air in the real gas regime must be found.

## X. APPENDIX B: SHOCK JUMP CONDITIONS

The derivations of the three-dimensional shock jump conditions as well as the three-dimensional radial shock velocity equation are presented in this appendix. The resulting equations are in a form convenient for computer application. Figure Bl shows a sketch of the local shock-fixed coordinate system ( $\hat{i}_{N}, \hat{i}_{T}, \hat{i}_{B}$ ) along with the standard cylindrical coordinate system ( $\hat{\mathrm{I}}_{\mathrm{I}}, \hat{\mathrm{i}}_{\theta}, \hat{\mathrm{I}}_{z}$ ).

## A. Three-Dimensional Shock Jump Conditions

The resultant velocity vector on the downstream side of the bow shock ( $\vec{V}_{2}$ ) may be expressed as the vector sum of the freestream velocity vector $\left(\vec{V}_{\infty}\right)$ and some arbjtrary velocity vector increment $(\overrightarrow{\Delta V})$ as given in Equation B.I.

$$
\begin{equation*}
\stackrel{\rightharpoonup}{V}_{2, s}=\vec{V}_{\infty, s}+\stackrel{\rightharpoonup}{V}_{s} \tag{B. 1}
\end{equation*}
$$

Equation $B .1$ is written in the shock-fixed coordinate system (see Figure $B 1$ ). $\vec{V}_{\infty, s}$ and $\vec{V}_{2, s}$ are given by

$$
\begin{align*}
& \vec{V}_{\infty, s}=u_{N, \infty} \hat{i}_{N}+u_{T, \infty} \hat{i}_{T}+u_{B, \infty} \hat{i}_{B}  \tag{B. 2}\\
& \vec{V}_{2, s}=u_{N, 2} \hat{i}_{N}+u_{T, 2} \hat{i}_{T}+u_{B, 2} \hat{i}_{B} \tag{B. 3}
\end{align*}
$$

where $u_{N, \infty}, u_{T, \infty}$, and $u_{B, \infty}$ are the components of $\vec{V}_{\infty, s}$ in the shock normal, tangent, and binormal directions, respectively, and $u_{N, 2}, u_{T, 2}$,


Figure B1. Shock-fixed and body-fixed coordinate systems.
and ${ }_{B}, 2$ are the components of $V_{2, s}$ in the shock normal, tangent and binormal directions, respectively.

Unon substitution of Equatiuns B. 2 and B. 3 into Equation B. 1 and applying the fact that tangential components of velocity pass through shock waves unaltered yields

$$
\begin{equation*}
\Delta \vec{V}_{s}=\left(u_{N, 2}-u_{N, \infty}\right)^{\hat{i}}{ }_{N} \tag{B. 4}
\end{equation*}
$$

Note that the arbitrary velocity vector increment ( $\Delta \vec{V}_{s}$ ) is normal to the bow shock as expected.

The relative velocity equations for the $\vec{V}_{2}$ and $\vec{V}_{\infty}$ velocity vectors between the shock-fixed and the body-fixed coordinate systems can be written as

$$
\begin{align*}
& \overrightarrow{\mathrm{V}}_{2, \mathrm{~s}}=\overrightarrow{\mathrm{V}}_{2, \mathrm{~b}}-\overrightarrow{\mathrm{V}}_{\mathrm{s} / \mathrm{b}}  \tag{B. 5}\\
& \overrightarrow{\mathrm{~V}}_{\infty, s}=\overrightarrow{\mathrm{V}}_{\infty, \mathrm{b}}-\overrightarrow{\mathrm{V}}_{\mathrm{s} / \mathrm{b}} \tag{B. 6}
\end{align*}
$$

where $\overrightarrow{\mathrm{V}}_{s / b}$ is the relative velocity of the bow shock with respect to the body and $\overrightarrow{\mathrm{V}}_{2, \mathrm{~b}}$ and $\overrightarrow{\mathrm{V}}_{\infty, b}$ are given by

$$
\begin{align*}
& \vec{V}_{2, b}=u_{r, 2} \hat{i}_{r}+u_{\theta, 2} \hat{i}_{\theta}+u_{z, 2} \hat{i}_{z}  \tag{B. 7}\\
& \vec{V}_{\infty, b}=u_{r, \infty} \hat{i}_{r}+u_{e, \infty} \hat{i}_{\theta}+u_{z, \infty} \hat{i}_{z} \tag{B. 8}
\end{align*}
$$

where $u_{I, 2}, u_{A, 2}$, and $u_{z, 2}$ are the components of $\vec{V}_{2, b}$ in the body coordinate system and $u_{r, \infty}, u_{\theta, \infty}$, and $u_{z, \infty}$ are the components of $\vec{V}_{\infty, b}$ in the body coordinate system. Substitution of Equations B.4, B. 5
and B. 6 into Equation B. 1 yields

$$
\begin{equation*}
\overrightarrow{\mathrm{V}}_{2, \mathrm{~b}}=\overrightarrow{\mathrm{v}}_{\mathrm{m}, \mathrm{~b}}+\left(\mathrm{u}_{\mathrm{N}, 2}-\mathrm{u}_{\mathrm{N}, \infty}\right)_{\mathrm{N}} \tag{B. 9}
\end{equation*}
$$

By taking components of Equation B. 9 in the r-, $A-$, and z-directions yields

$$
\begin{align*}
& u_{r, 2}=\vec{v}_{2, b} \cdot \hat{i}_{r}=u_{r, \infty}+\left(u_{N, 2}-u_{N, \infty}\right)\left(\hat{i}_{N} \cdot \hat{i}_{r}\right.  \tag{B. 10}\\
& u_{\theta, 2}=\vec{v}_{2, b} \cdot \hat{i}_{\theta}=u_{\theta, \infty}+\left(u_{N, 2}-u_{N, \infty}\right)\left(\hat{i}_{N} \cdot \hat{i}_{\theta}\right)  \tag{B. 11}\\
& u_{z, 2}=\vec{v}_{2, b} \cdot \hat{i}_{z}=u_{z, \infty}+\left(u_{N, 2}-u_{N, \infty}\right)\left(\hat{i}_{N} \cdot \hat{i}_{z}\right) \tag{B. 12}
\end{align*}
$$

The three components $u_{r, 2}, u_{A, 2}$, and $u_{z, 2}$ are the desired velocity components just downstream of the bow shock in the body coordinate system. More useable expressions for the second terms on the right hand sides of these three equations must now be found.

The general expression for the bow shock surface is given by

$$
\begin{equation*}
r_{s}=f(\theta, z) \tag{B. 13}
\end{equation*}
$$

or written in a different way

$$
\begin{equation*}
F(r, A, z)=r_{s}-f(A, z)=0 \tag{B. 14}
\end{equation*}
$$

An outward unit normal vector to the shock surface can be found by using

$$
\begin{equation*}
\hat{i}_{N}=\frac{\nabla \mathrm{F}}{|\nabla \mathrm{~F}|} \tag{B. 15}
\end{equation*}
$$

where the $V()$ operator in cylindrical coordinates is defined by

$$
\nabla()=\frac{\partial()}{\partial r} \hat{i}_{r}+\frac{1}{r} \frac{\partial()}{\partial \theta} \hat{i}_{A}+\frac{\partial()}{\partial z} \hat{i}_{z} \quad \text { B. } 16
$$

which yields

$$
\begin{equation*}
\hat{i}_{N}=\frac{\hat{\underline{i}}_{t} \cdot\left(r_{s_{\theta}} / r_{s}\right) \hat{i}_{\theta}-r_{s_{z}} \hat{i}_{z}}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{z}}\right)^{2}}} \tag{B. 17}
\end{equation*}
$$

Taking components of Equation B. 17 in the $r-, ~ A-$, and $z$-directions yields

$$
\begin{align*}
& \hat{i}_{N} \cdot \hat{i}_{r}=\frac{1}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{Z}}\right)^{2}}}  \tag{B. 18}\\
& \hat{i}_{N} \cdot \hat{i}_{A}=\frac{-r_{s_{0}} / r_{s}}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{Z}}\right)^{2}}} \\
& \hat{i}_{N} \cdot \hat{i} \hat{i}_{Z}=\frac{-r_{s_{Z}}}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{Z}}\right)^{2}}}
\end{align*}
$$

Next, an expression for ( $u_{N, 2}{ }^{-u} N, \infty$ ) in terms of freestream quantities and the pressure just downstream of the bow shock $\left(p_{2}\right)$ is desired. To this end the Rankine-Figoniot equations are used and are given by [58]

$$
\begin{equation*}
p_{\infty}+\rho_{\infty}{ }^{2}{ }_{N, \infty}^{2}=p_{2}+\rho_{2}{ }^{u_{N}^{2}} \tag{B. 21}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{\infty}{ }_{N N, \infty}=\rho_{2} u_{N, 2} \tag{B. 22}
\end{equation*}
$$

Combination of these two equations yields

$$
\begin{equation*}
u_{N, 2}-u_{N, \infty}=\frac{p_{\infty}-p_{2}}{\rho_{\infty}{ }^{u} N, \infty} \tag{B. 23}
\end{equation*}
$$

Substitution of Equations B. 18, B. 19, B. 20, and B. 23 into Equations B. 10 , B. 11 , and B. 12 yields the shock jump conditions for the velocity components in body-fixed coordinates, which are given by

$$
\begin{align*}
& u_{r, 2}=u_{r_{,:},}+\frac{p_{\infty}-p_{2}}{\rho_{\infty}^{u} N, \infty} \sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{z}}\right)^{2}}  \tag{B. 24}\\
& u_{G, 2}=u_{A, \infty}+\frac{p_{\infty}-p_{2}}{p_{\infty}^{u} N, \infty} \frac{-r_{s} / r_{s}}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{z}}\right)^{2}}}  \tag{B. 25}\\
& u_{z, 2}=u_{z, \infty}+\frac{p_{\alpha^{\prime}}-p_{2}}{P_{\infty}^{u} N, \infty} \frac{-r_{s_{z}}}{\sqrt{1+\left(r_{s_{q}} / r_{s}\right)^{2}+\left(r_{s_{z}}\right)^{2}}} \tag{B. 26}
\end{align*}
$$

To complete this set of shock jump conditions expressions for ${ }^{4} N$, $\infty$ and $\rho_{2}$ in terms of freestream quantities and $p_{2}$ are needed. The expression for $\mathrm{u}_{\mathrm{N}, \infty}$ is usually written in terms of another quantity defined by

$$
\begin{equation*}
V_{N}=\bar{V}_{\infty, \mathrm{s}} \cdot\left(-\hat{i}_{\mathrm{N}}\right)=-\mathrm{u}_{\mathrm{N}, \infty} \tag{B. 27}
\end{equation*}
$$

For the case of a real gas where the flow is everywhere in chemical
equilibrium, including across the bow shock, closed-form expressions for $V_{N}$ and $\rho_{2}$ do not exist. Appendix A deals with this case by utilizing curve fits for the properties of air and an iteration procedure to compute $\mathrm{V}_{\mathrm{N}}$ and $\mathrm{F}_{2}$.

For the case of a perfect gas, closed-form expressions for $V_{N}$ and $\rho_{2}$ are avri.iable $\lceil 54,64]$. By using these expressions and the new definition for $V_{N}$, the entire set of three-dimensional shock jump conditions can be stated as

$$
\begin{align*}
& \rho_{2}=\rho_{\infty} \frac{\frac{\gamma-1}{\gamma+1}+\frac{p_{2}}{p_{\infty}}}{\frac{p_{2}}{p_{\infty}} \frac{\gamma-1}{\gamma+1}+1}  \tag{B. 28}\\
& V_{N}=\sqrt{\frac{\gamma+1}{2} \frac{p_{\infty}}{\rho_{\infty}}\left(\frac{\gamma-1}{\gamma+1}+\frac{p_{2}}{p_{\infty}}\right)}  \tag{B. 29}\\
& u_{r, 2}=u_{r, \infty}-\frac{p_{\infty}-p_{2}}{\rho_{\infty} V_{N}} \frac{\text { B. } 28}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{R}}\right)^{2}}}  \tag{B. 30}\\
& u_{e, 2}=u_{\theta, \infty}+\frac{P_{\infty}-p_{2}}{\rho_{\infty} V_{N}} \frac{r_{s_{\theta}} / r_{s}}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{z}}\right)^{2}}} \\
& u_{z, 2}=u_{z, \infty}+\frac{p_{\infty}-p_{2}}{\rho_{\infty} V_{N}} \frac{\text { B. } 29}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{z}}\right)^{2}}}
\end{align*}
$$

E. Three-Dimensional Radial Shock Velocity Equation

Figure B2 shows a eketch of a segment of the bow shock at time $t$ and $t+\Delta t$ and some of the key notation used in this derivation. The relative velocity equation for the freestream velocity vector ( $\vec{V}_{\infty}$ ) between the shock-fixed and the body-fixed coordinate systems is given by Equation B.6. The freestream velocity component normal to the bow shock, measured in shock-fized coordinates, and positive inward ( $V_{N}$ ) can be written with the aid of Equation B. 6 as

$$
\begin{equation*}
V_{N}=\vec{V}_{\infty, s} \cdot\left(-\hat{i}_{N}\right)=\left(\vec{V}_{\infty, b}-\overrightarrow{\mathrm{V}}_{s / b}\right) \cdot\left(-\hat{i}_{N}\right) \tag{B. 33}
\end{equation*}
$$

Equation B. 33 may be simplified by using Equation B. 8, B.18, B.19, and B. 20 to yield

$$
\begin{equation*}
\mathrm{v}_{\mathrm{N}}=\frac{-\mathrm{u}_{\mathrm{r}, \infty}+\mathrm{u}_{\theta, \infty}\left(\mathrm{r}_{s_{0}} / \mathrm{r}_{\mathrm{s}}\right)+\mathrm{u}_{z, \infty} \mathrm{r}_{s_{z}}}{\sqrt{1+\left(\mathrm{r}_{s_{\theta}} / \mathrm{r}_{\mathrm{s}}\right)^{2}+\left(\mathrm{r}_{s_{z}}\right)^{2}}}+\overrightarrow{\mathrm{v}}_{\mathrm{s} / \mathrm{b}} \cdot \hat{i}_{\mathrm{N}} \tag{B. 34}
\end{equation*}
$$

At this point reference to Figure B 2 is necessary to obtain a more useful relationship for the last term of Equation B.34. Note that $\vec{V}_{\mathrm{s} / \mathrm{b}}$ is the component of $\mathrm{r}_{\mathrm{s}_{\mathrm{t}}} \mathrm{i}_{\mathrm{r}}$ in the shock: normal direction which yields

$$
\begin{equation*}
\overrightarrow{\mathrm{v}}_{s / b}=\left(r_{s_{t}} \hat{\mathrm{i}}_{\mathrm{r}} \cdot \hat{\mathrm{i}}_{N}\right) \hat{i}_{N} \tag{B. 35}
\end{equation*}
$$

where $r_{s_{t}}$ is the desired radial shock velocity. Substituting this result into Equation B. 34 and simplifying with the aid of Equation B. 18 yields


Figure B2. Notation used in the derivation of the three-dimensional radial shock velocity equation.

$$
\begin{equation*}
V_{\mathrm{N}}=\frac{-u_{r_{, \infty}}+u_{\theta, \infty}\left(r_{s_{\theta}} / r_{s}\right)+u_{z, \infty} r_{s_{z}}+r_{s_{t}}}{\sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{z}}\right)^{2}}} \tag{B. 36}
\end{equation*}
$$

Solving this expression for $\mathrm{r}_{\mathrm{s}_{\mathrm{t}}}$ yields the final result which is given by

$$
\begin{aligned}
r_{s_{t}}= & V_{N} \sqrt{1+\left(r_{s_{\theta}} / r_{s}\right)^{2}+\left(r_{s_{z}}\right)^{2}}+u_{r, \infty} \\
& -u_{\theta, \infty}\left(r_{s_{\theta}} / r_{s}\right)-u_{z, \infty} r_{s_{z}}
\end{aligned}
$$

$$
\text { B. } 37
$$

