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Applications of Cluster Analysis in
Natural Resources Research

LRIAN J, TURNER

Abstract, Cluster invlysis Is uselul for sulvetting o madli-variate ulti-gbservational set
of dat into omogencous groups. “The wehnique hos wide application as shown by three
examples: (a) construeting un abbresinled telephone interview from analysis of re-
sponses to ¢ mailed guestivonzire; (0) combining tree volume tables over speties; and
() forming speetral signalures from multispectral scanner Jata, “Vie user is required to
caercise judgment in the choive of algurithin, ciitetion, and number of groups, The
selection of the best grouping is therefure subjective. Hs greatest value is perlaps as a
precursor {o mote objective analytical techinigques. Forest Sci. 20:343~349,

Additiopel key words. Questionnaire analysis, Liee volume, emote sensing.

Tie Urcr To CrLassiFy is thoroughly hu-
man, and classification is perhups the most
commonly used method ol dealing with the
unknown, Our first approach in identify-
ing an unfamiliar sct of objects is to try Lo
associate it with a known cluss of objects,
thereby reducing the dimensionality of the
upknown. I£ this fails because of the great
variation amung the unfamiliar objects, it
may be instructive to subset these so that ub-
jects within a subset are more closely allied
with cach other than with any member of
any other subset. I the subsets cunnot stitl
be associated with any krown clusses, at
least it is helpful to know the structure
associated with the set so that initiul alten-
tion can be concentruled on the more im-
portant problem of identitying the group,
ruther than individual dilferences.

Cluster amalvsis is concernad with this
subseiting problem. The basic premise of
cluster analysis is that objects shuuld be
placed in the same group if ineasereniznts
of vurisbles associated with thewe abjects
are highly similar. This implies that there
should be small varisnees within a group
and large variunees between geoups. Fue-
thermate if one considered the value of
cach obpect us a point in rukti-dimensional
space. where cach dimensicn repre-enly
measured variable, then oljeets within g
group should be el toecther and cearky
distant Trone vhbjests i other grovps. Ads

ternatively, as in the first application be-
lony, it may be desired to subset the vari-
ables measured rather than the objects.
In cither case, the aim s to form subsels
of the data that have high int¢rnal con-
sistency and maximum separability from
other subscts,

Cluster analysis techmigues are increas-
ingly being used in taxonomic, ecological,
und murketing research, The three appli-
catbons  given here are not drawn from
these areas, but represent unusval and very
dilferent applications of the technique to
classifizutory problems in natural resources
research.

Nummerous  algorithms have been sug-
gested for optimally partitioning the data
et created by taking one or more nieasure-
ments on ach of a set of objects. Many
of these atgorithms have been implemented
in compuler programs and the potential

The author 15 Associute Profeszor of Forest
Manngeroent, School of Forest Resources, The
Pennss hounia State Univ, Journa) paper no. 4526
of The Penmslsania State Univ. Agr. Sta., Uni-
wersity. P Lo Pa. Financial support for this re-
svacch wats provided by Hateh fuads through
weearch projests 1776 amd 1931 of the Pa. Agr.
Faj St State Tunds through the Deps. of En.
vigersnental Resouiees, and NASA funds through
the Offize for [eole Sensing ol Earth Re-
oy, The Pentstlvania State Upis. Manus
serpl geveived Sept 2o, 1973,
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user of o Jdicter Giedyels techimigue will
prohildy fuid that e s teoomahe @ clesce
between programs and then beiween ugp-
tus within o program. This paper niuy
help  the  investigator  in muling  these
choiees becase each of the .npplu.mmh Ju-
seoibd uses @ difterent Lot How-
ever, T do not supgest tisit the technigues
applied here are the best or only :uppruprl~
ate methods; just that they have given use-
ful resulls in these cases.

First Application: Questionnaire Analysis
We matled yuestionnaires in 1971 o al-
most 200 fand-owners in Warren County,
Pennsylvania, in  study of the character-
istic and munagenent abjectives of land-
owners who had reczntly aequired Lund in
this region (lurncx etal 1973).

Only 51 questionunaires were completed
and returned. This rather low success rule
made it necessary to sample the non-re-
spondents. We did this by telephone,
using an abbreviated questionuaire as a
basis for interviewing,

In cm‘mideriug the desizn of the tele-
phone interview, we reasensd that il we
pcrfornu.d a cluster analysis on the guei-
tions as answered by the muil respondents,
we should find certain ruestion-respotios
that tended to group together. [ this weie
s0, then we could pmum.nbu infer the
apswer o any question ia the group from
the answer lo oae question within the
group.

Educatiomists invadved in testing proce-
dures use the techniyue of “iten analysis”
for the similar problem of formiug groups
of questwons Mitent pools™) s that a test
made up of one guestban from cach group
will have minimum redundansy in subjeet
matter coveayge. W therelare wsed i o
puter program pregacid fur G type o
analysis. The program fued the additions]
advantage of sitebans From e users
puint ol view, muing i spprapiiate for
our initial mvestigutiviis o the techngue.
The chustering alpart wm e ok 1y based upon
the work of Lovvingse o0 wis {1932) woo
supgested that groups okt e built upy by
first selecting that iy
(Uiterns™ ) that fiad hes

ol winiahles

sl ICTLTITN 1 L I
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amitig enigelves, then adding varkibles
soualledly o muisinize the ratio of the
suti uf these covirimees to the sum of the
tespn e vatiiiees,  Rews that would re-
uce thg Teovariance rutjio” are discarded.
When all items huse been considered and
cither inclindad in the group or discarded,
d Jeae proup is begun in the same way us-
jny the items dimcarded from the previous
grusg, ated s0 onountil all vasiubles have
been placed in o group, or a “residue” re-
mains,  This algorithi is implemented in
a compiter program caulled TESTO7 avail-
abile from the University of All.n.rt.t, Ed-
montean, Alberta, Canada.

By considering the coded responses to
the questionmaire guustions as being the
variables 1 this method, we were able to
obiin groupings of questions-responses.
Alter soleeting at least one question from
each proup, we were able to formulate a
much-ubbreviated  questionnaire  suitable
for telephone interviews., From the re-
pouses lo these questions and considering
tte groupings of the questions, we felt con-

" fident that we could infer the answers to

the vinitted questions,

Se¢and sApplication
Volmne Table Construction

In preparing o set of volume tables for the
comutercisl forest species of Peansylvania
(Tutner 197243, 1 developed cubic-loot
ael board-foot volume eyuutions for 21
species o species-proups.  Where  these
cauations gre used in compuler programs
for volume computations, there is no real
advantiaze in amulgunating species  egua-
tnis: and there would  undoubtedly be
sonie duss of peeeision. However, for less
preci-e fleld use thore could be some -
wenitag: in reduciog the numiber of lables
Lo u stutler set.

Phe models Tor estimading volume were
ul the trm:

"=y + b H

for board-font volume, and
b= oy ok D 1Y 1

for cubie-font volune,
syt
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Fioure 1. Scatter dicgram of board-feat volume coefficients (b, and by) for different species, and

the four groups as defined by cluster analysis (see Table | for interpretation of species symbols).

V = predictzd volume,

1) = dbhob,

H =the appropriate merchantable
height, and the

b, = estimated regression coefficients.

A suitabic basis for grouping species equa-
tions would therefore be the estimation
parameters, b, The cluster anelysis pro-
gram described by Rubin and Friedman
(1967) was used. ‘This program is actu-
ally o comprehensive package of clustering
algorithms with options  for considering
continuous o diserete data and for using
a number of different criteria.

This method of subsetting continuous
data (also described by Friedman and
Rubin 1967) is based on the partitioning
of the total scatter matrix,

T=X'X where X is the n ¥ p matrix
ol n observations on p vari-
ables standardized to mecan
zero and variance =1,

into g groups such that some scalar prop-
erty of the pooled within-group scatter
matrix (W) or of the between-groups
scatter matrix  (B) is optimized. The
choice of the number of groups, g, and the

vediiie 20, mumber 4, 1974 [/ 345
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Fiaure 2. Logarithm of cluster analysis criterion,
(ITI/|WD), plotted against number of groups
formed for both board foot volume coefficients

(solid line) and first two principal components
of cubic-foot volume coefficients (dashed line).

most appropriate criterion is left to the
user.

This poses one of the dilemmas of clus-
ter analysis techniques. Occasionally the
user may know how many groups into
which he wants to subset the data; more
often he may have a desirable range of
g-values. Tie clustering methods will not
give the best valve of g, although some-
times this may be indicated by a sudden
increase in the optimal criterion value as
¢ is varied. Furthermore, different criteria
for a given g-value give differing group
compositions. The user may wish to try
different criteria and Jook for consistent
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groupings, and temper this with his intu-
itive feel for the structure of the data before
making finul groupings. Alternutively, he
may rely on the findings of Scott and
Symons (1971) and Marriott (1971) that
for many types of continuous data the best
criterion is to minimize the determinant
of W (|W)).

In the case of the volume table analysis,
I decided that fewer than four species-
group tables would not cover the variation
adequately, whereas more than six would
negate the value of a reduced set of tables,
Several different criteria were used; only
some are reported here.

The board-foot volume coefficients were
analyzed first because the fact that only two
variables are invelved permitted a ready
comparison between the solutions and a
scatter plot of by against by (Fig. 1). The
criterion used was: maximize (|T|/|W|),
which is equivalent to minimizing |W| be-
cause |7 is constant for a data set. When
the logarithms of the maximum criterion
values for different g values were plotted

" against g, it was evident that the increases

in the criterion value from g =3 to 4 and
£=4 to 5 were similar and substantially
greater than the increase from g=5 to 6
(Fig. 2). This gave an objective basis for
rejecting g = 6. Assuming that, ali other
things being equal, the least number of
volume tables, the better; g = 4 was pre-
ferred over g = 5. The optimum composi-
tion of the groups for g = 4 is shown in
Figure 1.

Because there  were significant inter-
correlations awong the four cubic-foot
volume coefficients, a reduction in com-
puter processing time scemed possible by
first taking principal components (an up-
tion available with this program) and then
clustering a reduced set of components.
The first two components explained 89 per-
cent of the variation; hence cluster analysis
was performed on these. By using the
(/7]/{W]) criterion again, maxinwum values
were obtained for varying g-vaiues and
their logarithms plotied against g (Fig. 2).
This indicated that g = 4 or 6 wers suit-
able values, so again, four groups were
chosen.  The composition of the groups is
given in Table |.




- ——

VARLE 1. Optimal species grouping for eubic-foot volumes based on cluster analysis

of equation coefficients,

Group |

Crroup 1

Coronp 111 Giroup IV

White pine (W)
Hemlock (HE)

Mise. softwoods (MS)
Black oak (BO)
Chestnut oak (CO)
Yellow poplar (YP)
Misc. hardwoods (MH)

Red pine (RI*)
Sugar maple (SM)
Red maple (RM)
Red ouk (RO)
Scarlet oak (S0)
White oak (WO)
White ash (WA)

Yellow birch (YH)
Sweet birch (SB)
RBeech I“l‘:l

Aspen (AS)

Black cherry (BC)

Pitch pine (PP)

Basswood (BA)

As a cheek on the groupings, cubic-foot
volumes were read from the tables for three
representative dbh's and  heights.  Mcan
volumes and standard deviations were com-
puted for each of the three tree sizes of
cach group (Table 2). Although the stan-
dard deviations are somewhat overlapping,
there docs appear to be on this basis more
difference between groups than within
them.

The normal statistical procedure for test-
ing whether simple linesr regression models
might be combined is to test for slope and
intercept differences in an analysis of vari-
ance (for example, Williams 1959), and
combine models on the basis of multiple
range tests on the regression coefficients.
In the case of the board-foot volume
models, the differences between slope
coefficients (by) were so large in compar-
ison with their standard deviations that
such a procedure would have reduced the
number of equations only by about two.
If a similar statistical procedure were
available for testing the non-linear cubic-
foot volume models, a similar situation
would likely be found. Cluster analysis
provides a means, therefore, for grouping

TABLLE 2. Cthic volumes for three tree
four groups (converted to metric units).

species  for  volume  estimation  pur-
poses where it is desirable to have only a
few different equations or tables, It should
be recognized, however, that there will be
a loss in precision over using individual
species equations, because the groups do
not represend a statistically homogencor s
population,

Third Application: Analysis of
Multispectral Scanner (M5S)
. Remote-Sensed Data '

The increasing availability of MSS remote-
sensed data from airborne and space plat-
forms is making automated land-use and
vegetative mapping a reality. Mapping
methods require that representative spectral
signatures be obtained for each target of
interest (land-use class, species type, and
so on) and then each MSS response ele-
ment be classified ~ccording to which tar-
get signature isporo

A response ¢ . n a digital tape de-
rived from MSS ¢ ¢ - onsists of the spectral
reponse  (or speco.. signature) from a
point on the ground. The response is a
vector of size equal to the number of bands
into which the visible and near-visible

sizes, with 21 species equations clustered into

Merchantable

Mean =+ Standard Deviation (m*)

1bh height Group 1 Group 1l Group I Group IV
tem) tin 2.4 m bolts) (7 species) (R species) (5 species) (1 species)
12.7 2 0053 = 0006  0.056 = 0006 00620006 0022
156 7 B15 = 022 862 = 020 907 = 031 £23
610 10 2965 = 076 3284 = 10 1632+ 238 3.349
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Fisuri ). Portion of plotier line map of Stone Valley Experimental Forest and surroundings, Hunt-
ingdon County, Pennsylvania, derived from computer processing of ERTS-1 satellite MSS data, The
area shown represents about 600 ha. Coordinates refer to scan line and element numbers. Types
depicted are: hardwoods (vertical lines), shaded hardwoods (right-to-left slashes), hemlock-hardwood
(horizontal lines), conifers (left-to-right slashes), water (+'s), fields (open areas), unclassified (X's).

spectrum is split by the scanner. The value
of the vector is the intensity of radiation
received by the scanner in each spectral
band from the geog.aphical point. The
size of the point varies with the altitude of
the scanner and other factors; for ERTS-1
satellite data it is about 0.5 ha. The data
can be arranged on a digital tape in geo-
graphic relationship so that a scene of in-
terest can be selected by referencing the
boundary scan lines (perpendicular to the
flight line) and elements within scan lines.

One method for obtaining representative
spectral signatures is cluster analysis. As
a component of a system of computer pro-
grams for analyzing MSS digital tapes
(Borden 1972). 1 wrote a program using
a cluster analysis  algorithm  (Turner
1972b) which is now being used in the
analyvsis of data from ERTS-1 as well us
wircraft data
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The clustering algorithm was influenced
by the “iterative condensation on centroids”
procedure (Tryon and Bailey 1970), a use-
ful method when the number of observa-
tions is very large. The method has, how-
ever, been freely ade pted for computational
cfficiency, since we need only the mean and
variance of each group or target-type and
not the elemental composition of cach
group.

The algorithin uses the first scan line of
the scene of interest to form trial centroids
or mean spectral signatures. The number
of these formed is controlled by the user
who specifics a critical separation value for
the formation of a new centroid. The
whole scene is then sampled and the mean
spectral signatures are revised, and added
to if necessary, on the basis of the sampled
clements and  variances computed  from
the data. Tnus while the intensity of




classification s under user-control, vari-
ability in the sample data is used to assist
in the assigning of elements to groups.
For ustance, a “mixed hardwoods™ group
will have more inherent variability than a
“pure conifer” group. The output from the
pregram is thus a set of mean spectral
signatures with a measure of the variabil-
ity within cach group. The scene can then
be reprocessed to produce a line printer
chiaracter map with churacters assigned
according to the computed mean spectral
responses and critical values derived from
the variability measvres.  Alternatively,
the output data can be combined with
spectral data derived by other means, and
character or plotter-drawn line maps can
be nroduced. An example of the latter is
shown in Figure 3.

Conclusions

The three foregoing applications illustrate
the potential of cluster analysis techniques
in dealing with a wide range of classifica-
tion problems. They also illustrate some
of the difficulties associated with using
cluster analysis:

(a) There are a large number of dif-
ferent methods associated with the
general term “cluster analysis” and
the user must exercise care in
choosing an appropriate one.

(b) The user is generally required to
make some judgmental decisions in
using the technique, for instance, in
the choice of number of groups
desired,

(c) The user will generally have to ex-
perimentally vary parameters and
finally have to make a subjective
judgment as to which result is
“best.”

Despite this, cluster analysis provides a
relatively casy and cheap method of taking
a first look at multivariate data. Because

of the wide varicty of clustering algorithms
md their general robustness, continuous,
discrete, or mixed data can be analyzed
with equal facility, The detection of
groupings within the data set may provide
suggestions for hypotheses which can then
be tested by more refined and objective
analytical technigues.
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