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1. INTRODUCTION

The main purpose of this grant is to investigate the application of
modexn control theoretic ideas to the design of flight control systems
for the F-8 alrcraft. More specifically, the design of an adaptive
control system based upon the so-called multiple model adaptive control
{MMAC) method is undexr consideration.

In this progress report we shall discuss in an informal way the
progress so far. Technical details will nct be given since they can be
found in a sequence of informal interim reports transmitted to NASA
Langley Research Center as well as an oxal presentation to Mr. Elliott
{the grant supervisor) and his associates at NASA/LRC. In addition a

partial summary paper is included as Appendix to this report.

2. SUMMARY OF CONCLUSIONS AND FUTURE PLANS

A great amount of insight has heen gained on the MMAC algorithm
during this time period from both a theoretical and a pragmatic point

of view. We summarize these below.

2.1 Convergence of the MMAC Algorithm

The transient and steady state behavior of the MMAC algnrithm

depends upon two factors

(2) the relative sizes of the residuals generated

by the banks of Kalman filters in real time.

(b) the prior dynamic and statistical information

associated with the szensor ncise and wingd



disturbance variances, which is gumimarized in
the residual covariance matrix which does not

depend upon real time measurements.

The effect of both of the above factors is extremely complex, and
difficnlt to undexstand from an analytical point of view. WNonetheless,
a rearrangement of the dynamic stochastic equations that govern the
probability evolutions (see Appendix A) has provided insight into the
problem. Prior researchers have ¢laimed that if the correct model is
inecluded in the bank of models, then it will be identified with prob-
ability one. We believe that this statement is only valid undex cextain
additional assumptions (e.g. the existence of some persistent excitation)
and that a rigorous proof in the MMAC context is not available as yet.

We are in the process of investigating under what precise conditions
one cah guarantee the convergunce and stability of the MMAC algerithm,

as well as introducing persistent excitation inputs to the aircraft.

2.2 Sensitivity of the MMAC Algorithm

The implementation of the MMAC algorithm indicates that its transient
response can be quite sensitive to both plant and sensor noise. The
probabilities tend to jump very rapidly, and very little probabilistic
averaging is evident. This is due to the great "amplification" inherent
in <he exponential functions in the equaﬁions that dynamically propagate
the probabilities. This mathematically “"optimal" behaviox can be
undesirable for aircraft implementation. For this reason, we are-

currently modifying our MMAC subroutines so that after the probabilities



are generated in the "optimal" way, a moving average {whose window+length
will have to be determined) of the probabilities wiil be generxated,

and it is this moving average probability which will weigh the controls
generated by the QG compensators. We conjecture that this simple
moving average procedure will cause the control system to be less

sensitive to noise.

2.3 The Value of Lateral Measurements

In our previous status report we conjectured that the value of
information provided by the lateral sensors in the overall MMAC prob-
ability calculation was outweighed by its computational burden, At
this stage of our research we feel that this conjecture has to be
reexamined,

One of the reasons that in our earlier simulations (June 1975)
ve felt that the lateral sensors did not provide sufficient information
for the probability evaluation was due to the fact that the design of
the lateral Kalman filters included a large amount of "fake" driving
white noise (to partly compensate for the difference between Gera's
and Wooley's models). As a consequence, the lateral Kalman filters
had very high bandwidths. This caused the selectivity of the lateral
¥zlman filters to decrease when incorporated in the MMAC design. To
put it another way the léteral MMAC design had difficulty in distinguishing
models:yas a result the probabilities could result in mismatched unstable'
combinatidns. |

Once this ﬁroblem was recognized, we.redesigned all lateral Kalman

~ filters. Our current design (tested at LRC in September 1975) is based
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upon

(a) Wooley's data for the linear open-loop

dynamics

{b) The only effective source of plant white
noise is that associated with the wind

disturbance.
As a result of this change we observed from the simulation results

that the lateral dynamics can provide valuable information with

respect to model identification, relatively rapldly, and that the
MMAC design is less sensitive to sensor noise, Effectively, the
new latéral Kaiman filters have a smaller bandwidth, and they are
more selective,

In general, when evalue“=2d in a regulator context the lateral

MMAC system works very well,

2.4 Combined Probability Evaluation

As explained in prior status reports, as well as in the paper
reproduced in Appendix A, the longitudinal and lateral probabilities
are generated separately, and if desired they can be easily combined
in an nverall set of probabilities. Once more, based on "theoretical"
considerations, this combination of probabiiities appears to be the
correct approach.

There are potential difficulties, howevgr, with this approach
which require further investigation, due to thé fact that the preob-

ability transitions tend to be very rapid. For the set of flight



conditions that we have available, one can construct two stability
mismatch tables, one for the longitudinal dynamics and another for
the lateral dynamics. Effectively, what the mismatch stability
table indicates is whether or not the combination of the j-th 1QG
compensator in feedback about the i-th £light condition is stable,
The difficulty arises because the stability mismatch tables are
quite different for the longitudinal and lateral dynamics. In the
simulations conducted at LRC in September 1975 we observed that quite
often the MMAC control system "worked" better if controlled from the
individual probabilities rather than the combined ones. This may be
due to the rapid changes in the probabilities and the problem may be
alleviated if the "moving average” scheme discussed in 2.2 is imple-
mented, We plan to continue to investigate the desirability of using

the combined probabilities in the overall MMAC design.

2.5 Pilot Input Design for Longitudinal Dynamics

During this time period two different designs for handling pilot
inputs were obtained and tested at LRC.
The first design translated
{a) stick position
(b) stick rate
into commanded values of the longitudinal state variables using first the
linearized short period dyramics, and then switching to the long period

dynamics. - This design was tested at LRC in June 1975, It was found



unsatlsfactory because the difference in steady state values obtained
from the linearized dynamics are significantly different from those
obtained from the nonlinear dynamics.

The second design used exclusively the short period dynamics
and translated stick position into a commanded pitch rate and normal
acceleration. These values were then used to generate error signals
which were fed inko the existing MMAC regulator control system. This
design was tested with pilot inputs (provided by C. Wooley) at LRC in
July 1975. The response was deemed acceptable, although somewha® sensi-
tive (high gain).

In the short term we plan to still use this later design., However,
it is not clear how one can evaluate it in terms of the C* criterion.
For this reason, we are currently carrying out a feasibility study in
which a C* - like design is obtained, so as to evaluate its impact on

the overall MMAC concept.

2.6 Pilot Input Design for Lateral Dynamics

The approach used for the lateral system was distinctly different
than that used for the longitudinal system. For the lateral system the
pilqt inputs were introduced to a linear model (provided by tRC) which
generated the desired responses for the lateral state wvariables.

First, we wished to examine if a very simple scheme would work.
Toward this g@ﬁl we simply used the model generated state variables as
the desired time varying reference trajectories, and then generated a

set of error signals which were introduced in the MMAC system. This
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design was tested at LRC in June. It's response was jJjudged unsatisfactory
in view of the large commanded lateral accelerations.

At the present time we are nearing completion of a true model-
following design which should alleviate the high lateral accelerations

associated with the preliminary design.



3. SUMMARY OF REAL TIME SIMULATION
EXPERIMENTS AT LRC

Trip on 6/4/75 ~ 6/6/75

Tasks accomplished Before the Trip:

1.

3.

Finished the computations of new regulator and ¥ilter gains for
the lateral dynamics and implemented in the control program.
{Reason of this change of design has been discussed in our oral

report on 7/23/75.)

A rudimentary pilot command system for both longitudinal and
lateral dynamics was designed and implemented in the MMAC control
sjstem. These designs werxe carried out under two different
approaches:

For the longitudinal dynamics: A steady state response
following technique was used,

For the lateral dynamics: A "model following" type of

technique was used.

The procedure of inputing MMAC system data was changed so that

the core requirement of implementing the MMAC system was reduced
significantiy. All system data was stored in a tape ( or a fast
memory device) and only those system matrices uséd on the real time
computaticn for the MMAC scheme were called and stored in the pro-

gram during the reset mode.



Simulations Dona:

1.

2.

3,

In order to answer the conjecture posed in the last semi-annual
report, that the information obtained from lateral dynamics was
not important, we have done tho following experimants for F/C #19
(1.4 Mach, 40k ft) and F/C #11 (.6 Mach, 20k ft) with different

combinations of models in the filter bank:

{a) wWith initial conditions on 2° sideslip:

1) PRoth longitudinal arid lateral dynamics MMAC systems
were operating;

2) Only lateral dynamics MMAC system was operating;
3) Probabilities were updated Ly tie longitudinal
information only, and the lateral control was
computed by the following two different approaches:
(i) Averaging the "optimum" controls computer
from the outputs of each filter in the bank.

(ii) Averaging the controls computed from the
outputs of a single f£ilter,

(b) With initial conditions on 8° angle of attack and 2° sideslip.

(Repeat the same experiments in (a).

{¢) With thunderstorm (Repeat {a) and {b)).

Similar experiments were carried out for the lateral pilot command
system.
8ingle model pilot command system for the longitudinal system was

tested for F/C #7, F/C #1ll &@.d F/C #19. .



Soma Concluslons from these Experimcnts:

1.

2.

3.

4.

The new regulator design for the lateral dynamics performed
well and the prior instabilities on the bank angle response
nevey occurred.

There was no significant improvement on the overall system
performance while the lateral dynamics information was used,
(Xt has beon found since then that this conclusion was in-
correct due to excessive fake white noise in the filter
designs.)

The lateral pilot command system generated a higher lateral
acceleration than the value generated by the model which was
due .to an "ad hoc" approach on the model following design.
The longitudinal pilot command system did not work as well as
we expected. There were some problems on the switching logic
which controls the pilot conmand system to follow steady state
values for the short period response and the long period |

response, respeoctively.
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Trip on 7/22/75 ~ 7/23/75

Taske Accomplished Bafore the Trip:

1. To test the tentative conclusions we had reached in the June
trip, the entire 1nter51 dynamics filters were remsvaa from the
contrel program. Only a single Kalman f£ilter was impleuented
for the lateral dynamics, the control was computed from state
estimates of the filter and the optimum regulator gains fox each
model in the MMAC bank and then averaged by the probabilities
computed from longitudinal dynamics. There were 7 models in the
filter bank instead of the 4 models used on the June trip.

2. ‘The longitudinal pilot command system was redesigned by eliminating

the long period response following scheme.

Simulations Done:

r. Complete test of the ncw system.

2. PFlight the control system from the cockpit.
conclusions:

1. Iongitudinal pilot command system was acceptable, although
the system was a 1itt1e_bit sensitive to the stick command
{(but it can be fixed by scaling down the gains on the ADCH
channel input).

2, Lateral pilot command system had instabilities after 20 seconds
of simulations which happened because of mismatch instability

and was not cbserved on the June trip because we did not run

- 1~
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the system that long. 7To fix this problem, wo nced a corxrected
filter design for the laterxal dynamics and uso both longitudinal
and lateral dynamics inforxmation for the MMAC schema.

Teip on 9/2/75% ~ 9/5/15

Tasks Bccomplished Before the Trip:

1. cChuck Woolay's linearized model was used for the filter design,
unnecessary fake poises for the modeling error were eliminated
and the wrong turbulence noise statistics was corrected.

2, The compleis BHLC system was implemented,

Simulations Done and Conclusions:

Over three hundred experiments for the MMAC requlator system
and pilot command system for the longitudinal dynamics were done
during this trip. Several new findings were obtained during this
trip; we are still on the stage of znalyzing this massive data;

a detailed report will be written at a later date,
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4. PERSONNEL
puring this time period the following staff have received partial

financial support under this grant:

Professor M. Athans

Mr. D. Castanon (Research Assistant) since 9/1/75

Mr. D. Orlhac (Research Staff) since 9/1/75

Dr. K~P Dunn (Research Associate) to 9/15/7%

Mr, C. S. Greene (Research Assistant) to 6/1/75, since 9/1/75
Mr., Y, Baram {Research Rssistant) to 9/1/75

Ms. I, Segall (part-time programmer) to 10/1/75

Mr. K. Lee (undergraduate student)

In addition the following have contributed to the cverall effort
without receiving financial support:

Dr. J. Martin-Sanchez (visiting postgraduate scientist)
Mr. W. Kohn (graduate student)

Professor A. S. Willsky

Professox N. R. Sandell, Jr.

Mr. F. Goforth (undergraduate student)

5. FINANCIAL STATUS

As of September 30, 1975 a total of $98,181.79 has been expended out

of a total amount of $147,647.00.
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Aircraft Using the MMAC Method," ESL-P~622, August 1975. (to_appear
in Proc. 1975 IEEE Conference on Decision and Control, Houston, Texas,
also submitted to the IEEE Trans. on Automatic Control,

2) C. S. Greene, "Application of the Hultiple Model Adaptive Control
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M.IL.T., May 1975,
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hbstract

The purpose of this paper is to summarize
rosults obtoined fer the adaptive control of the
F-BC alrcraft using the so-called MMAC method,
The discussion includes the solection of the per-
formance criterla for both the lateral and the
lopgitudinal dynamics, the design of the Kalman
filtors for difforont flight conditions, the
"jdentification" aspects of the design using
hypothesis testing ideas, and the performance of
the closed loop adaptiva system,

1. Introduction

The purpose of this papdar is to present
prelimipary results on a study which involves
the application of advanced adantive control
tochniques to the design of a gtability augmen-
tation system in both the longitudinal and
lateral dynamics of the F=BC aircraft. NASA has
been using the F=BC aircraft as z test vehicle
for evaluating different digltal-fily-hy-wire
{DFBW} contrcel techniques, using the IBM AP-101
as the airboyne computer. We remark that the
eventual imglementation of the control algorithms
on the spreific alrborne computer has had & major
impaci upon the philosophy adopted for the design
of the contfol system in view of the abvious sto-
rage and real-time computational constraints. 1In
addition, the desion was crucially dependent upoh
tho senscrs that could be utilized in the senge
that sensors that utilized exteinal acrodynamic
rezsurements, e.q., alrspeed, altitude, angle of
attack and oldeslip vanes should not he employed
in the cand.date design., Thus, the design gulide-
iines required that the sensors assoclated with
the adaptive control system should be limited to
acceleroni.ers, rate gyros, and perhaps attitude
gensors (ilthough the latter were deemed undesir-
able in view of their errors when the aircraft
underwent severe pllot induced maneuvers).

*The theory and initial algorithm development
associated with this study were developed with
support from NASA/Ames Research Center under
grant NCL-22-009-124 and from AIOSR under grant
72-2273, The specific application to the F-8C
was supported by NASA Langley Research Center
under grant NSG-1018,

From the viewpoint of modelling, it is cbh-
vious that the dynamic state equations of an air-
craft involve nonlincar dffferentinl cquations
{sce Etkin [1]). llovaver, the informatlon given
by HASA Langley Research Conter (LRC) to tha MIT/
ESL tenm consisted in the specification of the
uncoupled, linear time-invariant open-loop
longitudinal and latoral dynamice of the F-8C
aircraft associated with equilibrium £1light,
rable I gives a list of the flight conditions
that were available for the design. Thus, the
general structure of the equatlons were of the
form  k(t)=ax(t)+Bu(t). The numerig¢al values
of the clements of the A and B matrices can be
found in a report by Gera {2], hased upon wind
tunnel tests, and a roeport by Woolay and Evans
[31, based upon linsarizacion of the nonlinear
dynamics employed by NASA/LRC for thelr nonlinecar
simulation of the F~BC aircraft. Ve remark at
this point that the numerical valuss for the A
and B matrices given in [2) and (3] are not iden-
tical raflocting the fact that differcnt sources
wera used to obtain them, The deslgn reported in
thie papar is based upon Gera's report [2).

The fact that the 16 flight conditions span
an extremely wide envelope for operating the
aireraft, with drastic changes in the epen-loop
dynamics, makes the fixed-gain design of the con«
trol system unrealistic, Furthermore, handling
qualities requirements, such as the C* criterion,
indicate that pilots desire different closed-loop
dynamics at different flight conditions., Thus,
some port of “adaptive" gain~scheduling control
system was required. However, stralght-forward
gain scheduling based upon quantities such as
velocity, altitude, and dynamic pressure was not
permitted in view of the sensor restrictions men-
tioned above. Hence, the adaptive control system
had te be designed in a novel way.

An additional restriction on the design was
that the sensor noise and wind disturbances had
to be incorporated., This led to the neced for
employing Kalman filters, with constant coeffi-
cients because of the computer memory limitations.

The above problem overview sets the ground
for the specific adaptive control technique which
we selected to investigate in great detail, We
call the adaptive control tectinigue the Multiple—
Model-Adaptive-Control (MMAC) method, and we shall

Procecdings 1975 IEEE Conference on Decision and Control, Houston,

Texas, December 1975
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discuss it in more detall In Section 5 of this
poper, 1t 1s only one of naveral technigues
based upon devalopments in modern control theory
{s0e the survey article by Athans and Varalya
[4]) and Lt has its origins in combining
hypothesip~testing and otochastic control ideas
(sco reforences (4] to (B]), It was selected for
this study because of its potential promise in
acodemic examplea [5)~[B], and because its memory
andt real-time computatioyal requirements could be
roadily assessed in view of its pop-lterative
nature,

Mg axplained in more datall in Section 5,
the MMAC method roguiraes that a full blown titeady
gtote Linear~Quadratic-Gaussian (I0G} controller
be implemented for cach £iight condition, This
necassitated the development of suitable quad-
ratic performance criteria for hoth the longitud-
inal and the lateral dynamics; these are
described for the continuous time case [9] in
Sections 2 and 3, respectively, For implementa-
tion, one necds a discrate time 140G controller
{10}, This is described in Section 4, together
with the discuspion of senser errors. The MMAC
algorithm is described in Section 5. Tho simula-
tion results using the nonlineax F-8C dynamics
are doseribed in Section 6, Section 7 prescents
the major conclusion of our studies so far,

HWa remark that in this paper we shall only
focus our attehtion to the regulation aspects of
tho problem, i.e,, return to equilibrium flight
from some initial conditions and in the pre-
sence of stochastic wind disturbances, In our
study we are considering the proper way of incor-
porating human pilot inputs for both the longi-
tudinal and lateral case. However, we shall not
prasent in this paper any of the appronches and
preliminary results for the pilet input case.

2. longitudina) Dynamics
2.1 Intreduction

In this section we preosaent an overview of
the LOG philosophy adopted for designing the reg-
ulator for the longitudinal dynamics, Attention
is given in the development of the quadratic per-
formance index and the subseguent medel simplifi-
cation using a short period epproximation. The
main concept that we wish to stress is that the
quadratic porformance criteria employed changed
In a natural way with each flight condition, The
surprising result was that the short period poles
of the resultant longitudinal closcd-loop system
were characterized for all flight conditions by
two constant damping ratios, ono associated with
all subsonic flight conditions and one assoclated
with all supersonic flight conditions,

2.2 ‘The Longitudinal Stute Description

Becausae of a rate constraint saturatlion on
the elevator rate, the control variable selected
was the time rate of change of the commanded
olevator rate (G,.{t}). This was integrated to
generate the actual commanded elevator position

_ (J&ilt;irqygl; PA
OF 200k QUALES

. {840(t)) which was introduced to a flrst order

nervo with a time constant of 1/12 scconds to
generats tha actual deviation of the slevator
8g(t) from its trimmad valus. The elevator was
then related to the four “natural" longitudinal
state variables namely pitch rate, qit) (rad/sec},
velocity error vit) (ft/sec), perturbed angle of
attack from its trimmed value, aft) (rad), and
piteh attitude deviation frem its trimmed value
B(t) (rad), [2). In addition, a wind disturbance
state wit) was included (see Appendix A}. Thus
the state vector x(t) for the longitudinal dynam-
ics was characterized by seven componants

2. xtebiate), viv), ate), 0te), 6 (v,
§polths wlt))

and the cohtrol varisble uft) was the commanded
elevator rata

(2,2) wie)th, (o)

This led to a linear-time invariant characteriza-
tion for cach flight condition of tha form

(2,3) &fehmh %) 4By ()45, E ()

where E(t) was zero mean white noise, generating
the wind disturbance and accounting for random
actuator orrors. The elements of Ay and Ly
changed with cach flight condition while

{(2.4) B=[000DO10}
2.3 fThe longitudinal Cost Functional

In order to apply the standard steady state
1QG procedure [9) a quadratic performance index
has to be selected, The general structure of the
index was

(2.5)  d=fx" () x (e 4" (£ RyutE)de

Note that the welighting matrices ¢., R, had to be
different from flight condition to flight condi-
tion reflecting in & natural way that the pilot
wants different handling gualities as the speed
{and dynamic pressure) changes.

In the initial design it was decided that
one should relate the maximum deviations of
. o pitch attitude, fmax

o pitch rate, gmax

o normal acceleration, aj,max .

o maximum commanded clevator rate, Gecmax
resulting in the following structure of
the pe:{dxgance criterion 2y

a’ {t) 2 2 65 (t)
Jr nz | gite) | B2(e} | ec

x
N 4 ‘ z
fLON A a.. qgimax  BZmax

ecmax

The normal acceleration ap.(t), in g's, was not
used as a state variable. However, it is linearly
related ro some of the longitudinal state vari-
ables according to the formula

(2.7 anz(t:)*«vf-ﬁn v(e)+xza(t)+x36a(t)] in g's



V¢ being the equilibrium specd. The cohstants
X1, k2, k3 tan be caleulated from the open leop
A, matrices, and honce change with flight copdl-
tion. Effectively the structure of the criterion
(2.6) implies that if at te0 the maximum values
of acceleration, pitch rate, or pltch attitude
occurred, thon one would be willing to saturate
the clevator rate to remove them, For the pre-
1iminary design the following numerical values
wore salected (with the help of T. Elliott and
J. Gera)

(2.8) a =Gg's, qmax=10g/Ve, O =69/Veas)

nzmax

,Gecmaxu0.435 rad/gec
whare asy is the {3,3) @lement of the open loop
longitudinal A matrix,

Roughly speaking, this criterion means that
one is willing to maturate the clevator rate
(0.435 rad/sec for the F-8C) if a normal accel-~
eration of Gg was felt, or a pitch rate equiva~
lent to 10g's, or a pltch urror which if
trapsclated to angle of attack would also generabe

a 6g normal acceleration.

the above nhumarical values were translated
ihto the approprlate matrix (non diagonal pos-
itive somidefinite} which changed from £light
condition to £light condition, while R ,=Rwl/
{0.435)% for all flight conditions. Hance, the
resulting G problem could be solved using
available computer subroutinas {11].

2.4 Reduced Longltudinal Design

The design was modified for two reasons.
First the gain from the velocity state varisble
v(t) was extremely small, Second, it was desir-
able to avoid using the pitch sensor, The pitch
0(t) is weakly obgservable from the system dynam-
ics so that even if a Kalman filter was used in
the absence of pitch measurements, large estima-
tion errors would be obtoined which would adversly
effect the porformance of the control systen since
there is slgnificant feecdback from the estimated
pitcl, attitude. At any rate, since a pilot would
fly the aircraft he would be abla to control
pltch himself.

This led us to eliminating the velocity arror
v{t) and pitch O(t) from the state equations and
obtaining the "short period" approximation (5
state variables}, Since pitch did not appear the
ecriteria (2.8) was modified to

2 2
{2.9) 3J - anz‘t) + qztt\ , 6ec(t) dat -
. 2,Lon .t a‘t
nzmax

and the resultant LG problem was reseolved,
2.4 Summary of Results

From the viewpoint of transient responses to
the variables of interest (normal acceleration,
pitch rate, angle of attack) the transicnt re-
sponses to initial conditions were almost identi-
cal for both designs. Thus, the short period
motion of the aireraft was dominated by the rela-

tive tradeoff betwecn the maximum normal accelera=
tion, B, ymaxe oNA maximum pltch rate, qp... This
is consistent with the ¢* exiterion [12).

When tho shorteperlod c¢losed-loop poles wore
evaluated for both designs using the mmerical
valuas glven by (2.B;, we found the Unaxpoctod
regult that the damping ratio was congtant (0.488}
for all 11 suhsonie flight conditions, and also
constant {0,361) for all the asupersonic flight
conditions, The closed-loop naturally frequency
increasad with dynamic prensure.

Since no pole-placement techniquos wore em-
ployed {i.e,, the mathematics were not told to
place the closcd~loop poles on a constant damp-
ing ratio line), we constructed a tradeoff by
changing {(deereasing) the maximum pitch rate
Omax + This would fincrease the pltch rate penalty
in the cost functional, and one would expect a
higher damping rativ, 7The following values of
qmax Were employed :

(2.10) q, *109/Vo, B30, 63/Va, A9/Ve

Once more the constant damping ratio phencmenon
was chsarvad, {.e,, for each value of g, the
short period closed loop poles for all subsonic
flight conditions foll on a constatit damping ratio
lina, and similarly for all supersonic flight
conditions. This was further verificd by c¢onsid-
ering an additional 13 different flight condi-
tions.

The numerical results are presented in Table
It. The reagon for this regularity of the solu-
tion of the 1D problem is under investigation.

3., Lateral Dynamics
3,1 Introduction

In this section we present the parallel
piailosophy for the develeopment of the control
systom for the lateral dynamies. In this case
the development of a prifonnance criterion was
not as straight-forward as in the case of the
longitudinal dynamics, For an extensive dlscus-
sion see the 5.M, thesie by Greene [13].

3.2 fThe Lateral Dynamics State Modoel

The control variables selected for latoral
control were

(3.1) g;(t)-éac(tlncommandcd allercn rate
(rad/sec)

(3.2) u;(t)u5 {t}rcommanded rudder rate
-’ re .
{rad/sec)
o that the control vector is defined to be

(3.3 pltI=(ma(t’ wale))

Tha servomechanics were taken into account, The
commanded ailero and rudder rates werc integrate-
ed to generate fhe commanded aileron (§,.(t}) and
rudder (§,..(t)" positions, respectively. For the
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F-BC aircraft the commanded aflleron rate 6ac(t}
drives a first order lag nervo, with a tims con-
ptruct of 1/30 geconds, to ganarate the actunl
aileron poaition §u(t) (rnds).

The commanded rudder rate §,o(t) (rads) drives
a first order lag gervo, with a time constant of
1/25 soconds, to generate the actual ruddor posi~
tion 8 (¢} (rads). The actual aileron and rudder
position, 8¢ (t) and §.(t), then excite the four
*natural” lateral dynamics state variablos, nama-
1y roll=rate pit) (rad/sec), yaw-rate r(t)(rad/
sec), nidonlip angle A(t) (rad), and bank angla
${t) (rad). In addition, a wind dlaturbanca state
variable wi{t), pee Appendix A, drives :the aqua~
tions in the game way as the sidoslip variable.

Thus, the state equations for the lateral
dynamice are characterizod by a 9-dimensional
state vector x{t) with compononts
(.0) z e finre) xie) B 6(6) S,te) 8 (k)

Gac{ti ﬁrclt) wit)]
and tho overall lateral dypamics take the form
(3.5)  R{E)=A x(E}4B uit)+L, Elt)
where the zero mean whitu noiso veetor £(t) gen-
ocrates the wind disturbance and compensates for

modelling errors, Once mora the matrices Ay, Uy
change with flight conditionn (2}, [13] while

.foeoocoo100
{3.6) D [00000001()]

3.3 The Lateral Cost Functional
The latoral performance index used (after

several iterations) welghted the following
varioblen:

o lateral acceleration, a_{t) ({in g's}
o roll rate, p(t) Y {(in rad/sec)
o sideslip angle, £(t} {in rad)
o bank aongle, ¢{t) - {in rad)

vs .
o commanded aileron rate, §,.(t)
o comwanded rudder rate, 6. (t)

The lateral acceleration, a_(t), is not a state
wﬂmm.ﬂwwu.mrmﬂlmnmmumaﬁm
equilibrium flight, it can be expressed as a
linear combination of the lateral state variables
and the trim angle of attack, oo, by the following
relation )

(3.7 a, (61" [(ki-ao)p(E)+ (katl) () kaBle)
+ku¢(t)+k55x(tll'¢(t)

where tha constants ki,..., ks can be found from

the lateral open loop Ay matrix, and change with

the flight condition,

The folleowing structure of the quadratic
performance criterion was established:

L]
ﬁl 2 F 2
{t) ey , Bt} {t)
(3,8 "wr'l'f A e L

°o “ymax max max ¢ mAX
8¢ &2
L ac{t) . rcit) at
e &2
acmax remax

The following maximum values were uned
Maximum lateral acceleration, aymay=0.259's

Maximum roll rate, Pra Ve, (aal-uo)

¥ 10g
Maximum sideslip angle, Bmux'£!L LTO
/109

Maximum bank angle, ¢max-o'a rad (=45°)
Maximum comrmanded alleron ratewl,.G63 rad/sec
Maximum comnanded rudder rateel,22 rad/sec

Seg [13) for an extensive discussion of how this
performance criterion was derived: aj; and ajy
are obtained from the open loop Ay matrices

There i no natural way of arriving at a
simplified model for the lateral dynamics, as was
tho case with the longitudinal dynamics. Hence
the bank angle cannot be climinated. Although a
bank angle sensor wap deemad undesirahle, tho
weak ohservahility of the bank angle caused large
state estimation orrors, using Kalman filters, in
the bank angle and the sideslip angle 1if a bank
angle sensor was b, & included. For these reasons,
it was decided to employ a bank angle sensor and
to panalize bank angle deviation, because bank
angles largor than 20* can introduce significant
nonlinearities through trigonometric functions
("l L]

Once morae, the 1Q can be solved, HNotice that
the uge of the perfcunance criterion (3.8) rusults
in a otate welghting matrix (non-diagonal)
which changes with £light condition.

3.4 Summary of Results

The above performance criterion gave reason-
able responses for a varlety of initial conditions,
Its main characteristic is to reduce any lateral
accolerations (by forcing the aircraft to go in
coordinated turns) and to null out bank angle
errors inh a slower manner.

Once more we observed a constant damping
ratio { .515 ) for all supersonic conditions and
a relatively constant damping ratio ( .625 |} for
all subsonic flight conditions. HNo additionnl
tradeoff studies were conducted by changing the
weights in the cost functional.
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4. Scngors, Kalman Pilters and
piecrete 10G Compencators

4.} Introduction

The digital implomentation of the control
system requires the discrote-time golution of the
1QG problem (10, As we shall see in tho naxt
gection, the MMAC approach requires the construc—
tion of & bank of 10G controllers, cach of which
contalns & discrete Kalman filter (whosa resld-
usls are used in probability calculations and
whode state estimates are used to goneratec the
adaptive control signals}. Hence, In this sectlon
wo prasent an overview of the issuos involved in
the design of the LQG controllers based upon the
nolsy scnsor measuremants.

4.2 The Sampling Interval

A sampling rate of 8 measurements/socond
wat ostablished., 5uch a slow sampling rate was
selncted 60 as to he able to carry out in real
time the multitude of real time operations re-
guired by the MMAC methed.

4.1 Scnsors and Noise Characteristics

A5 explained in the introduction, the guide-
lines for design excluded the use of alr datn
sensors., Thus, measurements of altitude, speod,
anglo of attack, and sideslip ungle *yere not
avnilable. Aftor some Draliminary investigations
it was decided that sensors that depend on trim
variabies (olevator angle and piteh attitudo)
should not be used 2o as to avold estimatirm trim
parameters. Table III listo the sensors and thelr
accuracy characteristics that were used in this
study, We stress that the sensorp measure the
true varisbles every 1/B saconds in the presence
of discrote-zero mean white nolse wlth the stan-
dard deviations given in Table ITI,

Finally, we remark that in this study we
assumed the* all sensors were located at the C,G.
of the alscraft.

4.4 The Design of Kalman Filters

For each f£light copdition the steady-state
discrete-time Xalman filter, with constant gains
was calculated, for both the lopngitudinal
and lateral dynamic models, 1The level of the
plant white noise associated with the wind dis~
turbanca gaeneration was sclected sc that we
assumed that the alrcraft was flying in cumulus
clouds, (See Appendix A.)

The decision to use steady state constant
galn Xalman filters was made 50 a6 to minimize
the computer memory reguirements,

Finally, we ramark that in view of the slow
sampling rate, the continuous time filtering:
problem was carefully translated into the equiva-
lent discrete problem [ 13) to [15}.

The constant covariance matrices of the
Kalman filter residuals, denoted by Siyons SipaT

for the longitudinal models and lateral models
wers compted for each flight condition denoted
by L. As we shall seo these are important in the
generation of the MMAC variablon,

4,5 The Deslign of the Discrete LOG Compensators

Through the use of the separation theorém ono
can design the diserate 1QG compensators, This
implied that the L) problem defined in continuous
timp in Sections 2 and ) had to be corroctly
transformod into the equivalent discrete~time
preblem in view of the glow measurement rate,
Effactivaly, we have used the tranafo.oatlons
given in reforences (11}, {13} to (15].

4.6 Recapitulation

For each flight condition, indexed by i, a
complete discrete-time, steady state, LOG compen—
sator was designed for both the longitudinal and
lateral dynamies. Each compensator generatoed
every 1/8 necond the optimal control, namely the
optimal commanded clovator rate (t} for the
longitudinal dynhamfcu, and the opcgmal eurmonded
aileron ratoe 6ac(t) and rudder rata O, .(t), based
upon the noisy measurements of the apprcmrinte
senporpg (Beo Table III) avery 1/8 second.

Becauss of the appropeiate transfoemations
of the continuous time IQG problem to the discrete
one, we noted no gignificent degradation in per-
formanca at this low sampling rate.

The need for adaptive control ip cbvious be-
cause L[ we aspuma that the aircragt is in flight
condition i, but we use the [QG compensator oh-
talned for £light condition § for feedback con-
trol, this mismatching may generate either an
unstable system or, often, & system with deqrnded
performance, .

5., The MMAC Mathod
§.1 1Introduction

In this section we present the basic idea
behind the MMAC method, and discuss how it was
used in the F-BC context, In particular, we
demonstrate how the information generated by the
lateral and longitudinal scnsors is blended to-
gether. Finally we make some remarks asscclated
with the MMAC method and its general spplicability
to the design of adaptive control systems.

5.2 The Basic Idén

Suppose one has N lineay, discrete-time
stochastic time~invariant dynamic systems, ‘ndexed
by i{=1, 2, ..., ¥, generating discrete~time
measurements corrupted by white noise
Supposa that at te0 "nature” gselects one of theso
systems and places it inside a "black box." The
true system genersates a discrete set of measure-
ments z{t). The objective is to apply a control
signal 4 (t) to the trug model,
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The version of the MMAC moethod cmitloyed is
a8 follows: one constructs a discrote-time steady
state 1QG controller for cach modal) thus, one
hat a bank of N LOG cospontators. As shown in
Figure 1, each QG componsator is drivan by the
actual control applicd to the asyatem, ult), and
driven by the actual nolpy mopsuramont vector,
z(t), There bre two signals of intorapt that
each 1QC compensator generates at time t

{1) the control vector gy (t), which would he
the optimal control if lndeed the system
in the black box (viz. alrcraft) was
idontical to the i-th medel

{2) the residual or innovations vector
£y () gonerated by cach Kalman filter
{which is inside the i-th IQG compensator)

It turns out that (see roforences {4}, [5),
t6), [7}, [08) for example) that from the residuals
of tha Kalman filters onc can recursivaly gencrate
N discrete time sequences denoted hy P, (t), i=1,
2 vees N, t80, 1, 2, +.0q vhich under Suitable
assumptions are the conditional probabilities at
timo t, givon the past measuraments 2(T), TSt
and econtrols u(d), ost-1, that the i-th model is
tha true onc.

Assuming then that these probabilities are
genorated on-lina {the formula will be given
later) and given that each LOG compensator gen-
erates the contrel vector uy{t), then as shown in
Flgure 1, the MMAC mothod computes the adaptive
control vactor u(t}, which drives the true system
{viz., alrcraft)} and cach of the Kalman filtors
lnside the LOG compensators, by probabilistlcally
welghting the controls wy(t) by the assoclated
probabilities, i.e.,

N
(5.1} ulv)=l P, (thy (£)
de)

5,3 calculation of the Probabilities Pi(t)

We assume that at t=0, i.e., before any
measurements are obtained, one has a set of prior
probabilities

N
L Pi(o)'l
iml

that represent our "hest guess" of which model is
indeed the true ona.

(5.2 P (D), v.uy Py(0), P, 10120,

In our version of the MMAC method we have
available the steady-state (constant) covariance
matrix Sy of the rdsiduals associated with the
i{~th Knlman filter. These N residual covariance
matrices are procomputable, [Let r denote the
nurber of sensors; then we can precompute the
N secalars

(5,3) ai.éuzm"det _5_11-1/2

From the residual vectov ri(t) generated by each
¥alman £ilter wo generate on-linoc the N scalars

r e - o =]

Then the probabllities at timo t, Pg(t}, iwl, 2,
vevy N are computed recursively from the probabil-
jties at time t-1, Py{t-1), by the formula

P, (t-1)B, vexp(-m, (£}/2)
(5,5} Pltt) 3

?_lpj‘t'l’ﬂj.°”p{"j(t’/2}

with the initial probphilitiea, P, {0} given., It
has been claimed that {5), (61, {ﬁ), under pult-
nble assumptlons that asymptotically the true
model is ldentified with prohability 1.

5.4 Important Remarks

1) It hes beop shown by Willner [B], that
the MMAC mathed, L.e., gencrating the contro} via
{5.1) is pot optimal {it io optimal under suitable
assumptions for the last stage of tho dynanic
programming algorithm).

2) The HMAC algorithm lo apposling in an ad-
hoc way because of ltg fixed structure and because
its real-time and memory requirements are readily
computable,

3) In the version used i{n this study, because
we use steady-state Kalman filters, rather than
time-varying Kalman filters, the
P, (t) are not exactly the conditionsl
probabllitias,

4) We have been unable to find in the cited
literatnre a rigorous proof of convergence of the
claim that indecd the probability associated with
the true model will asymptotically converge to
unity.

5) From a heuristic point of view, the re-
cursive probability formula (5.5) makes sense with
respect to identification, If the system is oub-
jact to some sort of persistent exitation, then
one would expect that the residuals of the Falmap
filter associnted with the correct model, say the
i=th one will be *small,” while the residuals of
the mismatched Kalman filters (J¥i, I=1, 2, ...,
H) will be "large." Thus, if { indexes the
correct model we would expect

(5.6) mi(t)<<lj
If such a condition presists over soveral measure~-
ments, the analypls of (5.5) shows that the
“correct™ probabilicy Py(t) will increase while
the "mismatcheid model" probabilities will decrease,
To see this one can rewrite the formula {5.5) &s
follows

(t) all 4¢i

3

[
(5.7 P, {t)-P, (t-1)=] L
i i [j_1

Pj(t-l)ﬁ’exp[-mj(t)/zi]'{
Py te-0) [(1-r, (620 Bonplon ) /2]]

.-jg:j te-1) SSexp(-mj {t)/2)

Under our assumptions
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(5.8) oxp(-m‘(t)/2}=a

(5.9) cxp(-mj(t)/2¥=0
Henco the corroct probability will grow according
to
Pitt—l)ll-vi(t-llﬁi'
{5.,10) Pltt)-vi(t-lﬁw ' >11]

e-1)sj-exp{-mjtt)/z}

j-l ¢

which demonstrates that as Pg(t)+l, the rato of
growth slows down.

L]
on the other hand, for tho incorraect medels,
indeyed by j¥i, the same apsumpticons yield

-p

(t=1)P, (L=1)8,*
(e-1)= 3 4 4
N

<0

{5.11) P_(t)-P

3 J

L op,(e- I)B*exp{- {t)/2}
k=1 K "

so that the probabilitics decrease,

The same conclusions hold if we rewrlte
(5.7) in the form

j(t~l)8‘oxp(-mj(t)/2}] }

(5,12} P, {t)=p (t~1)u[
[Pi(t-l) L pj(c~11(ai*exp{—mi(e>/z}

*nxpl-m (t)/zi)

The abovae discussion points out that this "identi-
fication" scheme is crucially dependent upon the
reqularity of tho residual behavior hotween the
"matched" and "mismatched” Halman filters,

{6) The "identification" schema, in terms of
the dynamic evolution of the residuals will not
work very well if for whatever reason {including
errors in the selection of the noise statistics)
the residuals of the Kalawsn £ilters do not hove the
above regularity assuiptions. Tobe specific, sup-
pose that for a prolonged gsequence of measurements
the Kalman filter rosiduals turh out to be such
that

(5.13) mp(t)mmg(t)~.. .~ttlu(t)

Then

(5.14) exp{- mi(t)/z}= o for all i
Under these conditions and {5.12), we can see
that
P, (-1} L P

i 34 3

{t-1) (8 *-Bj‘)u
(5.15) Pi(t)-Pi(t-l)ﬂ

8 P, (t-1)8

s j'“

rite-li_r (By*=By*) 0, (t-1)

Suppose that it turns out that onc of the A,*'n,
and to be spocific f,*, is dominant, i.ey,
(5.16) Bk.>ﬂl' all iyk

In this caso, tho RS of eq, (5,15) will be neya-
tive for all iyk, which means that all the p, (¢t}
will decrease while the probability (asnoélnted
with the dominant B*) will inerease. This be-
havior ls very important, expacially vhen one lles
to the mathenatics, and it has not been discussed
previously in the literature to the best of our
knowledge,

5.5 ppplication to the F=8C

The MMAC method can be used in a stralght
forward manner using either the longitudinal or
lateral dynamies of the F«8C aireraft since we
have designed both longitudinal and lateral LGG
compencators for the available flight cenditlons,
as we remarked in Section 4,

on the other hand, we obtain independent
information from the longitudinal and lateral
systems for the same flight condition (L.e,, model)
indexcd by i, Hence, it should be possible to
blend this combined informaticon into a set of sin-
gle probabilities,

Under the assumption that the lsongitudinal
and lateral dynamics are decoupled K-P Dunnh de~
rived the following relation,

Let 5{ oy and S{ pnp denote the residual
covariance matrices of the Xalman fllters, for
the i-th flight condition, assoclated with the
longitudinal and lateral dynamics respectively.
Define

rroN -1/2

{5.28) By*p ™ (" d°t-i LAT m1/2

whare r and r, y ALE the pumber of longitudinal
and lateral sensors, Let oy (t) and Xy (t)
denote the Kalmmp filter zesi&%al vectors at timc
t, for flight condltion i, asmociated with the
longitudinal amt lateral dynamics respectively.
Define

4.

A -1
(5.19) B on"Er t)s

1onEL ron't!
A‘

{5.20} LT Ja

(t,—i LAH LA'I‘(t,

Then the overall probability that the alrcraft is
in flight condition i at time t, is generated by
the recursive formula



(5,21) Pl“""["x“’lmiwnﬁixm'

oxplmyy 4, 8) /2)axp{omy o (4721 /
N
[jflpj (1083, onP3 Lo

nxp[-mjnontt)/2}uxp{-mjLAT(t)/Zil

The B* domipance effect digscussed above now rxefers
to the relative magnitude of

8
(5.22) B, *4B,* 0 B n

Cbviously the mathod should ba expected to work
wall wheon both longlitudipal and lateral Kalman
filters are correctly designed so that the repid-
uals of the "matched" Kalman fllters are smaller
than thoso of tha “mismatchad" ones,

5.6 Discuscion

1t should be immediately obvious, that if the
MMAC mothod is applied for the control of the F-8C
aircraft (o: any other physical cystem for that
matter), ono violates a multitude of theoretical
aspumptions. The effect of these upon the parfom-
ance of the overall system is difficult to estab-
1ish on an analytical basis, bocause the MMAC
system, in spito of its simple structure, repre-
sents an cxtremely ponlincar system, Hence; one
has to rely on extensive spimulation results in
order to be able to make a judgment of the per-
formances of the overall algorithm.

since the alrcra’t never coincides with the
mathematical models {ecall the discussion on the
difforences in the daoto given in referonces [2)
and [3), the P;{t) are not truly posterior proba-
bilities. Rntﬁur they should he interproted as
time segquences that have a reasonable physical
interpretation. Henco, in our opinion, the eval-
uwation of the MMAC method solely by the detailed
dynamic evolution of the Pj(t)} is wrong, Rather
it should be judged by the overall performance of
the control system, In the case of the regulator,
this is easy since one can always compare the
response of the MMAZ system with that which was
designed explicitly for that flight condition and
compatve the results,

We remark that such a comparlson iz much more
complex vlien one attacks the case of pilot inputs
which result in several comminded mancuvers.

These aspects are still under investigation,

There are scveral unresolved problems ar vet
which pertain to the total number of models to be
used at each instant of time, how those models are
to be sclectad, how thoy should be scheduled in
the absence of any -air data, and how one can arrive
at a f£ipal design that meets the speed-memory lim-
if=tions of the IBM AVP~101 computer which is used
in the NASA F-BC DFBW program.

Wa hope that some of the simulation results
and discussion presented in the sequel can

contribute gome undarstanding upon the MMAC mathad
aa & deslign concept,

‘6,  Blmulation Results
6.1 Introduction

A variety of simulations have bedén done wusing
both a linear medel and nonlincar model of the
F«BC aircraft, Those simulations results are ty-
pical. Thoy are selected such that they can dem-
onetrate

1) the opeed of ldentification of the
MMAC algorithm;

2} the overall performance of the MAAG
gyostem; and

3) the @+ dominant hiehavior discussad in
Sectien 5,

soma remarks about the MMAC method are given In
the conclusions,
6,2 The Simulation Results

The simulations were conducted at a high al-
titude (40,000 ft), supnrsonic (Mach 1.4} flight
condition {F/C #19 in Table I}, Ho plant noise

- was introduced, All models available in the MMAC

controller wore given equal a priori probabilities
being the true model.

Exporiment W1t

Thie is & net of linecar simulations with two
degree sideslip angle { a Brgust) at time t=0.
No sensoyr nolse was intreduced and the Kalman
filtors were set at the correct initial conditlons,

Figure 2 ghows the probability changes while
the et of models available in the MMAC coptreller
were F/C 8, 14, 18, 19 and 20. Hote that tha
true filght condition was included in the con-
troller. The correct model is initially chosen
with high probability within a very short period
of time (lees than 1 sec,) and than switches to
ancther model slowly after a few seconds. Latoral
acceleration is removed within about one second,
while roll rate and sideclip angle are reduced to
zoro almost as fast. With no noise perturbing the
syste; %in statag of the system have sattled to
near geroc afice about five seconds, Thus the
reciduals in all the mismatch stable f£ilters
approach zero, 1In this case the 8% dominant be-
havior discussed in Section 5 oceurred. Figure 3
shows the probabllity changes when the true model
(F/C #19) wap not included (which was substituted
by F/C #17). We obsarved the same B* domipant
behavior after about five secconds. The most impor-
tant point to note is that responses of the MMAC

_Bystem are almost identical., Figura 4 shows the

responses of lateral acccleraticn with and without
F/C #19 in the controller, respoctively.

Similar results were ohbtaincd with other ini-
tial conditions, However, the Bpeed with which
the B* starts to dominate varles greatly. For

_example, with a roll rate initial condition, it



happencd much soonor, lowgver, thore ls very
1ittle dugradation in the overall oystom perfore
MANCO,

Exporlmant #2;

Thic ig a set of noplinear simulations with
an initial six degree angle of attack (an G-gust).
Sensor nolse was Introduced and the Kalmap filtors
wore eot at zero initial conditions.

Filgure 5 shows tha change of probabilities
when the cot of models avallable in the MMAC con-
troller wora F/C 14, 17, 19, and 20 and when the
trua flight condition (F/C 1%) was included, Tha
probabilities are more active than thoec we have
gean in Experiment #1. It ic bholieved that the
fast variation of these probabilitles ig dua to
a combination of the transient responme of the
system and the nolse soquences on the sensors.
However, tha true flight condition iv identiflied
in about 1 osocond. The angle of attack returns
to ito trimmed value within about 2 seconds, whila
piteh rate and normal acceleration aro roaduced to
zero almost as fast, In this case the f* dominant
behavior only cceurs for a very short period of
tima, Becausé of the sonany noise, it is not
coertain 4if thae drifting of prohabllities are
minly due to tha dominant 8%, Figure 6 shows
tho probability chanjos when F/C K19 (true} was
substituted by F/C #1E in the MMAC controller.
ayain, the responses of tho MHAC system are
almost identieal, Figure 7 shows the responsos
of the angle of attack with and without F/C #19
in the controller, respectively,

7. Conclusions

Basad upon many simulations using both a
linear model and a nonlinear model of the I-6C
alreraft, there are soveral kinds of probabilities
responses that one can guess before similation,
such as during the translient pariocd tho MMAC al~
.gorithm tends to pick F/C's which are mismatch
stable while during the cquilibrium condition the
fi* dominant bebavior tends Lo ccour, liowever, a
rigorous statemont on the pracise nature of the
probabllity responses is still an open quastion.
Other than the modal fdentification problem, the
overall performanco of the MMAC method system is
very good, Although poorly selected F/C's in the
bank of Kalman filters may degrade the poerformancey,
the MMAC mothod scems to stabilize the systom
quite well., The B* dominant problem is basically
the same problem as ip most parameter idontifi-
cation problems when there 1s lack of informatien.
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Appondix A

Wind Disturbance Model

As remirked in Scetiono 2 and 3, a continuous
timo wind disturbance modal was ipcluded for both
the lateral and longitudinal dynamics, corres-
ponding to a state variable wi{t). In this appon-
dix we give the mathematical details of this model
which was kindly provided by Mr. J. Elliott of
NASMR/LRC, as a reagonable approximation to the von
Karman model and tha Haines approximation. It is
importaint to realize that tha wind disturbance
model changes from fllght condition to flight
condition. Tho powsr spoctral density of the
wind disturbance Ln given by

where L, the scale length, ls

‘ 200 ft at sea level

2500 ft when altitude » 2500 ft
linacarly interpolated in between

(Aoz) L =

Vo is the sprod of aircraft in ft/sec, W in
rad/soc, and

s 6 ft/soc normal
(h.3) o = J 15 ft/sec in cumulus clouds
l 30 ft/gec in thunderstorms

To obtain a state variable medel, a normal-
ized state variable w(t) (in rad) is used as the
wind state for both lateral and longitudinal
dynamies, The state variable w{t) is the cutput
of a first order system driven by continuous
white noise E{:) with zero mean. Thus the dypnam=
ics of the wind disturbance wodel are glve by

A
{A4) wit) = -2(-3-)»:(1:) + -2

mLv
o

£(t)

where £{t) ip zero mean white nolse with unity
covariance function

{p.S) E {E(t)ﬁ(t)} = §{t-T)

The design was obtained for the intermediate case
o = 15 (cumulus clouds}.

For the longitudinal dynamics the wind state
w(t) influences the dynamics in the samoe manncr as
the angle of attack. Thus, in tha longitudinal
state equations the wind state w(t) enters the
equations as follows '

q(t’ " Leervesr ¥ l‘_"w(t.) v

‘Anﬁ) ;(t) - shasree '.'..Z.W(t)-
l \;(t’ " yuenese ¥ I"il'lib)‘

where '1-' n.', n" can be found from the open
loop longltudinal A matrix (2],

In the lateral dynamics tho wind state w(t)
influances the dynamics in the same manner as the
aideslip angle. Thus, in the lateral state
equations the wind state w(t) enters the cqua-
tions as follows

‘ ;’(t) " oaieress ¥ ll‘wtt)
A7) F{E) " soveens + 2, wit)
. l é“;’ M oLsreees ¥ l.'w‘ﬁ)

where a , &, & can be found from the open
17 2 T

loop lateral A matrix [2].
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