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This is the final report for Phase II of the Scheduling Language and Algorithm Development Study (NAS9-13616). It is contained in three volumes. The objectives of Thase II were to implement prototypes of the Scheduling Language called PLANS and the scheduling module library that were designed and specified in Phase I.

Volume $I$ of this report contains data and analyses related to a variety of algorithms for solving typical large-scale scheduling and resource allocation problems. The capabilities and deficiencies of various alternative problem solving strategies are discussed from the viewpoint of computer system design.

Volume II is an introduction to the use of the Programming Language for Allocation and Network Scheduling (PLANS). It is intended as a reference for the PLANS programmer.

Volume III contains the detailed specifications of the scheduling module library as implemented in Phase II, This volume extends the Detailed Design Specifications previously published in the Phase II Interim report (April 1975).
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During Phase I of the Scheduling Language and Algorithm Development Study, a computer programming language and a library of modules (subroutines) were designed and functionally specified. These functional specifications appear in Volume III of the Phase I Final Report. The interested reader can also refer to Volumes I and II of the Phase I Final Report which provide overview and usage information. The information in this introduction is intended to provide a brief background and a context for the detailed design specifications which follow in subsequent sections.

The products of this study are called PLANS (Programming Language for Allocation and Network Scheduling) and the PLANS Module Library. These products are designed to reduce substantially the costs and span times of implementing software to solve scheduling and resource allocation problems. Most programs associated with planning and/or managing the activities and resources in a large operational system are programs that should be implemented using the products of this study.

It should be understood that this study does not develop complete scheduling system application programs or a language in which a user communicates with a scheduling system. PLANS users are assumed to be charged with the design or modification of application programs related to scheduling and resource assignment (allocation), that could be part of a scheduling system. Also, potential users are assumed to have a problem orientation (as
opposed to computer programming orientation) that is not limited to aerospace system applications. Thus, a language and associated basic data structure and routines are being developed to provide highlevel but flexible programming capability to analysts with a wide variety of scheduling and resource allocation problems.

The Phase I study showed that increasing correspondence between the individual logical operations of the problem solution and the individual computer program statements, greatly increased the inherent usability of the language for the user concerned with scheduling/resource allocation problems. However, practical limits to doing this in the basic language must be recognized, because too much individual statement power would unnecessarily reduce the flexibility of the language.

To provide functions that have more power than available from individual PLANS statements, the Phase $I$ study specified a flexible data structure especially suited for describing operating systems, and a library of subroutines called modules for use with the structure and PIANS (the scheduling language). This combination of a flexible language and data structure, plus a library of preprogrammed modules constitutes a software programing system. The PLANS Programming System consists of three elements which together simplify the development or modification of scheduling/resource allocation software.

In summary, these products are:

1) A high-level programing Language for writing scheduling programs that

- Use typical arithmetic, transfer-of-control, conditional and itarative statements in logic and computational modules,
- access and manipulate the data structure for problem/module support,
- define the problem/objectives and manipulate the library modules;

2) A flexible data structure specially suited for describing the characteristics of the systems to be scheduled;
3) A library of preprogrammed logic modules to

- access the data structure for system operations data,
- implement frequently used scheduling/resource allocation problem solution algorithms.

This programming system meets the prime requirements for (1) substantially reducing software programing and reprogramming times, (2) desensitizing programs to problem changes, and (3) accommodating a wide range of problem types and applications with generic logic codes.

### 1.0 DETAILED DESIGN SPECTFICATION FOR PLANS PROGRAMMING LANGUAGE

PLANS has been implemented by a two-pass translator. The first pass performs a syntax check with appropriate error messaging and recovery. The second pass translates PLANS to PL/I. Both of these programs were developed using the Martin Marietta Aerospace Trans-1ator-Writing System (TWS). TWS is a system in which translators are automatically generated from an appropriate formal definition, in the form of an "augmented grammar", of the translation process. Since the augmented grammar definitions of the PLANS Syntax Checker and the PLANS Code Generator are more complete and rigorous than those achievable by most other means, they provide an excellent means of functional definition. Before they can be understood, however, it will be necessary for the reader to familiarize himself with TWS. A functional description of TWS is included in this document as Appendix 1. It is suggested that the Appendix be consulted before proceeding.

### 1.1 PLANS Lexical Analyzer

The state transition diagram for the PLANS lexical analyzer is shown in Fig. 1.1-1. This lexical analyzer is used in both the syntax checker and the code generator. Notice that comments are removed by the lexical analyzer, and need not be considered in the augmented grammars.

### 1.2 Specialized PLANS Output Routine

The output routine @OUT was changed for the PLANS code generator to allow the user to insert code prior to the current line of code
in the code buffer. This allows the user to start outputting a line of data and at any point, output any number of lines prior to the current line by incrementing a granmar switch called NORMAL_MERGE SWITCH. For example, the user can output a segment of line A, then decide a line $B$ is needed prior to A. If while outputting line 3 the need for a line $C$ before line $B$ is needed the new line $C$ can be output, then more added to $B$ and output, as well as more added to $A$. This procedure can be nested to any arbitrary depth by incrementing and the decrementing NORMAT MERGE SWITCH, which corresponds to the current nesting leve1.

## PLANS Syntax Checker

The error message declaration for the syntax checker is shown in Fig. 1.3-1. Fig. 1.3-2 contains the complete augmented grammar for the syntax checker. It is suggested that this grammar be studied before that of the code generator, which is somewhat more complex.

The error message declaration for the code generator is shown in Fig. 1.4-1. Fig. $1.4-2$ contains the augmented granmar for the PLANS $\Rightarrow$ PL/I translation pass.
1.5 Comparison of Implementation with Original Functional Specification With minor exceptions, all the functional capabilities outlined in the PLANS language specification (Phase I Final Report, Vol III, September, 1974) have been provided in the implemented translator. In addition, numerous capabilities which were not specified have been provided. This section lists the deviations from the specifi-


Figure 1.1-1 State Transition Diagram for PLANS Lexical Analyzer

```
** ERROR MESSAGES.*/
    DECLARE OERROR_MESSAGE(92) CHAFACTER(60) VARYING STATIC INIT(
    S:MAIN PRDCEDURE NAME MISSING:,
    S:MISSING PROCEDURE STATEMENT',
    S:INTERNAL PROCEDURE NAME MISSING*,
    H:MISSING LEFT PARENTHESIS ASSUMED PRESENT',
    S:MISSING OR ILLEGAL MAIN PROCEDURE OPTION LIST', /*04*/
    s:MISSING OR ILLEGAL PROCEDURE PARAMETER LIST', %*O6*/
    5:MISSING MAIN PROCEDURE END-STATEMENT', _ **07*/
    S:STATEMENTS AFTER END-STATEMENT',
    S:UNRECOGNIZABLE STATEMENT:,
    S:MISSING INTERNAL PROCEDURE END-STATEMENT',
    N:NONITERATIVE DO-GROUP EXECUTES MDRE EFFICIENTLY HERE',
    S:MISSING BEGIN-BLOCK END-STATEMENT:
    S:MISSING OR ILLEGAL BOOLEAN EXPRESSION',
    W:TRACE IGNORED -- TRACE OPTION NOT SELECTED',
    S:TRACE LEVEL NOT SPECIFIED',
    S:NSNULL" CANNOT BE MODIFIED OR PASSED AS PARAMETER'.
    'S:MISSING HORD "BEFDRE!
    S:MISSING WORD "AT" :,
    S =UNINTERPRETABIE ITERATION CLAUSE IN DO-STATEMENT,
    W:MISSING WORD "OFN ASSUMED PRESENT',
    W:MISSING WORD "OFN ASSUMED PRESENT'%
    'H:MISSING HORD mUSING" ASSUMED PRESENT',
    'S:MISSING OR ERRONECUS TREE NAME',
    "H:MISSING WORD "ALL" ASSUMED PRESENT',
    'N:LABEL IGNORED -- PLANS DOES NOT ALLOL'W MULTIPLE CLOSURE',
    MN:LABEL IGNORED -- PLANS DOES NOT ALLOW
    W:MISSING DECLARATION LIST'.
    S EXTRANECUS INFORMATION IN'BODLEAN EXPRESSION',
    TW:SEMI-COLON AFTER IF-CLAUSE IGNORED',
    S:THEN-CLAUSE REQUIRES EXECUTABLE STATEMENT OR BLOCK*,
    S:ELSE-CLAUSE REQUIRES EXECUTABLE STATEMENT OR BLOCK*',
    S:MISSING THEN-CLAUSE IN IF-STATEMENT',
    W:MISSING HORD "AS" ASSUMED PRESENT',
    'S:ILLEGAL MULTIPLE NODE REFERENCE:
    S:ELSE-CLAUSE NOT ASSOCIATED WITH IF-STATEMENT:
    S:ELSE-CLAUSE NOT ASSOCIATED WITH IF-STATEMENT*,
    S:MISSING DO-GROUP END-STATEMENTI,
    'S:MISSING DO-GROUP END-S',
    S:MISSING OR ERRONEOUS ARITHMETIC EXPRESSION',
    "W:MISSING HORD "A" ASSUMED PRESENT',
    W:MISSING HORD "TIME" ASSUMED PRESENT:
    W:MISSING WORD "TO" ASSUMED PRESENT:,
    S:MISSING OR ERRONEQUS LABEL PEFERENCE',
    -S:MISSING OR ERRONEDUS PROCEDURE REFERENCE',
    -S:MISSING OR ERRONEDUS PROCEDURE REFER
    S:EXTRA ARITHMETIC OPERATOR.
    S:MMISSING OR ILIEGAL OPERAND IN ARITHMETIC EXPRESSION',
    S:MISSING OR ERRONEDUS "NUMBER"-FUNCTICN APGUMENT',
    'S:MISSING or ILLEGAL TREE LABEL',
    N:"NEXT" IS USED AS LABEL, NDT SUBSCRIPT KEYHORD',
    "S:"NEXT" ILLEGAL HERE',
"S:"NEXT" ILLEGAL HERE',',
"S:"ALL" ILLEGAL HERE',
S:"LABEL"-FUNCTION CANNOT BE USEO AS DIRECT TREE LABEL',
S:INDIRECT REFERENCE ILLEGAL HERE,
"S:MISSING OR ERRONECUS "LABEL"-FUNCTION ARGUMENT",
```

S：MTSSING OR ERRONEDUS STRING EXPRESSION： S：SUBSCRIPT KEYWORD＂FIRST＂NOT ALLDHED AS LABEL＇， ：EXTRA COMMA IGNORED＇
＇W：MISSING COMMA ASSUMED PRESENT＇，
＇S：MISSING OR UNINTERPRETABLE ELEMENT IN PROPERTY LIST＇， ＇S：MISSING OR ILLEGAL INDIRECT TREE NODE REFERENCE＇，
S：MISSING OR ERRONEOUS INPUT／OUTPUT LIST＇，
S：MISSING RIGHT PARENTHESIS＇，
$S$ ：EXTRANEOUS OR UNINTERPRETABLE INFORMATION：
S：MISSING OR ILLEGAL TREE OR VARIABLE NAME＇，
S：NUMBER OF NODES INCORRECTLY SPECIFIED＇；
S：NUMBER OF LABELS INCORRECTLY SPECIFIED＇，
－N：PCSSIBLE ATTEMPT TO INSERT BEFORE RODT NODE＊，
＂S：＂ALL＂NOT ALLOWED AS LABEL QUALIFIER＂，
＂S：MISSING OR ERRONEOUS BOOLEAN RELATION＊，
S：MISSING INPUT OR OUTPUT FILE NAME＇，
S：NEGATED BOOLEAN EXPRESSION MUST BE IN PARENTHESES＇，
S：＂\＄COMBINATION＂OR＂\＄PERMUTATION＂REQUIRES SUBSCRIPT＇
S：ARITHMETIC EXPRESSION IS REQUIRED HERE＇SUBNDDE ILLEGAL S：COMBINATION AND PERMUTATION LODPS MAY NOT BE NESTED＂， ＇W：CALL ARGUMENT MAY RESULT IN TYPE ERROR＇，
S：PROCEDURE HAS CONFLICTING MAIN AND EXTERNAL OPTICNS＇，
IS ：NODES OPTION NOT ALLOHED IN EXTERNAL PROCEDURE＇，
S：PARAMETER LIST NOT ALLOWED IN MAIN PROCEDURE＇，
S：RECURSIVE FEATURE NOT ALLOHED IN MAIN PROCEDURE＇ W：MISSING ATTRIBUTE＂LOCAL＂ASSUMED PRESENT：
S：MISSING PROPERTY LIST＇，
S：INDIRECT REFERENCE IS A LABEL，NOT SUBSCRIPT，QUALIFIER＇， S：MISSING LEFT PAREN ON LABEL FUNCTION ARGUMENT＇． S：＂GRAFT STREEIALL：J＂NDT PRESENTLY IMPLEMENTED＊ S：n（GRAFT）INSERT STREE（ALL：）＂NOT PRESENTLY IMPLEMENTED／＊87＊／
S：＂ALL＂CAN BE USED ONLY FOR CONDITIONAL ACCESS（MALL：N）＂
SMALL CAN BE USED ONLY FORT MABL，
S：＂FIRST：＂IS SUBSCRIPT，NOT LABEL，QUALIFIER＊，／＊90＊／
＇S：＂ALL：＂IS SUBSCRIPT，NOT LABEL，QUALIFIER＇，
＇S：MISSING OR ERRONEOUS EXPRESSRON＇）；

```
/******************************/
/* BASIC PROGRAE STRUCTURE */
```

PLISIB : = =
/* SRT (ALLSECH FLAG = 0 )
*. SPT ( $\operatorname{conb}$ OR PERR LOOP_PLAG $=0$ )
* .SET (END_OF FILE_FIAG $=0$ )
* -SET (LABFt FLAE $=0$
* SSPT (MAIM_EXTPRAL_HEITEER_SWITCH = 3)
* . SET (HODES_PARAB_MEITHER_SẼITCB = 3)
* - SET (ODTPTT_NOTES_PLAE $={ }^{-1}$ )
/* SET (PRURIMGPLAG = $=0$ )
** SET(TAKE_STATTSTICS_PLAG = 1)
/*.SFT (TRACETPLAC $=0$
* .SET (OIPOUND_FOURD_SEITCH $=1$ )
( IfabeL

I -message (1)
. PAPTY)
-PROCEDURE" -PRA (2)
(mis

- ) - -ERR (64)
SET (MODES PARAE EEITAER SRTTCR = 2)
-EAPPTY ${ }^{\text {O }}$
- (*).ERR (4)
OPTIOE_PLERENT

-10.ERR (64)
1-RHPTY)
( TEST (ERIP PITERTAL MEITEER SEITCK = 2)
.TEST(HODES_PAREE XEITHER SVITCH $=1$
- HESSAGE (B0)
) .EnPTY )
1-EHPTY
( - TEST (MODES_PARAB_MEITREF_SEITC日 $=2$ )
- EFSSAEF (81)
1 . FEPTY I
( "RPCORSIVE
- TRS (82)
1, EETPTI)
\& ( medclarfa declare_statebent sfbi_colon
\% Nom_end_uilt
1 (END"
(.ID .MESSRGP(25) 1 .EAPTY
1 Seni coton
1 - ERSSAGE (7)
-PEEK ("民RE\&") .ERR(8)
$\underset{\text { STAPTI }}{\operatorname{syn}}$
－EMPTY－NEG－RETORY）
PROCEDURE BLOCK ：＝
（ Ef
－－PRR（64）
－ERETTY

SE日I coLon
（ DDECLAREF DECLARE＿STATERENT SPAT＿COLON）
NOMERD EEIT

SENI COLOM

－PRERK（GRERE），
－MPSSGE（10）
declare＿statenent ：＝

GNORF ETHRA coman
（．PEEK（＂LOCAL＂）：${ }^{(2)}$
－TREE
$-\operatorname{ERR}(27)$


－TREE
I．ID）

WLOCAL＂．ERP（B3）：

> /*******************// /* STATPHRET TYPES * $/ /$ $/ * * * * * * * * * * * * * * * * * * /$

```
Statremet :=
MFE COTDTTTONAL STATERENT
```

－UNCONDITIOMAL STATFEEAT
SEEI＿COLON ；
 －PEEK（＂；
nsTOPm ．DO（＂aconnt（14）$=\operatorname{aconnt}(14)+1: n)$


${ }^{T}$ THOFP：


1 ＂Else＂
MESSAGE（35）
＊IPH CONDITIOHAL＿STATEMFNT
UNCOMDTTIOEAL STATEKENT

－ $\mathrm{BrSSAGE}(37)$
 －EEPTY）
－Drclare＂
aESSAGE（36）
declare＿statenevt
mbEGII ${ }^{-\quad \text { BEGIM＿BLOCK }}$



MCALE＂CRLL STATEAENT





（＂IMSPRT＂IMSERT
（ GRAPT STATBEEET
MADVARCE ADVANCP STATEHBRT
． $\mathrm{DO}($＂acount（56）$=\overline{\operatorname{ar}} \operatorname{codNT}(56)+1 ;$ ）
MORDER ORDER＿STATEEENT $\quad$ DO（＂acoont（22）$=$ aconnt（22）$+1 ;{ }^{*}$ ）
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## ／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／／ ／＊BEGII BLOCR <br> ／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／

BEGIM BLOCK ：＝

－DO（＂OLEVEL $=2 L P V F L+1 ; ")$
（ DEECLAREN DECLAPE＿STATEHETT SEBI＿COLON
（ ERPTY－MESSAGE（11））
\＄（ wDECLARE＊DECLARE＿STETEAEBT SEET＿COLOM）
\＄NOR＿RKD＿ONTS
1 ＂EnD
1－PEER（＂SECRN）
－EFSSMER（12））
1 ．ID
．HESSAGE（25）
－DO（＂OLEVEL $=$ aLPVPL $-1 ;$ ；）；
／＊＊＊＊＊＊＊＊＊＊＊＊／
／＊DO GRODP＊／
／＊＊＊＊＊＊＊＊＊＊＊＊＊／
DO＿GRODP ：＝


## 

## ("all"

( "SURHODES" SUEMODE_CLAESE
DO (wacount (6) $=$ OCOENT (6) $+1 ;=$ )
Combination_ctanse
-RETURT

- EAPTY - EESSAGE (19, SCANTO ("; m) )


UEILP_CLAUSF $:=$
-EDPTY
(") -FRR (4)


SUEHODR_CLAUSE :=

- REPTX


TOSI\#G" ERR(22)
.TREE. .ERR $(23,$. SCAMTO ("; *) ) ;
CORBIRATION_CLAOSR : $=$

-TEST (CORB_OR_PERH_LOOP_FLAG = 0) -ERR (77)
- SET (COHB_OR_PERM_LOOP_PLAG = 1)

GOFW ERE (20̄)




"TIEE" $\operatorname{DORR}$ (4) 1)
DO BODY THRODGE EID
-SET (COMB_OR_PERH_LOOP_PLAG $=0)$;
TMCRPAPHT_CLADSE :=
${ }^{-1 D}{ }^{(1)}$

- GESSAGE(19,.SCAHFO (":- ) )
-PHPFT


( ${ }^{-T O}$


( $\cdot \mathrm{BnPT} \overline{\mathrm{I}}$ )

1-EnPTX)
-THILE HETLE_CLAUSE
. EmPTY )

DO_BODY_TFROVGH EHD :=

-PEEK_END_ENIT

1 EERD
1.PEEK(ECRERT) AESSAGE(37) .ERPTY)
(.ID EESSRGE(25)
(.EHPIY) ;

```
* COlDITIONAL STATPGE#***
/* COMDITIONAL STATPHIET */
CONDITTONAL_STATPHPET :=
    .EEPTI
    ROOLEAR EXPRESSIOY .ERR(13,.SCANTO(ATEPN*|*;"))
    (.PREK(#THEAM)
    | .BESSAGE (28,.SCA)
```



```
    ("TGER"
        | Staperen=
            *E#D"
            -HESSAGE (3C)
            SPHI_COLOM
            -PEEK("と&R&m
            |FFSSRGE (9,.SCANBY(`**))
                -DO(maSTMT = aSTAT + 1;")
            -EMPTY )
    | .HESSAGE (32,.SCAEBY(***) )
        .DO("OSTET = aSTET + 1;")
    (NELSF"
    .DO(maconnt(10) = acount(10) + 1:")
            | STATEMEM
            .messagr (31)
            SEEI COLOM
            -PERT(FCRL&m
            -mesSagF (31)
            -EESSAGE (9,.SCARBY(N;"))
            -DO("ŋST
    | .RHPTY .DO("acount (9) = acount (9) + 1;") );
                <********************/
CALL_STATEEEMT := 
    -EEPTY -DO(maCODNT(13) = aconst (13) + 1;*)
    .ID FRR(44,-SCABTO ("(")m;-))
```



```
    CALL_ARGOEEAT .FRR(45,.SCAHTO(","|HATCEING_PAREN|:O)
```

$\stackrel{\rightharpoonup}{\infty}$
\$( $=$ - " IGMORE_EXTRA_COHEAS

| Call_arguben
| . PMPTY
 ") ${ }^{\circ}$ ERR (64)

CALI_ARGUAERT $==$
-PEEK (=IABELM)
ARITE EXPRESSION
(-TEST (ARITH_OPERATION_PLAG $=1$ )

- EESSAGE (78)
- EEPTY

ARITE RIPRESSIO
(. TEST(ARITIi oprration plac $=1$ )

- HPSSAGE (78)
(.REPTY) ;

イ*****************************/
/******************************/
TREE_ASSIGMEETT_STATEHETY :=
GARD_TREE_NODE
$1^{m}=\bar{m}$



## /*******************************/ <br> /*******************************/

LABEL_ASSIGMEERT_STATRERET : $=$

- EAPTIT (*) ERR (86)






## /*******************/ <br> /*******************/

PRONF_Stateregt
: $=$

IGMORE_RXTRA_COHRAS
SOPT_TEEE YODE .ERP (21, SCAMTO (" ${ }^{(\omega)}$ )
\$(

```
        messaEE (59)
            SOPT_TREE_HODE
            -PHPTY
            #RSSAGE(21,. SCAMTO(";=|(#,*))) )
.SET (PRUNING_PLAG = 0) :
                                    /********************/
                                    /* GRAPT_STATERERTM *//
GRAPT_STATERENT
    -DO("acount(20) = acount(20) + 1;")
    EHPTY
    SIMPLE EXPRESSIOM ERR(21,.SCAETO(NATN!*;の)
```



```
    -SET (PRUHIMG_PLAG = 0)
    MATM .ERR(18)
    EARD_TREE_MODE .ERR(21,.SCAMTO(*;")) .EMPTY ;
                /***********************/
ADVANCE STATBGPMT :=
    -TRPTX -ERR(23,.SCARTO(*;"));
```

                /*******************/
                /* ORDEB STATEAEET */
    ORDER_STATEAERT :=

1 mbyio
- TEMORE_EITRA_COEHAS

(ORDER_ARGUERTI)

.HFSSAGF(59)

OREER ARGUEEIT)
( EHPTY ) ;
ORDER_AREURENT $:=$




```
/**********************/
```

```
INSERT STATEEENT :=
    FMPTY
    SIMPIE EIPRESSION - ERR (21,.SCANTO{"BEPORPN1";"))
    TPST(ILR,SJC\mp@subsup{r}{2}{\primePLAG = 0) -PPR (88)}
    SET (PRUNING_FLAG = 0)
    TBEFOREm -EER (17) (1)
    GARD_TREE_NODP_ERR(21,.SCANTO(";N)
                /*******************//
RFAD_STETPMEAT :=
    IGHORE_EXTRA_COMMAS
    IGHORE_EXTRA_COMMAS
    (.PEEK(";") .EESSAGE(63) .PMPTY
    | RERD_ELENENT)
        &(n,n
            (-PEFK(F;"\",") -HESSAGE (59)
            BEAD_ELEHEHT
            | -PEEK(-IDI.TAER) -GRSSAGE (60)
FILE_COMPRESSED_OPTIONS :=
            ("PILPM
            .ID -EFR(72,-SCANTO(")*!";"))
            -)"MER(54)
            . PEPTY)
            (:COMPRPSSED"
READ_ELEEENT :=
    .ID
    | EAED TRPE HCDE
    | -EPSSAGE(63,.SCAYTO(n,n|m;n)) -REPTY ;
                    /*********************/
                    /** URITE STATPEFNTT *//
MRITP STATEEEMT
    IGNORE_EXTRA_COZMAS
    FILE_COEPRPSSED_OPTIONS
        (:PPRK(N;") - EPSSAGE(63) -EEPTY
        | RRITE_ELEHEMT !
        $%,m
            1.PPPR(#;"|m,m) .EESSAGF(59)
            .PERK(.IDI.TRPE) -EPSSAGE (60)
            GPEEK (-IDI:TRYE)
GBITE ELEEEEI,
            "LABELm LABEI_STBTMG
            1.STRING
            1.ID
```



```
                                    /***********************/
```

                                    /***********************/
                                    /* DEPTME STGTERPNT *//
                                    /* DEPTME STGTERPNT *//
    DEPINP_STATPEENT :=
DEPINP_STATPEENT :=
.EMPTY
.EMPTY
TRPE -ERR(23
TRPE -ERR(23
AS" (%NR(23,.SCEATO ("AS"!";"))
AS" (%NR(23,.SCEATO ("AS"!";"))
MASN EERR(33) - FRR(21,.SCABTO(n:\#));
MASN EERR(33) - FRR(21,.SCABTO(n:\#));
/***********************************/

```

```

ARITAHETIC_BSSIGEEEAT_STATPGENT :
${ }^{-T D=0}$

```

``` -EMFTY
```



```
                    /*************************/
```

                    /*************************/
                    /**********************/
                    /**********************/
    SIEPLE_EXPRESSION :=
SIEPLE_EXPRESSION :=
SET (ALLSUCT_PLAE = 0)
SET (ALLSUCT_PLAE = 0)
|ST (ALLSUCT_PLAG
|ST (ALLSUCT_PLAG
.SET(TRER_STRIHG_ARITI__SEITCG = 1)
.SET(TRER_STRIHG_ARITI__SEITCG = 1)
CHAR_STRING
CHAR_STRING
-SBT(TRER_STRIMG_ERITR_SRITCP = 2)

```
        -SBT(TRER_STRIMG_ERITR_SRITCP = 2)
```




```
        -SFT (UNPOUED_FORNN_SWITCE = 2)
```

```
        -SFT (UNPOUED_FORNN_SWITCE = 2)
```




```
        .SET (TREE STRING ARITI_ SEITCL = 3)
```

        .SET (TREE STRING ARITI_ SEITCL = 3)
    |.PEPTY)
    |.PEPTY)
    ARJTH_RXPRESSING_APIMT_SEITCTM = 3);
    ARJTH_RXPRESSING_APIMT_SEITCTM = 3);
    /***********************/
/* BOOLPAN PXPRESSION *//
BOOLPAN_EXPRESSIOH :=
BOOLEAN_PRIMARY,
\&((%1\overline{n}| E\&N`)
BOOLEAS PRIBARY :=
"(%
BOOLEAR_EXPRESSION

```

```

        #)n FRR(64)
    1%
    *(")-EPR(73)
    ( BOOLPAE EEPRESSIOR
    | .EEPTY -NEG .RPTURN)
    | SIEPLP PXPRESS
    -DO(NTSA_LEPT_SHITCH = TREP_STRING_ARITE_SHITCE;M)
    (TEPE_REIATION
        .SET (TSA_RELATION_5HITCFI = 1)
    | ARITH_RETATIOS
    .SET (TSA_BELATION_SEITCE=3)
    1 .FMPTY
    ```

```

    .DO("TSA_RIGET_SMITCIL=TREE_STRINE_ARITM_SHITCF;'n)
    DETECT_TYPR_CONVERSIONS :
    ARITH-RELATION

```

```

    n->>
    TRPE_RELATTON :=
(*-N | WHOTR | .EEPMY
-DO("ACOUNT (51) = acount (51) + 1;")
| "SOBSPT" (mOP" | PMPTY )
-DO(\#СOUNT (52) = OCOURT(52) + 1;")
| FRLEEENTF (NOFN { FEPTY )
.DO ("аCOONT (53) = वCODET (53) + 1;^)
1.EHPTY .NEG .RETORY) ;
DETECT_TYPE_CONVPRSIONS :=
TPST(ESSA_RPLATION_SHITCH = 1)

```

```

    .TEST(TSA_IEPT_SHITCE= = 3)
        .DO(macoont(49)= acovnT(49) + 1;")
    |.EBPTY)
    ```

```

    DO("acomघT (47)= 2COUNT(47) + 1;")
    -TEST (TSA_RIGET_SRITCE = 3)
        .DO("aCOUNT(49)= aCOUNT(49) + 1:N
    |-ERPTY:
                /* TO BP EXTENDED */
                    /********************/
    QARD_TREE_NODE :=
("SEULIn .EESSAGE(16) | CORBINATION_OR_PERMOTATION_TREP | .TREE
DO(macoun'(28) = acount (28) + 1;

```

```

        HARD_OUALIFIER_BY_SUBSCRIET
    ```

.SET (UNQUALTPIED_TRPE_PLAG = 0; )
SOFT_TREP_KODF :=
    (COEBINATION OR_PEREDTATION_TREE ( TRREF)

    SET (UNQDALIFIED_TREE_PLAG = 1)

        1 (")


            .SET (ORQUALIPIED_TRPE_FLAG \(=0\) ) ) :
COMRINATIOR OR_PEREDTATIONTERE: :=



            . EfPTY


    -messige (74) . FKPTY)
        (TEST(PRUNINE PLAE \(=\) )

    1) - RHPTY; ;
HARD_QUALTPTER BY LABEL :=


    1. MESSAGE (49) . PEPTY;
SOPT OUALIPIER BY LABFL \(:=\)


        ( \(\cdot\) TEST (PRUHING PLAG \(=1\) )

            TNDIRECT_CEAR STPTRG
            SET (PRURTNE PIAE \(=1)\)
TNDIRPCT CEAR STRIEG)

    \(1-\) PHPTY
        EESSAGE(49,.SCAHTO("."!"("1";"))
MODE LABPL :=
    - MABELTM : = MPSSAGF (50)
        "LASİ MRSSEGE (52)
        "PPIRST" - EESSAGE (58)
        mPIRST: \({ }^{-1}\).EESSAEF(90)
        HALL" Hessege (70)
        mation messige (70)

        nLABEL=. . MPSSAGE(54) LABPL_STPIBG
    i .ID ;
GARD OUALTPTER BY SUBSCRIPT :


    HALIM -MESSEGE(89) - EMPTY

Fig. 1.3-2 (cont)

```

    |mLL:" -HESSAGP(j4) (13)
    EM!";=|=.*(#,#)
    #%%..EESSAGE(E5)
    ARITE EXPRESSION .DO(maCODMT (36) = acovrT(36) + 1;m)
    ```

```

SOPT_QUALIPIER_BI_SUBSCRIPT :=

```

```

    MALIE .ERSSNGE(89)
    Count(40) = Coust(40) +1.m
        -TRST (PRUHIMGPLAG = 1)
    ```

```

        SET (PRUMIEG_PLAG = 1)
            bOOLPAN_EXPRYSSION )
    ```

```

    1-ALI::- -DO(#acovit(42) =acoovt (42) + 7;")
        (-TEST PRONIMEPLAG = 1)
    ```

```

            SFT (PRUNING pLAE = 1
            BOOLPAM PXPRESSIOY)
    ```

```

    #*-- EESSAGE(85)
        - TEST(PRONING_PLAG = ?
            .SET(PRUYIMG PIRG = 0)
            INDIBPCT_CFAR STRINE
            CSET (PRUBING FLAG = 1)
    (.TEST(PRUNING_PLAE = 1)
            SET (PRUNIMG PLAG = 0)
    ```

```

            DO(mäCOUNT(44) = उCOUNT(44) + 1;")
            SET (PRURING PLAG = 1)
        ARITE_EXPRESSTON .DO(maCeUnT(44) = acount(44) + 1;"),
    ```

```

            /***********************/
    CHAR_STPIMG :=
SOPT TREE_HODF
| SOPTTREE_MODF STMING;
LABEL_STRIMG :=
-E日PTY
* (").ERR (86)
MOFT_TRPR_HODE;ERR(56,.SCAMTO (EATCHIMG_PAREN!";")]
IHDIRECT_CEAR_STRING :=

```
. EAPTY
- ELABFL" LABPL_STRIMG
- \({ }^{(1)}\)
(SOPF_TREP_MODE
1 mabé"
AESSAGE (62)
LABEL_STRING
1 FEPTY

") \({ }^{-1}\). PRR (64)


\section*{/*************************/ \\ /**************************/}

ARITH_PEPRESSION:
SET (ARITE_OPFRETION_PLAG = 0)
SETE ARITE
ARITE TERE


- ARITH TPRE

ARITĀTERH : =



ARITEAPACTOB

ARITE PACTOE : =
TRITE PRIMART
© (*** . SET (ARTTE_OPERATIOM_FLAG = 1)

APITH PACTOZ

ARITH_PRINARY :
EMURBER : =
*(").ERR(4)


1.10
.SET (ARITIT_OPERATION_PLAG = 1)
-10\%



1 TPST (OWPOUND FOUND SEITCE \(=2\) )
-SFT (OHPOUND_FOUND_SUITCH \(=1\) )
( (m+ M Man


Fig. 1.3-2 (cont)
```

ノ******************/
* HISCELLANEOUS */
/*****************/
IEMORR_TXTRA_COHHAS
\$(\#.0 .HESSAGE 559) );
SEHI_COLON :=
.PRER ("E\&ER")
.EAPTY
.PRER(";") .ERR(65,.SCAWTO(***))

```

```

        ("-m| .YEPTY) ;
    TREE_MARTABLE_LIST :=
TGGORE_EXTRA_COEEAS .EMPGY .HEG .RETURF
Sf(T,mE IGNORE_EXTRA_EOOREAS
( -TREF

```


```

.EWD

```
* ERROR MESSAGES */
-S:PDINTER NAME CONFLICTS WITH TREE NAME USED ELSEWHERE', \(/ * 01 * /\)
'S:OUTPUT STACK LEFT NONEMPTY',
-SSPROCEDURE NAME CONFLICTS WITH VARIABLE NAME USED ELSEWHERE',
'N:POSSIBLE USER ERROR: POINTER USED OUTSIDE OF SUBNODE LODP;,
'N:POSSIBLE INSERTION BEFORE ROOT NODE");

\section*{/****************************/ \\ /* BLSIC PROGRAN STRUCTURF */}
```

PLMSPG := PLE INITIALIZATION */
** PLAG ITITITALIZATION */
/** SFT FIRST PRIMARI_FOUND_PLAG
/** SERT(EAIR_PXTRRMAL_SHITCH = 1)
/** -SET (NORHAL_HRPGE_SNITCH =
** -SET (PRRIOD_ALREADI_POUND_PLAG = 0)
** -SET (SET_SOFT_LINK_FLAG = - 0)
/** -SPT (TAK\overline{F}

```

```

    * maim 
        SLAV("PUT FILE (STATIST) EDIT("**N") .CAT(*,"!")(A);")
        -SAV (*)
    .SEARCP_BLOCK .IP_RPM (1,2,MPD")
    -DO("PROCFDORE RAME = SOBSTR(DSYMBOL, 1,LERGTH (CSTMBOL) - 1);")
    ```

```

    MPROCEDUREn -OOT (*)
    (m(n) 5n," -00T(*)
            $(#,n - &#rn .ODT(#,") FROCFDUPE_ARGUMPNT)
            *)**.cov(*)
    ( FAPTY)
            O(N P -EHPTY
            OPTICN_PLFAPET &(n,N OPTION_ELEMENT)
            ")"
        |-PMETM)
        DO(NHOREAL HPRGF SEITCF = NORHAL_MERGE_SUITCF + 1:M)
        (.TEST(HAIE_PYTERNAL_SOITCF = 2)
            OUT (1
            DO(NNORHAL_MPFGE_SNITCP = NOPMAL_MPRGP_SMITCP - 1;")
            "RPCUPSIVEN .OUT("RECORSIVE")
                -INIT_BLOCK .PIND_NEXT(1,1,"PN) .EFTPF(2,1,"R")
            | PMPTY )
            OT (" RFORDER;"
            OUT ("KIMCLUDF PLARS (XNODES) ;*)
            ODT (nRTMCLODF PLANS (XSTOEAG);"
    ```

```

            PaPTY .OBT (#)
            DO("NOREAL_MERGE_SEITCF = MORMAL_MPRGE_SRITCH - 1;")
            O02 (" OFTIONS (HEIN);"
            OOT("DECLARE OMOMBER_OF_NODES PIXED BINARY(15,0) STATIC INIT(")
            DO("CALI DODT (RODFS);") OOTT(");"')
            OUT ('DECLAEF OHCMBER-OF LABELS YIXXD BINARY (15,0) IFIT (N)
            DO("CALL zOUT (LABELS);") .ODT(");=)
            .DO("CALL qO#T (Labels):`)
    ```
.DO("CALL COUT (LABPLS);") .OUT(") CRARACTER (8) EXTERWAL;")
-ODT ("SIMCLUDE PLANS (OBJDCL 1) ; \(n\) ) (


 -OUT ("xINCLODF ELAWS (OBJDCL2); \({ }^{n \prime \prime}\) )
SFII_COLON
s( mecclarym neclary_statpmert)
-TPST
-TPST (TAKP STATISTICS PLAG \(=0\) ) \(-00 T\) ("RTM
-EPRTY
( PROPTY)
OUTPDT_DFCLARATIONS
MEMD" (.ID I PMPTY) SPHI_COLOR
-ODT (naproc_ExIT: ; \({ }^{\text {T }}\)
PRORE LOCAI-TPEES

-DO (NCRLL AIMCLDDE DPCLARATIONS:
(.TPST(TAKP_STATISTICS PLAG \(=1\) )
. OOT ("KIRCIUDE PLAKS (OBJBEP);")
1. FAPTY)
-OUT ("END; \({ }^{\text {O }}\) )
-PPEK("eqrem) :
OPTION PLPAPRT :
MMAIE"
.SET (HAIN_PXTERHAL_SRITCE \(=2\)
1 MnOTES"
- Nonotes"
- - SFPT FODTPET_MOTES_PLAG \(=0\) )

1 "rotpacen

1 "TRACE
( \({ }^{\text {-SETATM }}\) (TRACE_PLAG \(=1\) )
-SET(TAXP_STATISTICS_PLAG \(=1\)
1 noostatm
.SET (TAKE_STATISTICS_PLAG \(=0\) )
1 "MODFS"


- NOB

odtpot_declarations :=
-FMPTY
. THIT_BLOCK
-PIRD MEXT ( 1,1, MPツ)

EEAPTY .SET (RFCURSIVE_PLAG \(=0 \%\) )
\(-1 F I T \quad B L O C K\)


```

        .OUT(NBASED (",**,"a);"))
    MMIT BLOCK
    &( .FITMD_NEXT(1,1,NT")
        OOT(\overline{MDECLAKE n,**,* FIXED BINARY (15,0) ")}
        -TABLP_PPST (2,1,=P4)
        STATIC_IP_MOT_RECOPSIVF .OUT(" INIT(0)"))
    ```

```

    INIT_BLOCK
    &1 FFIND_HEXT(T,1,ncm)
        OOUT(\tilde{DDECLARF n,**,m FIXED BIMARY (15,0)")}
        STATIC IF_HOT_PFCORSIVE
        -00T (";*)
    MOT BEOCK
    \$( FIMD_NEXT(1,1,"VM)
.DO ("IF INDPX('IJKLME',SUBSTR (OSYM_NABF (OSYMBOL_LEVEL,")
ODO ("ASYMROL_MDHEER),1,1)= =0 N)

```

```

    -DO(n= 'F';")
    (-TABLF TPST(1,1,"R") .ODT(" DRCIMAL FLORT (6)*)
    | .EMPTY .OUT (" PIXED EIFART (15,0)") )
    (-TABLE_TPST(2,1,mPN)
    STATIC_IP_ROT_RFCOFSIVF)
    .00T (":m)
    STATIC_IF_MOT_RECORSIVF:=
TEST (PECUPSIVE PLAG = 0)
OUT(" STATIC")
| -EMETY ;
PROGRAM_ONIT =
s( .LABPL
( -PEER ("PROCRDUEE")
OTT(*)
.SET (TRACE ALRFADY OUTPUT PLAG = 0)
| .PREK(NFNDM) -NFG .RETUPN
| FFOCEDUPF_BLOCK
| STATEHENT
FROCFDURP_BLOCK :=
.PEEK
.SFARCF_ALL -IP_NPR (1,2,nEDN)
-TABIE_TPST(T,1,mPm) =EKR(3)
-PMTFR (1,2,"PD")
.BLKENTER
GFARCP_BLOCK -RNTPR(1,2,MPDN)
("(% En,\# OOT(*)
PROCRDURE_MEGOHRFT (\#,*)

```

```

        "!0.00T(*)
    \.EMPTY)
    ```

```

        -E日PT\overline{Y}
    -ODT(N;n)
    .DO(*OLFMEL = aLFVEL + 1;")
    ```

TRACP_OUTPOT
SET (STATISTICS_SUITCP \(=1\) )
TAKE_STATISTICS
SPAICOLON
( "Declare" declabr_stafenemt)
OUTPUT DPCLARTITIONS
WENDW - DFCla
-OUT(플RRC_PXIT: ;")
PRURE LOCAL TREES
(-TD - FEPTY)
-DO ("ALEVEL = OLPVPL-1;
SEMI COLOM -OUT (TRD; \({ }^{-\infty}\)
PROCEDURE ARGUMETT :=
-TREE OOT (*)
-SEARCF_ELOCK .TP_MFI(1.2,"TP")
.ID -OUT(*)
-SPARCF_BLOCK .IP_HEM(1,2,NTN) :
DECLARE_STATEMERT :=
.STT (STATISTICS_SRITCP \(=11\) )
TAKF_STATISTICS
LECLARE_ITPM

"LOCAL"
SEMI_COLOR :
DECLAFE_ITEM : =
-PEER("LOCAL")
.TPEE
.SFAPCE_BLOCK .TP_MPW (1,2, \({ }^{(120)}\)
.SEAPCP_BLOCK .IF_ER (1.2,nTDM) :
PRUNE_LOCAI_TFRES:=
TPST (FAIM PXTPRNAL SHITCE = 2)

( -TEST (RLOCK_LEVEL_CODNT = \(\overline{\text { i }}\) )
-INIT BLOCK
( TABLE_TEST( \(2,1, n \mathrm{~mm})\)
-fEPT

PPOKP DFCLAPFD TPPES
1 PRENE_DRCLARED_TREPS:
PRURE_DECLAFEL_TREES :
PEPTY
IMIT_block




TATEAETM
SHTR USE(SOFT*01, \(\operatorname{HOEFO1,STR*01)~}\)
.RPSRT (SOFT*O1, HOH*01,STR*01)
TRACE OUTPUT
SSET (AS_GR_IX_GPTN_PR_IP_OTBR_SEITCE=7) ( CONDTTIONAL STATFMFRT
(ONCONDITIONAL_STATEMRET SEHI_colon)
-RFSET (SOFT*O1, MOH*01,STR*O1) :
ORCONDTTIORAL_STATEMENT :=
-PFEK ("ENTM) - MRG -PETURK

.SFT (STATISTICS_SUITCE \(=14\) )
TAKE StATISTICS
(.TEST (TAKE_STATISTICS_PLAG = 1)
-ODT(nGO TO aEIIT:")
1 EnPTY
OOUT ("RETURN:")
-SFT (STATISTICS_S
SET (STATISTICS_SEITCP \(=15\) )
-OUT("GO TO APROC_PKIT:")
"trace"
-SET (STATISTICS_SRITCE = 26)
CAKESTATISTICS
(-TPST(TRACP PLAG=1)
.ODT (matrace \(=\) ")

( OOPF: -OUT(mo:
| .ID )
EBPGTE: BRGIM_BLOCK
DO" DO GROOP

.SET (STATISTICS_SVITCE \(=12\)
take_statistics

TREE_ASSIGMMENT STATEMENT
\({ }^{\text {TLABFL }}\) LABFL_ASSIGMMEBT_STATFEPRT
OPRDNE' PROEF STATFMFHF
MGRAFT" GRAPT STATEMRET

-SFT (STATISTICS
TAKEEPT STATEHERT
mADVAFCF" ADVANCF_STATPHERT
- IRPOT_OOTPUT_STATEHENT

©ORDFP" OPDFR STATFHFTI
I ARITEAETIC_BSSIGMAERT_STATEARRT ;
/***************/
```

FGIFBLOCK
-BLKRRTPP
SSFAPCP ELOC
OOOT!mbFGIM:*
.SET (STATISTJCS SMITCF = 2)
TAKP_STATISTICS
(\# EDFCLARPM DPCLARF_STATPEEMT)
qROGFA!ovis
ODTPUT_DECLAFATIONS
OEMD"
trace_outpet
DO("त्वLPVEL = OLEVYL - 1;m)
.ODT ("PND;")
-OUT("PTD;")
/************/
/* DO GROUP *//
DO_GRODP := DHPILE DO WRILP GRODP
|MPOR" NMLIN
( "SUBMODES" DO_SUBNODE_GKODF
"COBBIDATIONS" DO_COEEIMATIOR_GRODP
CRERMDTATIONS" DO_PERHOTATIOR_GRODP (
DO_INCRFMERT_GRODP
|-SFT(STATISTICS_SWITCP = 3)
TAKE STATISTICS
.OOT(*DO;=)
DO BODY TFPOUGR_FRD
OUTT ("PED;N);
O_SUBRODE_GROUP
SHIR_USE(SOPT*01) -RESET (SOPT*01)
OP*
SET (STAMISTICS_SEITCF = 6)
TAKE_STATISTICS
SOPT_TRE
BASFD TRPF MAMP
ENIER(3,T-mAN
COUT(*,má= ADDR(ASOR(n,SOFT=01,"));")
ODT("DO DRILF ("e*;"\$3 0);";
SAT (*)
CAT('a)=ADDF (aBROTEPR(",*,m\&));")
RESET (SOFT*01)
DÓ(NDO aI=abLK-SYPBOL CNT (SBLK LEVEL CMT) TO 1 BY -1\&*

```

```

        -DO("FND;N)
        DO("SUBSTE (OASS_INFO(OBLK_LEVEL_CMT,OT).3.1) = " :i"
        -OUT (#,mend:!) :
    ```
-SWIR_OSE(LAB*01, MOH*01)
-RFSET (LAB*01, TOM*01)
.TD
-SAV (nn)
(-TEST(TRACF_PLAG \(=1) ~\)



.SPT (STATISTICS_SEITCP =4)
TAKE STATISTICS

\(=\)
COESTPITED PXPRESSION
( ( món .ODT (*) COWSTRAITPD_EXPRPSSION)
COMSTRMTRPD PTPFPSSION

CORSTRATNPD_EXPRESSION

( RAPTY)
( 0 nimile


.RESPT (MOR*01)
-007 ( \({ }^{6}\)
DOBODY-TPROUGE_FDD
(.ID I- FHPRT)
-00T ("END;")
(-TEST(TRICE_PLIG \(=1\)

- RESTPT (LAB*02)

1 . OET ( \({ }^{(1)}\)
-RESET (NOH*01)

DO_COEBITATTOEGRODP
SWIP OSE (LAB*02)
-SET (STATISTICS_SETTCE \(=7)\)
-SET (STATISTICS_S日
(nOFm - PAPTY
SOPTTREEZMODE
TAKF̄"

man


-I. \(A E\) (LAB*01)
-RESET (SOFT*01)
DO_BODY THRODGB FAD

LAB (LAB*02) OOT (N:")
SRARCE PROCPDORE ("aconbirn) :
```

DO_PEPMDTATIOF_GRODP
SEIR_OSE(LAB*02)
SET(STATISTICS_SMITCH = 8)
TAKE-STATISTICS
OOP" 1 .PAETY
SOPT_TPPE_NODE
.OणT ("aCOMBIRATION_SI2F=*)
ARITH_EXPRESSION
RT"
("An

```


```

    .RESET (SOPT*O
    DO_BODI_TPROUGE_PR
    .OUT("IF amFXT_PEREDT TPEE GO TO ",IAB*O1,";m
    -LAB (LAB*02) -ODT(";M
    -SRARCF_PROCPDURE(NaCOHETRN)
    DO_DPILE_GROOP =
SNIR USE(LAB*02,SOFT*01, TOH*D1,STR*01)
-RESET(SOPT*01,NOR*01,STR*01)
-SPT(STaTISTICS_SWITCH = 5)
TAKRSTATTSEIC
LAB(LAB*O1)

```

```

    #)" .OÜT(" TPEN; ELSE 60 TO ".LAB*O2,";")
    ")" OUT("M TPER; ELSE G0 T0 
    DO BODY_IF RODGE END
    ```

```

    -LAB (LAB*02) .OUT(";") :
    DO_BODY_TEROUGR_END :=
DO(*anEST = anEST + 1;m)
SEHI_COLOM
MERDGRAB_DNIT
A ID I . PMPTY
-DOj"änEST = arEST - 1;") =
(*************************/
/* CONDITIOMAL STATPBENT */
CONDITIONAL STATEEEET :=
SNIR_OSF(SOFT*01,NOR*01,STR*01)
RESET (SOFT*01,NOH*O1,STR*01)
IFM
.SBT (STATISPICS_SEITCE = 9)
ARE STATISTIC
BOOLEAM EPPRESSTOY
Dof"aSTMT = asTMT
(":n - EnRTM)

STATETEERT OOT (TRID;

( .EnPTY) ;

## /******************// <br> (*******************/

```
CALX_STATEEPMT ==
    .SMIR_DSE{RAED*01)
    -SMIRT (EARD*01)
    .SET ASTATISTICS_SRITCE = 13
    TAKE_STATISTICS
    -ID (SARCF_MLI -IP_NER(1,2,mpJm)
```



```
    .TABLE TPST(1,T),
    OM(")
        CMLL_AKGOHPMT (*) CALL_ARGOMENT)
        \pi)=00T(*)
    (.FEPTY)
    ove(";")
    -OUT(";M)
CALL_ARGUEENT :=
    SHIB_USE(EARD*01)
    SHIR OSE(EARD*01)
```



```
    GARD_TRPE_HODF - RARD LIFK ADDE;")
```



```
    BRGE SRITCH = NORBAL HERGE SGITCB - 1;"
        -OUT (FARD*01,ms"
    -RESET (FARD*02) (MORG_SRITCE = MORMAL_EERGE_SEITCE - 1;n)
    DO(MMORHAL_MERGE_SMITSSITCE= = 3)
    CONSTREIEED_EXPRESSION ;
/*********************/
/********************//
ORDER_STATRMENT := =
    -5RIP-0SE (SOFT*
    -DO("asORT_POSIMION = 3;"
    .DO("OSORT POSITION = 3;N) FHELDS=(N)
    SOPT_TRPE_MODE
    MBT" (OUT("\triangleTEMP_ADDR = ADDE (OSON(",SOPT*01,"));"
    -00T(SOPT*01,m = बSOM(m,SOPT*01,n):")
```



```
    OOUT ('NTE,SOFT*OT," <= 0 <'N
    .p日pTY)
    DO(MNOREAL_HERGE_SRITCH = FOREAL_LERG_
    -OUT SOFT* 1)
```

OUT ("TBER DO; CAIL PIIPETC
.OUT ("FLSE CALI, PLIRPTC (12);")


-ODT ('SUBSTR (2S
9ners

\& (-PERK(": ©) -WFG
(-PRFSET(SOPT*01) .CAT (",") OPDER_ARGUMFNT E*, ")

-ODT ("RPTTPM (OSORT_DATA) ; ")
-OVT (TPND:


ORDRR_APGU日FAT :=
-SRIE_OSE (SOFT*01)
-RESET (SOFT*01)


( $\operatorname{SOELE}$ OURLITIPR_BY_LABEL $)$
SOPT OOALIYIFR BY LABEL
(-RESET (SOPT*01) SOPT_QUALIPIER_BT_SUBSCRIPT)

OOT ("SUBSTR (OSOATTDATA, ")
DO ("POT STRING (OSORT_TEMP_STRIKG) EDIT (ASORT_POSITIOM)") - DO (n (F (10)) ; ${ }^{n}$ )

DO (nCALL $\begin{gathered}\text { © } \\ \text { DOET ( } \\ \text { ( }\end{gathered}$




Car (", 10, PL, =1


TREE_ASSIGNERT_STATEGEMT : $=$
FARD_TPEE_NODF

- $=$ "

SET (AS_GR IN GRII ER IP OTER_SMITCP=1)
SFFT (SFT SOFT LINK FLAG $=0$ )
-SET (TREE_STRIME_ARITP_SRITCE = 1)
CONSTRAINET EEPRESSION
-SPT (SPT SOPT_ITAK_FLAG $7=1)$
SET_LABEL REPEACE_FLAG
(-TEST (REAL DOMMI SUITCE $=1$ ) -OBT ('CAIL,
｜－Empty
－OUT（＂CALL ograpt；n）
－SEARCP＿PROCFDORP（＂ひGRAPT＂）．SRARCE＿PROCYDURE（＇aPRONE＂）） ．SFT（STATİETICS＿SUTTCE $=16$ ） take＿statistics ；

```
/********************************/
/* LABEL ASSIGEMERT STATERENT *//
```

EL＿ASSIGREERT＿STATPAENT ：＝
－SET（STATISTICS＿SEITCE $=17$
TAKP＿STATISTICS

－OUT（＂CALE ORFSPRTF（In）
－SPT（TREE＿STRIRE＿ARITE＿SHITCE＝2）
OUT（＊， $\operatorname{ALABEL}$（atARD


（ EEAPTY）；
／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
／＊PRORP STATPMFRT＊／
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
PRUNE STATPRPNT ：＝
SFIR＿OSP（SOPT＊01）－BFSET（SOPT＊01）
．SET（STATISTICS＿SEITCE $=18$ ）
TAKE STATISTICS
－SFT（AS＿GR IF＿GRIM＿PR＿IF＿OTRR＿SUITCE＝5）
－SET（SET SORT IIMK＿PLAG $\equiv$ 1）
SOFT＿TFPE＿NODE

F（ PEESPT（SOPT＊01）
＂，＂
SOPT＿TRFE＿MODP
－OUT（＂CALE ORRUFE；＂）
－SET（SET＿SOPT＿LIEK＿PLAG $=0$ ）：

## ／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／

／＊GPAPT STATERENT＊／
GRAPT＿STATEERET ：
SPT SSTTSOPTITNK FLAG＝1）
WTREERTM SET（INSERT＿GRAPTINSEET＿SVITCP＝2）
SPT（STATISTICS＿SHITCP $=21$ ）
TARE STATISTICS
SEET SET SOPT LINK＿FEAG $=11$
－SFT（STTTSOPT＿IINK＿PLAG $=0$ ）
1－SET（TFEE＿STRIRG＿AEITP＿SSITCB＝1）
SFT（STATISTICs＿SWITCE $=20$ ）
TaKE＿STATISTICS
SET（SET＿SOPT＿IIMK＿PLAG $=1$ ）

CONSTRAIED EXPEESSION

＂${ }^{\circ}$
RD TEPE MODE
 SEARCE＿PROCFDURE（－DPROMPW））：

## ／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／

／＊INSPRT STATPAPAT＊／
INSFRT＿STATPERTT：＝
－SNIR＿DSE（SOFT＊01）
－RPSPT（SOFT＊01）
－SET（THEP＿STFING＿AFITP＿SHITCA＝1）
Constrained Expressio
（SERPOREN I－PRPTY）
PARD TREE HODE
．TPST（POSSIBLF＿ROOT＿MOLE＿FLAG＝0）－EFP（5）
 －OOT（TTPER DO ；GTFMP＿SAVE＝बEEAPD＿ITMK；＂）


．OOT（＂PMD；＂）
－．TES年（INSERT＿GEAPTIRSEET SUITCE＝ 11
（－TEST（THSERT＿GEAPTIRSEET＿SUITCE

－SPARCR＿PBOCEDURE（＂OCOPI＂）．SEZRCR＿PROCEDUPE（＂OPRUREN）


－PRPTY OOT（MCALL OGEAPT；${ }^{\prime}$ ）

／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
／＊ADVAKCR STLTBMFRT＊／／
ADVAMCP stateabnt ：＝
－ $\operatorname{FMPTY}$
SET（STATISTICS＿SUITCR $=56$ ）
TAKP STATISTICS


ノ＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
IMPDT＿OUTPOT＿STATERENT ：
－STIR＿USF（SOFT＊01）
$-\operatorname{RESPT}$（SOFT＊01）
$\operatorname{magnd}^{\text {Re }}$
．SET（STATISTICS＿S日ITCE $=23$ ）

```
TAKESTATISTIC
    (MFILE"
        M"(", PHPTY)
        -ID .OUT("OIRPGT = n,*;";"
        | .PHPTY .OOT ("/* OINPUT = SYSIK */;"))
    MCOMPRESSED" .SET (MORMAL_COMPRESSED_SBITCR = 2)
    (".EMPYY SSET (NORMAI_COMPRESSED_SEITCT = 1),
Sm;*
&( INPUT_ELPREAT &**")
**RITF"
.SET (STANISTICS SGITCE = 24)
TAKESSTATISTICS
| "FILR"
        ("(") | EmFtu)
```



```
        .EHETY .OUT(%/* DODTPUT = SISPRIRT */;") )
    FCOMPRPSSED" .SET (MORHAL_COMPRESSED_SRITCH = 2)
    .PMPTY -SET (NOREAL_COMPPFSSED_SVITCA}=1)
    #m,m
    &('O|TPUT_Elpment $n,n). ;
```

IHPET PIPMETT :=


EARD_TREE_MODE

- ORT ("CALL aTFPUT_NODE;") .SEARCE_
-ERPTI
SEAPCE PROCPDUEP("OITESED") )


OUTPUT_PLEMFRT:=
STRTMG_ETPFPSSIOT


OOT (") (A;COL(11) ; A) ;")

$1 \begin{aligned} & \text { SOET (SRT_SOPT_ITNK_PLAG }=0) \\ & \text { SOPT TRPE_HODE }\end{aligned}$
( TEST (HORPAL COAPPESSED_SEITCR = 1), (m)

1 PRPPT



DEFINE STATEEERT
- EMPTY
BASPD TREE NAHE
-SAV (*)
${ }^{-5 A T} \mathrm{SN}^{(4)}$
RAFD_TREE_RODE
.ODT(f; WZ
/***********************************/
/************************************/
ARITHMETIC_ASSIGNERF_STATEAERT :=
.ID .OUT(*)
-SAV (inm
( -TEST(TRACE_plag $=1$ )
(


.SET (TREE_STRIMG_ARITE_SWITCE $=3$
CONSTRATHED_PEPRESSION

-SET (STATISTICS_SRITCE $=25$
take_statistics ;
/***********************/
/* GERPRAL EXPRESSIOMS */
CONSTEAINED EXPRESSION :=
.SEIP_DSP(SOPT*01,STR*01, WUH*01)

-RPSPT (SOPT*01,STR*01, NDH*01)
-TEST(TREE_STPIRG_ARITE_SEIT
( SOFT-TERF FODE
PRSEOF-AFITP OPPFATOA

ARTTE_EXPPESSION
- OUT ("~;
RPSET (SOPT*01,STR*01)
SET (IREE_STRITG_ARITE_SMITCE=2)
PUT TALUP ON DUBEZ RODE


I PFEK_POR_ARITR_OPPRATOR
(APITEPEXPRFSSIŌ

(APITP_EXPFPSSION)
-OUT ("; ${ }^{\text {an }}$
RESET (SOPT*01,STR*01)
SFT (TPEE_STEIHG_ARITP_SRITCF=2)

-TPST(TRFE_STPING_BRITB_SBITCP = 2)
-TPSTITREE STPING-
SPFEK_FOR_ARITE OFERATOR
ARTTE_EXPRESSION

1 SOPT_TRPT MOE
 .OOT ("aget Valoe Stping (", SORT*01,")") - RESET (SOPT*01)
 ARTTP-EXPPRS̄STOA
| Ahite fixfrpssion ;
onconstrainpd piphession :=

-DO (MĨOREAL GERGE_SHITCP = MORHAL_MERGE_SHITCE + 1;")
SOPT_TPFP MODP
( FEEER _POE_ARITP_OPPRATOR



- $\operatorname{PFSPT}$ (SOFT*01,STR*01, HEB*02)

I Enptir

| String_pipprsstor
1 PFPK POR APITE OPFRATO


-DO ("MORHAL_APRGF_SUITCP = NORHAL_GEFGE_SHITCE - 1;") ARITE_EXPRESSTOM-OUT ("; ${ }^{-\infty}$ )

$-\operatorname{RESET}(S O P T * 01, S T R * 01$, FOR*O2)
-SRT (TPRE_STRIMG_ARITP_SRITCB=2)
 -OUT (STR*01," =")
 -DO ("NORARE_MRGE_SHITCE = HOEMAL_MERGP_SVITCF - 1;")
ARITE_PIPRESSIOM -RPSET (SOPT*01,STR*01, NOH*02)





## /**********************/ <br> 

bOOLEAR_EXPEESSIO: :
boolenk_tern

BOOLERM_TPRH :=

BOOLFAR PRIHARI
.SMIE_OSE (SOPT*O2, NOH*O2,STE*02)

## .P.ESET (SOFT* 01, NOM*01,STR*01)

${ }^{*}$ (") OOT (*)
goolfan_fxpression

-


(.TPST(TRFE_STRIMG_ARITP_SRITCP=1)

ONCOMSTP 1 ITED_FXPRPSSION
( -TEST (TERE_STRIFG_ARITR_SDITCE=3)


-007 (SOPT*01)
( TPST (TREF_STRIMG_APITP_SEITCE=2)
-OEPT "*-STR*01,") "
.OUT (") , aGET_VALUE_STRIMG (",SOFT*02,") "") )

1. TPST(TPEE STRIRG APITE SOITCP=2)

ONCORSTRAIRED ETPRESSTO:
(.TPST (TRPE STKITGGAPITP SATTCR=3)



- TEST(TRPP_STRIMG_APITP_SUITCE=2)
-.PATM("


Unconstrained_Expression

.OUT (NOH*02)
-TEST(TRPY_STRTMG_ARITR_SRITCE=2)
- EMPTY

( ARITP_pELATION
(TPST(TRFP_STRING_ARITR_SEITCP = 1)

-SFT (TRPF STPIMG-APITR_SEITCE = 3)
COMSTRAIFED_EXPRESSIOK
1 -TEST(TREE_STRIN6_AKITP_SVITCP = 2)
SET PFRP STRI

COESTRAIMED_EXPFRSSION)
( TFST (TRER_STRIRE_ARITH_SRITCE = 1)
 RESFT (SOPT*01)
(.TESY (TREE_STRTKG_ARTTH_SEITCK=2) -RESET (STE*01)
(AEPTY -RESFF(NDEOO1))

-RESPT (SOPT*01)

( EERPTI)
SRPP_BELATION
SET (TREF_STRIFE ARITE SHITCF $=1$
-RESET (SOFT*02)




```
    7""<n !
    |(~)
```

TREE_PEIATION :=
-SNIR USP(SOPT*01)
"IDEFTICAL" ("TO" I - BEPTY)



-OUT ("aconpare_EIEAENT") .SEARCE_PROCEDDRR ("ACOEERT")
OUT (" (", SOFT*01, $n, n, \operatorname{SOPT} * 02, n)^{n}$ )
/*********************/
* THER EXPRESSIORS *//
HAFD_TREE_RODE :
( COBBTEATIOR_SURSCRIPT

PPRHOTATION suescript

OUT (STATISTICS SEITCP $=36$ )
TAKE STATTSTICS


. FBPTY
(-TABLE PPST(1, 1, "T")

OOT ("वPARD_LIKK_ADDE = ADDE (";*;");

- FEPTY
TABLF_TRST( $1,1, n^{n n}$ )
-TABLE_TRST ( $3,1, n A^{m}$ ) -PRR (4)


(STATISTICS_SEITCF $=28$
-SET STATISTICS
ARE PLAG $=1$
SET (SPT SOPT_IIRK_PLAG = 0)


SOFT_TREE_HODF $:=$
SHIF DSF (SOPT*01) -FESET (SOPT*01)
COMETRATIO SOBSCPIPT
COBEIRATIOM SDBSCRIPT

1 PRREDTATION_SUBSCRIPT

-SFT (STATISTICS_SBITCF $=29$ )
TAKE_STATISTICS
TAKE STETISTICS SRITCH $=44$ )
set ipfal demar

SOPT_OUALIPIPR_BY_SOBSCRIPT

SOPT OUELIMIER_PY_LAEEL)
-RFSET (SOPT*02)

SET (ELEBEMT PLAE $=1$ )
(TABLETEST $(1,1$, ©
( .TABLE_TEST(1,1, NEM)



- EAPTY
-TAELETPST(1,1,mbn)
(-TABLP,TPST(3, 1, "月 $\left.{ }^{\omega}\right)=0$ ) -ERR (4)
-TPST(FITBHPFT_FLAG $=0$
(-PAPPTY)
-SFT (STATISTICS_SWITCE $=29$ )
TAKE STATISTICS
( TABLE_TEST(1,1,
-OUT (SOPT*01," = ",*"*;")




(-EEPTY) )
-SFTREPAL DOFHR SUITCF $=1$ )
(-TEST(SET_SOPT-LINK_PLAG = 1)
 -FPSET (SOPT*0
SOFT_OUALIPIEF_ET_SUBSCRIPT
- RESET (SOPT*O1)
! \& (-FESET (SOFT*01)
SOPT_QUALIPIEF_EY_SUBSCEIET
- PFSET (SOFT*O1)

SOPT-COLLIPTEP_BY_LABEL) ,
-FESET (SOPT*e2) ;
FARD_OUALIPTPR_BY_SUBSCRIPT :=

- RESET (NOH*01.SOPT*01)
${ }^{-10}$
-SET (LABEL_SUESCRIPT_SVITCE = 2)
( nlasti
.SPT (STATISTICS_SRITCE $=34$ )
TAKE STATISTICS

.SET (STATISTICS_SQITCP $=35$ )

TAKE＿STATISTICS

EARD PIRST OUALIFIPR
－OUT（＂asubsceipt＝
ARITF＿FXPRYSSION
OUT（＂ं；＂，＂CALL ORARD＿SUB＿ACCFSS；＂）
－SFT（STAPISTICS＿SRITCF $=$－ 36 ）
－SEARCE＿PROCPDU日F（＂DEAKRSS＂））
－PFSPT（HCR＊01，SOPT＊01）；
EAKD＿PIEST＿OUALIPIEE ：
－SNIF＿OSP（LAB＊0
－ $\operatorname{RFSFT} \bar{T}(L A B * 01)$
＂PIRST＂
－ODT（＂asubscript $=1 ;{ }^{(1)}$
－SEAKCP PROCEDURE（mañ insscm）
－SET（LABFL SUBSCRIPT SEITCA $=2$
－SBT（STATISTICs＿S日ITC日 $=32$ ）
TAKE STATISTICS
HPTRST：


．OET（DIF
bOOLEAM EXPRESSIO


－OTT（TSFLEBED
IAB（LAB＊01）LTMK ADDF＝\＄ELEMEMTA：
－SFT（STATISTICS＿SRITCR $=33$ ）
TAKE＿STATISTICS；
SOPT＿QDALTPIEREBY SOBSCPIPT $=$
．STIS＿OSP（SOPT＊O1，FUH＊01）
－RESET（SOPT＊01，ROH＊01）
＂（＂）
SOPT FTRST OUALIPIEE
SOPT ALL OÜALIPIER
MLEST＂
 SOPT＿LINK＿BFOTPPF
 －ODT（＂PRD：＂）
－RESETTSOPT＊02）

－TET（SPT＿SOFTIINK＿PLAG＝0）
APITF PXPRESSION
．SET（SET＿SOPT＿LIMK＿FLAG＝1）
1 EPITP＿PXPRESSION；


－SFARCP＿PROCPDURF（－aSSUBLK＊）
｜．FMPTY

－${ }^{\text {m }}{ }^{\pi}$
RESET（NUE＊01）
SUPT＿PIRST＿NUALIFIPR $:=$


．SFT（STATISTICS＿SRITCE $=39$ ）
TAKE STATISTICS
SET－UF＿SOPT＿SOR
．SET（STATISTITCS＿SETTCF $=401$
tane＿statistics
－FPIRST：＂
－SET（STATISTICS＿SUITCE $=$
－RFSFT（SOPT＊02，LAE＊02）

（．TPST（SET＿SOPT＿ITMK＿FLAE＝1）
－OロT（＂ஹSOFT＿LIFK＿ADDP＝\＆PLPMFMTA；＂）
｜－EEPTY）

．OOT（＂IF＂）
（ －TEST（SPT SOPT＿LIMKPLAE $=1$ ）
－SFT（SPT SOPT－EINK
SET（SET SOPT＿LINK＿PLAG＝1）
（ BOOLPEN FXPFFSSION ）


TYSE SET SOPT LIMK PLAG $=11$

1．EEEPTY

COUT（SOPT＊01，＊＝\＄ELEMERTs；＊）
－RYSET（SOFT＊O1）；
SOPT＿ALI＿OUALITIEE
．SNIP＿VSF（SOPT＊02）
ALL：
SET（STATTSTTCS suITCP $=42$ ）
SFT STATISTICS
（－TEST（AS＿GR＿TN＿CRTM＿PRIT＿OTRR＿SRITCF＝1）




－OUT（nIP－
bOOLEAK ETPFESSION



OOT ("PMD; ${ }^{\circ}$ )


OOT ("OSOPT_LIKR_ADDP = ADDF (F, SOFT*02, ${ }^{(\#)} ;{ }^{n}$
-SPT (RFAL_DUERY_SDITCR=2)
1 -TEST (AS_GR_IM_GRIM_ER_IP_OTER_SQITCE=5) -RPSPT (SOPT*02)


-00T(nTF ")
BOOLEAR_EXPFESSIOR

-OUT ("CRLL APROME;") .SEARCP_PROCEDDPE ("aPRURE")
-OUT ("MFWD;")
OUT MELSE -ODT (NRFD:

-RBSET (SOFT*01) ;
HARD_OUALIFIFR_BY_LABEL :=
-SEIR_USE (STR
-P.ES
.SPT (LABEL_SOBSCBIET_SUITCE = 1)
OUT ("alabel_STRIKG=")

-SET (STATISTICS SEITCE = 30)
1 THDIRECT CFER STEING OUT(";


SOPT_QUELIPIPR EY LEBEL :=
.SNIF_OSE (SOPT*02, STR*01)
-RPSFT (SOPT*01,STR*0 \%)
APSFT (SOFT*01,STR*01)
-* - TRST (PERIOD_ALRYADY_POUND_PLAG = 1)
-SET (PFKIOD_ALREAD_FOUND_FLAG =-0) )


| -RFSPT (SOPT*D2)
.TEST (SPT_SOPT_LIMR_FLAG $=1$ )
INDIPECT CRAP_STPIBG
SFT (STATISTICS SHITCP $=38$ )
SET (SET SOPT_LIMK_FLAG $=1$ )
SSET (SET_SOPT_LIME_PL
1 IKDIRFCT CPAF STATİG

-OUT ("; ${ }^{n}$ )
(-TPST PSFT SOFT LIRK PLAG=1)

. SFARCP_PROCEDEFE ("asLaELK")
1 PHPTY

.SFARCP PFOCEDURE (WOSLAEN)
RPSFT (SOPT*01,STR*01):

ノ**********************/
$/ *$ STRIRG EXPRESSIOIS $* /$
分*********************/
STPIMG_PXPRPSSIOR :=

- STRIRG -OUT (*)
| "LABFL" LABPL_STRING:
LABEL STRIPG : $=$
-SNIR_OSP(SOPT*01) -FFSET (SOPT*01)
- $\operatorname{PREPTR} \overline{1}$
-SET SSPT SOPT LIRK_PLAG $=0$


-DO ("MORGRL_MEFGE_SRTTCR = MORHAL_EERGE_SBITCP - 1;")
-OUT("AGPT_IAEFL(",SOFT*01,")") ;
IMDIRFCT_CPAR_STRIRG
-SNTF_EST(STR*01,SOFT*01)
$-S N I F$ ESF (STR*01,SORT*
-RESET (STP*01, SOPT*01)
- $\min$
-SET SSFT SOPT_IIRK_PLAG $=0$ )
( "LARPL" LABEL_STPIMG
$1^{\prime \prime \prime}{ }^{\prime \prime}$
("LABFL" labrl_STRIMG - EAPTY
-DO ("MORHAL_EERGE_SEITCF = MOREAL_MPRGE_SMITCF + 1;")




## /*************************/


ARITF_ETPEESSIOR


ARITP_TFRE $=$

MFITR_PACTOR :=

ARITR_PRIMAEX :=
-SMIR OSE (SOPT*O1, NOA*01) -RESPT (SOPF*01, WUR*01)
MIMPIFITY -OVT ("1.F+71")
1 MRDRBEPN

"( ${ }^{(n)}$ SOFT TRFP_NODP ")

.ODT ("DO ©PILE (", SOPT*01," >0);")



.ODT (KOM*01)
RPSET (SOFT* 01 , NOR**02

ARITP_PXPFESSTON
") ${ }^{n}$-00T(*)
1 STRIMG_EXPRFSSION
1 - ROM -out (*)

-TPST(PIRST_PRIEARY_FOUND_FLAG $=0$ )

1 APITP PRIMAPY
1 EEMPTY
.DO1"MOPBAL_MPREE_SWITCF = HORRAL_RERGE_SEITCP + 1:") SOPT_TREE MODF



## 

BASPI_TPER_RAEP :=


( PEPTY)
PIRATION_SUBSCPIPT :=
"scompiration"
$-{ }^{-10}$

ARITP_FKPRFSSION
"ODT(";") ;
COEVFRT STRIVG JP ARITP :=
-SNTE_OSE (STB*01)

- $\operatorname{FESFT}$ (STF*01)
-TEST (TRPR_STRTMG_ARITE_SRITCR = 3)


-DORNORA:
PPEK_POR_RRITP_OPPRETOR :=

-SET (TREE_STPIMG_ARITE_SWITCE = 3)
-SPT (PIRST_PRIEARY_POURD_PLAG $=1)$
PRRGOTATION SUBSCRIPT :
- \$PEFEETATION"
" ${ }^{\circ}$
.OUT(-asUBSCETET = *)

ARITP_FXPKFSSIOA

PUT_VALOP_OR_DUMMY_NODF :=
SNIF_DSE(SOPT*01, STF*01, NUR*01)
PPSET (STE*01, NOE*01)
PMPTY

(-TEST (TPPR_STPIRG_ARITR_SRITCE=2)
-OUT (STR*01)
1 .FRPTY
-00T(FDB*01) )


OUT ("as SOPT-IIRK_ADDF = ADDK (", SOPT*01, ") :"
-.TPST (TPACF FLAG = 1)

(.EAPTY):

SPMI_COLON : $=$
EMPTY

SFT_LABEL_RPPLACE_FLAG :=
-EAPTY

(1.TFST (LABFL_SOBSCRIPT_SBITCR = 1)

- -TFST(FPAL, DUEAY_SEITCE=2) )

1 -EEPTI

SET_DP_SOFT_SOM :
. $\overline{\mathrm{P}} \mathrm{P}$ PTY


SOPT_LIMK_SOR ;
SOPT_LIEK_GPOTPER :=

- .EEPTY :

SOPT:LINR SON
TPST(SFT_SOPT_LINK_PLAG $=1$ )

-. EMPTY;
TAKE_STATISTICS :=
-TEST (TAKE STATISTICS_FLAG = 1)
. OVT ("acoovit (")
-DO("CALL 2OBT (STATISTICS_SVITCH):")

.ODT (") + 1; ${ }^{\text {( }}$
1 . EBPTY ;
TRACE_OUTPOT :=
-TEST (TRACP_ALFFADY_OUTPUT_fLAG = 1)
(.TPST(TRACE_PLAG $=0$ )
. OUT ("
. Ott ("CALL $\begin{gathered}\text { OTRACP_STATEREMT (" }\end{gathered}$
-DO ("CALL OOUT (OSTHT) ;")

- otr (") ")
-0ut

-EFD
cation, and briefly discusses the reasons for those which do not represent additions to the capabilities of the language. Additions

Option 1ist
Node, label-value storage specification
Statistics
Trace
Notes option
External procedures

Pointer variables
DO FOR ALL SUBNODES statement

DEFINE statement
ADVANCE statement
Fixed, floating point distinction
Expanded incremental DO statement
Keyword pointers useable outside their loops
ALL: in PRUNE statement
String literal output

## Deletions

Indirect subroutine call
As our problem-solving techniques evolved and the patterns

* of use of the language become clearer, it became evident that this capability is not required.

String expression as CALI argument -
Allowing the user to call a subroutine using a character string as an argument generates logical type conversion
problems which were not forseen. While the problems can be solved, at considerable expense in translator sophistication, if the language is restricted to internal procedures, our expansion to include external procedures renders the solution invalid.

ALL label keyword
This provides no additional functional capability and was deleted. Its inclusion in the functional specification was somewhat vestigial, since the language feature with which its beneficial use was associated had already been deleted from the language design for logical reasons.

## Modifications

Negated boolean expression must be parenthesized -
This is necessary to avoid syntactically ambiguous expressions.

Equality relations may be string or arithmetic, as determined at execution time, and need not be differentiated by the programmer.

It proved to be implementation-feasible to provide this more powerful capability, which eliminates the need for separate, programmer-specified relations for the two data types.

FIRST, FIRST:, and ALL: changed from label to subscript keywords.

This was done to increase syntactic consistency and has no effect on the functional capabilities of the language.

This section extends the functional design specification for the PLANS Module Library Volume III of the Phase I Final Report. The extensions include details on how each module is to be implemented and thus constitute a detailed design specification. To provide a stand alone capability in Section 2, the four digit subsections previously published as functional specifications are repeated in this report followed by the additional subsections containing details of the implementation design. For reference, Table 2-1 indicates those subsections of this document that appeared as functional specifications in Volume III of the Phase I Final Report.

Section 2.1 provides a brief summary of the PLANS Module Library Contents and characterizes the types of functions that the modules perform. Section 2.2 discusses a general operations model which is a descriptive framework for defining scheduling and resource allocation problems. The use of the operations model conventions provides the greatest direct applicability of the Library Modules. Since the input and output of all library modules are compatible with the operations model, a cursory familiarity with it is necessary in order to understand the functional and detailed design of the individual modules. Section 2.3 discusses the format of presentation of the design details contained in the subsequent subsections.
2.1 Description of the Module Library Contents

The purpose of PLANS Module Library is to provide precoded logic that is common or frequentiy used in the programming of scheduling

LIBRARY MODULES

### 2.4.1 DURATION

2.4.2 ENVELOPE
2.4.3 INTERVAL_UNION
2.4.4 INTERVAL_INTERSECT
2.4.5 FIND_MAX
2.4.6 FIND_MIN
2.4.7 CHECK FOR PROCESS DEFINITION
2.4.8 GENERATE_JOBSET
2.4.9 EXTERNAL_TEMP_RELATIONS
2.4.10 INTERNAL_TEMP_RELATIONS
2.4.11 ETEMENTARY_TEMP_RELATION $2.4 .11 .1-2.4 .11 .5$
$\begin{array}{ll}2.4 .12 & \text { NEXTSET } \\ 2.4 .13 & \text { RESOURCE PROFILE }\end{array}$
2.4.14 POOLED DESCRIPTOR COMPATIBILITY
2.4.15 DESCRIPTOR_PROFILE
2.4.16 UPDATE RESOURCE
2.4.17 WRITE_ASSIGNMENT
2.4.18 UNSCHEDULE
2.4.19 COMPATIBILITY SET_
2.4.20 FEASIBILITY PARTITION GENERATOR
2.4.21 PROJECT DECOMPOSER
2.4.22 REDUNDANT PREDECESSOR CHECKER

SECTTONS OF THIS REPORI CONTAINING DETAILED DESIGN SPECIFICATIONS

$$
\begin{aligned}
& 2.4 .1 .7-2.4 .1 .10 \\
& 2.4 .2 .7-2.4 .2 .10 \\
& 2.4 .3 .7-2.4 .3 .10 \\
& 2.4 .4 .7-2.4 .4 .10 \\
& 2.4 .5 .6-2.4 .5 .9 \\
& 2.46 .6-2.4 .6 .9 \\
& 2.4 .7 .6-2.4 .7 .9 \\
& 2.4 .8 .7-2.4 .8 .11 \\
& 2.4 .9 .6-2.4 .9 .9 \\
& 2.4 .10 .6-2.4 .10 .9 \\
& 2.4 .11 .6-2.4 .11 .9 \\
& 2.4 .12 .7-2.4 .12 .9 \\
& 2.4 .13 .5-2.4 .13 .9 \\
& 2.4 .14 .6-2.4 .14 .9 \\
& 2.4 .15 .6-2.4 .15 .9 \\
& 2.4 .16 .7-2.4 .16 .9 \\
& 2.4 .17 .8-2.4 .17 .10 \\
& 2.4 .18 .7-2.4 .18 .9
\end{aligned}
$$

$$
2.4 .21 .9-2.4 .21 .12
$$

$$
2.4 .22 .9-2.4 .22 .12
$$

$$
2.4 .23 .10-2.4 .23 .13
$$

## 2-2
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TABIW 2-1 (CONTINUED)
\(\left.$$
\begin{array}{lll}\text { LIBRARY } & & \begin{array}{l}\text { SECTION OF VOL, III OF } \\
\text { PHASE I FINAL REPORT }\end{array} \\
& & \begin{array}{l}\text { SECTIONS OF THIS REPORT } \\
\text { CONTAINING FUNCTIONAL }\end{array}
$$ <br>

SPECIFICATIONS\end{array}\right]\)| CONTAINING DETAILED |
| :--- |
| DESIGN SPECIFICATIONS |

and resource allocation software. A detailed description of how the functions performed by various modules were identified can be found in the Appendix of the Phase I Final Report previously published. The Library contains programs which perform the functions listed below:

PREPROCESSORS

PRELIMINARY PROCESSORS
ELEMENTARY FUNCIIONS

PERFORMANCE OR CONSTRAINT STATUS

DATA UPDATING

## ALGORITHMS

In the Phase I Study, 39 modules were functionally specified. Those specified do not exhaust the possibilities for logic that could be preprogrammed. However, since Phase I was completed, four typical scheduling programs taken from NASA applications have been implemented and $86 \%$ of the code used was from the specified Module Library. This provides some degree of confidence that the functions provided by the modules are common to scheduling problems.

Table 2.1-1 provides a concise description of the function performed by each of the specified modules. Functional and detailed descriptions constitute the subsections of Section 2.4 in this document. Some examples of the use of modules can be found in Volume II of the Phase I Final Report previously published. Description of the Operations Model and the Standard Data Structures

The Operations Model is a single set of descriptive conventions within which all varieties of scheduling and resource allocation

TABLE 2.1-1
CONCISE DESCRIPTION OF THE PLANS LIBRARY MODULES.


MODULE CLASS

PRELIMINARY PROCESSORS (Continued)

ELEMENTARY FUNCTIONS

MODULE
NAME

NETWORK_CONDENSER

PROJECT_DECOMPOSER

COMPATIBIIITY_SET_GENERATOR

FEASIBLE_PARIITION_GENERATOR

REQUIREMENT_GROUP_GENERATOR

DURATION

ENVELOPE

ELEMENTARY_TEMP_RELATION

WRITE ASSIGNMENT

INTERVAL_UNION

INTERVAI_INTERSECTION

## DESGRIPTION

Eliminates activities (jobs) from a network leaving only events linked by critical delays as branches.

Identifies all subprojects within a project description; i.e., finds subnetworks that contain app predecessors and successors of its member activities.

Enumerates all compatible subsets of an input set using externally supplied compatibility criteria.

Generates all sets of integers with a given number of elements that sum to a given total.

Generates sets of jobs as a function of resource commonality group.
Calculates the duration of any standard (simple or multiple) interval.

Calculates an interval that is the smallest cover of a given standard (simple or multiple) interval.

Checks satisfaction of a single binary temporal relation given specific assignments for the two jobs named in the temporal relation.

Writes a single assignment for a resource and adds the assignment node in chronological order in \$RESOURCE。

Calculates a standard interval that is the union of two standard intervals, i.e., all points in the output standard interval are in one or both of the input standard intervals.

Calculates a standard interval that is the intersection of two standard intervals, i.e., all points in the output standard interval are in both the in* put standard intervals.
MODULE
CLASS MODULE

PERFORMANCE EXTERNAL_TEMP_RELATIONS. OR CONSTRATNT STATUS

TNTERNAL_TEMP_RELATIONS

RESOURCE_PROFILE

CHECK_DESCRIPTOR_COMPATIBILITY

DESCRIPTOR_PROFILE

DESCRIPTION

Identifies temporal constraint violations that would occur if two sets of job assignments were merged.

Identifies temporal constraint violam tions that exist within a set of job assignments. Useful in finding constraint violations after multiple assignments have been made with temporal constraints relaxed.

Determines the profile of a resource pool over a given time interval for both 'normal' and 'contingency' levels. Determines the profile of the assigned portion of a pool and gives the jobs to which the resources are assigned.

Determines if a single assignment of a job using pooled resources with explicit descriptors is (will be) compatible with existing descriptors for resources required by that job.

Determines if a single assigument of a job using item-specific resources with explicit descriptors is (will be) compatible with existing descriptors for resources required by that job. Identifies scheduled jobs that change the incompatible descriptors.

Determines the descriptors for an itemspecific resource that are valid after a set of jobs involving those resources have been scheduled. Uses the assignment information in \$RESOURCE to determine the descriptor set at a particular time.
MODULE
CLASS
ALGORITHMS

FINE $\quad$\begin{tabular}{l}
DESCRIPTION

$\quad$

Finds the maximum value in a numeric <br>
set and all the elements that have <br>
that maximum value.
\end{tabular}

problems can be defined. Adherence to the operations model conventions necessitates a logical partitioning of the information associated with this class of problems according to the categories below.

PROCESSES: Information describing any activity that ultimately must be assigned to an interval on the timeline and which may or may not require the availability of resources for that interval. Examples: 'Train Crew', 'Transport Payload'. RESOURCES: Information describing any elements in the system that are required for one or more processes to occur. Examples: Crewpersons, Payloads, Trucks. OPERATIONAL SEQUENCES: Information on the relationships between processes or between the resources associated with different processes. Examples 'Load_Truck' precedes 'Move_Truck'. Truck used in 'Load_Truck' is same Truck as that used in 'Move_Truck'.

A schematic representation of how process, and resource, and relational descriptors can be assembled to constitute various problem models is shown in Figure 2.2-1.

Volume II of the Phase I Final Report should be consulted for a description of each element shown in the Figure.

Based on this simple partitioning of information, blue prints for tree structures that contain this information have been devised. These "standard data structures" if used to describe the problem being solved, permit direct use of the library modules. See Figures


RESOURCES AND THEIR RELATIONSHIPS TO JOBS

Figure 2.2-1 Problem Description Using the Operations Model
2.2-2 through 2.2-9. The modules, where appropriate, assume that they will get information in tree formats compatible to the standard data structures. It should be clearly understood that the standard data structures need not be used to code in PLANS, and that no module requires all the information shown in any of the standard data structures. However, the information required as input to the library modules is assumed to be arranged with the same relationships that are in the standard data structures. Thus a module requiring an interval could be called with \$INTERNAL or with \$RESOURCE.ORBITER.ID_006.ASSIGNMENT (1) where \$INTERVAL is shown below.


The trees $\$$ RESOURCE, $\$ P R O C E S S$, and $\$ O P S E Q$ contain input information about the sytem to be scheduled. \$OBJECTIVES contains information on the particular problem to be solved, i.e. how many processes must be completed to constitute a solution, or other information constraining the solution. \$JOBSET is a list of single occurrences of processes; each job in \$JOBSET must be assigned time and resources before the problem is solved. \$SCHEDULE is a standard format for storing a solution to a scheduling problem. Generally the problem formulator would not build \$JOBSET or \$SCHEDULE but rather would


Fig. 2.2-2 \$RESOURCE Standard Data Structure


Fig. 2.2-3 \$PROCESS Standard Data Structure


Fig. 2.2-4 \$OPSEO Standard Data Structure


Fiq. 2.2-5 \$OBJECTIVES Standard Data Structure


Fig. 2.2-6 \$JOBSET Standard Dãta Structure



Fig. 2.2-8 TEMPORAL RELATION

## STANDARD INTERVAL FORMS

1) $\bigcirc$ (ANY LABEL)

This is a null interval, equivalent to


This is an ordinary (single) interval. It can be of zero duration if
$X . S T A R T=X . E N D$
3)


This is a multiple interval. In addition to the usual constraint $X . S T A R T \leq X . E N D$, it is also required here that for all $I<\operatorname{NUMBER}(X), X(I) . E N D \leq X(I+1) . \operatorname{START}$.

Fig. 2.2-9 STANDARD INTERVALS

- Cause them to be generated from \$OBJECTIVE, \$OPSEQ, \$PROCESS, and \$RESOURCE by calling library modules or writing his own PLANS code. Format for Detailed Design Specifications

Because PLANS is a high-1evel language, single statements written in PLANS typically perforn the logic contained in a single block of a functional flow chart. In fact, a design goal of PLANS was to virtually eliminate the need for a detailed design step in the software implementation; i,e. to make executable code easy enough to write that functional designers could use the language themselves. Since thirty-four of the modules functionally specified in Phase I are most appropriately implemented in PLANS, the detailed design specification for these modules would typically require little more detail than provided in the functional specification. Yet the intent of this document is to provide greater specificity than offered in previous documentation. To achieve this end, the appropriate format for unambiguous design of the modules seemed to be PLANS code itself. Therefore, a coding of the modules is included in this document. The implementation documentation that will succeed this report may show substantial modifications to the code presented here. Since the intent of this code is to provide a detailed design specification including all capabilities described in the functional specisications, it is not optimized for computational efficiency.

Five of the library modules are appropriate for FORTRAN coding rather than PLANS coding due to their highly algebraic nature. Two of these (INTEGER_PROGRAM, MIXED_INTEGER_PROGRAM) were already imple-
mented and checked out as a feasibility check in Phase I. The documentation of these implemented codes has been provided to NASA under separate documentation. The Phase II effort does not include the prototype implementation of the three remaining mathematical programming modulea (PRIMAL_SIMPLEX, DUAL_SIMPLEX, GUB_LP); therefore sections $2.4 .35,2.4 .37,2.4 .38$ in this document are identical to those in the functional specifications.

Only minor deviations from the functional specifications were deemed desirable in generating the detailed design for the remaining 34 modules. In all cases, these modifications extend the capabilities specified previously or add greater consistency between modules. All functional modifications are noted in a subsection entitled "Modifications to Functional Specifications and/or Standard Data Structures Assumed".

### 2.4 Library Module Specifications

The following sections present detailed functional and design specifications for the PLANS module library. Each section presents a different module. The numbering system used in the Phase I Final Report has been preserved in this volume.

### 2.4.1 DURATION

### 2.4.1 DURATION

### 2.4.1.1 Purpose and Scope

This module calculates and returns the duration of any standard interval, as identified in the section on Standard Data Structures. If the interval is null, the returned duration is zero. The duration of a multiple interval is defined here as the sum of the durations of its constituent simple intervals.

### 2.4.1.2 Modules Called <br> None

### 2.4.1.3 Module Input

\$ INTERVAL is any standard interval. See Fig. 2.4.1-1 for the minimum required data structure in generic form. The minimum required data structure from other Standard Data Structures is illustrated in Fig. 2.4.1-2.
2.4.1.4 Module Output

DURATION VALUE is an arithmetic variable.

### 2.4.1.5 Functional Block Diagram



### 2.4.1.6 Typical Applications

Any applications involving intervals.

STANDARD INTERVAL FORMS \$INTERVAL

1) $O(A N Y L A B E L)$

This is a null interval, equivalent to

2) \$INTERVAL

3)

This is an ordinary (single) interval. It can be of zero duration if

$$
X . S T A R T=X . E N D
$$

\$INTERVAL


This is a multiple interval. In addition to the usual constraint $X . S T A R T \leq X . E N D$, it is also required here that for a11 $I<\operatorname{NUMBER}(X), X(I) \cdot E N D \leq X(I+I) \cdot \operatorname{START}$

Fig. 2.4.1-1 Minimum Required Input Data Structures for Module: DURATION 2.4.1-2

Note: Minimum (relevant) portion of required input standard Data Structures is shown. In all trees, any additional structure will be preserved.


Fig. 2.4.1-2 Minimum Required Input Structures from Standard Data Structures for Module: DURATION


Fig. 2.4.1-2 (cont)


Fig. 2.4.1-2 (conel)

### 2.4.1.7 DETAILED DESIGN

The label on the first subnode of \$INTERVAL is checked to see if it is equal to 'START'. If so, a single interval structure is assumed, otherwise, a multiple-interval structure is assumed.
2.4.1.8 INTERNAL VARIABLE AND TREE NAME DEFINITIONS

DURATION VALUE - used to return value of the total duration
\$INTERVAL - the input data tree that contains the intervals

- to be summed
2.4.1.9 MODIFICATIONS TO FUNCTIONAL SPECS AND/OR STANDARD DATA STRUCTURES

ASSUMED

None
2.4.1.10 COMMENTED CODE

DURATION: PROCEDURE (SINTERVAL, DURATION_VALUE) OPTIONS(EXTERNAL):

1
1* THIS MODULE CALCULATES THF TOTAL DURATION OF ALL THE TIME
/* INTERVALS SPFCIFIEN IN THF INPIJT TREE, SINTERVAL. THF SUM OF

* ALL THE INTERVAL DURATIONS IS RETURNEN IN 'DURATION_VALUE'.
/
DECLARE SSUB_INTERVAL LOCAIं : DURATION_VALUE $=0.0$
IF LABELISINTERVAL(FIRST)) = 'START'
THEN DURATION_VALUE = SINTERVAL.END - SINTERVAL.START ; ELSE DO FOR ALL SURNODES OF SINTERVAL USING \$SUB_INTERVAL DURATIONVVALUE = DURATION_VALUE + \$SUB_INTERVAL.END - \$SUB_INTERVAL.START゙ END:
END: /* DURATION */
2.4.1-6
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2.4.2 ENVELOPE

### 2.4.2 ENVELOPE

### 2.4.2.1 Puripose and Scope

This module generates a simple (or null) interval, which is the smallest covering of a given (potentially multiple) interval. If the input interval is null or simple, the envelope interval is identical to the input interval. If the input interval is multiple, the envelope interval ranges from the start of its first constituent interval to the end of the last.

### 2.4.2.2 Modules Called <br> None

### 2.4.2.3 Module Input

\$INTERVAL is any standard interval. See information under this section for module DURATION for minimum required data structure.
2.4.2.4 Module Output
\$ENVELOPE is a simple (or null) interval.

### 2.4.2.5 Functional Block Diagram



### 2.4.2.6 Typical Applications

Any applications involving intervals.
2.4.2-2

### 2.4.2.7 DETAILED DESIGN

The label on the first subnode of $\$ \operatorname{INTERVAL}(1)$ is checked to see if it is equal to 'START'. If so, multiple intervals are assumed, otherwise, a single interval is assumed.

### 2.4.2.8 INTERNAL VARIABLE AND TREE NAME DIFINITIONS

SENVELOPE - the output tree used to return the start and end values of the envelope
\$INTERVAL - the input tree that contains the interval(s)
2.4.2.9 MODIFICATIONS TO FUNCTIONAL SPECS AND/OR STANDARD DATA STRUCTURES

ASSUMED
None
2.4.2.10 COMMENTED CODE

ENVELOPE: PROCEDURE (SINTERVAL, SENVELOPE) OPTIONS(EXTERNAL):

1* THIS MODULE DETERMINES THF START AND END VALUES OF AN NENVELODF *'?

* THAT COVERS THE INTERVALS CONTAINED IN THE INPUT TREE,
* these values are returned in the output treep senvelope.

```
1*
```



IF LABEL(SINTERVAL(FIRST) (FIRSTi) $=$ = START'
THEN SENVELOPE $=$ SINTERVAL
ELSE DO SENVELOPE $=$ SINTERVAL(FIRSTI:
SENVELOPE.END = SINTERVAL (LASTI.END :
ENO :
END: /* ENVELOPE */

### 2.4.3 INTERVAL_UNION

2.4.3 INTERVAL_UNION
2.4.3.1 Purpose and ScopeGiven two standard intervals, this module constructs a
standard interval that represents their union, in the sense of
the sketch below.
\$INTERVAL_A


\$INTERVAL_B ..... -
\$UNION2.4.3.2 Modules CalledNone
2.4.3.3 Module Input
\$INTERVAL_A and \$INTERVAL_B are standard intervals.
2.4.3.4 Module Output \$UNION is •a standard interval.

### 2.4.3.5 Functiona1 Block Diagram



### 2.4.3.6 Typical Applications

Any applications involving intervals.

### 2.4.3.7 DETAILED DESIGN

The inputs to this module can be of two different types, single or multiple standard interval tree structures. Since there are two inputs, there are four possible combinations of input structures. To avoid having to test for each one of these cases, INTERVAL_UNION transforms both inputs into multiple interval structures. Once this is done the structures can be interpreted by the same block of code without regard to their original form. Of course, before control is returned to the calling program both Input structures, \$INTERVAL_A and \$INTERVAL_B, are transformed back to their original form. This approach necessitates only one general block of code for all cases and makes it appear that the input structures have not been changed.

In order to facilitate the scanning of both input intervals simultaneously, a dummy interval with a start time of INFINITY is placed at the end of each input tree. Since the intervals are selected on the basis of earliest start times, this insures that all intervals will be considered. As new intervals are created in SUNION, they are inserted before the first interval already in $\$$ of these intervals so that they will appear in chronological order.
2.4.3.8 INTERNAL VARIABLE AND TREE NAME DEFINITIONS

| I_A | - | used as a pointer into \$INTERVAL_A |
| :--- | :--- | :--- |
| I_B | $-\quad u s e d$ as a pointer into \$INTERVAL_B |  |
| \$INTERVAL_A | $-\quad$ an input standard interval |  |
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## INTERVAL_UNION: PROCEDURE (SINTERVAL"A, SINTERVAL_B, SUNION) OPTIONS (EXTERNAL) ?


1* INPUT TO THIS MODUIE CONSYSTS OF TWO STANDARD=INTERVAL TREE

* STRUCTURES, SINTERVAL-A AND SINTERVAL_B. THE MODULE BUILDS A :

1* SET OF INTERVALS REPRESENTING THE UNION OF THE INPUT INTERVALS
/* AND RETURNS IT IN \$UNION.

DECLARE I_AB_SWITCH,
SPOINTER_A,SPOINTER_B, SNEXT, SNEXT_INTERVAL, SUNION_LAST LOC̈AL,
/* INITIALIZE VARIABLES AND TREE STRUCTURES.

## PRUNE SUNION:

IF LABEL(SINTERVAL_A (FIRSTI) $=$ ISTART'
THEN DEFINE SPOINTER-A ÄS SINTERVAL_A ;
ELSE DEFINE SPOINTER-A AS SINTERVAL-A(FIRST) ;
IF LABEL (SINTERVAL B (FIRSTj) $=$ START'
THEN DEFINE SPOINTER_B ÄS SINTERVAL_B ;
ELSE DEFINE SPOINTER_B AS SINTERVAL_B (FIRST) ;
DEFINE SUNION_LAST AS SUNION(FIRSTI:
SUNION_LAST.END $=-I N F I N I T Y:$
DO WHILE (SPOINTERAA NOT IDENTICAL TO SNULL I
SPOINTER_B NOT IDENTICAL TO SNULLI :
/* OF THE REMAINING INTERVALS, THE ONE WITH THE EARLIEST START */
1* TIME IS CONSIDERED NEXT.
IF SPOINTER_A IDENTICAL TO SNULL 1 (\$POINTER_A
$\rightarrow$ IDENTICAL TO \$NULL 8 \$POINTER_A.START < SPOINTER_B.STÄRTI
THEN DO: DEFINE SNEXT AS SPOINTER_A: I_AB_SWITCH =1; FND: ELSE DO: DEFINE SNEXT AS SPOINTER_B; I_AB_SWITCH = $2 ;$ FND:
SNEXT..INTERVAL.START $=$ SNEXT.START
SNEXT_INTERVAL.END $=$ SNEXT.END :
/* NOW THE INTERVALS IN SUNION CAN BE MODIFIED BASED ON THE START $\%$
/* AND END TIMES OF THE INTERVAL UNDER CONSIDERATION. HE START \#',
IF SNEXT_INTERVAL.START $>$ SUNIONLLAST.END
THEN DO: ADVANCE SUNJONWLAST:
GRAFT \$NEXT_INTERVAL AT SUNION_LAST:
END :
ELSE IF SNEXT_INTERVÄL.END > SUNION_LAST.END
THEN SUNION_LAST.END = \$NEXT_INTERVAL.END:
IF I_AB_SWITCH $=1$
THEN ADVANCE SPOINTER_A
ELSE ADVANCE SPOINTER_B :
END :
PRUNE SUNION(FIRST) :
END INTERVAL_UNION:

### 2.4.3-6
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### 2.4.4 INTERVAL_INTERSECT

## .4.4 INTERVAL_INTERSECT

### 2.4.4.1 Purpose and Scope

Given two standard intervals, this module constructs a standard interval which represents their intersection, in the sense of the sketch below. .
\$INTERVAL_A
\$INTERVAL B

\$INTERSECTION

2.4.4.2 Modules Called

None
2.4.4.3 Module Input
\$INTERVAL_A and \$INTERVAL_B are standard intervais.

### 2.4.4.4 Module Output

\$INTERSECTION is a standard interval. A point intersection will be detected by INTERVAL_INTERSECT thus the calling program must check for and prove zero duration intersections if they are not required.

### 2.4.4.5 Functional Block Diagram



### 2.4.4.6 Typical Applications

Auy applicatious involving intervala.

### 2.4.4.7 DETAILED DESIGN

The inpute to this module can be of two different types, single or multiple standard interval tree structures. Since there are two inputs, there are four possible combinations of input structures. To avoid having to teat for each one of these cases, INTERVAL_INTERSECTION transforms both inputs into multiple interval structures. Once this is done the structures can be interpreted by the same block of code without regard to their original form. of course, before control is returned to the calling program both input structuree, SINTERVAL_A and SINTERVA, B, are transformed back to their original form. This approach nacessitates only one general block of code for all casea and makes it appear that the Input etructures have not been changed.

In order to facilitate the scanning of both input intervals simultaneousiy, a dumy interval with a start time of INPINITY is placed at the end of each input trae. Since the intervals are selected on the basis of earliest start times, this insures that all intervals will be considered. As new intervals are created in SINTERSECTION, they are inserted before the firgt interval already in SINTERSECTION. Before returning, the module reverses the order of these intervals so that they will appear in chronological order.
2.4.4-4
2.4.4.8 INTERNAL VARIABLE AND TREE NAME DEFINITIONS

| I. $\mathbf{A}$ | - | used as a pointer into \$INTERVAL A |
| :---: | :---: | :---: |
| I B |  | used as a pointer into \$INTERVAL_B |
| \$INTERSECTION | - | ```the output standard interval containing the intersection of the intervals in SINTERVAL_A and SINT::RVAL._B``` |
| SINTERVAL_A | - | an input standard interval |
| \$INTERVAL_B | - | an input standard interval |
| SNEXT INTERVAL | - | the interval currently under consideration |
| NUMBER.A | - | the total number of intervals in \$INTERVAL A plus one |
| NUMBER_B | - | the total number of intervals in SINTERVAL $B$ plus one |
| STEMP | - | used as a temporary storage area |

2.4.4.9 MODIFICATIONS TO FUNCTIONAL SPECS AND/OR STANDARD DATA STRUCTURES

None

### 2.4.4-10 COMMENTED CODE

INTERVAL_INTERSECT:

1* 3
/* INPUT TO THIS MODULE CONSISTS OF TWO STANDARD-INTERVAL TREE \%/
** STRUCTURES, SINTERVAL_A AND SINTERVAL_B. THE MODULE BUILDS A
/* SET OF INTERVALS REPRESENTING THE INTERSECTION OF ThE INPUT
/* INTERVALS AND RETURNS IT IN SINTERSECTION.
1

PROCEDURE (SINTERVAL_A, SINTERVAL'B, SINTERSECTION) OPTIONS (EXTERNAL): DECLARE I_A,I_B,NUMRER_A,NIMMBEREB,STEMP;SNEXT_INTERVAL LOCAL :
/* initialize variables and tree structures.
PRUNE SINTERSECTION:
IF SINTERVAL_A(FIRST) IDENTICAL TO SNULL I
SINTFRVAL_B(FIRST) IDENTICAL. TO SNULL THEN RETURN :
IF LABEL (\$INTERVAL_A(FIRSTi) =ISTART'
THEN DO: GRAFT SINTERVAL_A AT STEMP: GRAFT STEMP AT SINTERVAL_A(FIRSTI:
END:
IF LABELISINTERVAL_B(FIRSTi) =ISTART'
THEN DO: GRAFT SINTERVAL_A AT STEMP: GRAFT STEMP AT SINTERVAL_B(FIRST):
END:
SINTERVAL_A(NEXT).START $=$ INFINITY:
SINTERVAL_B (NEXT).START = TNFINITY;


STEMP.END $=$-INFINITY :
DO WHILE (I_A < NUMRER_A i I I
/* OF THE REMAINING intervals, the one With the earliest start a'
/* TIME IS CONSIDERED. NEXT.
4
.IF SINTERVAL_A(İA).START < SINTERVAL_B(I_B).START
THEN DO: SNEXT_INTFPVAL = SINTERVAL_A(I_A): I_A =I_A:1: END :
ELSE DO: SNEXT_INTFRVAL = SINTERVAL_B(I_B): I_B=I_R+1: END :
/* NOW The intervals in sintfrsection Can be modified based on thf \#l
/* START AND END TIMES OF THF INTFRVAL UNDER CONSIDERATION. */ IF SNEXT_INTFRVAL.START > STEMP.END

THEN GRAFT SNEXT_INTFRVAL AT STEMP
ELSE IF SNEXT-INTERVAL.END < STEMP.END
then graft insert snext_interval
BEFORE SINTERSECTION(FIRST) :
ELSE DO:
INSERT SNEXT'INTERVAL BEFORE SINTERSECTIONIFIRSTI: SINTERSFCTION(FIRST).END $=$ STEMP.END : GRAFT SNEXT INTERVAL AT STEMP : END :
END :
/* PUT THE INTERVALS OF SINTFRSECTION IN CHRONOLOGICAL ORDER. \#/ GRAFT SINTERSECTION AT \$TEMP :
2.4.4-6
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DO I=l TO NUMBER(STEMP) ..... ;GRAFT INSERT STEMP(FIRST) BEFORE SINTERSECTION(FIRST) :END :
PRUNE SINTERVAL_A(LAST) ESINTERVAL_B(LAST) ..... 1
IF NUMBER_A = 2
THEN DO: GRAFT SINTERVAL_Ā(FIRST) AT STEMP:GRAFT STEMP AT SINTERVALEA?
END:
IF NUMBER_B - 2
THEN DO: GRAFT SINTERVAL_RIFIRSTI AT STEMP;
GRAFT STEMP AT SYNTERVAL_B!
END:
PRUNE STEMP ..... ;
END INTERVAL_INTERSECTION ..... !
2.4.5 FIND_MAX
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### 2.4.5 FIND MAX

### 2.4.5.1 Purpose and Scope

Given a set of numerical values (i.e., a node of a tree for which each of the next lower level subnodes is terminal and has a numerical value), find the maximum of the values and find the indices (i.e., the ordinal positions in the original set) of each of the subnodes for which the value equals the maximum.
2.4.5.2 Modules Cal'led

None

### 2.4.5.3 Module Input

\$SET is a tree of the form shown in the sketch. Minimum required data structure is a tree with at least one subnode at the next lower level.


Each value is numeric.

### 2.4.5.4 Module Output

VALUE_MAXIMUM is an arithmetic variable whose value is the maximum of the values of \$SET.

## \$INDICES is a tree of the form


where the indices are the ordinal positions in \$SET of all nodes whose value equals VALUE_MAXIMUM.

### 2.4.5.5 Functional Block Diagram



### 2.4.5.6 DETAILED DESIGN

This module iteratively searches through the numeric values of the subnodes of $\$ S E T$. As the subnodes are scanned, the current maximum is maintained by comparing each value with it. \$INDICES and the VALUE MAXIMUM are updated every time a larger value is encountered. If \$SET is empty, -INFINITY is returned as the maximum value. 2.4.5.7 INTERNAL VARIABLE AND TREE NAME DEFINITIONS

I - is a counter used to obtain subnodes indices
\$INDICES - used to record the indices of the subnodes whose value equals the maximum
\$SET - is the set of numeric values
SVALUE - is one of the subnodes of \$SET
VALUE MAXIMUM - used to return the maximum value to the calling program
2.4.5.8 MODIFICATIONS TO FUNCTIONAL SPECS AND/OR STCANDARD DATA STRUCTURES

In addition to returning the appropriate subscripts in \$INDICES, this tree is also used to return the node labels. Of course, node references by subscript are more efficient than references by label. Therefore, the user is not encouraged to use these labels to reference the subnodes of \$SET since the corresponding indices are also avallable.

The variable name VALUE MAXIMUM was substituted for MAXIMUM in order to allow for real as well as integer values.

FIND_MAX: PROCEDURE (SSET, SINDICES, VALUE_MAXIMUM)

OPTIONS(EXTERNAL)
/* THIS PROCEDURE FINDS THE LARGEST VALUE IN THE NUMERIC SET INPUT
1* IN SSET AND RETURNS IT IN VVALUE MMAXIMUM'. 'IT ALSO OUTPUTS A
1* TREE, SINDICES, CONTAINING THE LABELS AND SUBSCRIPTS THAT COR-, /* RESPOND TO THE SUBNODES OF SSET WHOSE VALUES EQUAL THE MAXIMUM. '* IF SSET IS NULLं -INFINITY IS RETURNED AS THE 'VALUE. MAXIMUM'.

VALUE_MAXIMUM $=$-INFINITY:
DO FOR ALL SUBNODES OF SSET USING SVALUE : $I=I+1$ IF SVALUE > VALUE_MAXIMUM

THEN DO: VALUE_MAXJMUM = SVALUE:
PRUNE $\$$ INOICES
SINDICES.\#LABEL(\$VALUE) $=$ I $;$
END:
ELSE IF SVALUE $=$ VALUE:MAXIMUM
THEN DO SINDICES(NEXT) $=1$
LÄBEL(SINDICES(LASTi) $=$ LABEL(SVALUE)
END :

## END:

END:
**FIND_MAX
ジ
2.4.6 FIND MIN

### 2.4.6 IINDMIN

2.4.6.1 Purpose and Scope

Given a set of numerical values (i.e., a node of a tree for which each of the next lower level subnodes is terminal and has a numerical value), find the minimum of the values and find the indices (i.e., the ordinal positions in the original set) of each of the subnodes for which the value equals the minimum.

### 2.4.6.2 Modules Called

None

### 2.4.6.3 Module Input

\$SET is a tree of the form shown on the sketch with at least one subnode at the next lower level.


Each value is numeric.
2.4.6.4 Module Output

VALUE_MINIMUM is an arithmetic variable whose value is the minimum of the values of \$SET.

## \$INDICES is a tree of the form


where the indices are the ordinal positions in $\$$ SET of all nodes whose value equals VALUE_MINIMUM.
2.4.6-2
2.4.6.5 Functional Block Di.agram


### 2.4.6.6 DETAILED DESIGN

This module iteratively searches through the numeric values of the subnodes of \$SET. As the subnodes are scanned, the current minimum is maintained by comparing each value with it. SINDICES and the VALUE MINIMUM are updated every time a smaller value is encountered. If \$SET is empty, +INFINITY is returned as the minimum value.

### 2.4.6.7 INTERNAL VARIABLE AND TREE NAME DEFINITIONS

I

- is a counter used to obtain subnodes Indices
\$INDICES - used to record the indices of the subnodes whose value equals the minimum
\$SET - is the set of numeric values
\$VALUE - is one of the subnodes of \$SET
VALUE MINIMUM - used to return the minimum value to the calling program


### 2.4.6.8 MODIFLCATIONS TO FUNCTIONAL SPECS AND/OR STANDARD DATA STRUCTURES

In addition to returning the appropriate subscripts in \$INDICES, this tree is also used to return the node labels. Of course, node references by subscript are more efficient than references by label. Therefore, the user is not encouraged to use these labels to reference the subnodes of \$SET since the corresponding indices are also avallable.

The variable name VALUE_MINIMUM was substituted for MINIMUM in order to allow for real as well as integer values.

### 2.4.6.9 COMMENTED CODE

```
            FIND_MIN: PROCEDURE (SSET, SINDICES, VALUE_MINIMUM)
            OPTIONS(EXTERNAL);
```



```
1*
* THIS PROCEDURE FIND̄S THE SMALLEST VALUE IN THE NUMERIC SET INP\゙T */
/* IN SSET AND RETURNS IT IN 'VALUE_MINIMUM'. IT ALSO OUTPUTS A %
/* TREE, SINDICES, CONTAINING THE LABELS AND SUBSCRIPTS THAT COR- %/
/* RESPOND TO THE SUBNODES OF SSET WHOSE VALUES EQUAL THE MINIMUM:
/* IF SSET IS NULL, +INFINITY IS RETURNED AS THE 'VALUE_MINIMUMI. *'/
/*
%
```



```
    DECLARE I.SVALUE LOCAL i = 0:
    VALUE_MINIMUM = INFINITY;
    DO FOR ALL SUBNODES OF sSET USING sVALUE :
        I=I+1 {
        IF SVALUE < VALUE_MINIMUM
            THEN DO : VALUE_MINTMUM = SVALUE
                        PRUNE SINOICES ;
                        SINDICES.#LABEL(SVALUE) = I;
                END :
            ELSE IF SVALUE = VALUE MINIMUM
                        THEN DO SYNDICES(NEXT) = I:
                            LABEL($INDICES(LAST)) = LABEL($VALUE) :
                                    END *
        END:
END: /* FIND_MIN */
```

C. 2

### 2.4.7 CHECK_FOR_PROCESS DEFINITION

### 2.4.7 CHECK_FOR_PROCESS_DEFINITION

### 2.4.7.1 Purpose and Scope

This module checks that all processes or operations sequences specified in \$OBJECTIVE are defined in \$PROCESS• or \$OPSEQ. These processes may be listed explicitly or contained in an operations sequence specified in \$OBJECTIVES. If any processes are not .. included in $\$$ PROCESS, such information as process duration and required resources are not defined. Since this condition precludes successful execution of the problem, the missing processes should be identified. This module performs that identification function.

### 2.4.7.2 Modules Ca:lled

None

### 2.4.7.3 Module Input

Input to this module consists of \$OBJECTIVES, \$OPSEQ and \$PROCESS. The minimum required data structure from these Standard Data Structures is illustrated in Fig. 2.4.7-1.

### 2.4.7.4 Module Output

This module will output a tree structure, $\$$ MISSING, with the names of unfound processes and operations sequences. If this tree is null, no missing definitions have been identified.

Note: Minimum (i.e. relevant) portion of required input Standard Data Structures is shown. In all trees, any additional structure will be preserved.


Fig. 2.4.7-1
Minimum Required Input Structures from Stondard Data Structures for Muduie: CHECK FOR_PROCESS_DEFINITION

[^1]
### 2.4.7.5 Functional Block Diagram
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### 2.4.7.6 Typical Applications

This module is useful for initial problem processing, which checks for logical errors or incomplete data.

### 2.4.7.7 Datailed Design

The functional block diagram provides the flow chart for this module. The module selects each subnode under OPSEQ in the \$OBJECTIVES tree. For each element an internal procedure, CHECK_PROC_RECURSIVE is called resursively. This procedure determines whether the current element is an operations sequence or a process. If the element is a process, \$PROCESS is interrogated to verify the current element is included, if not, the current element label is added to \$MISSING. If the element is determined to be an operations sequence, $\$ 0 P S E Q$ is interrogated to verify the current element is included, if not the current element label is added to \$MISSING. Otherwise each subnode is selected and the procedure CIIECK PROC RECURSTVE is repeatedly called until all processes have been checked.

### 2.4.7.8 Internal Variable and Tree Names

None

```
2.4.7.Э Commented Code
```

```
CMECK_FOR_PROCESS_DEFINITION: PROCEDURE($OBJECTIVES,$OPSEQ,SPROCESS.
            SMISSING) OPTIONS(EXTFRNAL):
        PRUNE SMISSING;
    DO I = 1 TO NUMBER($ORJECTIVES.OPSEQ):
    CALL CHECK_PROC_RECURSIVF($ORJECTIVES.OPSEQ(I)):
CHECK_PROC_RECURSIVF: PROCENURE($OPSEQ_OR_PROC) RECURSIVE;
    DECLARE J LOCAL;
    IF SOPSEQ_OR_PROC.TYPE = 'OPSEQ' THEN DO:
CHECK_OPSEQ:
    IF $OPSEQ.#LABEL(SOPSEQ_\capR"PROC)
        IDENTICAL TO $NIULL
            THEN $MISSING.OPSEO(NFKT) = LABEL($OPSEQ_OR_PROC):
            ELSE NO J=1 TO NUMAER($OPSEQ.#LABELI$OPSEQ_OR植PROCII:
            CALL CHFCK_PROC_RECURSIVE($OPSEO.#LAREL($OPSEQ_OR_PROC)
                        (J)):
                END:
                RETURN;
                    END:
    ELSE IF $PROCESS.#LABEL(SOPSEO_OR#PROC)
        IDENTICAL TO $NULL
            THEN $MISSING.PROCESS(NEXT) = LABEL($OPSEQ_OR_PROC):
        RETURN:
    END ; /# CHECK_PPOC_RFCURSIVE #/
    END :
    END : /* CHECK_FOR_PROCE&S"_DEFINITION #/
```

2.4.8 GENERATE_JOBSET

### 2.4.8 GENERATE_JOBSET

### 2.4.8.1 Purpose and Scope

This hindule will create a set of jobs by examining the contents of the data trees, \$OBJECTIVES, \$OPSEQ, and \$PROCESS. Each job will represent a single occurrence of a process. It will create an output data tree that contains unique nodes for each job identified.

This module will build a data tree, $\$ J O B S E T$, containing only the jobs that are identifiable from the input trees \$OBJECTIVES, \$OPSEQ, and \$PROCESS. The jobs will be grouped under first-level subnodes, each of which represents the occurrence of an operations sequence. Because operations sequences may be nested, only those at the highest level of nesting will cause a first-1evel node of \$JOBSET to be built. If, during the execution of a scheduling problem, implied jobs are scheduled, these jobs may be added to the trees created by this module; however, the GENERATE JOBSET module wizl not put implied jobs into the jobset since implied jobs cannot be identified from \$OBJECTIVES, \$OPSEQ, and \$PROCESS.

The output of this module will be ordered by a set of unique job identifiers, but the ordering of the identifiers will have no implication on the temporal order in which the jobs must be scheduled.

Each job created by this module will have associated with it the most specific resource information contained in either \$OBJECTIVES or \$PROCESS. If resource alternatives are defined in \$PROCESS, a separate job identifier will be assigned to each
process-resource combination. Where process alternatives are indicated in \$OBJECTIVES or \$OPSEQ, all alternatives will also be assigned a unique job identifier. This module will write the job identifiers for all alternatives under each job. For example, if Jobs 1,2 , and 3 are mutually substitutable, a unique node will appear in the output \$JOBSET for each of the three jobs. The node ALTERNATIVE under Job 1 would contain subnodes JOB 2 and JOB 3, the node ALTERNATIVE for Job 2 would contain subnodes $J O B 1$ and $J O B 3$, etc. It is recognized that if no implied jobs are rescheduled the number of jobs in the final schedule will always be less than or equal to the number of jobs in \$JOBSET.

Temporal relations between elements of an operations sequence will be included in the output tree $\$ J O B S E T$. The module will, however, replace a generic process name that appears as a value under a TEIPORAL RELATION node with an appropriate specific job identifier. If the element name that appears under a TEMPORAL REIATION node with an appropriate specific job identifier. If the element name that appears under a TEIMPORAL RELATIONS node is itself an operations sequence, a separate subnode will be written for each job in that operations sequence.
2.4.8.2 Modules Called

None

### 2.4.8.3 Module Input

The input to this module consists of the trees, \$OBJECTIVES, $\$ 0 P S E Q$, and $\$ P R O C E S S$, defined previously, and the integer INITIAL_ID. The minimum required data structure from these standard structures is shown in Fig. 2.4.8-1. INITIAL_ID is the first integer to be used in constructing unique job identifiers within the module.

### 2.4.8.4 Module Output

This module will return an output tree \$JOBSET to the calling program. It will contain the RESOURCE information from \$PROCESS with any specific ASSOCTATED_RESOURCE information from \$OBJECTIVES replacing the corresponding generic information in the RESOURCES. Since it is permissable to specify specific resources in both \$PROCESS and \$OBJECTIVES, this module will produce an error message when inconsistent data are specified. The structure of \$IOBSET is shown in Fig. 2.4.8-2.

Note: Minimum (i.e., relevant) portion of required input Standard Data Structures is shown. Any additional structure will be preserved in all trees.


Fig. 2.4.8-1 Minimum Required Input Structures from Standard Data Structures for Module Generation

### 2.4.8-4
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Fig. 2.4.8-2 GENERATE JOBSET Standard Data Structure

### 2.4.8.5 Functional Block Diagram



### 2.4.8.-6

### 2.4.8.6 Typical Applications

Since this module merges some of the information contained in \$OBJECTIVES with all of the required information from \$OPSEQ and \$PROCESS, its usefulness is in eliminating numerous accesses of those structures that result from the information in one tree pointing to information in another. The creation of jobs is a logical first step in building a schedule. It will be recognized that if no alternatives or temporal relations appear in \$JOBSET, then \$JOBSET represents a generic schedule unit that may be given a specific time assignment. If, however, either resource alternatives, job alternatives, or temporal relations do appear in the problem specification, these alternatives and constraints are still represented in \$JOBSET. Thus, the initial creation of \$JOBSET permits the subsequent scheduling logic to deal with only \$OBJECTIVES and \$JOBSET without reference to \$OPSEQ or \$PROCESS.

### 2.4.8.7 DETAILED DESIGN

GENERATE JOBSET builds the \$JOBSET standard data structure by iteratively interrogating the input data trees until the problem has been reduced to that of building a single 'JOB $I D$ ' substructure. At each level in tracing down to this relatively simple problem, a different tree structure is built. The tree structures at eaci level are used to make up the tree at the next higher level. By using this "building block" approach the relatively complex tree structure that exists at the highest level (\$JOBSET) is generated by dealing with its much simpler component parts.

The "building block" tree structures generated and maintained by the program are, in order of descending complexity, \$JOBSET, \$OPSEQ_SET, \$JOES, and \$JOB. \$JOBSET is, of course, the goal structure and will look exactly as it is shown in the Module Output section. \$OPSEQ..SET and \$JOBS wi.11, In their final form, look exactly like one of the 'SUBNET ID' substructures of \$JOBSET. Although these two trees eventually assume the same position In \$JOBSET, there is a basic difference in what they represent. SOPSEQ_SET will contain all of the fobs contained in a given op-sequence, including those arising from any nested op-sequences. \$JOBS, on the other hand, represents the occurrence of a single process. It may, however, contain several "job" subnodes representing a complete set of possible job alternatives, only one of which will need to be scheduled. $\$ J O B$ is the most basic structure and is used to build all of the other trees previously mentioned. It looks exactly like one of the 'JOB ID' substructures of \$JOBSET.
\$JOBSET, \$OPSEQ_SET, and \$JOBS are each built by a separate PLANS procedure. They are: GENERATE JOBSET (main procedure), SCAN OPSEQ_TREE, and MERGE_JOB_INFO, respectively. The four other internal procedures operate at a lower level and provide special-purpose services to the three major procedures listed above. In several cases these small procedures were separated from the three major ones in order to make the code more efficient. This was accomplished by using a technique made possible by PLANS conventions. In several uses it was necessary to frequently reference a subnode deep within a tree. This becomes very expensive since each node reference requires a long list of node qualifiers. To eliminate this expense, a separate procedure was written which includes the node reference as an input parameter. The dummy tree name used in the PROCEDURE statement Is then effectively overlayed at the subnode which was passed in the parameter list of the CALL statement. This technique reduces the length of node references, increases access efficiency, and has the added advantage of prompting the PLANS programmer to write modular programs.

In some instances, program efficiency was sacrificed for readibility. This is justified by the fact that the module will undoubtedly need to be modified, since this code is not intended to be the final version.

The sketch below shows the calling hierarchy of GENERATE JOBSET and its seven internal procedures. An arrow indicates a "calling" relationship between two procedures.


Calling relationships of GENERATE JOBSET and its internal procedures


MERGE_JOB_INFO (builds \$JOBS)




TEMPORAL_RELATIONS PROCESSOR


```
GENERIC_NAME_ELIMINATOR
```
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\$ACTIVITY - equal to \$OPSEQ_SET in the case of an opsequence

| \$SUB_ACTIVITY |  | points at the subnodes of \$ACTIVITY. |
| :---: | :---: | :---: |
| \$JOB_NODE |  | points at the subnodes of \$SUB_ACIIVITY, i.t., the |
|  |  | \$JOB information. |
| \$RESOURCE_RELATIONS | - | a duplication of the RESOURCE_RELATIONS subnode |
|  |  | of \$OBJECTIVES or \$OPSEQ. |
| \$RES REL | - | a pointer, pointing at the subnodes of \$RESOURCE_ |
|  |  | RELATIONS |
| \$POINT | - | points at the second level down of \$ACTIVITY, |
|  |  | the job node. |
| K, M, L | - | index pointers. |
| \$RELATION | - | points at a subnode of \$TEMPORAL_NODE. |
| \$SUBNET | - | duplicates the job node in \$OPSEQ_SET if the |
|  |  | generic name to be replaced is the name of an |
|  |  | opsequence. |
| \$DUMI | - | temporary storage area |
| \$DUM2 | - | temporary storage area |
| \$DUM3 | - | temporary storage area |
| KODE | - | used to indicate what kind of input error existed |
|  |  | when the call to \$JOBSET occurred (see section |
|  |  | 2.4.8.9) |
| \$OBJECT_ELEMENT | - | indicates the subnode of \$OBJECTIVES. OPSEQ which |
|  |  | is currently being processed. |
| \$NILL | - | equivalent to \$NULL. |


| \$OPSEQ_SET |  | tree structure built by GENERATE_OPSEQ_SET. |
| :---: | :---: | :---: |
| \$OPTIONS |  | is the RESOUSCE_ALTERNATIVES subnode of the job |
|  |  | node which is currently being built. |
| \$PROC_NODE | - | is the subnode of \$PROCESS corresponding to the |
|  |  | process for which a job node is being built. |
| \$PROCESS_ID | - | is the subnode of \$TEMPORAL_RELATIONS whose value |
|  |  | is being replaced with a specific job identifier. |
| \$REF | - | is the tree from which \$TEMPORAL_RELATIONS will be |
|  |  | taken (either \$OBJECTIVES or \$OPSEQ) |
| \$REQUIRED | - | is the REQUIRED_RESOURCES subnode of the job node |
|  |  | which is currently being built. |
| \$SPECIFICS | - | a duplication of an ASSOCIATED_RESOURCES subnode |
|  |  | of \$OBJECTIVES |
| \$TEMP | - | used in various places as a temporary storage area. |
| \$TEMP_NODE | - | used to temporarily store a single subnode of |
|  |  | \$JOB_ALTERNATIVE_SET. |
| \$TEMPORAL_NODE | - | is the subnode of \$TEMPORAL REIATIONS which is |
|  |  | currently being processed. |
| \$TEMPORAL_RELA | - | a duplication of a TEMPORAL_RELATIONS subnode of |
|  |  | \$OBJECTIVES OR \$OPSEQ. |
| \$TYPE | - | used to store the name of a resource type |
| \$WORKSPACE | - | is used as a storage area where resource alter- |
|  |  | natives from \$COMBINATIONS can be added to the |
|  |  | resources in \$REQUIRED. |
| \$SOURCE | - | the tree whose substructure will be grafted into |
|  |  | \$TARGET. |
| \$TARGET | - | the tree onto which additional first-level subnodes |
|  |  | will be added. |
| 2.4.8-20 |  |  |
| Rev C |  |  |


| \$JOBID |  | a pointer, pointing to the job in \$JOBSET currently being processed. |
| :---: | :---: | :---: |
| \$R_R |  | a pointer, pointing at subnodes of RESOURCE_RELATION |
|  |  | substructure. |
| \$OP_ELEMENT | - | pointer, describing the substructure of \$OPSEQ_NODE |
| START_TIME | - | the user specified start time for a given job. |
| \$DUMMY1 | - | temporary storage |
| \$DUMMY2 | - | temperary storage |
| \$DUMMY3 | - | temporary storage |
| N | - | number of subnodes of \$OPTIONS |

GENERATE_JOBSET:



PROCEDURE (SOBJECTIVES, SOPSEO, SPROCESS, INITIAL_ID, SJOBSET, KON̈E)
OPTYONS (EXTERNAL):
DECLARE I,I_RECURSIVE_CALLFLAG,ISAVE,SJOB,SJOBS,K,KODE,L,M,N,SN̈AMF; SOBJECT_ELEMENT,SOPSEQ_SET, \$RELATION,\$SPECIFICS, START_TIME, $\subseteq T E M P$ _NON̄, $\$ T Y P E, \$ W O R K S P A C E$, SNILL, SOPS鵄ELE, SJOBID, SR_R LOCAL:

* INITIALIZE VARIABLES. ..... */KODE = 0 : LABEL( $8 J O B S E T)=$ OPSEQ: I_RECURSIVE_CALL_FLAG $=0$
* SELECT The next Element Of sobjectives.opseg and check to see ..... */
/* TIVES.OPSEO O ON EACH SUCCESSIVE ITERATION IT GENERATES A/* 'SUBNET ID' SUBNODE IN sJOBSFT WHICH BECOMES A FATHFR NODE TO
/* ALL OF ITS DFSCENDENT JOB NONES.*
- IF IT IS AN OP-SEQUENCE OR A SINGLE PROCESS.
/* THIS LOOP ITERATES ACROSS THF FIRST-LEVEL SUBNODES OF sOBJEC-*!
IF SOBJECT_ELEMENT.TYPE $=$ IOPSEQ!SOBJECT ELEMENT.TYPE $=$ 'OPSEQ!
THEN IF SOPSEQ. WLABEL (SOBJECT,ELEMENTI (1) IDENTICAL TO \&NUI'i'THEN DO: KODE $=2$ RETURN: END:ELSE DO
/* CALL 'gENERATE OPSEQ_SET' WITH THIS OP-SEQUENCE AND THEN GRAFT */
/* SOPSEQ_SET AT THE NEXT ISUBNET ID' NODE OF SJOBSET. ..... */
CALL GENERATF_OPSEG_SET
(\$OPSEQ.\#LABEL (\$OBJECT_ELEMENY). \$OPSEQ_SFT)* 1
do For all subnodes of sobjectives.opsea using \$Object_element :CALL TEMPORAL_RELATIONS PROCESSOR
(\$OPSEQ_SETBSOPSFQ):
GRAFT SOPSEQ_SET AT SJOBSET (NEXT) :LABEL (\$JOBSET (LAST)) \% LASEL (\$OBJECTEELEMENTi :END :
ELSE IF SOBJECT_ELEMENT.TYPE $\sim=$ PPROCESS ${ }^{\circ}$THEN DO: KODE $=3$ : RETURN: END:ELSE IF \$PROCESS.WLABEL(\$OBJECT_ELEMENT)

THEN DO : KODE = 1 RETURN: END :
ELSE DO:

* CALL GENERATE*JOB_SUBSTRUCTURE' WITH THIS PROCESS \%/ 1* AND THEN GRAFT \$JORS AT THE NEXT ISUBNET ID' NODE OF SJOBSET. */ SNILL' $=$ sNULL!
CALL GENERATE_JOB_SUBSTRUCTURE (SNILi": SPROCESS.WLABEL (SOBJECT_ELEMENT) SNILL):
GRAFT \$JOBS AT SJOBSET (NEXT) :
END :
END :
CALL TEMPORAL_RELATIONS_ÖROCESSORI TO REPLACE GENERIC PROCESS
1* NAMES WITH SPECIFIC JOB IDENTIFIERS.
CALL TEMPORAL_RELATIONS_PROCESSOR (\$JOBSET, SOBJECTIVES) :
$I=0$ :
DO FOR ALL SUBNODES OF SOB'jECTIVES.OPSEQ USING \$OBJECT_ELEMENT :
$I=I+1$
IF SOBJECT.ELEMENT. SUBNFT'_ID IDENTICAL TO SNULL THEN LABEL(SJOBSET(Ij)=1+0.1111; ELSE LABEL(SJOBSET(I') =.\$OBJECT_ELEMENT.SUBNET_ID :
IF SOBJECT_ELEMENT.RESOURCE*RELATION(FIRST) NOT IDENTICAL TO SNULL
THEN DO:
DO FOR ALL SUBNODES OF SJOBSET(I) USING SJOBID:
DO FOR ALL SUBNODES OF \$OBJECT_ELEMENT.RESOURCE[_RELATION USING SR_R:
INSERT SR_R BEFORF SJORID.RESOURCE. RELATION(FIRSTI: END: END: END:
END :
RETURN_ERROR_CODE: RETURN:

GENERATE_OPSEQ_SET: PROCEDURF (SOPSEQ_NODE, SOPSEQ_SET) RECURSIVE
/* THIS PROCEDURE BUTLDS THE SOPSEQ_SET TREE STRUCTURE WHICH CON- *'

* TAINS ALL OF THE JOBS CONTAINED IN A GIVEN OP-SEQUENCE INCLUDING */
/* THOSE ARISING FROM ANY NESTED OP-SEQUENCES. THE ONLY INPUT, *
* SOPSEQ_NODE, IS THE FIRST-LEVEL SUBSTRUCTURE OF SOPSEQ CORRES: * *
** PONDING TO THE OPSEQ FOR WHICH SOPSEQ_SET IS TO BE BUILT. */
* DECLARE STEMP, SOP ELEMENT LOCAL: WITH THE NAME OF THIS OPSEQ. */ LABEL (SOPSEQ_SET) = LABEL (SOPSEQ_NODE) :
/* SELECT THE NEXT ELEMENT OF THIS OP-SEQUENCE AND CHECK TO SEE I
1* IT IS ANOTHER OP-SEQUENCE OR A SINGLE PROCESS. DO FOR ALL SURNODES OF SOPSEQ_NODE USING SOP ELEMENT: IF SOP_ELEMENT.TYPE $=$ 'PROCESS'
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THEN IF SPROCESSO\#LAREL\{SOP_ELEMENTS IDENTICAL TO SNULIZ
THEN DO: KODE $=4 ;$ GO TO RETURN_ERROR_CODE : ENत̈: * CALL GENERATE_JOB_SUBSTRUCTURF: WITH THIS FROCES

ELSEDO:
STEMPE LABFL (SOPSEQ NODE):
CALL GENERATE JOB_SUBSTRUCTURE (STEMP: SPROCESS.\#LABEL(SOP_ELEMENT), \$OP'ELEMENTI:
PRUNE STEMP:
GRAFT SJOBS AT SOFSEG_SET (NEXT) :
END
ELSE IF SOP ELEMENT TYPE $\square=$ OPSEQ
THEN DO: KODE $=6$ GO. 10 RETURN_ERROROCODE: ENÑ: ELSE IF SOPSFO. ${ }^{\text {I LABEL }}$ (SOP'_ELEMENT) (FIRST) IDENTICAL TO sNUI"i'
THEN DO KODE $=5$;
GO TO RETURN_ERROR_CODE:
END:
ELSE DO

1* graft the tree returned by the last call of this procedure as *'。
1* THE NEXT SUBNODE OF \$OPSEO.SET.
GRAFT \$TEMP AT SOPSEQ_SET(NEXT) B
END :
END :
END GENERATE_OPSEQ SET :

PROCEDURE (SOPSEO_NAME, SPROC NODE, SOPS_ELE) RECURSIVE:
DECLARE \$ALTERNATIVE, SCOHBTNATIONS, SJOE_ALTERNATIVES,
SJOB ALTERNATYVE SET SOPTION, SOPTIONS SRENUIRED,
SDUPMYI: SOUMMYE LOCAL:
/* UNIQUE JOB ID. NUMRER TO fHIS jOB.

```
2.4.8-24
```
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SJOB = SPROC_NODE :
SJOB.PROCESS = LABEL(SJOB) ;
LAREL (SJOB) = INITIAL_ID:INITIALTID = INITIAL_ID \& 1 :
/* IF NEEDED, CREATE MOB_TYPF', 'JOB_INTERVAL', 'PROBLEM_NAME', ĀN̦D : $/$
1* DPSEQ NODES IN SJOB WITH APPROPRIATE SUBSTRUCTURE AND VALUES: *I
IF SJOB.PROCESS_TYPE NOT IDENTICAL TO SNULL
THEN LABEL (SJOB, PROCESSTYYPE) $=$ •JOB_TYPE:
IF SJOB. DURATION IDENTICAL' TO SNULL
THEN DO: KODE $=7$ GO TO RETURN_ERROR_CODE: END :
START_TIME = INFINITY:
IF \$OBJECT_ELEMENT.SCHEDULF_TIME.START NOT IDENTICAL TO SNULï THEN IF SOPSEQ_NAME IDENTICAL TO SNULL

THEN START_TIME = SOBJECT_ELEMENT.SCHEDULE_TIME.START:
ELSE DO:
LABEL(SDUMMYI) $=$ SOBJECT_ELEMENT.SCHEDULE_TIME.PROCESS_NAME:
LABEL(\$DUMMYZ) $=\$ \mathrm{JOB}$. PROCESS:
IF LABEL (§DUMMY1) = LABFL (\$DUMMYZ)
THEN START_TIME = SORJECT_ELEMENT.SCHEDULE_TIME.STARṪ:
END:
ELSE :
IF START_TIME $\rightarrow$ INFINITY
THEN DO: SJOB.JOB_INTFRVAL.START = START_TIME: SJOB.JOB_INTFRVAL.END = START_TIME SJOB.DURATION: ;
END :
IF SOBJECTIVES.PROBLEM_NAMF NOT IDENTICAL TO SNULL
THEN SJOB.PROBLEM_NAME $=$ SOBJECTIVES.PROBLEM_NAME:
IF SOPSEQ_NAME NOT IDENTICAL TO SNULL
THEN SJOB.OPSEQ = SOPSEO_NAME:
/* IF THERE ARE RESOURCE ALTFRNATIVES TO BE CONSIDERED, CALL
/ IENUMERATERESOURCE-OPTIONSI TO GENERATE JOB NODES FOR ALL
/ POSSIBLE RESOURCE COMBINATIONS. OTHERWISE. INSERT SJOB AS THE
/* NEXT SUBNODE OF.SJOBS.
IF SJOB.RESOURCE ALTERNATIVE(FIRST) IDENTICAL TO SNULL
THEN IF I_RECURSIVE_CALL_FLAG $=0$
THEN GRAFT INSERT \$JOB AEFORE SJOBS(FIRST):
ELSE GRAFT \$JOB AT \$JOBS (NEXT) :
ELSE DO:K=1:INITIAL_ID = INITIAL_ID - $1:$
GRAFT SJOB.RESOURCE AT SREQUIRED :
GRAFT SJOB.RESOURCF_ALTERNATIVE AT SOPTIONS:
$N=$ NUMBER (SOPTIONS) :
CALL ENUMERATE_RESNURCE*OPTIONS :
PRUNE SJOB,SREQUIRED, SOPTIONS,SWORKSPACE,SCOMBINATIONS : END :

- IF THIS SJOB IS BEING BUIITT AS A JOB ALTERNATIVE, RETURN. * OTHERWISE. CREATE A SJOB_ALTERNATIVES TREE USING INFORMATION
* FROM SOBJECTIVES OR SOPSEQ.
RETURN:
END:
IF SOPSEQ_NAME IDENTICAL TO SNULL

THEN IF SOBJECT_ELEMENT.ALTERNATIVE(FIRST) NOT IDENTICAL TO sNUIZ THEN SJOB_ALTERNATIVES = SOBJECT_ELEMENT.ALTERNATIVE ' ELSE $:$
ELSE IF SOPS Wele。 ALTERNATIVEIFIRSTI NOT IDENTICAL TO SNUIL THEN SJOB_ALTERNATIVES $=$ SOPS_ELE. ALTERNATIVE:
IF SJOB_ALTERNATIVES NOT IDENTICAL TO SNULL
THEN DOB

* SELECT THE nEXt Subnode of sjob_aljernatives.
*/ DO FOR ALL SUBNODES OF SJOB HALTERNATIVES USING SALTERNATIVE: I_RECURSIVE_CALL_FLAG=1:
IF SPROCESS.\#(\$ALTERNATIVE) IDENTICAL TO SNULL THEN DO: KODF $z 9$ GO TO RETURN_ERROR:CODE: ENñ: ELSE CALL GENERATE_JOB_SUBSTRUCTURE (\$OPSEŌ_NAME, SPROCESS."(\$ALTERNATIVF), SOPS_ELEI:
END :
PRUNE SJOB_ALTERNAY゙IVES :
/* SJOBS NOW CONTAINS A COMPLETE SET OF JOB ALTERNATIVES. GENERÄTE /* ALL 'JOB_ALTERNATIVES' SUaNODES FOR EACH JOB NODE IN SJOBS. PRUNE SJOB_ALTERNATIVE_SET:ISAVE $=$ LABEL(SJOBS(FIRST)):
OO K=ISAVE TO INITIALID-1:
SJOB_ALTERNATIVE_SET (NEXT) $=K$ :
END :
DO K=1 TO INITIAL_ID-ISAVE:
GRAFT SJOB_ALTERNATIVE_SET(FIRSTI AT STEMP_NODE:
SJOBS (K). JOB_ALTERNATIVF = SJOB"ALTERNATIVE_SET : GRAFT STEMP_NODE AT SJOR_ALTERNATIVE_SET(NEXT) ; END :

END :


DO FOR ALL SUBNODES OF SCOMBINATIONS USING SSELECTION: DO FOR ALL SUBNODES OF SSELECTION USING STYPE : IF SWORKSPACE. WLABEL(STYPE) IDENTICAL TO SNUIL THEN \$WORKSPACE (NEXT) $=\$$ TYPE : ELSE DN FOR ALL SUBNODES OF̈ STYPE USING SNÄME : SWORKSPACE.\#LABEL (STYP世) (NFXT) = SNĀME: END :

## END :

END :
GRAFT SWORKSPACF AT' SJOB,RESOURCE :

* ASSIGN A UNIQUE JOB ID. NUMBER TO THIS "NEW" SJOB AND DUPLICAT̈F *!
/* IT AS THE NEXT SUBNODE OF \$JOBS.
LAREL(SJOB) =INITIAL_ID:
SJOBS (NEXT) $=$ SJOB B'. 1
INITIAL_ID $=$ INITIAL_ID $+1:$
END :
END :
END ENUMERATE_RESOURCE*OPTIONS :
END GENERATE_JOB_SUBSTRUCTURE :

TEMPORAL_RELATIONS PROCESSOR: PROCEDURE (SACTIVITY, SREF)
/* THIS PROCEDURE CONTAINS THE EXFCUTIVE LOGIC WHICH REPEATATIVELY

* BUILDS AND SCANS STEMPORAL_RELATIONS, ONCE FOR EACH FIRST-LEVEI

1* SUBNODE OF THE INPUT PARAMETER, SACTIVITY. SREF IDENTIFIES THF
/* REFERENCE TREE FROM WHICH THE 'TEMPORAL_RELATIONS' SUBNODE IS TO */'

* BE TAKEN WHEN CREATING STFMPORAL_RELATIONS.

DECLARE SJOB_NODE,\$SUR_ACTIVITY;STEMP,STEMPORAL_RELATIONS LOCAL' : DECLARE SRESOURCE_RELATIONS, SRES_REL, SPOINT LOCAL: $K=0$ :
/* SELECT THE NEXT SURNODE OF THE INPUT TREE (SACTIVITY) AND BUIL'ñ \&')
/* A \$TEMPORAL_RELATIONS TREE CONTAINING UNIQUE JOB IDENTIFIERS. */ DO FOR ALL SÜRNODES OF SACTIVITY USING \$SUB_ACTIVITY: $K=K+1$
STEMPORAL_RELATIONS =\$REF, WLAREL (SACTIVITY) (K) ,TEMPORAL_RELATYON:
/* THESE THREE STATEMENTS CAIL 'GENERIC_NAME_ELIMINATOR' FOR EACH, ;
/* 'PREDECESSOR'. SUCCESSOR., AND 'GENERAL' SUBNODE OF STEMPORAL: */
1* RELATIONS. ANY OTHER SUBNODES OF THIS TREF. ARE IGNORED. CALL GENERIC_NAME_ELTMINATOR(STEMPORAL_RELATIONS.PREDECESSORI; CALL GENERIC_NAME_ELIMINATOR(STEMPORAL_RELATIONS.SUCCESSOR) : CALL GENERIC_NAME_ELIMINATOR(STEMPORAL_RELATIONS,GENERAL):
IF LABEL (SSUB_ACTIVITY) $=1$ '
THEN DO FOR ALL SUBNODES OF SSUB_ACTIVITY USING SJOB_NODE : IF STEMPORAL_RELATIONS (FIRST) - IDENTICAL TO SNULL THEN SJOB_NODE.TEMPORAL_RELATION = STEMPORAL_RELATIONS : END :
10 COMBINE STEMPORAL_RELATIONS WITH THE TEMPORAL RELATIONS INFO OF̈ /* THE DESCENDENT JOBS OF THIS SURNODE.

```
            ELSE DO FOR ALL SUBNODES OF SSUB _ACTIVITY USING SJOB_NODE ;
            IF STEMPORAL_RELATIONSIFIRST: " IDENTICAL TO SNULL
            THEN DO:
                CALL GENERATF_SUBNODESISTEMPORAL_RELATIONS.
                    PREDECESSOR,SJOB_NODE.TEMPORAL_RELATION.PREDECESSSORI:
                    CALL GENERATE_SUBNODES(STEMPORAL_RELATIONS SUCCESGOR.
                    SJOB_NONE OTEMPORAL_RELATION.SUCCESSNR) :
                    CALL GENERATF_SUBNODES(STEMPORAL_RELATIONS.GENERAI'.
                                    $JOB_NODE YEMPORAL_RELATION,GENERÄL; &
                END:
                FND :
            END :
1* MERGE ALL OF THE DESCENDENT JOB NODES UPWARDS ELIMINATING ALi' %/
/* OF THE FIRST-LEVEL SUBNODES OF SACTIVITY. */
    IF SREF NOT IOENTICAL TO SOBJFCTIVES
    . THEN DO :
            LABEL(STEMP)= LABFL(SACTIVITY):
            DO L#NUMBER{SACTIVITY) TO 1 BY-1 &
    PRUNE SRESOURCE"RELATIONS:
    SRESOURCE_RELATIONS = SREF.#LABELISACTIVITY) (L), RESOURCE_RELATINN&
    IF SRESOURCE_RELATIONS(FIRST) NOT IDENTICAL TO SNULL
        THEN DO:
            DO FOR ALL SUBNODES OF SRESOURCE_RELATIONS USING SRES_REL:
                DO FOR ALL SUBNODES OF SACTIVITY(L) USING SPOINT:
                    INSERT $RES:REL BEFORE $POINT,RESOURCE_RELATION(FIRST):
            END:
        END:
    END;
                IF LABEL(SACTIVITY(Lj) mx 00
                THEN DO;
                    DO M=NUMRER($ACTIVITY(Li) TO 1 RY - -1:
                    GRAFT INSERT SACTIVYTY(L)(M) BEFORE STEMP(FIRST):
                    END:
                END:
                    ELSE DO%
                        DO M=NUMRER(SACTIVITY(Lj) TO 1 BY - 1 :
                        GRAFT INSERT SACTIVITY(LI(M) BEFORE STEMP(FIRST):
                        END :
                    END:
                END :
            GRAFT STEMP AT SACTIVITY %
            END ;
```

GENERATE_SUBNODES: PROCEDURE (SSOURCE, \$TARGET) \&
1 THIS PROCEDURE DUPLICATES THE SUBNODES OF SSOURCE AS SUBNODES OF ?/
/* STARGET BY IINSERT -ING EACH ONE (WITH ITS SUBSTRUCTURE) BEFORE * $/$
1* THE FIRST SUBNODE OF STARGET. ONE LEVEL HELOK THE ROOT NODE. .

```
IF SSOURCE(FIRST) IDENTICAL TO SNULL & STARGET(FIRST) IDENTICAL TO
            SNULL
    THEN DO:
        PRUNE SSOURCE:
        PRUNE STARGET:
        RETURN:
    END:
    DO M=NUMBER(SSOURCE; TO 1 RY =1 :
        INSERT SSOURCE(M) BEFORE STARGET(FIRST):
        END :
END GENERATE_SUBNODES :
```

GENERIC_NAME_ELIMINATOR: PROCEDURE (STEMPORAL_NODE):
IF LABEL (STEMPORAL_NODEj $=$ IGENERAL'
THEN DEFINE SPROCESS ID AS SRELATION(4):
ELSE DEFINE SPROCESSIID AS SRELATION:
SSUBNET $=$ SACTIVITY(FIRST: (LAREL(\$ELEMENT) $=$ SPROCESS*ID)):
/* IS THE GENERIC NAME TO BE REPLACED THE NAME OF A PROCES̄S? \%/
IF sSUBNET IDENTICAL TO SNULL
THEN DO :
DO FOR ALL SUBNODES OF SACTIVITY USING \$SUB:
1* REPLACE THE GFNERIC NAME WITH THE JOB ID. NUMBER CORRESPONDING \#!
/* TO THIS PROCFSS.
LABEL (SDUMI) = SPRDCESS_ID:
LABEL (SDUM2) $=\$ S U B(F I R S T) . P R O C E S S:$
IF LAREL(\$DUMI) = LABEL(SDUMZ)
THEN DO :
SPROCESS TD = LABEL(\$SUB(FIRST)):
GO TI NEXT'_NODE:
END:
END :
KODE = 10 : GO TO RETURN_ERROR_CODE:
END :
/* DETERMINE THE JOB ID. NUMPER OF EACH JOB IN THIS OP-SEQUENCE */

```
1* AND GENERATE NEW TEMPORAL RELATIONS SUBNODES WITH THE
1* CORRESPONDING JOB ID. NUMAERS AS THEIR VALUES.
        ELSE DO ;
    IF LABEL(STEMPORAL_NODE) TE 'GENERAL'
                        THEN DO FOR ALL SUBNODES OF SSUBNET USING SJOBUNOÑE
                                    $TEMPORAL_NODE(NEXT) = LABEL($JOB_NODE) ; .
                                    END :
                                ELSE DO FOR ALL SUBNODES OF SSUBNET USING SJOB`NNONE :
                                    SPROCESSMID = LABEL(SJOB_NODE) !
                                    STEMPORAL_NODE (NEXT) = SRELATION:
                                    END :
    PruNE SRELATION :
        END :
    NEXT_NODE:
        END :
END GENERIC_NAME_ELIMINATOR :
ENO TEMPORAL_RELATIONS_PROCESSOR :
END GENERATE_JOBSET %
```


### 2.4.8.11 COMMENTS ON FUTURE MODIFICATIONS

In its present form GENERATE JOBSET provides many useful services to the PLANS programmer. Below is a discussion of some needed changes and possible extensions of its scope that will make it an even more powerful module.

It would be desirable to compact the code of this module by combining the main procedure (GENERATE JOBSET) with the internal procedure called SCAN_OPSEQ TREE. Since the logic of these two modules is functionally similar, it appears that this change could be accomplished without too much difficulty. The major problem in combining the two procedures arises from the fact that one of them is recursive.

Another needed change to this module is to include processing of the information found below the RESOURCES_GENERATED and RESOURCES DELETED nodes of \$PROCESS. All of the resource data for a given job should be available beneatin the RESOURCE node of \$JOBSET. This allows for easier access of information by NEXTSET and several other modules.

Also of major importance is a problem with the "brute-force" method that has been used to resolve temporal relations with an op-sequence. Presently, if a job is encountered that has an op-sequence as its predecessor, GENERATE JOBSET simply lists all of the jobs contained in the op-sequence as its predecessors. Although this method is functionally sufficient, it is unsatisfactory since it results in the generation of many unneeded nodes. It may be necessary to call REDUNDANT_PREDECESSOR_CHECKER, PREDECESSOR_ SET INVERTER, and/or ORDER BY_PREDECESSORS in order to alleviate this problem.

Another much-needed change is to provide GENERATE JOBSET with some additional logic to recognize a process or opseq name for which it has already built appropriate structures in $\$ J O B S E T$. When such a reoccurring activity is encountered its JOB ID nodes can be built simply by duplicating the previously generated nodes and making some minor changes. This change would greatly increase the efficiency of the module, despite the fact that it will lengthen the code.

Currently, GENERATE_JOBSET creates $\$ J O B S E T$ so that its first-level substructure is identical to that of \$OBJECTIVES.OPSEQ. That is, each SUBNET ID node corresponds directly to a first-level subnode of SOBJECTIVES.OPSEQ. All of the descendent job nodes will be located one level below the SUBNET ID node. This approach was used mainly because It greatly simplifies the logic of the TEMPORAL_RELATIONS_PROCESSOR procedure. A possible alternative approach is to create a new SUBNET ID node for each op-sequence encountered. This would require some extra logic to process nested op-usequences, but it would insure that each job would appear in \$JOBSET as a direct descendent of its "father" op-sequence. Again, the major drawback of this approach is the difficulty it creates in resolving temporal relations. However, it allows for a greater degree of problem decomposition by the project scheduling modules. This would facilitate a more efficient solution of the scheduling problem.

Some possible changes of questionable desirability are listed below. At this point, it has been determined that more time and data are needed to properly assess their usefulness and feasibility.
(1) allow the user to specify the number of JOB IJ nodes to be generated
(2) (contingent on \#1) provide the restart capability needed in order to allow the user to input a partially built \$JOBSET.
(3) write out a warning message if a generic resource is encountered in \$OBJECTIVES.ASSOCIATED_RESOURCES
(4). allow the user to specify alternative op-sequences in \$OPSEQ and/or \$OBJECTIVES.

### 2.4.9 EXTERNAL_TEMP_RELATIONS

### 2.4.9 EXTERNAL_TEMP_RELATIONS

### 2.4.9.1 Purpose and Scope

This module will determine the temporal relations specified for the jobs under a single subnode of \$JOBSET which will be violated by merging two partial schedules each of which consists of one or more schedule units (jobs). This sing1e subnode and its substructure will be passed through the argument list as \$SUBNET.

This module will identify violations of temporal relationa that result from the association of the two partial schedules. It is not necessary that either or both partial schedules be free of internal temporal constraint violations; if such violations are present however, they will not be detected by this module unless a violation results from the association of a job in the first partial schedule with one or more jobs in the second partial schedule. It is thus possible to call the module with partial schedules that are temporally infeasible.

The module will build an output tree containing a first-level node for each identified violation of a temporal relation. If redundant temporal relations are specified in \$JOBSET then redundant nodes will appear in the output tree. (e.g., $A<B, B>A$ is a redundant specification). For each such node the identifiers of the conflicting jobs, the respective job intervals, and the violated temporal relation will be recorded.

```
2.4.9.2 Modules Called
ELEMENTARY_TEMP_RELATIONS
```


### 2.4.9.3 Module Input

This module will be called with four arguments. There are three input arguments: \$SUBNET, \$SCHED1, and \$SCHED2. The structure of \$SUBNET is identical to a sing1e, first-level subnode of the structure output from the module GENERATE_JOBSET.

The structure of the two partial schedules to be examined for temporal constraint consistency have the standard schedule unit (job) structure, and are equivalent to first-level subnodes of \$SCHEDULE.

The minimum data structures required from the standard structures SSUBNET, \$SCHED1, and \$SCHED2 are shown in Fig. 2.4.9-1. Note that in the minimum structure the fifth and sixth subnodes of a relation in the TEMPORAL_RELATION substructure are not mandatory in every case.

### 2.4.9.4 Module Output

This module will build and return an output tree with the structure shown on the following page.

Each node of STEMPORAL VIOLATION will correspond to a violation of a temporal relation in SUUBNET (input) that results only from the association of \$SCHED1 and \$SCHED2.


\$SUBNET


Fig. 2.4.9-1
Minimum Required Input Structures from Standard Data Structures for Module: EXTERNAL_TEMP_RELATIONS

### 2.4.9-4
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2.4.9.5 Functional Block Diagram

2.4.9-5
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### 2.4.9.6 Detailed Design

From each of the two partial schedules a single job is taken. One job is selected and examined to see if the other fob is a predecessor, successor, or generally relaced temporally to the first. If not the other job is selected and examined. When a temporal relationship is identified, the module ELEMENTARY_TEMP_RELATION is called to determine the satisfaction of the relationship. If the relationship is not satisfied a node is built to identify the temporal violation. The other job is then selected or examined, or another job pair is identified and the procedure repeated until all job pairs have been checked.

### 2.4.9.7 Internal Variable and Tree Names

I, J, K - index pointers
\$JOB_1 - job taken from one of the partial schedules
\$JOB_2 - job taken from the other partial schedule
\$RELATION - temporal relationship between the two jobs
\$RESULT - returns from ELEMENTARY_TEMP_RELATIONS as a flag to indicate the existance of temporal relations between JOB_1 and JOB_2
\$SUB_JOB - points to all subnodes of JOB_1 and JOB_2
2.4.9.8 Modifications ro Functional Specifications anc/or Standard Data Structures Assumed
\$SCHED1 and \$SCHED2 are equivalent to first-level subnodes of \$SCHEDULE .

### 2.4.9.9 COMMENTED CODE

```
ENTERNAL_TEMP_RELATIONS: PROCEDURE(SSUBNET,SSCHED_1,$SCHED_2*
    STEMPORAL_VIOLATIONI OPTIONS(EXTERNAL):
DECLARE SSUB_JOB LOCAL:
DECLARE I|J,K,$JOB_I,$JOB_2,$RELATION LOCAL:
/* FORM A PAIR OF JOB IDENTIFIERS WITH ONE TAKEN FROM SSCHEDI AND */
/* ONE TAKEN FROM SSCHEDZ
DO I = 1 TO NUMBER(SSCHED_1):
LABEL($JOB_1) = LARE゙L(SSCHED_İ(I)):
SJOB_1.JOB_INTERVAL = SSCHED_I (I).JOB_INTERVAL:
    DO J = 1 TO NUMRER(SSCHED_?)!
    LABEL(SJOB_2) = LABEL(SSCHFD_2(J));
    SJOB_2.JOR_INTERVAL = $SCHFD_2(J).JOB_INTERVAL!
        SELECT A PERMUTATION OF THE JOB' PAIR
** FROM SJOBSET. CREATE THE SURSET WHOSE ELEMENTS ARE THE
/* TEMPORAL_RELATION OF THE FIRST JOB IN THE PERMUTATION. WHICH :/
$/
** ALSO INVOLVES THE SECOND JOB OF THE PERMUTATION
        PRUNE SRELATION!
        IF LABEL($SCHED_Z(J)) ELEMFNT OF SSUBNET.*LABEL($JOB_1).
            TEMPORAL_RELATION.PREDECESSOR
            THEN DO:
                    SRELATION(FIRST) = LABEL(SSCHED_2(J)):
                    LABEL(SRELATION) = 'PREDECESSORI?
                    END:
            ELSE IF LABEL(SSCHED_2('j)) ELEMENT OF SSUBNET.*LABEL.($JOB_1i.
                    TEMPORAL_RELATION.SUCCESSNR
                    THEN DO:
                    $RELATION(FIRST) = LABEL($SCHED_Z2(J)):
                    LABEL(SRELATION) = 'SUCCESSORI'
                    END:
                    ELSE DO K = 1 TO NUMRER(SSUBNET.#LABEL($JOB_1).
                    TEMPORAL_RFLATION,GENERAL):
                    IF LABEL($SCHED_2(Jj)= $SUBNET.#LABEL($JOB_l).
                    TEMPORAL_RELATION,GENERAL(K)(4)
```



```
                    TEMPORAL_RELATION.GENERAL (K):
                    ELSE:
                END:
/* IS THE SUBSET EMPTY?
        If SRELATION IDENTICAL TO sNULL THEN GO TO NEXT_PERM;
/* SELECT AN ELEMENT OF THE SUBSET
                                #
    CALL ELEMENTARY_TEMP"_RELATYONS($JOB*1,$JOB*_2,SRELATION, &RESULTI:
    IS THE BINARY RELATIONSHIP SPECIFIED BY THIS ELEMENT (NODE)
1* SATISFIED GY THE START AND END TIMES GIVEN IN SSCHEDI AND
#!
/* SSCHED2 FOR THE JOBS IN THE PAIR?
$/
    IF $RESULT.SATTSFIED = 'NO,
/* CONSTRUCT A FIRST-LEVEL SUBNODE OF STEMPORAL_VIOLATIONS */
            THEN DO:
                DO FOR ALL SUBNODES OF SJOB*_1 USING SSUB_JOB:
                    IF $SUB_JOB SUBSET OF $TEMPORAL_VIOLATION.#LABEL($JOB_1)
                        THEN:
```
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 END:
IF (LABEL(SRELATION) = 'PREDECESSOR' | LABEL(SRELATION) = -SUCCFSSOR')
THEN STEMPORAL_VIOLATION.\#LABEL(SJOB_1).CONSTRAINT_VIOI'ATED - WLABEL (SRELATION) (NEXT) = LABEL(SJOB_2):

ELSE STEMPORAL_VIOLATION.HLABEL(\$JOB-1).CONSTRAINT_VIOIATFD -GENERAL (NEXT) $=$ SRELATIONI

## END:

ELSE;

- SELECT THE other permutatyon

NEXT_PERM:
PRUNE SRELATION:
IF LABEL(\$SCHEO 1 (Ii) ELEMENT OF SSUBNET.\#LABEL(\$JOB_2). TEMPORAL_RELATSON,PREDECESSOR
THEN DOB
SRELATION(FIRST) $=$ LÄBEL(SSCHED_1(I)):
LABEL(SRELATION) = PRREDECESSORI:
END;
ELSE IF LABEL(\$SCHED_1(i)) ELEMENT OF SSUBNET. WLABEL(\$JOBE2i: TEMPORAL_VIOLATION. SUCCESSOR
THEN DO
\$RELATION(FIRST) = LABEL(SSCHED_1(I)): LABEI (SRELATION) = SUCCESSOR'g END:
ELSE DOK $=1$ TO NUMAER(SSUBNET**LABEL(SJOB_2才.
TEMPORAL_RELATION.GENERAL);
IF LABEL(\$SCHED_l(I)i) = \$SUBNET. ULABEL(\$JOB_2).
TEMPORAL_RELATION.GENERAL (K) (4)

TEMPORAL_REIATION.GENERAL (K): ELSE;
END:
IF SRELATION IDENTICAL TO \$NULL THEN GO TO NEXT_PAIR; CALL ELEMENTARY_TEMP_RELATYONS(SJOB\#2, SJOB_1,\$RELATION,\$RESULTi: IF SRESULT.SATISFIED $=$ 'NO'

THEN DO:
DO FOR ALI SURNODES OF SJOB_2 USING SSUB_JOB:
IF SSUB_JOB SUBSET OF STEMPORAL_VIOLATION.\#LABEL(\$JOB_Z)
THEN:
ELSE \$TEMPORAL_VIOLATION.*LABEL(\$JOB_2)(NEXT) =\$SUB_J̈B;
END:
IF (LABEL(SRELATION) = PPREDECESSOR' 1 LABEL(SRELATION) = - SUCCFSSOR!)

THEN STEMPORAL_VIOLATION.\#LABEL (SJOR_2).CONSTRAINT_VIOIATFD -\#LABEL (\$REIATION) (NEXT) = LABEL(\$JOB_1):
ELSE STEMPORAL_VIOLATION.WLABEL(\$JOB_2).CONSTRAINT_VIOIATED .GENERAL (NEXT) = SRELATION;

## END:

ELSE:

* HAVE ALL PAIRS OF jOBS BEEN CONSIDERED?

NEXT_PAIR:
END:
END:
END EXTERNAL_TEMP_RELATIONS:

### 2.4. 10 INTERNAL_TEMP_RELATIONS

### 2.4.10.1 Purpose and Scope

This module will determine the temporal relations specified for jobs under a single subnode of \$JOBSET (i.e. \$SUBNET) that are violated within a single partial schedule that has two or more jobs.

Un1ike EXTERNAL_TEMP_RELATIONS, this module will identify all violations of temporal relations that exist within a single tree containing several schedule units. The module will build an output tree containing a first-level node for each identified violation of a temporal relation. Identifiers of the conflicting jobs, the identifiers of the violated temporal relations and the interval of the violation will be recorded for each such node.

### 2.4.10.2 Modules Called

ELEMENTARY_TEMP_RELATIONS

### 2.4.10.3 Module Input

This module will be called with three arguments. There are two input arguments: \$SUBNET and \$SCHED. The structure of \$SUBNET is identical to a single, first-level subnode of the structure output from the module GENERATE_JOBSET. The structure of \$SCHED is that of the standard schedule unit ( job ), and is equivalent to a fisstlevel subnode of $\$$ SCHEDULE.

The minimum data structures required from the standard structures \$SUBNET and SSCHED1 are shown in Fig. 2.4.10.1. Note that in the minimum structure the fifth and sixth subnodes of a relation in the TEMPORAL RELATION substructure are not mandatory in every case.


> \$SUBNET


Fig. 2.4.10-1
Minimum Required Input Structures from Standard Data Structures for Module: CHECK_INTERNAL_TEMP_RELATIONS

### 2.4.10.4 Module Output

This module will build and return an output tree with the structure shown below:

OUTPUT DATA STRUCTURE


Each node of \$TEMPORAL_VIOLATION will correspond to a violation of a temporal relation in SSUBNET (input) that appears internally in \$SCHED (input).
2.4.10.5 Functional Block Diagram
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### 2.4.10.6 Detailed Design

The functional block diagram provides the flow chart for this module. The module selects each job in turn from an inpost schedule unit. Each temporal relationship of the job, whether predecessor, successor, or general, is utilized in a call to the module EIEMENPARY_TEMP_RETATION to determine the satisfaction of the relationship. If the relationship is not satisfied, a node is built to identify the teaporal violation. The next temporal relation, or the next $j 0 b$ is the selected and the procedure repeated.

### 2.4.10.7 Internal. Variable and Tree Names

\$JOB 1 - job taken from the partial schedule
\$JOB_2 - job related temporally to \$JOB_1
\$RELATION - temporal relationship between the two jobs
2.4.10.8 Modifications to Functional Specifications and/or Standard Data Structures Assumed

Only a single subnode of \$JOBSET is examined with each call to this module, so this subnode is identified as \$SUBNET through the parameter list. \$SCHED is equivalent to a first level subnode of \$SCHEDULE.

### 2.4.10.9 Commented Code

```
INTERNAL_TEMP_RELATIONS: PROCEDURE (SSUBNET,SSCHED,
    STEMPORAL_VIOLATIONI OPTIONS (EXTERNAL):
/* CREATE A SET OF ALL JOB IDENTIFIERS IN SSCHED WHICH HAVE NON- \#/
* NULL TEMPORAL_RELATION NODES */
DO I = 1 TO NUMBER(SSCHED):
LABEL(SJOBI) \(=\) LABEL(SSCHED(Ij):
SJOBI.JOB_INTERVAL = SSCHED(I).JOB_INTERVAL:
/* SELECT A JOB FROM THE SET
    * 1
1* SELECT NEXT TEMPORAL_RELATION FOR THIS JOB
    4
    DOJ=1 TO NUMBER(\$SUBNET.\#LABFL (SJOBI).TEMPORAL_RELATION.
        PREDECESSORI:
        PRUNE SRELATION\&
        LABEL(\$JOB2) \(=\) SSURNET.\#LABEL(SJOBI).TEMPORAL_RELATION.
            PREDECESSOR (J):
        SJORZ.JOB_INTERVAL = SSCHED.HLABEL(\$JOBZ).JOB_INTERVAL!
        \$RELATION(FIRST) = LABEI (\$JOR2):
        LABEL (SRELATION) \(=\) 'PRENECESSOR'
        CALL ELEMENTARY_TEMP_REIATION̈S (SJOBI-SJORZ, SRELATION, SRESULTI;
        IF SRESULT.SATISFIED \(=\) 'NO'
            THEN DO\&
                    STEMPORAL_VIOLATION(NEXT) = \$JOBI\%
                STEMPORAL_VIOLATION(LAST) CONSTRAINT_VIOLATED.PREDECESSOR
                        \((N E X T)=L A B E L(\$ J O B ?):\)
                    END:
    END:
    DO \(J=1\) TO NUMRER(SSUBNET.\#LABEL (\$JOB1).TEMPORAL_RELATION.
        SUCCESSOR):
        PRUNE SRELATION:
        LABEL (\$JOB2) \(=\$\) SUBNET.*LABEL(\$JOB1).TEMPORAL_RELATION.
                SUCCESSOR(J):
        \$JOR2.JOR_INTERVAL = \$SCHED.\#LABEL(\$JOBZ).JOB_INTERVAL;
        \$RELATION(FIRST) = LABEL (SJORZ):
        LABEL (SRELATION) \(=\) SUCCESSORI;
        CALL ELEMENTARY_TEMP_RELATIONS(\$JOBI,\$JOR2,\$RELATION, \$RESULTI:
        IF SRESULT.SATISFIED = 'NO'
            THEN DO:
                5TEMPORAL_VIOLATION(NEXT) = \$JOB1:
                STEMPORAL_VIOLATION(LAST).CONSTRAINT_VIOLATED.SUCCESSOR
                    (NEXT) \(=\) LABEL(\$JOB?):
            END:
    END:
```

```
    DO J = 1 TO NUMRER($SUBNET.*LABEL($JOB1).TEMPORAL_RELATION.
        GENERALI:
        PRUNE SRELATION&
        LABEL($JOB2) z $SUBNET.WLABEL($JOB1).TEMPORAL_RELATION.
        GENERAL(J)(4):
        SJOBZ.JOB_INTERVAL = SSCHED.#LABEL($JOBZ).JOB_INTERVAL:
        SRELATION = $SUBNET.#LAPEL(SJOBIj.TEMPORAL_RELATION.GENERAL(j);
        CALL ELEMENTARY_TEMP_RELATIONS($JOR1,$JOB2:SRELATION,SRESULTI:
        IF SRESULT.SATISFIED = 'NO"
        THEN DO:
            STEMPORAL_VIOLATION(NEXT) = SJOBI:
            STEMPORAL_VIOLATION(LAST).CONSTRAINT_VIOLATED.GENERAL
                    (NEXT) = SRELATION&
        END:
/* HAVE ALL TEMPORAL_RELATION FOR THIS JOB BEEN CONSIDERED? %/
    END;
        HAVE ALL JOBS IN SSCHED BFEN CONSIDERED?
%
END:
```

```
END INTERNAL_TEMP_RELATIONS;
```


### 2.4.11 ELEMENTARY_TEMP_RELATIONS

### 2.4.11 ELEMENTARY_TEMP_RELATIONS

### 2.4.11.1 Purpose and Scope

This module is elementary in the sense that it determines satisfaction or nonsatisfaction of a single input relationship involving the start or end times of two jobs for which specific start and end times have been assigned. The principal use of this module is to service higher level logic that is checking multiple temporal relations between or within sets of jobs.

### 2.4.11.2 Modules Called

None

### 2.4.11.3 Module Input

There are three input arguments to this module. These are \$JOB1, \$JOB2, and \$RELATION. The structure of \$JOB1 and \$JOB2 is shown below:


The structure of \$RELATION is the structure of one of the subnodes of TEMPORAL_RELATION shown in the section on standard data structures. This module assumes that $\$ J O B 1$ is the same job for which the structure TEMPORAL_RELATION is written and that \$JOB2 is the other job that is referred to in the fourth subnode of the special structure of \$RELATION. Note that in illustrating the minimum required data structure for this information that the fifth and sixth subnodes for the structure \$RELATION are not mandatory to specify temporal relationships in every case.

Note: The minimum (i.e., relevant) portion of the required input standard data structures is shown. In all trees, any additional structure will be preserved.

\$RELATION


Minimum Required Irput Structures from Standard Data Structures for Module: ELEMENTARY_TEMP_RELATIONS

### 2.4.11.4 Module Output

This module returns a tree \$RESULT with two first level subnodes as shown below:


The value returned for the LEFT MINUS_RIGHT node is simply the algebraic result of subtracting the quantity on the right of the binary operator ( $\leq,<,=, \geq$, $\geqslant$ ) of the input TEMPORAL_RELATION from the quantity on the left. If the module is called with a PREDECESSOR or SUCCESSOR, this module assumes the following equivalent relations to compute the LEFT_MINUS_RIGHT value: GENERAL RELATION

2.4.11.5 Functional Block Diagram
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### 2.4.11.6 Detailed Design

The functional block diagram provides the flow chart for this module. This module takes the two input fobs and constructs values called left side and right side dependent upon the relationship between the two jobs. For the general temporal relationship; left side is the value of the first subnode, right side is the evaluation of subnodes three through six. If JOB_2 is a predecessor of JOB_1, left side is the end of JOB_2, right side is the end of JOB_1. If JOB_2 is a successor of JOB_1, laft side is the start of JOB_2, right side is the end of JOB_1. The difference in value between left side and right side id determined and satisfaction of che temporal relation is checked. If the difference is positive (greater than zero) and the temporal relation is "SUCCESSOR" or the value of the second node of the general relation is " $\geqslant$ " or " $>$ ", the relation is satisfied. If the difference between left side and right side is negative and the temporal relation is "PREDECESSOR" or the second node is " $\leqslant$ " or "<", the relation is satisfied. If the difference is zero, the relation is satisfied by temporal relations "PREDECESSOR" and "SUCCESSOR" and by second nodes values " $\leqslant$ ", "m", and " $\geqslant$ "。

```
2.4.11.7 Internal Variable and Tree Names
    LEFT_SIDE - reference to the value in the general temporal relation
        to the left of the logical relation, i.e, the first
        subnode.
    RIGHT_SIDE - reference to the evaluation of the general temporal
        relation to the right of the logical relation, i.e.,
        nodes three through six.
    LEFT_RIGHT - the difference between LEFT_SIDE and RIGHT_SIDE
    2.4.11.8 Modifications to Functional Specifications and/or Standard Data
        Structures Assumed
```

    None
    
### 2.4.11.9 Commented Code

```
ELEMENTARY_TEMP_RELATIONS: PROCEDURE(SJOB1,$JOBZ,$RELATION,
    SRESULT) OPTIONS(EXTERNAL):
DECLARE LEFT_SIDEORIGHT_SIDE&LEFTIRIGHT LOCAL;
* IS SRELATION A PREDECESSOR? $/
IF LABEL($RELATION) = PPREOECESSOR'
    THEN DO&
        LEFT_SIDE = $JOB2.JOB_INTERVAL.END:
        RIGHT_SIDE = SUOB&.JOB_PNTERVAL.START:
        END:
** IS $RELATION A SUCCESSOR? */
    ELSE IF LABEL(SRELATION) = 'SUCCESSOR:
        THEN DO:
            LEFT_STDE = $JOB2.JOR_INTFRVAL*START:
            RIGHT_SIDE = &JOBlaJOB_INTERVAL.END:
            END:
        ELSE DO&
            LEFT_SINE = SUOR1.JOR_INTFRVAL.#(SRELATION(1)Y;
            IF $RELATION(S) = --0
                THEN RIGHT_SIDE = $JORP.JOB_INTERVAL.#($RELATION(3); -
                \mathrm{ FELATION(6):}
                ELSE RIGHT_SIDE =$,JOR2.JOB_INTERVAL.#(SRELATION(3));
                SRELATION(6):
                END:
/* COMPUTE LFFT_SIDE MINUS RIGHT_SIDE i/
LEFT_RIGHT =.LEFT_SIDE = RIGHT_SIDF;
$RESULT.LEFT_MINUS_RIGHT = LEFTMRIGHT:
IF LEFT_RIGHT > 0
    THEN-IF (LABEL\SRELATION) = PPREDECESSOR! | SRELATION(Z) = el i
        $RELATION(2)=0<=! |RELATION(2)= = =1)
        THEN DO:
            $RESULT,SATISFIED = ONO:&
            RETURN:
            END:
        ELSE DO&
            $RESULT.SATISFIED = PYESI:
            RETURN:
            END:
    ELSE IF LEFT_RIGHT < O
        THEN IF (LABEL(GRELATION) = 'SUCCESSOR | SRELATION(2) = \>1 1
            SRELATION(2)= ">= | SRELATION(2)=0=!
            THEN DO:
                $RESULT.SATISFIED = "NO:%
                RETURN:
            END:
            ELSE DO:
                    SRESULT.SATISFIED = 'YFS:%
                    RETURN
                    END:
```

    ELSE IF (SRELHTION(2) = << | SRELAYION(2) = >0)
        THEN DO:
        SRESULT.SATISFIED=NO':
        RETURN:
        FND:
        ELSE DO;
        SRESULT.SATISFIED = 'YFS':
        RETURN:
        END;
    END:
/*
FLFPAF \TADY_PFBAD_LFLATTOFH
*/

```
2.4.12 NEXTSET

\subsection*{2.4.12 NEXTSET}

\subsection*{2.4.12.1 Purpose and Scope}

This module accepts an abstract description of item specific resource requirements associated with specific job and, by referring to information about the assignments already scheduled for the resources, determimes the earliest possible time (within a designated interval) at which the resource requirements can be fulfilled. It generates all information required to actually place the job on the schedule but does not cause resource assignments to be written. The module also determines the time intervals during which the resource requirements are met using the same permutation of resources and time intervals for which any permutation of available resources meets the requirements.

\subsection*{2.4.12.2 Modules Called}

DURATION
INTERVAL UNION
INTERVAL INTERSECT
FIND_MIN
2.4.12.3 Module Input
\$ABSTRACT is a tree structure that describes the job in terms of its general characteristics, resource requirements, and, if applicable, in terms of any user-designated specific resource allocations. Its structure is shown on the following page.


Except for the job, process, and resource intervals, the information is exactly as used elsewhere for abstract process and job description. Specifically, the information is in the form generated by the module GENERATE_JOBSET.

Since the absolute start and end times of the jobs, processes, and resource allocations are an output of this (and other) modules, rather than an input, the intervals in this structure are relative. The resource interval represents the start and end times (relative to the start of the process) of a single resource allocation. These relative times may be positive, zero, or (very rarely) negative.

The absolute start and end times of interest are specified in the argument list as subnodes of \$REQUESTED_INTERVAL to limit the scope of assignments considered, and \$RESOURCE is referenced to allow access to the resource assignments.

If for a given resource unit, the resource unit name is specified (i.e., LABEL(\$ABSTRACT.RESOURCE (J) (K)) is not null, then it is assumed that the named resource unit is to be used. Regardless of the specification or nonspecification of the resource unit, the requirements (descriptors, quantity, etc.) still appIy and must be satisfied, if possible, by NEXTSET.

Note: The minimum (i.e., relevant) portion of the required input standard data structures is shown. In all trees, any additional structure will be preserved.


Minimum Required Input Structures from Standard Data Structures for Module: NEXTSET

\subsection*{2.4.12.4 Module Output}

The output of NEXTSET consists of two output trees, \$CONCRETE and \$AVAILABLE_WINDOWS. \$CONGERETE, as shown on the following page, describes a specific execution of a job, with all times and resource allocations fully specified in absolute terms at the earliest available opportunity within the specified window. \$AVAILABLE_WINDOWS, also shown below, defines all of the available time intervals, within the specified window, for the set of resources corresponding to the set representing the earliest available time. It also defines the available time intervals if any permutation of acceptable resources is considered.


OUTPUT DATA STRUCTURE

2.4.12-6
2.4.12.5 Functional Block Diagram


\subsection*{2.4.12.6 Typical Applications}

This module can be applied to both time progressive and time transcendent scheduling procedures. The module identifies the earliest time within a given interval at which the resource requirements of a single job are fulfilled by some permutation of item-specific resource elements. The time intervals within the given interval for which the resource requirements are met with the selected permutation of resources are identified permitting scheduling based on criteria other than earliest start time. Time intervals for which any permutation of resources meet the requirements allow the same flexibility of scheduling criteria; however, permutations of resources other than the earliest are not identified.

\subsection*{2.4.12.7 DETAILED DESIGN}

The logical path for the module NEXTSET illustrated in the Functional Block Diagram is developed in greater detail in the flowchart presented in the sketch below. The module starts by determining that the standard data structure, \$RESOURCE, contains at least as many resource elements of each type as is required by the input structure, \$ABSTRACT. Given that enough resources are named, the module develops a usage profile for each resource element of all the resource types requested by \$ABSTRACT over the period of interest. From the usage profile the availability profile is readily developed for the same time period:

Since permutations of available resource units over the set of requirements will be formed, the required resource units splecified by name must be included in each permutation. To accomplish this, a tree is formed containing only the labels of the names of available resource units. From this tree are pruned the names of the specified resource units and the remaining tree structure is utilized for the formation of the permutations. The intervals of the start times for the specified resource units is determined and the intersection of these intervals is maintained for combination with acceptable permutations.

For each resource type all permutations of available, unspecified resources are taken over the set of required resources. Then each element of each permutation is checked for a match of descriptors between required and available. If an element of the permutation does not provide this match, no further elements are checked and the next permutation is tested. When all elements of a permutation match descriptors, the interval of start times for each element is calculated. The intersection of these intervals
forms an interval of start times for one permutation of one resource type. When all permutations for a given resource type have been formed, and at least one interval of start times has been identified, the union of intervals of the various permutations provides the interval of feasible start. times for the current resource type. If no feasible intervals are determined, an error message is printed, and control is returned to the calling program.

After the intervals of feasible start times for all resource types have been determined, the intersection of these intervals is the desired Interval of times at which the process may be started using some set of resources. The resource set yielding the earliest start time is then identified and the interval over which the process may be started using this resource set is determined. The output data structures are then constructed and control returned to the calling program.
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\subsection*{2.4.12.9 Commented Code}

NEXTSET: PROCEDURE(SABSTRACT, SREQUESTED_INTERVAL, \$RESOURCE,SCONCRETE,
SAVAILABLE_WINDOWS) OPTIONS(EXTERNALI;
DECLA E \({ }^{\text {SSPECIFIED_RESOURCE,NS LOCAL? }}\)
DECLARE SINT_UNION•NUM,\$SAVEIINTERSECTION LOCAL!
DECLARE STEMP_ASSIGN, SINTEPZ_ASSIGN, STEMP_RESOURCE, STEMP_STATF: SUNION, \$INTERSECTION_INTTIAL, SINTERSECTION_SPECIFIED, SINTERSECTIONFINAL LOCAL:
 SPECIFIED_DURATION,REQUTRED_NURATION, INDEX.DELTA,WINDOW LOCAL:
DECLARE VAL_MIN,BEGIN_TIME,ENO_TIMF,FINISH LOCAL:
DECLARE STYPE,SUNSPECIFIED_RESOURCF,SREQUIRED_INDICES,SNAME LOCAL:
DECLARE SSPECIFIED PROFILESINTERSECTION_SPECIFIEDOSPERMUTATION LOC̈AL:
DECLARE SAVAIL_PROFILE,SREQ_INT,SASSIGN_INT,SAVAIL_INT,STEMP_INT,
SWINDOW_SET,SINDICES,SINTERSECTION_INITIALSSINTERSECTION_FINALL. SSAME_SET,SINTERSECT,SFOUNDGUNION LOCAL:
SET_INITIAL_VALUES:
PRUNE SAVAILABLEGWINDOWS;
PRUNE SCONCRETE!
PRUNE SUNION\&
START = SREQUESTED_INTERVAL.START:
FINISH \(=\) SREQUESTED_INTERVAI. END:
IF FINISH < START
THEN DO:
WRITE IREQUESTED INTERVAL OF SHORTER DURATION THEN JOB INTFRVÄL̈
- SCHEDULING IMPOSSIBLE!; RETURN:
END:
SINTERSECTION_INITIAL.START = START:
SINTERSEĆTION_INITIAL.END = FINISH:
\$INTERSECTION_FINAL.START = START;
\$INTERSECTION_FINAL.FND = FINISH:
SINTERSECTION_SPECIFIED.START \(\#\) START
SINTERSECTION_SPECIFIED.END = FINISH:
PRUNE STEMP_ASSIGN:
PRUNE STEMP_RESOURCE:
/* SELECT NEXT REQUIRED RESOURCE FROM SABSTRACT */
DO I = 1 TO NUMBFR(SABSTRACT.RESOURCE ):
/* IS NUMBER OF AVAILARLE RESOURCES \(>=\) NUMBER OF REQUIRED RESOURCES? *i
IF NUMBER(\$ABSTRACT.RESOURCF (1)) > NUMBER(SRESOURCE**
LABEL(\$ABSTRACT.RESOURCE (I);
THEN DO:
WRITE 'NOT_ENOUGH_RESOURCES_AVAILABLE: RETURN:
/* HAVE ALL REQUIRED RESOURCF TYPFS REEN CHECKED? */ END:
END:
1* CONSIDER EACH ASSIGNMENT OF EACH RESOURCE NAME OF EACH REQUIREति :
/* RESOURCE TYPE FOUND IN SRFSOURCE
DO I = 1 TO NUMBER(\$ABSTRACT.RESOURCE): LABEL(STYPE) \(=\) LABEL(sABSTRACT.RESOURCE (I))! LABEL(STEMP_RESOURCE(T)) = LABEL(STYPE):
DO \(J=1\) TO NUMBER(SRFSOURCE. WLABEL (STYPE)):LABEL (SNAME) = LABEL. (SRESOURCE. \#LABEL (STYPE) (J) )LABEL (STEMP_RESOURCE (I) (Jij) = LABEL (SNAME):
            DO K \(=1\) TO NUMBER(SRESOURCE. \#LABEL(STYPE) (J). ASSIGNMENŤ) :
* IS THE ASSIGNMENT WITHIN PHE INTERVAL OF INTEREST? \(\quad\) */
            IF (START > \(\boldsymbol{I}\) SRESOURCE. HLABEL (\$TYPE) (J) AASSIGNMFNT (K) 。
                INTERVAL.END I FINISH < = SRESOURCE.\#LABEL(\$TYPE)(J).
                ASSIGNMENT(K). INTERVAL.START) THEN GO TO ENN_LOOP_K:
                ELSE STEMP_STATF.IN*USE (NEXT) = \$RESOURCE.WLABEL (STYDE)
                    (J). ASSIGNMENT (K):
    END_LOOP_K: END:
/ INSERT ASSIGNMENT INTO STFMP_STATEIIN_USE */
        IF STEMP STATE.IN_USE (I). INTERVAL STARY < STARY
                \& \$TEMP_STATE.IN_USE(1) - IDENTICAL TO SNULL
            THEN STEMP_STATE.IN_USE(I).INTERVAL.START = START;
            IF STEMP_STATE.IN_USE (LAST). INTERVAL.END >FFINISH
                \& \$TEMP_STATE•IN_USE (LAST) - IDENTICAL TO \$NULL
                            THEN STEMP STATE.IN_USE (LAST). INTERVAL.END =FINISH:
1* CREATE STEMP_STATE AVAILARLE BY SURTRACTING IN_USE PORTION FROM
/* INTERVAL OF INTEREST
                        \(\because 1\)
                STEMP"STATE.AVAILABLE (I) IINTERVAL•START = START:
                        STEMP_STATE,AVAILABLE (I) DESCRIPTOR (I).INITIAL =
                        STEMP_STATE.IN_USE(I) DESCRIPTOR (1).INITIAL:
            DO K \(=1\) TO NUMBER(STEMP_STATE.IN_USE):
            STEMP_STATE,AVAILARLE (K). INTERVAL.END =
                STEMP_STATE.IN_USE (K).INTERVAL.START:
            STEMP_STATE.AVAILARLE \((K+1)\) I INTERVAL.START =
                        \$TEMP_STATE.IN_USE (K) -INTERVAL. END
            STEMP_STATE.AVAILAPLE \((K+1)\). OESCRIPTOR (I).INITIAL \(=\)
                STEMP_STATE.IN_USE (K) - DESCRIPTOR (1).FINAL;
            END:
IF STEMP_STATE.IN_USE(LASTI.INTERVAL.END = FINISH
                \& STEMP_STATE.IN_USE (LAST) -IDENTICAL TO SNULL
            THEN PRUNE STEMP_STATE.AVAILABLE (LAST):
            ELSE STEMP_STATE.AVAILARLE (LAST). INTERVAL.END =FINISH:
            IF STEMP_STATE.IN_USE (I).INTERVAL.START = START
                \& STEMPESTATE.IN_USE(1) - IDENTICAL TO \$NULL
            THEN PRUNE STEMP_STATE.AVATLABLE IT:
                1* FORM NEXT SUBNDDE OF STEMP RESOURCE BY GRAFTING ON STEMP_STATF G/
            GRAFT STEMP_STATE AT STFMP_PESOURCE。\#LABEL (STYPE) \#LABEL (SNAMEJ:
                END:
                    1*. HAS EACH ASSIGNMENT (NAME TYPE) BEEN CONSIDERED?
            END:
CONSIDER_NEXT_RESOURCE TYPE:
    DO I \(=1\) TO NUMBER(SABSTRACT,RESOUFCE)
    PRUNE SREQUIRED_INDICES:
    PRUNE SSPECIFIED_PROFILE:
    PRUNE SUNSPECIFIED_RESOURCE:
    NUMBER_PERMUTATION \(=0 ;\)
/* SEPARATE SPECIFIED FROM UNSPECIFIED RESOURCES */
            SEPARATE_SPECIFICWRESOURCES:
/* FORM SUNSPECIFYED_RESOURCE WIiH LABELS OF AVAILABLE FESOURCE NĀmES*; DO \(J=1\) TO NUMBER(STFMP_RESOURCE(I)) \& LABEL (\$UNSPECIFIED_RESOURCE (NEXT)) =

LABEL(STEMP_RESOUREE (I) (J):
END:
/* CONSIDER EACH REQUPRED RESOURCE TYPE AND NAME
DO J \(=1\) TO NUMBER(SARSTRACY, RESOURCE (I)):
/* IS THIS RESOURCE ELEMENT SPECIFIED TO BE USED?
IF LABEL (SABSTRACT,RESOURCE (Ij(J)) \(=1\).
THEN DO:
/* PLACE THE INDEX OF THIS RFQUIRED RESOURCE ELEMENT IN
/* SREQUIRED_INDICES
SREQUIRED_INDICES(NEXT) \(=\mathrm{J}\)
GO TO END_SEPARATE_SPECYFIED\&
END \(\{\)
/* Calculate intervals of stärt times of specified resources *i ELSE DO\&

PRUNE SSPECIFIEN_PROFTLE?
IF SABSTRACT.RESOURCE (Ij(J) (1). INTERVAL IDENTICAL TOM
THEN CALL DUPATIONI \$ABSTRACT.JOB_INTERVAL. SPECIFIED DURATIONII
ELSE SPECIFYFOTOURATION = SAOSTRACT.RESOURCE(I)
(J) (LAST) RNTERVAL. END - SABSTRACT.RESOURCE (I) (J)
(1) EINTERVAL \(\operatorname{START}\) :

DO K \(=1\) TO NUMGER(STEMP RESOURCE (I) (J). AVAILABLEI:
CALL DURATION(STEMP_RESOURCE (I) (J). AVAILAALE(K).
INTERVAL, AVAILABLE DURATION):
IF AVAILABLE: DURATION \& SPECIFIED_DURATION
THEN 60 TO END_SPECIINTERVAL:
ELSE DO\&
DELAY \&ABSTRACY.RESOURCE (I) (JY (I). INTERVAII. START © \$ARSTRACT.JOB. INTERVAL. START: SSPECIFIED PROFILE (NEXY) START STEMP_RESOURCF
(I) (J) AVAILABLE (K). INTERVAL.START - DELAY; SSPECIFIED_PROFILE(LUST) EEND = STEMP_RESOURCE (I) \((J)\), ÁVAILABLE (K) INTERVAL.END SPECIFIEO DURATION DELAY:
IF SSPECIFIED PROFTLE (LAST) OENO \& START THEN PRUNE \$SPECIFIED PROFILE(LASTI: ELSF IF SSPECIFTED PROFILE (LAST).START < STÁRT
PHEN \$SPECIFIED_PROFILE(LAST).START \(=\). STARTE
FLSE;
END:
END_SPEC: INTERVALI:END? CALL INTERVAL_INTEPSECT(SINTERSECTION_SPECIFIED, SSPECIFIED_PROFTLEGTNTERSECT:
GRAFT SINTERSECT AT WNTERSECTION.SPECIFIED:
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1* PRUNE THE SPECIFIED RESOURCE NAME FROM BUNSPECIFIED_RESOURCE
PRUNE SUNSPECIFIED_RESOURCE
**LABEL, \$ABSTRACT,RESOURCE(I)(J));
$SPECIFIED_RESOURCE(T) (NEXT) = LABEL.($ABSTRACT.RESOURCE
(I)(J)):
END:
1* HAVE all requlRED RESOURCF ELEMENTS BEEN CONSIDERED?
END_SEPARATE_SPECIFIEN:END:
/* FORM THE NEXT PERMUTATION OF AVAILABLE RESOURCES TAKEN THE
/* NUMBER REQUIRED AT. A TIME
IF SREQUIRED_INDICES IDENTICAL TO SNULL
THEN DO;
CALL INTERVAL_INTERSECTPSINPERSECTION_INITIAL.
SINTERSECTION_SPECIFIED.SINTERSECT):
GRAFT SINTERSECT AT SINTERSECTION_INITIAL:
END:
FIND_PERMUTATION:
DO FOR ALL PERMUTATIONS OF SUNSPECIFIED_RESOURCE
TAKEN NUMBER(SREQUTREQINNDICES) AT A TIME;
SINTERSECTION_INITIAL s SRFQUESTED_INTERVAL;
NUMBER_PERMUTATION = NUMBER_PERMUTATION* 1;
/* DO THE DESCRIPTORS OF REQUIRED ANO AVAILABLE RESOURCES MATCH? \#/
ELEMENT_CHECK:
DO J=1 TO NUMBER(SREQUIRED_INDICESI:
INDEX = $REQUIRED_INDICES(J);
                LABEL($NAME) = IABEL($PERNUTATION(J)):
            IF LABEL(SARSTRACT.RESOURCE(')(INDEX)) == "'
                        THEN GO TO END._ELEMENT_CHECK:
                ELSE DO K = 1 TO NUMRER($ABSTRACT。RESOURCE (I)(INDEXI);
DOL = 1 TO NUMBER($TEMP_RESOURCE(I). #LABEL($NAME).
AVAILABLE;:
IF ( SABSTRACT.RESOURCE(I) (INDEX) (K).DESCRIPTOR(I;.
INITIAL SUBSET OF STEMP_RESOURCE(I). WLABELISNAMNF
).AVAILABLE(L)。OESCRIPTOR(1)OINITIAL I
\$TEMP-RESOURCE(I) \#L.ABEL (SNAME) AVAILABLE (i'i.
DESCRIPTOR(1). INITIAL SUBSET OF $ABSTRACT.
                                    RESOURCE (I) (INDEX)(K).DESCRIPTOR(1).INITIAL')
                                    THEN GO TO END_ELEMENT_CHECK:
                    ElSE:
                            END:
/* have all elements of this permutation been checked% #%
            END;
        GO TO NEXT_PERMUTATION:
            END_ELEMENT_CHECK:END:
** Calculate Intervals of start time
                    #/
    DETERMINE.INTERVALS:
        DO J=1 TO NUMBER($REQUIRED.|NDICES):
PRUNE \$AVAIL_PROFILE;
INDEX = \$REQUIRFD_INDICES(J):
LAPEL(SNAME) = LABEL(SPERMUTATION(J)):
IF \$ABSTRACT.RESOURCE (Ij(INDEX)(I).INTERVAL IDENTICAL

```

TO SNULL
THEN DOZ
CALL DURATION(GABSTRACT.JOB_INTERVAL.
REQUIRED' DURATIONI:
GO TO START_K_LOOP
END:
IF NUMBER(SABSTRACT.RESOURCE (I)(INDEX)) > 1
THEN DO:
DO L \(=1\) TO NUMBER (SABSTRACT.RESOURCE (I) (INDEX)): SREQ_INT(Li) = SABSTRACT.RESOURCE (I)(INDEX)(L). INTERVAL;
END:
DO \(L=1\) TO NUMBER(STEMP_RESOURCE (I)(J).IN_USEi! SASSIGN_INT(Li) = \$TEMP_RESOURËE (I) (J).IN_USE(Ľi). INTERVAL:
END:
DO L \(=1\) TO NUMBER(STEMP_RESOURCE (I) (J). AVAILARLEI: SAVAIL_INT(L) = \$TEMP MRESOURCE(I)(J).AVAILABLE(L). INTERVAL:
END:
DO \(L=1\) TO NUMBER(SREQ_INT):
DO \(K=L\) TO NUMBER(SAVAIL_INT):
DELTA = SAVAIL_INT(K).START - \$REQ_INT(L).STARTY:
DO \(\mathrm{i}^{\prime} \mathrm{L}^{\prime}=1\) TO. NUMBER(SREQ_INT):
\$TEMP_INT(LL). START = \$REQ*INT(LL).START *
DELTA:
IF (STEMP_INT(LL) ©START < START I STEMP鼠INT
(L!.) ©START > END) THEN GO TO NEXT_TRIALB
\$TEMP_INT(LL).END \(=\$ R E Q\) _INT (LL).END + DFLTĀ IF STEMP_INT(LL).END > END

YHEN GO TO NEXT_TRIAL:
END:
CALL INTERVAL INTERSECT (STEMP_INT,SASSIGN_INT - \$INTERSECTI: IF SINTERSECT IDENTICAL TO SNULL

THEN DO:
nO KK \(=1\) TO NUMBER(SAVAIL_INT): DO LL \(=1\) TO NUMRER(STEMP_INT): WINDOW = SAVAIL_INT (KK).END -

STEMP INT (LL).END: IF WINDOW \(s=0\)

THEN SWINDOW_SET (NEXT) \(=\) WINDOW: END:
FND:
CALL. FINDEMIN(SHINDOW_SETBSINDICES, VAL_MINI: START:
*AVAIL_PROFI'E(LAST) \({ }^{\text {E }}\) END \(=\) VAL_MIN \(+^{\prime}\) \$TEMPINT(1).START:
gO TO NEXT_TRIAL:

FND
ELSE:
NEXT_TRIAL: END:
END:
END;
ELSE CALL DURATION(SABSTAACT•RESOURCE (I) (INDEX) (İ). INTERVAL PREQUIRED_DURATYONI;
* DELETE INTERVALS WHICH ARF TOO SHORT */

START-K_LOOP:
DO K 1 TO NUMBER (STEMPIGRESOURCE (I) WLABEL (SNAME).
AVAILABLEI;
CALL DURATION(STEMP_RESOURCE (I) \#LABEL (SNAME) -
AVAILABLE (K):INTERVAL. AVAILABLE_DURATION):
IF AVAILABLEEDURATION \(\angle\) REQUIRED_DURATION
THEN GO TO END_INTERVAL:
ELSE DO:
DELAY = ऊABGTRACT.RESOURCE (I) (INDEX) (I). INTERVAL.START - \$ABSTRACT.JOB_INTERVAII. SJART
SAVAILEPROFILE (NEXT).START \(=\) STEMP_RESOURCF (I).\#LARFL (\$NAME).AVAILABLE (K) •INTERVAL. STABT - DELAY
SAVAILPPROFILE (LAST).END = STEMP_RESOURCEII' - "LABEL (SNAME) AVAILABLE (K) INTERVAL•END REQUIRED SUURATION - DELAY:
IF SAVAIL_PROFILE\{LASTI,END < START THEN PRUNE SAVGUL_PROFILE (LAST): ELSF IF SAVAIL_PROFILE (LAST) START < STÄRT THEN SAVAIL_PROFILE (LAST).START = STÄRT\& ELSE;
END:
END_INTERVAL:ENก:
1* FIND INTERSECTION OF STAR \(T\)-YIME INTERVALS
CALL INTERVAI_INTERSECT (\$INTERSECTION_INITIAL, \$AVAIL_PROFILE \$INTERSECTI:
GRAFT. SINTERSECT AT SINTERSECTION_INITIAL
STEMP"ASSIGN \{I) (NUMRER_PERMUTATION).RESOURCE_NAME (J) = LABEL (SPERMUTAYION(J));
END:
1* INCLUDE SPECIFIED RESOURCFS IN INTERVAL FOR THIS PERMUTATION */ CALL INTERVAL_INTERSECT (\$INTERSECTION_INITIAL,

SINTERSECTION_SPECIFIED, SINTERSECT):
GRAFT. SINTERSECT AT \$INTERSFCTION_INITIALI
LABEL (\$TEMP ASSIGN(I); = LABEL(\$ABSTRACT.RESOURCF (I) it
STEMP禁ASSIGN(I) (NUMBER_PERMUTATION).INTERVAL =
\$INTERSECTION IINITIAL;
* HAVE ALL PERMUTATIONS OF AVAILABLE RESOURCES OF THIS TYPE BEEN *!
/* CONSIDERED?
NEXT_PERMUTATION:END:
/ HAS AT LEAST ONE INTERVAL BEEN IOENTIFIED? */
IF NUMBER_PERMUTATYON \(=0\) THEN DO
```

        CALL INTERVAL_INTERGECTISINTERSECTION_INITIAL.
                        SINYERSECTIONYSPECIFIED,SINTERSECT);
        GRAFT SINTERSECT AT, SUNION(I):
        GO TO NEXT_RESOURCE_TYPE:
        END:
        ELSF:
        DO NP = 1 TO NUMBER(STEMP_ASSIGN(I))S
        IF $TEMP_ASSIGN(I) SNPI.INTERVAL IDENTICAL TO SNULL
        THEN GO TO NEXTETEMP_ASSIGNI
        ELSE DO&
    /* FIND THE UNION OF INTERVAIS FOR THIS RESOURCE TYPE. \&/
SDUMMY_INTERVAL_STEMP_ASSIGN(I) (NP).INTERVAL;
CALL INTERVAL_UNION(SUNTON(I)?\$OUMMY_INTERVAL.
SINT_UNION):
GRAFT SINT_UNION AF
END:
NEXT_TFMP_ASSIGN: FND:

* HAVE ALL RESOURCES OF THIS TYPF BEEN CONSTDERED? */
* HAVE ALL RESOURCE TYPES BFEN CONSIDERED? */
NEXT_RESOURCE_TYPE:END:
/* FIND THE INTERSECTION OF TNTERVALS FOR ALL RESOURCE TYPES */
DO I = 1 TO NUMŘER(SUNION):
CALL INTERVAL_INTERSECT(%INTERSECTION_FINAL SUNION(I),
SINTERSECTI;
GRAFT SINTERSECT AT \$INTFRSECTIONFFINAL;
END:
/* INSERT THIS INTERVAL AS SAVAILABLEGWINDOWS.ANY_RESOURCE_SET \&/
SAVAILABLE_WINDOWS.ANY_RESOUREEMSET = \$INTERSECTION_FINAL;
* DETERMINE RESOURCE SET WITH EARLIEST START TIME */
FIND_RESOURCE_TYPE:
BEGIN_TIMF = $INTERSECTION_FINAL(1).START:
      END_TIME = SINTERSECTION:FINAL.(1) END;
      ASSIGN_TYPE:
              DO I = 1 TO NUMBER(STFMP_ASSIGN):
          ASSIGN_PERMUTATION_NUMRER:
              DO J = I TO NUMBER($TEMP_ASSIGN(I)\:
ASSIGN_INTERVAL:
DO K=1 TO NUMRER(\$TEMPIIASSIGN(I;(J):INTERVAL ):
/* FIND INTERSECTION OF INTEPVALS FOR THIS RESOURCE SET WITH \&/
/* INTERVALS FOR ALL SETS AND INSERT AS WAVAILABLE_WINDOWS.SAME*SFT *!
IF BEGIN_TIMF >E STEMP_ASSIGN(I)(J).INTERVAL (K) START
\& BEGIN_TIME < = STEMP_ASSIGN(I) (J) OINTERVAL (KI ENNIN
THFN IF ENO_TIME > STEMP_ASSIGN(I)(J).INTERVAL. (K'.
END
THEN Dg:
END萑TIME =STENP_ASSIGN(I)(U).INTERVAL (K).
FND!
SINTER_ASSIGN(I) ORESOURCE=
*TEMP_ASSIGN(I)(J), PESSOURCE_NAMEI
LABELISINTERLASSIGNIIJ) = LABEL(STEMPGASGIGN
(I)\&

```
```

    $INYER_ASSIGNIIIOINTERVAL =
    $TEMP[ASSIGN(I)(J).INTERVAL (1):
    DO NS = \overline{l}.TO NUABER(SSPECIFIED_RESOURCE(T);&
    $INTER_ASSIGN(I):RESOURCE(NEXT) =
                                    SSPECIFIED_RESOURCE(I)(NS):
    FND:
    END:
    ELSE IF SINTER_ASSIGN(I).RESOURCE IDENTICAÖ TO
        $NULL
    THEN DO:
        SINTER_ASSIGN(I).RESOURCE =
            $TEMP_ASSIGN(I; (J).RESOURCE,NAME:
        ZABEL($INTER_ASSIGN(I)) =
            LABEL(STEMP_ASSIGN(I)):
        &INTERASSIGN(I).INTERVAL =
            STEMPASSIGN(I)(J).INTERVAL (1);
    NO NS = \overline{1}}\mathrm{ TO NUMBER(SSPECIFIED_RESOURC̈E):
            SINTER_ASSIGN(I).RESOURCE (NEXT) =
                                    SSPFCIFIED_RESOURCE(I)(NS);
            ENO:
        FND;
            ELSF:
            ELSE;
        END:
        END:
    END:
    COMPLETE SAME_SET:
    $SAME_SET = SINTERSECTION_FINAL:
    DO I = 1 TO NUMBER(STEMPASSIGN);
        CALL INTFRVAL_INTERSECT($SAME_SET,SINTER_ASSIGN(I).INTERVAII',
                $INTERSECT):
            GRAFT SINTERSECT AT $SAME_SET:
    END:
    $AVAILABLE_WINDOWS.SAME_RESOURCEE_SEY = $SAME_SET:
    /* CONSTRUCT $CONCRETF.
    GRAFT SABSTRACT AT SCONCAETE:
    DO I = I TO NUMBER(SINTER_ASSPGN):
        DO J=1 TO NUMBER($RFQUIRED_INDICES)\&
INDEX = $REQUIRED_PNDICES(J):
        LABEL(SCONCRETE.RESOURCE(I)(INDEX)) =$INTER_ASSIGN(I).
RESOURCE (J);
END:
DO FOR ALL SUBNODES OF %CONCRETE,RESOURCE(I) USING SCONENAME:
DO FOR ALL SUBNODES OF SCONHMAME USING \$SUB_NAME;
$SUBUNNAME.INTERVAL.ST゙AFT:$SUB_NAME.INTERVAL.START;
\$INTER_ASSIGN(I).INHERVAL.START:
\$SUB'_NAME.INTERVAL.END = \$SUB_NAME.INTERVAL.END *
SINTER_ASSIGN(T).INTERVAL.START:
END:
END:
END:

```
```

    SCONCRETE.JOB_INTERYAL.START = SCONCRETE.JOB_INTERVAL.START *
    SSAME_SET(FIRST).START:
    SCONCRETE.JOE_INTERVAL.END = SCONCRETE.JOB_INTERVAL.EEND
    SSAME_SET(FIRST).STARY:
    SCONCRETE.UNAVAIL_TIME = SAVAILABLE_WINDOWS.SAME_RESOURCE_SET(1;.ENN̈:
    LABEL(SCONCRETE') = $SCONCRETE';
    LABEL(SAVAILABLESWINDOWS) = 'SAVAILABLE_WINDOWS:%
    END_NEXTSET: END:

```
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\subsection*{2.4.13 RESOURCE PROFILE}

\subsection*{2.4.13 RESOURCE PROFIIE}

\subsection*{2.4.13.1 Purpose and Scope}

In project scheduling the resources are assigned from a pool and, upon completion of the job, are returned to the pool of available resources. Thus, the quantity of a given resource, available in the pool for a given time interval, is required to determine the advisability of scheduling a given job at a given time. Further, if sufficient resources are not available at the desired time, a contingency level of resources may be considered. This module determines the profile of available resources over a given time interval for both a "normal" and "contingency" level of resource. If contingency levels are not to be considered, they are set equal to the normal level. Certain functional characteristics of project scheduling also create the need to determine the usage of a pool assigned over a given interval (such as in attempts to level resource usage). Therefore, this module also determines the profile of the assigned portion of the pool and defines the association of jobs that make up the usage profile.

\subsection*{2.4.13.2 Modules Called}

None .

\subsection*{2.4.13.3 Modu1e Input}

The input to this module will consist of that portion of the \$RESOURCE tree for the pooled resource type and name whose profile is to be generated. This is the substructure of a second-1evel subnode of \$RESOURCE and is referred to as \$RESOURCE_NAME. Further input will consist of the time interval for which the profile is to be generated, \$REQUIRED INTERVAL.
\[
\begin{array}{r}
2 \cdot 4 \cdot 13-1 \\
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\end{array}
\]

\subsection*{2.4.13.4 Module Output}

The output of this module will consist of a tree structure as shown in the sketch. The IN_USE portion of the tree defines the quantity of the pooled resource assigned to a job for a given time interval. Therefore, the sum of the quantities for a given interval define the total IN USE resources for that interval. The span of intervals listed will be consistent with the input interval requested. The available portion of the tree defines the quantity of resource pool that is unassigned for both a normal and contingency mode of operation. These quantities are determined from the initial levels defined in \$RESOURCE, the allocations recorded in the ASSIGNMENT portion of \$RESOURCE, and the resources DELETED or GENERATED recorded in the ASSKGNMENT portion of \$RESOURCE.
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\subsection*{2.4.13.5 Functional Block Diagram}



\subsection*{2.4.13.6 Typical Applications}

This module would be used to determine availability of resources for project scheduling, or as a potential output to a user or scheduling heuristic that was attempting to allocate resources in a predetermined manner.

\subsection*{2.4.13.7 DETATLED DESTGN}

This module first checks the standard data structure, \$RESOURCE, to determine any assignmenta of the requested resource element during the time period of interest. If there are none, a message is written and control is returned to the calling program. The earliest assignment about the input start time is located and defined as the "current interval." The start of the curreni interval will never be earlier than the input start time.

All other assignment intervals are compared with the current interval, and non-null intersections are placed in \$ASSIGN_SET. The start and end times of the intersections are also placed in STEMP_SET. The timea in STEMP_SET are then ordered and non-equal pairs are used to construct the subnodes of \$PROFILE.IN_USE. Job usage and quantities are then added to the IN USE subnode.

If any resources are generated or deleted during the assignment under consideration, as noted by a change in quantity from initial to final, the deltas are added to the INITIAL_PROFILE subnode for both normal and contingency ueage.

The complement of the next assignment with respect to the current interval is developed. If this complement is not null, it is defined as a new "current interval." If this new current interval is within the time period of interest the process is repeated otherwise, the available tree structure is developed by subtracting the in use portion from the initial profile.

The functional block diagram can be used as a module flowchart． 2．4．13．8 Internal Variable and Tree Name Definitions

DELTA

QUAN USE
\＄ÅSSIGN＿SET
\＄ASSIGNMENT
\＄BUILD＿PROF ILE
\＄COMPLEMENT
－The number of a given resource element \({ }^{6}\) either generated or deleted during an assignment．
－The total number of a resource element in use during a given IN＿USE interval．
－A data structure having the form of the ASSIGNMENT node in \＄RESOURCE but with the interval set equal to the intersection with＂current interval＂．
－A pointer to each subnode of the ASSIGN MENT node in \＄RESOURCE．
－A single node tree used as a flag to spec－ ify whether or not to construct the initial profile。
－Output interval from internal procedure INTERVAL＿COMPLEMENT。
\＄CURRENT＿INTERVAL－Output interval from procedure INTERVAL＿ INTERSECTION。
\＄TEMP RESOURCE－A temporary data structure equivalent to \＄RESOURCE but for only the single resource element being considered．
－A set of start and end times of non－null Intersections of assignments with＂current－ interval＂

RESOURCE_PROFILE: PROCEDURE (SPESOURCE'_NAME,SREQUIRED_INTERVAL, SPROFILE) OPTIONS (EXTERNALI:
DECLARE SBUILD_PROFILE LOCALB
DECLARE MM,SASSIGNMENT,SELEMENT LOCAL;
DECLARE I,J.K.L.KK,LL,DELTA,QUAN USE, SASSIGN_SET,SCOMPLEMENT LOCAL: DECLARE SCURRENT_INTERVAL,SINTERSECT,STEMP_RESOURCE,STEMP_SET LOCÄi: LABEL (SPROFILE) = LABEL(SRESOURCE WNAME);
SBUILD_PROFILE = 'YESI:
/* is requested interval consistent with data in sresourcet \#i
IF SREQUIRED_INTERVAL.END < SRESOURCE_NAME.INITIAL_TIME
THEN DO:
WRite inferval requested prior to resource availabilityis RETURN:
END:
ELSE IF SREQUIRED_INTERVAL.END < SRESOURCE_NAME.ASSIGNMENT(FIRST゙) • interval. \({ }^{\text {st }}\) TART
THEN DO:
WRITE IINTERVAL REQUFSTED PRIOR TO FIRST ASSIGNMENTI:
SPROFILE.AVAILABLE \(=\) SRESOURCE_NAME.INITIAL_PROFILE;
RETURN:
END:
ELSE:
IF SREQUIRED_INTERVAL.START > SRESOURCE_NAME.ASSIGNMENT (LAST). INTERVAI -END
THEN DO:
WRIte interval requested is later than last assignmenti: RETURN:
END:
ELSE STEMP_RESOURCE = SRESOURCE*NAME
1* LOCATE THF EARLIEST ASSIGNMENT INVOLVING THE INPUT START TIME */
1* COMPUTE PORTION OF THAT ASSIGNMENT INCLUDED IN REQUESTED INTERVAL.*?
* CALL IT CURRENT intervai'.

DO I = 1 TO NUMBER(STEMP_RESOURCE.ASSIGNMENT) :
IF STEMP_RESOURCE.ASSIGNMENT (I).INTERVAL.END \(>\) SREQUIRED_INTERVAL.STTAET
THEN IF sTEMP_RESOURCE.ASSIGNMENT(I).INTERVAL.END <
SREQUIRED_INTERVAL.END
THEN IF STEMP_RESOURCE.AASSIGNMENT(I).INTERVAL.START < \(=\) gREQUIRED_INTERVAL. START
THEN DO: sCURRENT_INTERVAL.START \(=\) sREQUIRED_INTERVAL.START; SCURRENT-INTERVAL.END \(=\) STEMP_RESOURCE.ASSIGNMENT(I): INTERVAL.ENO: go TO POINT_B! END:
ELSE DO:
SCURRENT_INTERVAL \(=\) STFMP"_RESOURCE.ASSIGNMENT(I).INTERÜAL: GO TO POINT_B: END:
ELSE IF STEMP.RESOURCE.ÄSSIGNMENT(I).INTERVAL.START < sREQUIRED_INTERVAI.END
THEN DO:

SCURRENT_INTERVAL.START \(=\) STEMP_RESOURCE.ASSIGNMENTII首:
INTERVAL, START:
SCURRENT_INTERVAL.END = SREQUIRED_INTERVAL.END; GO TO POINT_B! END:
ELSE

\section*{ELSE;}

END:
I = I-13
/* FORM AN ASSIGNMENT SET CONSISTING OF ALL NON-NULL INTERSECTIONS *'
POINT_B:
PRUNE SASSIGN_SET:
PRUNE STEMP_SET:
DO \(J=1\) TO NUMBER(STEMP_RESOURCE.ASSIGNMENT):
CALL INTERVAL_INTERSECT(STEMP:IRESOURCE.ASSIGNMENT (J).INTERVAL,
SCURRENT'INTERVALSSINTERSEOTI:
IF SINTERSECT IDENTICAL TO SNULL
THEN GO TO END_LOOP_J!
ELSE DO K = 1 TO NUMBER(SINTTERSFCTI:
 SASSIGN_SET (NEXT) = \$TEMP_RESOURCE.ASSIGNMENT (J): SASSIGN_SET (LAST). INTERVAL = SINTERSECT (KI; IF SASSIGN_SET(LAST). INTERVAL.END \& STEMP:RESOURCE.ASSIGNMENT (JI. INTERVAL END
THEN SASSIGN_SET (LASTI). DESCRYPYOR (LASTI"FINAL.QUANTITY = STEMP-RESOURCE.ASSIGNMENT (J).DESCRIPTOR(LAST). INITIAL. QUANTITY:
STEMP_SET (NEXT) = \$INTERSECT (K)。START; STEMP_SET(NEXT) = SINTERSECT (K).END:

STEMP_SET (NEXT) \(=\) SINTERSFCT \((K)\) EEND:
END_K_LOOP: END:
END-LOOP_J: END: /* START AND/OR END TIMES. ADD CORRESPONOING JOBS AND QUANTIYIES \%ín
/* FOR THE ASSIGNMENT SET.
ORDER STEMP_SET RY - SELEMENT:
DO \(J=2\) TO NUMBEX(\$TEMP_SET):
IF STEMP_SET \((J-1)=\$ T E M P \_S E T(J)\)
THEN GO TO END_LOOP_J2:
ELSE DO:
SPROFILE.IN_USE (NEXT).START = STEMP_SET(J-1):
\$PROFILE.IN_USE (LAST).END = STEMP SET (J):
DOK \(=1\) TO NUMBER(SASSIGN_SETI:
IF SPROFILE. IN_USE (LAST), START \(>=\$ A S S I G N\) _SET (K). INTERVAL.START THEN IF SPROFILE.IN_USE (LAST).END \(<=\) SASSIGN_SET \((K)\).

INTERVAL.END THEN DOB
 (K). JOB_ID: DOL \(=1\) TO NUMBFR(SASSIGN_SET (K). DESCRIPTOR i:
```

\$PROFILE.INEUSE (LASTI OUSAGE (LAST), QUANTITY %
SPROFILE.IN_USE(LAST).USAGE (LAST).QUANTITY *
SÄSSIGN_SET(K).DESCRIPTOR(L).INITIAL,QUANTITY゙:
END:
END:

```

END：
END：
END＿LOOP＿J2：END：
1＊ARE ANY RESOURGES GENERATEOZ OR DELEYED IN ASSIGNMENTS CONSIDEREÖ？i／
IF SBUILD＿PROFILE \(=\) YFSI THEN
DO FOR ALL SUBNODES OF STEMP＿RESOURCE．ASSIGNMENT USING SASSIGNMENT：
\＄BUILD＿PROFILE \(=\)＇NO＇\＆
DELTA＝ \(0 ;\)
DO \(L=1\) TO NUMBER（SASSIGNMENT－DESCRIPTOR）：
IF \＄ASSIGNMENT－DESCRIPTOR（LI．FINAL，QUANTITY
IDENTICAL TO SNULL
THEN GO TO FND＿LOOP \(\perp\) ！
ELSE DELTA \(=\) DELLTA＋\＄ASSIGNMENT •DESCRIPTOR（LY。FINAL． QUANTITY－\＄ASSIGNMENT ．DESCRIPTOR（L）．INITIAL．QUANTITY：
END＿LOOPKL：END：
IF DELTA \(=0\) THEN GO TO END＿LAOP＿K：
1＊ADD DELTAS TO INITIAL＿PROFILE AND STORE AS TOTAL．i／
DO L＝ 1 TO NUMRER（\＄TEMP＿RESOURCE．INITIAL＿PROFILE．NORMAL）：
IF STEMP＿RESOURCE，INITIAL＿PROFILE．NORMAL（L）．START＞E SASSIGNMENT． INTERVAL．END
THEN STEMP＿RESOURCE．INITIAL＿PROFILE，NORMAL（L）．QUANTITY E DEL＇TA－ STEMP＿RESOURCF．INITIÄL＿PROFILE．NORMAL（L），QUANTITY：
ELSE IF STEMP＿RFSOURCE•INITIAL゙MPOFILE．NORMAL（L）•END＞ \＄ASSIGNMENT．INTERVAL ．FND

THEN DO：
STEMP＿RESOURCE．INITIAL＿PROFILE．NORMAL（L＋1）．START＝ SASSIGNMENT．INTERVAG．END：
STEMP＿RESOURCE．INITIAL＿PROFILE．NORMAL（L＋I）．FND＝
STEMP＿RESOURCE．INITIAL＿PROFILE．NORMAL（L）．END；
STEMP．．RESOURCE．INITIAL＿PROFILE，NORMAL（L＋I），QUANTITシ̈Y＝ STEMP＿RESOURCE．INITIAL＿PROFILE．NORMAL（L）©QUANTITȲ？ STEMP＿RESOURCE．INITIAL＿PROFILE．NORMAL（L＋I）．QUANTITY＝ STEMP＿RESOURCE•INITIAL＿PROFILE，NORMAL（L＋I）．QUANTYTY； DELTA
STEMP＿RESOURCE．INITIAL＿PROFILE．NORMAL（L）．END＝ SASSIGNMENT．INTERVAL．END：
END：
ELSE：
END：
DO L \(L=1\) TO NUMBERISTEMP＿PESOURCE．INITIAL＿PROFILE．CONTINGENCYI： IF STEMP＿RESOURCE．INYTIAL＿PROFILE．CONTINGENCY（L）．START \(>\boldsymbol{m}\) SASSIGNMENT．INTERVAL．END
THEN STEMP＿RESOURCE．INITIAL＿PROFILE，CONTINGENCY（L）©QUANTITY＿ STEMP＿RESOURCE．INITIAL＿PROFILE．CONTINGENCY（L），QUANTITY \＆DFFTÄ\＆
EISE IF STEMP＿RESOURCE．INITIAL＿PROFILE．CONTINGENCY（LI．ENO゙ \(\rightarrow\) BASSIGNMENT．INTERVAL．END

\section*{2．4．13－10}
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THEN DOS
STEMP_RESOURCE.INITIAL_PROFILE.CONTINGENCY(L+I).START =
SASSIGNMENT. INTERVAL.END:
STEMP_RESOURCE.INITIAL_PROFILE.CONTINGENCY(L+I).ENN =
STEMP_RESOUPCE.INITIAL_PROFILE.CONTINGENCY(L).ENN:
\$TEMP_RESOURCE.INIYIAL_PROFILE.CONTINGENCY(L+1).
QUANTITY = TEMP_RESOURCE.INITIAL_PROFILF.
CONTINGENCY(L).QUANTITY:
STEMP_RESOURCE_INITYAL_PROFILE.CONTINGENCY(L+I) OQUANTTITY
= STEMP_RES\capURCE.INITIALEPROFILE.CONTINGFNCY(L+1).
QUANTITY * NELTA:
STEMP_RESOURCE,INITIALOPROFILE.CONTINGENCY(L).END =
\$ASSIGNMFNT.INTERVAL.END:
END:
ELSE;

```

END:
END_LDOP_K: END:
/* TAKE COMPLEMENT OF NEXT ASSIGNMENT WITH FEBPECT TO ICURRENT :!
1* INTERVAL'.
TAKE_COMPLEMENT:
\(I=I+1 ;\)
IF STEMP_RESOURCF.ASSIGNMENT (9) IDENTYCAL TO SNULL
THEN GO TO BUILD TREE:
CALL INTERVAL_COMPLEMENTT(SCURRENT"_INTERVALQSTEMP_RESOURCE.ASSIGNMEÑT (Y) -INTERVAL © SCOMPLEMENT):
/* IS COMPLEMENT NULL?
IF SCOMPLEMENT IDENTICAL TO SNULL
THEN GO TO TAKE COMPLEMENT:
/* DEFINE COMPLEMENT AS 'CURRENT INTERVAL". *
SEURRENT_INTERVAL = SCOMPLEMENT:
/* IS 'CURRENT INTERVAL' END TIME > PEQUESTED END TIME? */
IF SCURRENT_INTERVAL.END <E \$REQUIRED_INTERVAL.END
THEN GO TO POINT_B:
/* DEFINE CURRENT INTERVAL' END, TIME = REQUESTED END TIME. - /
SCURRENT_INTERVAL.END = SREQUIREDIINTERVAL,END:
* IS 'CURRENT INTERVAL" END TIME > START TIME? *

IF SCURRENT_INTERVAL.END > SRFQUIRFD_INTERVAL.START
THEN GO TO POINT_8;
/* SUBTRACT THE IN_USF PROFIIE FROM TOTAL. \%
/* BUILD aVAILARLE TREE STRUCTURE. */
BUILD_TREE:
DO KK = 1 TO NUMBER(\$PROFILE. IN USE: :
\(D O L L=1\) TO NUMBER(STEMP_RESOURCE,INITIAL_PROFILE,NORMAL):
IF SPROFILE.IN_USE (KK).START >E STEMP_RESOURCE.INITIAL PROFILE. NORMAL(LL) .START
THEN IF SPROFILE.IN_USE(KK).FND \(\leqslant=\) STEMP_RESOURCE.INITIAL_PROFIIE - NORMAL (LL).END THEN DO:

SPROFILE.AVAILABLE.NORMAL (KK) = \$PROFILE.IN USE (KK): PRUNE SPROFILE,AVAILAALE.NORMAL (KK).USAGE QUAN_USE \(=0\) :
```

OO MM = 1 TO NUMBER(SPROFILE.IN_USE(KK).USAGE):
QUAN_USE = QUAN_USE + SPROFILE.IN_USE(KK).USAGE(MM).
QUANTITY:
END:
SPROFILE.AVAILABLF,NORMAL(KK),QUANTITY = STEMP*RESOURC̄FF.
INITIAL_PROFILF.NORMAL(LL).QUANTITY - QUAN_USE:
QO TO BUILD_CONTINGENCY:
END:
ELSE, GO TO ENO_LL_LOOPS
ELSE:
END_LG-LOOP: END:
BUILD_CONTINGENCY:
DO LL = 1 TO NUMBERISTEMP_RESOURCE.INITIAL_PROFILE.CONTINGENCYI:
IF SPROFILE.IN_USE(KK).START >E STEMP_RESOURCE.INITIAL_PROFILE.
CONTINGENCY(LL).START
THEN IF SPROFILE.IN_USE(KK).FND < STEMP"RRESOURCE.INITIALIPRANFII'F
-CONTINGENCY(LL).END
THEN DO:
\$PROFILE.AVAILABLF.CONTINGENCY(KK) = SPROFILE.IN_USE (\overline{K}\overline{K}):
PRUNE SPROFILE.AVAILABLE.CONTINGENCY(KK),USAGE:
QUAN_USE = O%
DO MM = 1 TO NUMBER(SPROFILE.IN_USE(KK).USAGE):
QUAN_USE = QUAN_USE \& SPROFILE.IN_UGE(KK).USAGE(MM).
QUANTITY:
END:
SPROFILE.AVAILABLE.CONTINGENCY(KK),QUANTITY =
STEMP_RESOURCE.INETIAL_PROFILE.CONTINGENCY(LL), QUANTITY
- UIJAN
GO TO END_KK_LOOP:
END:
ELSE GO TO END_LOOP_I'L:
ELSE:
END_LOOP_LL: END:
END_KK_LOOP\}\mathrm{ END:
IF SPROFILE.AVAILARLE.NORMALIFIRSTI.START > SREQUIRED_INTERVAL.START
THEN DO:
INSERT SRESOURCENNAME.INITIAL_PROFIIE.NORMAL(FIRST) REFORE
\$PROFILE.AVAILABLF.NORMAL (FIRST):
\$PROFILE.AVAILABLE.NORMAL (FIRST).START = SREQUIRED_INTERVAL.STARTY:
SPROFILE.AVAILABLE.NORMALLIFIRSTI.END = SPROFILE.AVAILABLE,NORMAI'
(2).START:
END:
IF SPROFILE.AVAILABLE.CONTINGFNCY(FIRST).START > SREQUIRED_INTERVAI'
-START
THEN DO:
INSERT \$RESOURCE*NAME.INITIAL`PPROFILE.CONTINGENCY(FIRST) REF゙NRE
SPROFILE.AVAILABLF,CONTINGENCY(FIRST):
SPROFILE.AVAILABLE.CONTINGENCY(FIRST).START = SREOUIRED_INTERVAI'
.START:
\$PROFILE.AVAILARLE.CONTINGENCY(FIRST).END = SPROFILE.AVAIL'ABI'E.
CONTINGENCY(2).START:

```
END:
```

IF SPROFILE.AVAILARLE.NORMAL (I'ASTI.END < SREQUIRED_INTERVAL.END
THEN DO\&
STEMP = \$PROFILE.AVAILARLE.NORMAL(LAST).END;
SPROFILE.AVAILABLE.NORMALLNEXT) = \$RESOURCE_NAME.INITIAL_PROFIL'F.
NORMAL (LAST):
\$PROFILE.AVAILABLE.NORMAL (LAST).START = STEMP;
SPROFILE.AVAILABLE.NORMAL (LAST).END = SREQUIRED_INTERVAL.END:
END:
IF SPROFILE.AVAILARLE.CONTINGFNCYILASTI`END < SREQUIRED_INTERVAL.ENDD
THEN DO:
STEMP = \$PROFILE.AVAILARLE.CONTINGENCY(LAST).ENDI
SPROFILE.AVAILARLE.CONTTNGENCY(NEXT) = SRESOURCE_NAMEE
INITIAL_PROFILE.CONTINGENCY(LAST):
SPROFILE.AVAILABLE.CONTINGENCYY(LALST) START E STEMP\&
SPROFILE.AVAILABLE.CONTINGENCY(LAST).END = SREQUIRED_INTERVAL.ENÖ:
END;
RETURN:
END: /* RESOURCE_PROFILE */

```
2.4.14 POOLED_DESCRIPTOR _ COMPATIBILITY

\subsection*{2.4.14 POOLED_DESCRIPTOR_COMPATIBILITY}

\subsection*{2.4.14.1 Purpose and Scope}

This module identifies occurrences of resource description incompatibilities that arise when a single job is to be added to a schedule at a time equal to or later than a set of jobs that have already. been assigned (i.e., resources assignments have been made in \(\$\) RESOURCE tree). It applies to jobs that require resources from pools or from partitions of pools distinguished from other partitions by a separate set of explicit descriptors. For example, if an activity is described as requiring 13 laborors taken from location \(A\) and the laborors are not described (in \$RESOURCE) as individuals, but rather as a collection of originally undistinguishable resources, then the laborors that are in location \(A\) represent a partition of the pool distinguished from other partitions only by the descriptor 'LOCATION' with value A. Since different jobs may not only change the value of 'LOCATION' but may also add new descriptors such as 'SKILL' the partitions of the original pool may proliferate as the schedule is developed. An illustration of this is shown in the sketch.


It is important to emphasize that this module applies to pooled resources where different subsets of the pools may acquire distinguishing descriptors. The module applies directly to time progressive scheduling strategies.

A time transcendent. strategy to schedule jobs whose required resources are described as pools with varying explicit descriptors must necessarily be a very complex algorithm. An algorithm that places such a job on a timeline between two scheduled jobs would have to resolve any descriptor conflicts that occurred after the assignment time of the new job; it is likely that this conflict resolution would be done by working progressively from the assignment time of the inserted job to the last assignment time in the schedule. . Thus, the conflict resolution strategy is likely to be time progressive even within a time transcendent assignment strategy. Therefore, through repetitive application, this module will have applicability to time transcendent algorithms. The problem classes to which this module applies are illustrated.
\begin{tabular}{|c|c|c|c|c|}
\hline & \multicolumn{2}{|l|}{Time Progressive Assignment Algorithms} & \multicolumn{2}{|l|}{Time Transcendent Assignment Algorithms} \\
\hline & \begin{tabular}{l}
Implicit \\
Descriptors Only
\end{tabular} & Explicit Descriptors & \begin{tabular}{l}
Implicit \\
Descriptors
Only
\end{tabular} & Exp1icit Descriptors \\
\hline Item Specific Resources & & & & \\
\hline \begin{tabular}{l}
Pooled \\
Resources
\end{tabular} & & This module applies & , & Poor assignnent strategy for this type of modeling: this algorithm applies with repeated calls. \\
\hline
\end{tabular}

This module assumes some conventions about the structure of the ASSIGNMENT node of any resource that is a pooled resource (i.e., for which the node CLASS has a value 'POOLED'). A pooled resource that has explicit descriptors must contain a subnode of DESCRIPTOR for each partition of the pool. Those partitions that are being used in the assignment interval are distinguished from those not used in the interval by the appearance of the 'INITIAL' and the 'FINAL' nodes. Thus, the availability of a particular partition of a pool is precluded during the assignment interval only if that partition has a subnode of the 'DESCRIPTOR' node labeled 'INITIAL'. This convention is illustrated in the following structure:

2.4.14-3 \({ }^{\circ}\)

Rev C

The structure illustrates one assignment for the pooled resource named CREWMEN and indicates that between 14 June and 28 June five crewmen were assigned (indicated by the appearance of the INITIAL node) and 10 crewmen were not assigned.

A slight generalization of the convention is required for pools that have overlapping assignments. The sketch illustrates the assumed structure of a portion of the ASSIGNMENT substructure for a pool of CREWMEN that has been separated into two partitions by previous assignments. Two assignments whose intervals overlap are shown.

\(\forall \wedge ə y\)
\(S-\Varangle T * カ \cdot Z\)

Note in the illustration that the availability of the crewmen in the 10 -man partition during the overlap of the assignment intervals (15 June through 20 June) cannot be determined correctly by merely noting the absence of the 'INITIAL' node in the first assignment. This is because that partition is used in the second assignment. Therefore, the convention adopted requires that all assignments whose intervals include the availability time in question be considered in determineing the pool condition at that time. Note also that the ASSIGNMENT conventions for pooled resources permit the determination of descriptors by considering only the assignments whose intervals include the time in question; unlike the case for item-specific resources, there is no need to work progressively through all the descriptor changes from a set of initial descriptors to correctly determine the descriptors of pooled resource. (See the discussions in volume II on pooled and item-specific resources and the implication the corresponding conventions have on scheduling and unscheduling using time progressive and time transcendent strategies).

This module builds a tree that displays for each conflict the set of resource pool descriptors that exist because of jobs already scheduled and those required to be added to the schedule. No information on which previously assigned jobs caused the conflicts is included because the description of any pool is a result of the composite of all decisions on resource and job alternatives that have been made throughout development of the schedule. The most basic information needed to resolve the conflicts is simply what
descriptors exist and what descriptors are required. This information is provided by the output tree from this module.

This module does not write or remove any assignments in \$RESOURCE, i.e., \$RESOURCE is returned unaltered. \$RESOURCE is required by the module to assess the complete set of descriptors describing the pooled resources.
2.4.14.2 Modules Called

None

\subsection*{2.4.14.3 Module Input}

This module is called with two arguments: \$RESOURCE and \$SCHED_UNIT. \$RESOURCE has the general structure given in paragraph 2.4.14.1; \$SCHED_UNIT has the general structure of a schedule unit shown in the following illustration, and is equivalent of a second-level subnode of the stand data structure, \$SCHEDULE.

Note that in \$SCHED_UNIT the node labeled JOB_INTERVAL.START must contain the value of the assignment time for the job to be inserted.


\subsection*{2.4.14.4 Module Output}

This module returns a structure called \$POOLED_RESOURCE_ CONFLICTS which contains information about conflicts that would result if \(\$\) SCHED UNIT were assigned at its specified time. The general structure of \$POOLED_RESOURCE_CONFLICTS is illustrated.

2.4.14.5 Functional Block Diagram




\subsection*{2.4.14.6 Detailed Design}

The functional block diagram provides a flow chart for this module. Since the module is developed for pooled resources with explicit descriptors, a check is made initially to determine that each resource required by the candidate job is, in fact, a pooled resource. If an item specific resource is required, a message is written identifying the resource and control is returned to the calling program. Each previously scheduled assignment of the resource which includes the assignment time of the candidate job is identified and placed in the tree, \$ASSIGN. Each partition of the required resource is compared with the available resource to determine: first, whether a sufficient quantity is available, and second, whether the descriptors and values required are included in the available resources. If either comparison fails a resource conflict has been identified, and a node is constructed on the output tree, \$POOLED_RESOURCE_CONFLICTS. The comparisons are repeated for all partitions and all required resources.

\subsection*{2.4.14.7 Internal Variable and Tree Name Definitions}
\begin{tabular}{|c|c|}
\hline \$ASSIGN & - tree built from \$AVAILABILITY whose intervals contain assignment time of candidate job \\
\hline \$AVAIL & identifier for each subnode of \$ASSIGN \\
\hline \$AVAILABILITY & identifier for each subnode of \(\$ R E S O U R C E\). (TYPE . (NAME).ASSIGNMENT \\
\hline \$CONFLICT_FIAG & flag set to indicate resource conflict \\
\hline \$DESCRIP & identifier for each subnode of \$AVAIL.DESCRIPTOR \\
\hline \$NAME & identifier for each subnode of \$TYPE \\
\hline \$SUBDESC & - identifier for each subnode of \$SUBNAME.DESCRIPTOR \\
\hline \$SUBNAME & - identifier for each subnode of \$NAME \\
\hline \$TEMP_QUAN & - temporary location for \$SUBDESC.INITIAL. QUANTITY \\
\hline \$TYPE & - identifier for each subnode of \$SCHED UNIT.RESOURCE \\
\hline
\end{tabular}

\subsection*{2.4.14.8 Modifications to Functional Specifications and/or Standard Data Structures Assumed}

For pooled resources with explicit descriptors, each partition must be included in the assignment portion of \$RE:URCE. Partitions that have been assigned will be indicated by INITIAL descriptors, as well as FINAL descriptors. Partitions that are available for assignment will have only FINAL descriptors.

POOLED_DESCRIPTOR_COMPATIBILITY: PROCEDURE \(S\) SESSOURCE,SSCHED_UNIT, SPOOLED_RESOURCE_CONFLICTSS OPTIONS (EXTERNAL):
DECLARE SASSİGN,STYPE, SNAME,SAVAILABILITY, SSUBNAME,SSUBDESC LOCAL, DECLARE SCONFLICT-FLAG,SAVAIL, SDESCRIP,STEMP_QUAN LOCAL:
DO FOR ALL SUBNODES OF SSCHED UNIT.RESOURCE USING STYPE;
DO FOR ALL SUBNODES OF STYPE USING SNAME;
IF SRESOURCE. MLABEL(STYPE). WLABEL.(SNAME).CLASS \(=\) 'SPECIFIC' THEN DO: WRITE PTHIS_IS_A_SPECIFIC: RETURN:
END:
DO FOR ALL SUBNODES OF sRESOURCE. \#LABEL(STYPE). \#LABEL(SNAME): ASSIGNMENT USING SAVAILABILITY: IF (SSCHED_UNIT.JOB_INTERVAL.END \(>=\) SAVAILABILITY.INTERVAL. START \& SSCHED_UNIT.JOB_INTERVAL.START \(<=\) SAVAILABILITY.INTERVAII ENÁD ) THEN SASSIGN(NEXT) = SAVAILABILITY:

\section*{END:}
do for all subnodes of sname using ssubname;
DO FOR ALL SUBNODES OF SSUBNAME.DESCRIPTOR USING sSUBDESČ: if ssubdesc.initial idintical to snull thens

ELSE DO FOR ALL subnodes of sassign using savaila
/* pick one partition of the pool at the required time al Dn FOR aíl subnodfs of savail.descriptor using SDESCRIP:
SCONFLICT_FLAG \(=\) OYES \(:\)
/* IS the required quantity greatfr than quantity available in this :\%
1* PARTITION? IF NOT CHECK OTHER DESCRIPTORS OTHERWİE BUILD \% /* CONFLICT NODE AND FIND NEXT PARTITION \(\quad\) IF SSUBDFSC.INITIAL.OUANTITY > SDESCRIP.FINAL:
 then: ELSE NO:
/* are other descriptor and value identical ? \%i
gRAFT SSUBDESC.INITIAL.QUANTITY AT
stemp quan:
If sSUBDESC. INITIAL SUBSET OF SDESCRIP. Finai' \& SDESCRIP.INITIAL IDENTICAL TO SNUIi
THEN DO:
SCONFLICTMFLAG = \({ }^{\text {NOMI }}\) GRAFT STEMP_QUAN AT SSUBDESC.INITIĀL. QUANTITY:
END:
flse graft stemp_quan at ssubdesc. INITIAL.QUANTITY:
END:

THEN DO:
LABEL(SPOOLED_RESOURCE_CONFLICTS (NEXTi) = LABEL (STYPE):
SPOOLED_RESOURCE_CONFLICTS(LAST). SCHED_UNIT_RES_DESCRIPTOR \(=\) SSUBDESC̄:

INITIAL:
SPOOLEDRRESOURCE_CONFLICTS(LAST).
SCHEOU_UNIT_RES_DESCRIPTOR(NEXT) = \$SCHFD_UNIT•JOB_INTERVAL!
\$POOLED_RESOURCE_CONFLICTS(LAST).
SCHEOULED_RESOURCE_DESCRIPTOR =
SDESTCRIP.FINAL;
SPOOLED RESOURCE_CONFLICTS(LAST).
SCHEDULED_RESOURCE_DESCRIPTOR (NEXT) = SAVAIL.INTERVAL!
END:
1* PICK NEXT PARTITION OF ASSIGNED RESOURCES FOR THIS ONE REQUIREN̄ *i END:
* PICK NEXT DESCRIPTORS FOR THIS REQUIRED RESOURCE

END:
/ PICK NEXT REQUIRED RESOURËES END:
END:
END: /* POOLED_DESCRIPTOR \({ }^{*}\) COMPATIBIILTY */

\subsection*{2.4.15 DESCRIPTOR PROFILE}

\subsection*{2.4.15.1 Purpose and Scope}

This module is used to update the set of descriptors that apply to an item-specific resource, i.e., an individual, identifiable resource that would correspond to the first subnode level of the resource "type". in the \$RESOURCE tree. The update of descriptors will. consist of an assignment or set of assignments that define initial and final descriptors for each assignment. The original set of descriptors to be updated and their corresponding values will be supplied by the calling program. This could consist of reference to the resource descriptors in the \$RESOURCE tree, a derived tree that has been maintaining the descriptors of that resource as a function of time, or a tree built by the calling program with specific (possibly artificial) descriptors.

Any number of descriptive parameters may have been used in the resource assignments, but any one parameter will be assumed to contain only mutually exclusive values. For example, if the descriptive parameter, LOCATION is specified, values of DENVER, DALLAS, or DETROIT are obviously mutually exclusive. If, however, the location were specified as DENVER and a process moved the resource to WAREHOUSE 3 , this module would retain only the location WAREHOUSE 3 whether or not Warehouse 3 was located in Denver.

\subsection*{2.4.15.2 Modules Called}

Mone.

\subsection*{2.4.15.3 Modu1e Input}

Input consists of the item-speci.fic resource to be considered, the original values of the descriptors to be updated and the corresponding time, the assignments to be considered, and the final time that assignments are to be considered. The resource is identified by a pointer, SRESOURCE NAME, to a second level subnode of the \$RESOURCE tree. The original descriptors and their values are defined under the INITTAL_DESCRIPTOR node of \$RESOURCE=NAME. The corresponding time is defined under the INITTAL_TIME node. The assignments to be considered have a format corresponding to the subnode levels of the ASSIGNMENT node in \$RESOURCE NAME as illustrated in the sketch. Any nodes, other than the time interval and descriptors (which are required), will be retained for added traceability. The final time will be defined by a single valued tree \$MAX_TIME, which will represent the final time of the profile.
2.4.15-2
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\subsection*{2.4.15.4 Module Output}

The output consists of a "resource state" tree (shown) that lists the resource descriptors as a function of time.

2.4.15.5 Functional Block Diagram


\subsection*{2.4.15.6 Detailed Design}

The functional block diagram may be used as the flowchart for this module. The module first checks to determine if a 'pooled' resource has inadvertently been transferred through .the parameter list. If this happens, an error message is written and control is returned to the calling program. Otherwise, a tree, \$RESOURCE_STATE, is constructed with the initial descriptors of the resource. The next assignment of the resource is selected, and the resource descriptors are compared with the last subnode of \$RESOURCE_STATE. If any of the labels or the values change a new subnode of \$RESOURCE_STATE is added with the new label and value. If the descriptors have not changed, the interval in \$RESOURCE_STATE is extended to include the current interval. When all assignments have been considered, or the maximum input time has been reached, control is returned to the calling program。

\subsection*{2.4.15.7 Internal Variable and Tree Name Definitions}
\$ASSIGN - Identifier for each subnode of ASSIGNMENT
\$DUMMY - Temporary tree made up of descriptors identified in \$ASSIGNMENT which are not in \$RESOURCE_STATE
\$LAST - Pointer at the descriptor subnode of the last subnode of \$RESOURCE_STATE
\$NEW DESCRIP - Identifier for each subnode of \$DUMMY when new descriptors are recognized.
\$NEW_VALUE - Identifier for each subnode of \(\$ \mathrm{DUMMY}\) when values of descriptors have changed
\$PARAMETER - Identifier for each subnode of initial descriptors in SASSIGN
\$SUBNAME - Identifier for each subnode of INITIAL_ \(^{\text {I }}\) DESCRIPTOR node

\subsection*{2.4.15.8 Modifications to Functional Specification and/or Standard Data Structures Assumed}

Since only a single resource element (second level subnode of \$RESOURCE) is considered, this element is passed through the parameter list as \$RESOURCE_NAME.

\subsection*{2.4.15.9}

DESCRIPTOR_PROFILE: PROCEDURE; SRESOURCE NAMEOWASSIGNMENT,
SRESOURCE_STATE,SMAX_TIME) OPTJONS (EXTERNALI
DECLARE SASSIGN, SDUMMY, SLAST, \$NEWSDESCRIP;SNEW_VALUE, \$PARAMETER,
SSUBNAME LOCAL:
PRUNE SRESOURCE_STATE:
IF SRESOURCE_NAME.CLASS \(=\) PPOOLED'
THEN DOB
WRITE TTHIS_IS_A"POOLED *RESOURCE':
WRITE LABEL (SRESOUUCE_NAME) ;
RETURN:
END:
/* bUILD RESOURCE STATE TREE WITH INITIAL TIME AND CORRESPONDING
/* DESCRIPTORS
\(\% i\)
DO FOR ALL SUBNODES OF SRESOURCE NAME.INITIIAL_DESCRIPTOR USING \$SUBNAME:
SRESOURCE_STATE(FIRST). DESCRIPTOR (NEXT) = \$SUBNAME;
END:
SRESOURCE_STATE(FIRSTI, DESCRIPTOR QUANTITY=1:
SRESOURCE_STATE (FIRST).INTERVAL.START = SRESOURCE_NAME.INITIAL_TIMF:
SRESOURCE_STATE (FIRST).INTERVAL.END = SRESOURCE_STATE (FIRST).INTERÜAL:
START
/* LOCATE NEXT ASSIGNMENT TO BE CONSIDEREO
IF SASSIGNMENT (FIRST) IDENTICĂL TO \$NULL
THEN DO:
PRUNE SASSIGNMENT:
SRES()URCE_STATE(FIRST).INTERVAL.EEND = SMAX_TIME; RETUFN:
END \({ }^{3}\)
DO FOR ALL SUBNODES OF \$ASSIGNMENT USING SASSIGN\$
PRUNE SDUMMY:
1* HAS MAXIMUM ALLOWED TIME REEN REACHED?
IF SASSIGN.INTERVAL.START \(>=\) SMAX_TIME
THEN DO:
SRESOURCE"STATE(LASTI.INTERVAL.END = \$MAX_TIME;
PRUNE SRESOURCE_STATF(LAST).JOB_ID;
RETURN:
END:
ELSE SRESOURCE_STATE (LAST).INTERVAL.END = \$ASSIGN.INTERVAL.EÑD;
/* HAVE ALL OF THESE DESCRIPTIVE PARAMETERS BEEN INCLUDED IN
IF SASSIGN.DESCRIPTOR(FIRSTI) INITIAL -SUBSET OF
\$RESOURCE_STATE (LAST). DESCRIPTOR
* BUILD NEW NODE ON OUTPUT TREE TO REFLECT NEW VALUES

THEN DO
DO FOR ALL SURNODES OF SASSIGN.DESCRIPTOR(FIRSTI. INITIAL USING SPARAMETER:
IF SPARAMETER -ELEMENT OF SRESOURCE_STATE(LAST), DESCRIPTOP THEN SDUMMY(NEXT) \(=\) SPARAMETER:
END:
DO FOR ALL SUBNODES OF SDUMMY USING SNEW_DESCRIP; IF SRFSOURCE_STATE(LASTI).DESCAIPTOR.\#LABEL (SNEW_DESCRIP̄)

IDENTICAL TO SNULL THENB
ELSE WRITE THE_VALUE_OF_THIS_DESCRIPTOR_CHANGES染ATVFF START_OF_THE_ASSİÁNMENT' OLABEL (SNEW_DESCRIPI, SNEW_DESCRIP: SRESOURCE_STATE(LAST) DDESCRIPTOR."LABEL(SNEW_DESCRİ̄) = SNEW_DESCRIP;
END:
END:
ELSE:
* do any of the values change for these parameters?

あ IF (SASSIGN.DESCRIPTOR(F́FIRSTI.FINAL IDENTICAL TO SNULL I SAṠSIGN̄. DESCRIPTOR(FIRST), FINAL SUBSET OF SASSIGN.DESCRIPTOR(FIRST) -INITIAL)
1* adD INTERVAL TO LAST NODE OF OUTPUT TREE
THEN IF SASSIGN.INTERVAL.FND \(>=\) SMAX_TIME THEN DOB SRESOURCE_STATE(LAST).JOB_ID = SASSIGN.JOB_ID: RETURN: END:
ELSE:
ELSE IF SASSIGN.INTERVAL.END \(>=\) SMAX_TIME THEN DO: DO FOR ALL SUBNODES OF SASSIGN.DESCRIPTOR(FIRST), FINNAL USING SPÄRAMETER;
IF SPARAMETER EEIEMENT OF SRESOURCE_STATE(LASTI.DESCRTPTIAR THEN SDUMMY (NEXTI \(=\) SPARAMETER:
END:
SRESOURC̈E_STATF (LAST). JOB_ID = SASSIGN.JOB_ID:
DEFINE SLAST AS SRESOURCE STATE (LÄST), DESCRIPTOR: SRESOURCE_STATE (NEXT). DESCRIPTOR = SLAST: SRESOURCE_STATE (LASTI) INTERVAL.START = SASSIGN•INTERVAI'. END:
SRESOURCE_STATE(LAST).INTERVAL.END =SASSIGN.INTERV̈ÄL. END:
DO FOR. ALL SUBNODES OF SDUMMY USING SNEW_VALUE; SRESOURCE_STATE (LAST) -OESCRIPTOR•WLABEL (SNEW_VAL'ÜE) = SNEW_VALUE;
END:
RETURN:
ENE:
ELSE DO;
1* BUILD NEW NODE ON OUTPUT TREE TO REFLECT NEW DESCRIPTORS *" DO FOR ALL SUBNODES OF \$ASSIGN.DESCRIPTOR(FIRST) .FINAL USING SPÄRAMETER:
IF SPARAMETER -ELEMENT OF SRESOURCE_STATE(LAST).DESCRTPTOR THEN SDUMMY (NEXT) \(=\) SPARAMETER:
END:
SRESOURCE_STATEILASTI.JOB_ID = SASSIGN.JOB_IDB DEFINE SLAST AS SRESOURCE_STATE(LÄST), DESCRIPTOR; SRESOURCE_STATE (NEXT).DESCRIPTOR = SLASF; SRESOURCE_STATE (LAST).INTERVAL.START = SASSIGN.INTERVAI'. END:

\title{
DO FOR ALL SUBNODES OF SDUMMY USING SNEW_VALUE; \$RESOURCE_STATE (LASTI.DESCRIPTOR.WLABEL(SNEW_VAL'ME) = SNEW_VALUE: END:
}

END:
* HAVE ALL ASSIGNMENTS BEEN CONSIDERED?
* END:
END: /* DESCRIPTOR_PROFILF */

\subsection*{2.4.16 UPDATE_RESOURCE}
2.4.16 UPDATE_RESOURCE

\subsection*{2.4.16.1 Purpose and Scope}

This module will update information in the data tree \$RESOURCE for each resource assigned to a specific JOB_ID in the structure \$SCHEDULE. It provides a standard method of reflecting in \$RESOURCE, the results of a scheduling decision. It creates a data structure \$NEXTUNIT that contains element(s) to be added to the chronologically ordered assignments of a specific \$RESOURCE. (TYPE). (NAME) by calling the module WRITE ASSIGNMENT.

\subsection*{2.4.16.2 Modules Called}

\section*{WRITE ASSIGNMENT}

\subsection*{2.4.16.3 Module Input}

Inputs consist of the standard data structures \$SCHEDULE and SRESOURCE, that are shown in standard form on the following pages. The minimum relevant portions of the required input structures are shown on subsequent pages.

\subsection*{2.4.16.4 Module Output}

During execution the module creates the data structure \$NEXTUNIT. (See the following illustrations) After execution, the \(\$\) RESOURCE tree will reflect the changes in assignments that result from the scheduling of all jobs in \$SCHEDULE.

Note: Minimum (i.e., relevant) portion of required input Standard Data Structures is shown. In all trees, any additional structure will be preserved.


\section*{\$RESOURCE}


Minimum Required Input Structures from Standard Data Structures for Module: UPDATE RESOURCE
2.4.16-2
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\section*{INTERNALLY CREATED DATA STRUCTURE (NOT OUTPU'T)}



\subsection*{2.4.16.6 Typical Applications}

The module would be used during or after the construction of a schedule to record the changes to the resource assignments resulting from temporary or permanent decision ṭo schedule specific jobs.

\subsection*{2.4.16.7 DETAILED DESIGN}

The functional block diagram provides the flow chart for this module. The module loops on job, resource type, and resource name as specified by the input data structure \$SCHEDULE. For each specified resource element the data structure \(\$ N E X I U N I T\) is constructed. If this resource element is not contained within \$RESOURCE, the normal initial profile is constructed in SRESOURCE: For each specified resource element, the module WRITE ASSIGNMENT is called to add the element to the chronologically ordered assignments of \$RESOURCE.

\subsection*{2.4.16.8 INTERNAL VARIABLE AND TREE NAMES}

The internal variables used in this module are listed below, with definitions.

QUAN - Summation of quantities of partitions of a pooled resource.
\$TYPE - A single node tree containing only the label of resource type provided in input \$SCHEDULE.
\$NAME - A single node tree containing only the resource name provided by the input \$SCHEDULE.
\$NEXTUNIT - A data structure derived from \$RESOURCE, but containing only the assignment subnode of a single resource element.

UPDATE_RESOURCE: PROCEDURE(SSC̄HEDULE,SRESOURCE) OPTIONS(EXTERNAL): OLCLARE I,J.K.L,MDOUAN,SNAME, STYPE LOCAL:
declare snextunit local:
1* CONSIDER NEXT JOB.
DO I = 1 TO NUMBER (SSCHEDULE):
1* CONSIDER NEXT RESOURCE TYPE.
DO \(J=1\) TO NUMBER(SSCHEDULE(I).RESOURCES)! . \#/
/* CONSIDER NEXT RESOURCE NAME.
DO \(K=1\) TO NUMBER(SSCHEDULE(I).RESOURCES(J) 1:
STYPE = LABEL(SSCHEDULE(I).RESOURCES(J)):
SNAME = LABEL (SSCHEDULE (I).RESOURCES (J) (K)):
/* WRITE IINITIAL TIME: DESCRIPTOR IF NEW RESOURCE.
*i IF SRESOURCE. \#(STYPE)."(SNAMEI IDENTICAL TO SNULL

THEN DO:

RESOURCES(J) (K) (1). INTERVAL.END:
DOL \(=1\) TO NUMBER(SSCHEDULE (I). RESOURCES (J) (K)): SRESOURCE.\#(STYPE).*(FNAME).INITIAL_PROFILF.NORMAL(i)
\(=\) ©SCHEDULF(I). RESOURCES (J) (K) (L). INTERVAL;
QUAN \(=0\) ?
DOM=1 TO NUMBER(SSCHEDULE(I).RESOURCES(J)(K)(i). DESCRIPTORS): QUAN \(=\) QUAN + SSCHEDULE(I).RESOURCES (J) (K) (L). DESCRIPTRRS (M). FINAL. OUANTITY: END: SRESOURCE.\#(STYPE).\#(SNAME).INITIAL_PROFILE.NORMAL(i) -QUANTITY = QUAN:
END:
END:
1* create snextunit for currfnt rfsourcejjob.
LAREL (SNEXTUNIT.RESNURCES(J)) = \$TYPE;
LABEL (SNEXTUNIT.RESOURCES \((J)(K)\) ) \(=\) SNAME;
DO \(L=1\) TO NUMBER(SSCHEDULE(I). RESOURCES(J) (Ki):
SNEXTUNIT.RESOURCFS (J) (K) (L) \(=\) SSCHEDULE(I).RESOURCES (J) (K) (Li) :
\$NEXTUNIT.RESOURCES(J) (K) (L).JOB_ID = LABEL(\$SCheduLE (I) 1
if SSCHEDULE(I). problem"name -Identical to snull then SNEXTUNIT.RESOURCES(J) (K) (L).PROBLEM_NAME = \$SCHEDULE (I). PRORLEM_NAME;
IF \$SCHEDULE(I).OPSEQ IIDENTICAL TO SNULL THEN SNEXTUNIT.RESOURCES (J) (K) (L).OPSEQ = SSCHEDULE(I).ODSEQ:
SNEXTUNIT.RESOURCFS(J)(K) (L).PROCESS = \$SGHEDULE(I). Process:
SASSIGNMENT-UNIT = \$NEXTUNIT.RESOURCES (J) (K) (Li;
/* CALL WRITE_ASSIGNMENT.
CALL WRITEAASSIGNMENT(SASSIGNMENT_UNIT,SRESOURCE.*(STŸ゙E). \#(SNAME). ASSIGNMENT):
END_LOOP_L: END;
/* have all resource names of this type been considered? \#/
2.4.17 WRITE_ASSIGNMENT

\subsection*{2.4.17 WRITE ASSIGNMENT}

This module will add an element to the chronologically ordered assignments of the SASSIGN tree for a specified resource name and type. Basis for the order is the resource interval start time. If start times are equal, the assignment with an earlier end time is listed first. If start and end times are equal, no distinction is made in the order.

The specific data written for an assignment can vary with the calling module. That is, dummy assignments may be made as a means of constraining resources in which case processes, problem names, etc may be meaningless. However, selected resources for a given problem may contain many parameters and descriptors that define the usage and provide traceability for later retrieval.

\subsection*{2.4.17.2 Modules Called}

None

\subsection*{2.4.17.3 Module Input}

Inputs to this module consist of \$ASSIGNMENT UNIT, the assignment node of \$NEXTUNIT for which the assignment is to be written, and identificaiton of the \$RESOURCE subnode where the assignment is made. In the standard case, the entire substructure of one of the third-level subnodes of \$NEXTUNIT.RESOURCE becomes the substructure for one element of the standard data structure subnode \$RESOURCE.(TYPE). (NAME).ASSIGNMENT that corresponds to the subnode identified by \$ASSIGN.

MINIMUM REQUIRED INPUT STRUCTURES FROM STANDARD DATA STRUCTURES FOR MODULE: WRITE ASSIGNMENT

Note: Minimum (i.e., relevant) portion of required input standard Data Structures is shown. In all trees, any additional structure will be preserved.


INPUT DATA STRUCTURE
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2.4.17.4 Module Output

This module will modify SASSIGN to include an additional assignment element for the specified resource and corresponding time interval.

\subsection*{2.4.17.5 Functional Block Diagram}


\subsection*{2.4.17.6 Typical Applications}

This module is used to create a new assignment interval for a specific resource that has been selected for a given process. The selected interval may be a tentative selection used during the solution of a given problem or the "final" assignments decided upon. Nevertheless, an assignment for a specific resource must be made to indicate its "nonavailability" during the assignment interval.

\subsection*{2.4.17.7 Implementation Considerations}

An example flow diagram of this module is shown in the sketch. EXAMPLE FLOV DIAGRAM OF WRITE ASSIGNMENT




\section*{WRITE ASSIǴNMENT}

\subsection*{2.4.17.9 DETAILED DESIGN}

As this module was originally conceived, proper placement of the current \$ASSIGNMENT_UNIT was determined by comparing it with the intervals in \$ASSIGN in a chronological manner. However, it is expected that the usual placement will be as the last interval, so the ordering of comparisons was reversed. This is illustrated in the flowchart sketched below.

Since placing the interval as the first one in SASSIGN is also expected to occur frequently, a check for this condition is made first. Then comparisons of the interval of \$ASSIGNMENT_UNIT with each interval of SASSIGN are made starting with the last and incrementing towards the first. If the start time of \$ASSIGNMENT_UNIT is greater than that of the Ith interval of SASSIGN, or if the start times are equal and the end time of \$ASSIGNMENI_UNIT is greater than that of the Ith interval; \$ASSIGNMENT_UNIT is inserted after the Ith interval.If the start times are equal and the end time of \$ASSIGNMENT_UNIT is less than that of the Ith interval, \$ASSIGNMENT UNIT is inserted before the Ith interval of \(\$\) ASSIGN.
```

WRITE_ASSIGNMENT: PROCEDURE(SÄSSIGNMENT_UNIT,SASSIGN)
OPTIONS(EXTERNAL):
I = 0%
** IS START TIME OF SASSIGNMFNT_UNIT LESS THAN THAT OF
/* FIRST INTERVAL IN SASSIGN?
IF SASSIGNMENT_UNIT.INTERVAL.START < SASSIGN(!).INTERVAL.START
THEN GO TO INSERT_A:

* SET I = NUMBER OF SUBNODES OF $ASSIGN %/
  DO I = NUMBER($ÄSSIGN) TO 1 BY -1:
/* IS START TIME OF SASSIGNMFNT_UNIT LESS THAN
/* THE I'TH INTERVAL START TIME?
IF SASSIGNMENT_UNIT.INTERVAL.START < SASSIGN(I).INTERVAL.START
THEN GO TO END_LOOP:
/* ARE START TIMES EQQUAL? */
IF \$ASSIGNMENT_UNIT.INTERVAL.START _= \$ASSIGN(I).INTERVAL.START
THEN GO TO INSERT_A;
** IS END TIME OF \$ASSIGNMENT_UNIT LATER THAN \&%
/* THE I'TH INTERVAL FND TIME?
IF \$ASSIGNMENT_UNIT.INTERVAL.ENN >\# \$ASSIGN(I).INTERVAL.END
THEN GO TO INSERT_A;
ELSE GO TO END_LOOP :
/* I = I - 1 %/
ENO_LOOP: END:
INSERT \$ASSIGNMENTUUNIT AFTER THE I'TH SURNODE OF \$ASSIGN ;
INSERT_A: INSFRT \$ASSIGNMENT_UNIT BEFORE SASSIGN(I+1),
RETURN\&
/* INSERT \$ASSIGNMENT*UNIT BEFORE THE IITH SUBNODE OF SASSIGN */
END : /\#WRITE*ASSTGNMENT */

```
2.4.18 UNSCHEDULE

\subsection*{2.4.18 UNSCHEDULE}

\subsection*{2.4.18.1 Purpose and Scope}

This module deletes assignments from the \$RESOURCE tree for a given resource or collection of resources. The deletion may be for a single assignment or a collection based on particular processes and/or jobs depending on the contents of the tree \$UNSCHEDULE .

\subsection*{2.4.18.2 Modules Called}

None
2.4.18.3 Module Input

Inputs to this module by the calling argument will be \$RESOURCE and \$UNSCHEDULE as shown.

MINIMUM REQUIRED INPUT STRUCTURES FROM STANDARD DATA STRUCTURES FOR MODULE: UNSCHEDULE

Note: Minimum (i.e., relevant) portion of required input Standard Data Structures is shown. In all trees, any additional structure will be preserved.
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INPUT DATA STRUCTURE


\subsection*{2.4.18.4 Module Output}

Upon completion of this module, the assignment portion of \$RESOURCE will be altered based on the contents of \$UNSCHEDULE. 2.4.18.5 Functional Block Diagram


\subsection*{2.4.18.6 Typical Applicarions}

This nodule will be used to negate assignments that may have been tried in the problem solution sequence or to update \$RESOURCE if previous problem solutions were to be altered.

\subsection*{2.4.18.6 Typical Applications}

This module will be used to negate assignments that may have been tried in the problem solution sequence or to update \$RESOURCE if previous problem solutions. were to be altered.

\subsection*{2.4.18.7 Detailed'Design}

The functional block diagram for this module is sufficiently detailed for use as a program flowchart. The module loops on job, resource type, and resource name as specified by the input tree SUNSCHEDULE. For each specified resource element, the assignment is located in the \$RESOURCE tree and is pruned. If the resource to be unscheduled is not found in \$RESOURCE a message to this effect and the resource description and interval are output.

\subsection*{2.4.18.8 Internal Variable Definitions}
\$ASSIGN - Identifier for each subnode of ASSIGNMENT node
\$DESCRIP - Identifier for each subnode of \$NAME
\$NAME - Identifier for each subnode of \$TYPE
\$TYPE - Identifier for each subnode of RESOURCE node
\$UNSCHED_JOB - Identifier for each subnode of \$UNSCHEDULE, this is the job to be unscheduled

\subsection*{2.4.18.9 COMMENTED CODE}
UNSCHEDULE: PROCEDURE (SUNSCHEDULE, SRESOURCE) OPTIONS (EXTERNAL) \&DECLARE SUNSCHED"JOB•STYPE:SNAME,SÏESCRIP"SASSIGN LOCAL:1* CONSIDER NEXT JOB.DO FOR ALL SUBNODES OF SUNSCHEDULE USING SUNSCHED_JOB:
- CONSIDER NEXT RESOURCE TYPE. ..... */
DO FOR ALL SURNODES OF SUNSCHEDSJOB.RESOURCE USING STYPEB
OI DER NEXT RESOURCEDO FOR ALL SUBNODES OF STYPE USING SNAME:
1: LOCATE ASSIGNMENTS TO BE DELETED BASED* 1
* ON INTERVALS AND DESCRIPTTONS IN \$UNSCHEDULE. ..... */
DO FOR ALL SUBNODES OF SNAME USING SDESCRIP:DO FOR ALL SUBNODFS OF SRESOURCE. (LABEL (STYPE)).* (LAREL (SNAMEI). ASSIGNMENT USING SASSIGN:
* PRUNE ASSIGNMENT ELEMENTS.4
IF SDESCRIP.INTERVAL IDENTICAL TO SASSIGN.INTERVAL.THEN IF SDESCRIP.DESCRIPTOR IDENTICAL TO SASSIGN.DESCRIPTOR THEN PRUNE SASSIGN:
END:
END:
* HAVE ALL RESOURCE NAMES OF THIS TYPE BEEN CONSIDERED? ..... */
END:
* HAVE ALL RESOURCE TYPES OF THIS JOB BEEN CONSIDERED? ..... *
END:
/* HAVE ALL JOBS BEEN CONSIOFRED? ..... 47
END \(:\)
RETURN:
END \(:\) 1* UNSCHEDULE ..... */

\subsection*{2.4.19 COMPATIBILITY_SET. GENERATOR}

\subsection*{2.4.19 COMPATIBILITY SET_GENERATOR}

\subsection*{2.4.19.1 Purpose and Scope}

The purpose of this module is to enumerate all compatible subsets of a given set when properties determining compatibility have the following frequently occurring structure.
1) Each element of the set has a common set of quantitative properties.
2) Each subset of the set has the same set of properties defined by certain composition rules on the corresponding properties of its elements.
3) For a subset to be compatible, each of its properties is constrained to be either less than or greater than some limiting value.
4) The composition rules are such that the constraint on any properties of any subset can only be tightened by adding another element to that subset.

For such sets and rules then, the compatibility set generator enumerates all of the ordered compatible subsets where the order is that of the input set. The enumeration is done in the lexicographic order based upon the original input ordering. By making use of the fact that under the above property of composition rules any subset of a compatible subset must in turn be compatible, a recursive enumeration scheme can be devised that is far more efficient than examination of all ordered subsets or even the back-tracking procedure used by Walker.

The algorithm should be able to handle sets of cardinality up to 100 with compatibility rules generating up to 10,000 compatible subsets of average caxdinality 3. Execution time should be held to a minimum.

\subsection*{2.4.19.2 Algorithm Description}

When it is known that any subset of a compatible subset is in turn compatible, the entire collection of ordered compatible subsets can be efficiently enumerated recursively. Let \(\mathcal{L}\) denote a sequential set of indices denoting the respective elements of some set whose compatible subsets are to be generated. Let \(C_{n}\) denote an arbitrary ordered compatibility subset of \(\mathcal{L}\) of cardinality \(k\). Let \(E_{n}\) denote the set of elements from \(\mathcal{X}\) which can be augmented to \(C_{n}\) to form a new ordered compatibility set \(C_{p}\) of cardinality k+1. Symbolically
\(E_{n}=\left\{z \cdot d: C_{p}=C_{n} \cup\{e\}\right\}\)
is a compatible subset and \(e\) is greater than any element in \(C_{n}\) Next, let \(P\), be the set of elements from \(\mathcal{P}\), which taken after \(\ell\), constitute an ordered compatible subset; that is \(P=\{p r:\{\therefore, p\}\) is a compatible subset and \(p>\ell\}\) Consider any element e in \(E_{n}\). What elements from \(\mathcal{C}\) are eligible for addition to the ordered set \(C_{p}=C_{n} U\{e\}\) of cardinality \(k+1\) to form the ordered set \(C_{m}=C_{p} U\{k\}\) of cardinality \(k+2\) ?

Clearly, f. must be both greater than e and compatible with it; that is \(\hat{q}\) is an element of \(P_{e}\). Further, since any subset of a compatible subset must be compatible \(C_{n} U\{\ell\}\) must be an ordered compatible subset for any \% greater than e. Thus, to determine all the ordered compatible subsets of cardinality \(k+2\) that have the ordered compatible subset \(C_{p}\) of cardinality \(k+1\) es a subset, it is only necessary to examine order subsets of the form \(C_{p} U\{\ell\}\) where \(\ell\) is an element of the ordered set \(\left.B_{n e}=P_{e} \cap E_{n}\right]_{e}\)

The notation \(S]_{s}\) denotes the ordered subset of the ordered set \(S\) consisting of those elements that are strictly greater than \(s\).

By building an enumeration tree in which each node corresponds to an ordered compatible subset all such. subsets can be constructed. The decendants of each node are precisely those derived from it by the addition of one element. Each set of nodes in the tree representing ordered compatible subsets of the same cardinality constitutes a level. Thus, the tree can be built recursively level by level.

The efficiency of this recursive enumeration over the straightforward process of examining all \(2^{L}\) subsets ( \(L\) is the cardinality of \(\mathcal{L}\) ) can be considered if the constraints are reasonably tight. In the extreme case of no compatible subsets, the recursive enumeration would terminate after the examination of only \(L\) subsets while the complete enumeration process will still try all \(2^{L}\) subsets.

\subsection*{2.4.19.3 Module Input}
1) Set \(\mathscr{L}\) of sequential indices denoting set elements;
2) Procedure for determining whether or not a given subset is compatible.
2.4.19.4 Module Output
1) Number M of ordered compatible subsets;
2) Complete and nonredundant lexicographic list of ordered compatible subsets, \(\left\{C_{m}\right\}_{m=1}^{M}\);
3) Cardinality K of largest compatible subset;
4) Complete set of starting indices for classes of compatible subsets with the same cardinality, \(\left\{m_{k}\right\}_{k=1}^{K}\).

1) Initial node definition:
a) The first node in the tree corresponds to the null subset (trivial node).
b) Its descendants correspond to the compatible singleton subsets of \(\mathscr{\mathscr { L }}\).
2) Branching rule:

Let the compatible subset corresponding to the current node be \(C_{p}\), and the subset corresponding to its antecendent be \(C_{n}\). Suppose \(\{e\}\) is augmented to \(C_{n}\) to form \(C_{p}\); that is
\(C_{p}=C_{n} \cup\{e\}\).
Consider the set
\(\left.B_{n e}=P_{e} \cap E_{n}\right] e\)
as previously defined. For each \(\ell\) element of \(B_{n e}\) such that \(C_{m}=C_{p} U\{e\}\) is compatible, create a new descendant node for the current node.
3) Current-node selection rule:

Once branching is completed at a node, the next node selected is that corresponding to the next compatible subset of the same cardinality (the next node at the same level in the tree). If no such node exists, that node corresponding to the first compatibility set of one greater cardinality is selected; i.e., the first node in the next level of the tree is chosen.

\subsection*{2.4.19.6 Typical Applications}

Given a set of payloads, determine all subsets whose elements can fly together on a single flight. Representative constraints would be
1) Cargo composite weight can not exceed Shuttle capability;
2) Cargo composite launch window must be at least 2 days wide;
3) Cargo composite volume cannot exceed that of Shuttle cargo bay.

\subsection*{2.4.19.7 Implementation Recommendations}

Not all of the enumeration tree or the corresponding compatible subsets need be maintained in high-speed memory.

\subsection*{2.4.19.8 References}

Walker, R. J., "An Enumerative Technique for a Class of Combinatorial Problems," Chapter 7 in R. Bellman and M. Hall, Jr. (editors), Combinatomial Analysis, Proceedings of Symposium on Applied Mathematics, Volume 10, Page 91-94, American Mathematical Society, Providence, Rhode Island, 1960.

\subsection*{2.4.19.9 Detailed Design}

This module builds an enumeration tree of compatible subsets of the original input set of elements subject to criteria input by the user. The allowable criteria are: 1) sum of descriptor values must be less than or equal to a maximum; 2) descriptor values must be less than or equal to a maximum; 3) descriptor values must be greater than or equal to a minimum; and 4) descriptor values must be equal to a value. The module steps through the input \$SET testing each element against the criteria and if acceptable, then building compatible subsets of these elements. Then subsets are generated of greater cardinality and tested for compatibility. The output contains the indices of the elements of \$SET which are elements of compatible subsets. The indices are output as labels of the nodes of \$COMPATIBLE_SUBSET_TREE. Each branch contains the indices of a compatible subset.
```

2.4.19.10 Internal Variable and Tree Name Definitions
\$COMPATIBLE_SUBJECT_TREE - output, containing the compatible
subsets
INDEX_OF_SET_ELEMENT - tracks, index of \$SET_ELEMENT within
\$SET

- input, describes the set of elements
with descriptors which are to be
examined for compatibility
- points at subnodes of \$SET
- if equal to 0, elements are not compatible;
if equal to 1, they are compatible
- contains a set of indices from INDEX_OF_
SET_ELEMENT
- if equal to 0, the sum has exceeded upper
1imit
\$FAMILY_HEAD
- equivalent to \$COMPATIBLE_SUBJECT_TREE
INDEX_OF_CHILD
- the index of \$CHILD
\$CHILD - points at subnodes of \$FAMILY_HEAD
INDEX_FIRST_POSSIBLE_ - equal to the index of \$CHILD plus 1
GRANDCHILD
INDEX_OF_POSSIBLE_GRANDCHILD - temporary counter
INDEX_FIRST - the index of the \$CHILD of \$FAMILY_HEAD
COMPATIBLE_DOUBLET_FLAG - the index of the possible grandchild of
\$FAMILY__HEAD
DOUBLET_PREVIOUSLY_CHECKED_ - equals 0 if doublet has been previously
FIAG
checked

```
\begin{tabular}{|c|c|}
\hline \$UNEXAMINED_FAMILY_HEADS & - contains the indices of \(\$ C H I L D\) as potential \$FAMILY_HEADs. \\
\hline \$INDICES_OF_POSSIBIE_NEW_ & - contains indices of \$FAMILY_HIEAD \\
\hline \multicolumn{2}{|l|}{SUBJECT} \\
\hline \$FAMILY_HEAD_INDEX & - defines the index of the node the current one came from \\
\hline MEMBER_INDEX & - value of \$FAMILY_HEAD_INDEX subnode \\
\hline \multirow[t]{2}{*}{\$COMPATIBILITY_CRITERIA} & - input describing the criteria on which \\
\hline & \$SET are to be evaluated \\
\hline \multirow[t]{2}{*}{\$EQUALITY_CONSTRAINT} & - points to subnodes of \$COMPATIBILITY_ \\
\hline & CRITERIA \\
\hline \$INDICES_OF_POSSIBLE_NEW_ & - contains the indices of possible family \\
\hline SUBJECT & heads \\
\hline \multirow[t]{2}{*}{INDEX_SECOND} & - equal to the value given by \$FAMILY_hEAD \\
\hline & sub INDEX_OF_POSSIBLE_GRANDCHILD \\
\hline \multirow[t]{2}{*}{DESCRIPTOR_SUM} & - variable used to sum up the descriptor \\
\hline & values \\
\hline \multirow[t]{2}{*}{\$INDEX_OF_SUBJECT_EIEMENT} & - points at subnodes of SINDICES_OF_SUBSET_ \\
\hline & ELEMENTS \\
\hline \multirow[t]{2}{*}{|SUM_UPPER_LIMIT} & - points as subnodes of \$COMPATIBILITY \\
\hline & CRITERIA equals the upper limit of the sum on descriptor values allowed to be compatible \\
\hline \multirow[t]{2}{*}{INDEK} & - equal to the value of \$INDEX_OF_SUBSET_ \\
\hline & ELEMENT, used as an index of \$SET \\
\hline \multirow[t]{2}{*}{\$LOWER_LIMIT} & - a pointer, containing the value of the \\
\hline & lower bound set for compatibility by the user \\
\hline \multirow[t]{2}{*}{\$UPPER_LIMIT} & - a pointer, containing the value of the upper \\
\hline & bound set for compatibility by the user \\
\hline \multicolumn{2}{|l|}{2.4.19-10} \\
\hline Rev C & \\
\hline
\end{tabular}
- a pointer, containing the value of the equality constraint for compatibility as set by the user.
HAVE OTHER DESCRIPTORS BUT WILL ONLY RE TESTEDTHOSE INCLUDED IN \$COMPATIBILITY CRITERIA.
```

```
    SCOMPATIBLE_SUBSET_TREE
```

    SCOMPATIBLE_SUBSET_TREE
        THE FORM OF SCOMPATIBLE_SUBSET_TREE`IS
        THE FORM OF SCOMPATIBLE_SUBSET_TREE`IS
    /*
/*
/*
/*
/*
/*
1*
/*
/*
/*
/*
/*
/*
/*
/*
( \$SET, SCOMPATIBILITY_CRITERIA, SCOMPATIBLE_SUBSET_TREF)
OPTIONS(EXTERNAL):
DECLARE INDEX_OF*SET_ELFMENT, COMPATIBLE_ELEMENT_FLAG, SINDICESOF_SUBSET_ELEMENTS. COMPATIBLE_SUBSET_FLAG; INDEX_OF_CHILD, INDEX_FIRST_POSSIBLE_GRANDCHILD, DOUBLET_PREVIOUSLY_CHECKED_FLAG,


## END:

END: /** GENERATE SECOND LEVEL NODES ***/

```
%**)
1** GENERATE ALL NODES BELOW THE SECOND LEVEL BY SUCCESSIVELY
1** EXAMINING FAMILY HEADS,GENERATING NEW ONES AS NECESSARY
1*
    DOUBLET_PREVIOUSLY_CHECKFD_FLAG = 1%
EXAMINE_NEXT_FAMILY_HEAD:
    CALL GENERATE_FAMILY_GRANDCHILDREN(SUNEXAMINED_FAMILY_HEADSIFŸTRST゙;
    PRUNE SUNEXAMINED_FAMILYE゙HEADS(FIRST):
    IF SUNEXAMINFD_FAMILY_HEADS(FIRSTS IDENTICAL TO SNULL
    THEN RETURN:
    ELSE GO TO FXAMINE_NEXT_FAMILY'HEAD :
1* i/
    GENERATE_FAMILY_GRANDCHILDREN: PROCEDURE (SFAMILY_HEAD_INDFXI:
1*
/*** GIVEN THE INDICES OF THE FAMILY HEAD, GENERATES GRANDCHILDRFN *!
*** BY LOOKING FOR POSSIBLF DESCENDANTS OF EACH CHILD
/*
1*** F
*** FAMILY HEAD INDICATED RY SFAMILY_HEAD_TNDEX
/*
    PRUNE SINDICES_OF_POSSIBLE'_NEW_SUBSET ;
    DEFINE SFAMILY_HEAD AS SCOMPATIBLE_SUBSET*_TREE :
    DO I = 1 TO NUMBER(SFAMIIY_HEAD_INDEX);
    MEMBER_INDEX % SFAMILY&HEAO_INDEX(I) ;
        DEFINE SFAMILY_HEAO AS
                                    $FAMILY_HFAD(MEMBER_INDEX) ;
        $INDICES_OF_POSSIBLE_NEW_SUBSET(I) = LABEL(SFAMILY_HEADI;
        END: /*** TRACE DOWN TO FAMILY HEAD***/
/* SEARCH FOR DESCENDANTS OFF EACH CHILD % % %/,
    INDEX_OF_CHILD = O!
    DO FOR ALL SUBNODES OF SFAMILY_HEAD USING SCHILD ;
        SINDICES_OF_POSSIBLE_NEW_SUBSET(NEXT) = LABEL(SCHILD);
        INDEX_OF_GHILD = INDEX_OF_CHILD + 1%
        INDEX_FIRST_POSSIBLE_RRANDCHILN = INOEX_OF_CHILD + 1 i
        DO INDEX_OF_FOSSIBLE_GRANDCHILD =
        INDEX_FIRS'_POSSIBLE_GRANDCHILO TO NUMBER($FAMILY_HEAD; 
        INDEX_FIRST= LABEL (SCHYLD);
        INDEX_SECOND =
                            LABELL(SFAMILY_HEÄD(INDEX_OF_POSSIBLE_GRANDCHILD)):
        CALL CHFCK_DOUBLET'COMPATIEILITYY INDEX_FIRST,INDEX_SECOND:
                                    DOUBLET_PREVIOUSLY_CHECKED_FLAG.
                                    COMPATIBLEEDOUBLET_FLAG )
/* IF## DOURLET PASSES TEST. CHECK THE WHOLE SUBSET
```

    IF COMPATIRLE_DOUBIET_FLAG \(=1\)
    THEN DO: SYNDICES_OF_POSSIBLE_NEW_SUBSET (NEXT)
ㅍLABEL (\$FAMILY_HEAD (INDEX_OF_POSSIBLE_GRANDCHILD̃)):
CALí CHECK DESCRIPTOR_VALUE*_SUMS
1 SSET, SINDICES_OF_POSSIBLE_NEW_SUBSET,
SCOMPATIBILITY_CRITERTA,
COMPATIBLE_SUBSET_FLAG):
1** IF POSSIbLE GRANDCHILD HAS PASSED ALL TESTS. ADD HIM TO THE TṘFE */ IF COMPATIRLE_SUBSET_FLAG $=1$
THEN DO: LaBEL(SCHILD(AEXTI)
=LABEL (\$FAMILY_HEAD
(INDEX_OF_POSSIBLE_GRANDCHILDI):
IF $\operatorname{NUMRER}($ SCHILD $)=1$
THEN DO; SUNEXAMINED_FAMILY_HEADS (NEXTI = SUNEXAMINED_FAMILY_HEADS (FIRSTT):
SUNEXAMINED_FAMILY_MEADS (LASTi
(NEXT) =INDEX_OF_CHILD :
END:
END:
PRUNE SINDiCES_OF_POSSIBLE_MEW_SUBSET(LAST): END:
END:
PRUNE SINDICES_OF_POSSIBLE_NEW"SUSSET(LAST):
END:
END \% *** GENERATE_FAMILY_GRANDCHILDREN ***/
CHECK_DOUBLET_COMPATIBILITY: PROCEDURE
(INDEX_FIRST, INDEX_SECOND,DOUBLET_PREVIOUSLY_CHECKED_FLAG; COMPATIBLE_DOURLET_FLAG) ;


```
    IF LABEL(SCURRENT_SECOND_ELEMENT)>INDEX_SFCONDD
    THEN RETURN:
        IF LAREL($CURRENT_SECONO_ELEMENT) =INDEX_SFFONIO
        THEN DO: COMPATIBLE_DOUBLET_FLAG = 1;
                        RETURN:
                    END:
                            END:
```

                    END:
            END:
            END:
    END: /\#\#\# CHECK_DOU日LETTCOMPATIBILITY***/
    /*
CHECK_ELEMENT_COMPATIBILITY: PROCEDURE
/* CHECKS THE DESCRIOTOR VAIUES OF AN ELEMENT AGAINST UPPER LIMIT, \%
/* LOWER LIMIT. AND EQUALITY CONSTRAINTS
/*
(SSEṪELEMENT,SCOMPATIBIIITY゙_CRITERIA, COMPATIBLE_ELEMENT_FLAGG):
COMPATIBLE_ELEMENT_FLAG = 1 B
*क\#\# CHECK DESCRIPTOOS CONSTRAINED TO BE EQUAL **** \#i
DO FOR ALL SUBNODES OF
\$COMPATIBILITY_CRITERIA.DESCRIPTOR_VALUE_EQUALITY
USING SEQUALITY_CONSTRAINT:
IF sSET_ELEMENT. \#LABEL(SEQUALITY_CONSTRAINT) IDENTICAL TO SÑULi'
I SSET_ELEMENT.*LABEL(SEQUALITY_CONSTRAINT) $\boldsymbol{I}=$
SEQUALITY_CONSTRÄÄNT
THEN DO\& COMPATIBLE_ELEMENTHFLAE $=0$ :
RETURN:
END:
END:
1*** CHECK DESCRIPTORS CONSTRAINED BY UPPER LIMITS *** */
DO FOR ALL SUBNODES OF
SCOMPATIBILITY_CRITERIA.DESCRIPTOR_VALUE_UPPER_LIMIT
USING SUPPER_LIMIT:
IF SSET_ELEMENT.HLABEL(SUPPFR_LIMIT) IDENTICAL TO SNULi'
I SSET_ELEMENT.\#LABEL(SUPPER_LIMIT) > SUPPER_LIMIT
THEN DO; COMPATIBLE_ELEMENT'_FLAG $=0 ;$
RETURN:
END:
END:
1* \#\#\# CHECK DESCRIPTORS CONSTRAINED BY LOWER LIMITS \#\#\#\# \#!
DO FOR ALL SUBNODES OF
§COMPATIBILITY_CRITERIA.DESCRIPTOR_VALUE_LOWER_LIMIT
USING SLOWER_LIMIT:
IF SSET_ELEMENT.WLABEL(SLOWER_LIMIT) IDENTICAL TO sÑULi'
I SSET_FLEMENT.*LABEL (SLOWER_LIMIT) \& SLOWER_LIMIT
THEN DO: COMPATIBLE_FLEMENT_FLAG $=0 ;$
RETURN:
END:

END:
DO FOR ALL SUBNODES OF
SCOMPATIBILITYCRITERIȦ.UPPER_LIMIT_ON_DESCRIPTOR_SUM USING SSUM_UPPER_LIMIT :
IF SSET_ELEMENT.\#LABEL(\$SUM_UPPER_LIMIT)
IDENTICAL TO SNULL
THEN DO\& COMPATIBLE_ELEMENT*FLAG $=0 ;$
RETURN:
END:
END:
END: /* CHECK_ELEMENT_COMPATIBILITY \#/

CHECK_DESCRIPTOR_VALUE_SUMSS: PROCEDURE
CHECK DESCRIPTOR-VALUE SUMS CKS UPPFR LIMIT CONSTRAINTS ON DESCRIPTOR VALUE SUMS
( SSET. SINDICES_OF_SUBSFT*ELEMENTS, SCOMPATIBILITY_CRITERIA,

                                    COMPATIRLE_SUBSET_FLAG ):
    
    COMPATIBLE_SUBSET_FLAG=1;
    
    DO FOR ALL SUBNODES OF
    
                SCOMPATIBILITY學CRITERIA.UPPER_LIMIT_ON_DESCRIPTOR_SUM
    
                USING \$SUM_UPPER_LIMIT :
        DESCRIPTOR_SUM \(=0:\)
        DO FOR ALL SUBNODES OF SINDICES_OF_SUBSET_ELEMENTS
                        USING SINDEX_OFYSUBSET_ELEMENT:
        INDEK \(=\) SINDEX_OF_SUBSET_ELEMENT
        DESCRIPTOR_SUM \(=\) DESCRIPTOR_SUM
            + \$SET(INDEK) .\#LAREL(\$SUM"UPPER'_LIMIT) ;
        END:
        IF DESCRIPTOR_SUM \(>\) SSUM_UPPERVLIMIT
        THEN DO: COMPATIBLE_SUBSET_FLAG \(=0\) :
            RETURN:
            END:
        END:
    END: $\%$ CHECK_DESCRIPTORUVALUE_SUMS */
END: $/ * *$ COMPATIBILITY_SET_GENERATOR ***/

### 2.4.20 FEASIBLE_PARTITION_ GENERATOR

### 2.4.20.1 Purpose and Scope

Given a partition of the positive integer $N$ containing precisely $M$ feasible parts taken from the set $\mathbb{K}=\{1,2, \ldots$ K each element $k$ of which has a specified maximum numer of repetitions $r_{k}$, generate the next such feasible partition in decreasing lexicographic order. On the initial call to the module the highest lexicographically ranking partition is generated. On the subsequent call after the lowest lexicographically ranking feasible partition is generated, a flag is returned indicating that the set of feasible partitions has been exhausted.

The intended use of the module is to establish sets of feasible cardinalities for the partitioning subsets of the "Set Partitioning" problem. Since for scheduling it is desirable to have all parts of the partition approximately equal those of highest lexicographic rank are considered first.

For large $N$ and small $K$, there are considerably fewer feasible partitions than unrestricted ones. For example, suppose $N=25$, $M=10$, and $K=4$. Suppose the repetition limits are $120,40,10,3$ for the parts 1, 2,3 , and 4 respectively. Then there are more than 80 unrestricted 10 -part partitions of 25 whereas there are only 17 feasible partitions. Clearly, then, some procedure is necessary to eliminate the infeasible partitions if partition analysis is to expedite the solution of the set partitioning problem.

### 2.4.20.2 Algorithm Description

The generation of the next lower lexicographic-ranking partition of the positive integer $N$ containing precisely $M$ feasible parts taken from the first $k$ positive integers, each with its respective repetition limit $r_{k}$, is best done recursively. Three key ideas are involved. First, the highest lexicographically ranking unrestricted partition of. any positive integer involving $M$ parts can be found using the "division algorithm" on the ring of integers. Thus, there exists a unique integer $q$ called the quotient, and $r$ called the remainder such that
$N=M q+r$ and $0 \check{\leq} \cdot q$.
The highest lexicographically ranking unrestricted M-part partition of $N$ is then
] $P_{N}^{M}(1)=\underbrace{q, \ldots, q}_{M-r \text { parts }}, \underbrace{q+1, \ldots, q+1}_{r \text { parts }}$

Note that this partition has at most one break part. A part of a partition is called a break part when it is strictly larger than its preceding part. Partitions are arranged in increasing order of their parts.

The second basic concept is that the next lower ranking unrestricted $M$ part partition $N$ can always be obtained from its predecessor by the following four-step procedure:

1) Select the least significant break part ( $\ell$ ), excluding the last break, in the preceding partition.
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2) If part $Q$ has the value 1 , no more partitions exist; therefore exit the procedure. (Note that only the first part can become a break part while it is one. When the first part is the least significant break part and it has the value unity, the set of M-part partitions of $N$ have been exhausted.)
3) Decrement part $\ell$ by one.
4) Replace the final M-l parts of the preceding partition by the highest lexicographically ranking $M-\ell$ part partition of $N$ less the first $\ell$ parts.

The final fundamental idea is that upper bounds must be placed on the respective partition parts to eliminate infeasible partitions.

A reasonably tight bound on each part can be derived from the set of available parts and their respective repetition limits.

Define the M-term sequence $s_{j}$ inductively as
[3] $s_{m}=\left\{\begin{array}{l}K \text { for } M-r_{K}, m \leq M \\ \cdot \quad f_{k=l}^{K} M-\sum_{k} r_{k} \cdots m \therefore M-\sum_{k=l+1}^{K} r_{k}\end{array}\right.$ Clearly $s_{m}$ is an upper bound on the $m^{\text {th }}$ part of any feasible partition. Although the respectice parts of a partition could fall below these upper bounds and the partition still be infeasible because a given part is repeated too many times, this sutuation is unlikely in practical set partitioning problems because $r_{k}$ decreases exponentially with $k$ so that only $r_{K}$ is binding. The adaptation of the procedure for recursively generating
unrestricted $M$ part partitions of $N$ to a procedure for generating feasible partitions in terms of the above upper bounds is direct. Only the following three steps need be added to the procedure outlined earlier.
5) If none of the final $\ell+1$ parts exceeds its upper bound then exit the procedure with desired feasible partition.
6) If there is a break part more significant than $\ell$, reset $\ell$ to the index of the next most significant part and return to step 2.
7) No more feasible partitions exist; therefore, exit the procedure.

### 2.4.20.3 Module Input

1) Positive integer, $N$, to be partitioned
2) Number, $M$, of parts (not necessarily distinct) required in each partition
3) Largest part, K, permissible
4) Set $\left\{r_{k}\right\}_{\ell=1}^{K}$ of maximum number of repetitions for each permissible
5) Flag indicating that current call is the initial one and that the first feasible partition must be generated
2.4.20.4 Module Output
6) Next partition, $\left\{q_{m}\right\}_{m+1}^{M}$, in decreasing lexicographic order. The parts of a given partition are ordered in the monotonic nondecreasing order of their indices.
7) Fles indicating that the set of feasible partitions has been exhausted
2.4.20-4
2.4.20.5 Functional Block Diagram



Notes: 1. Generation of the upper bound on $m^{\text {th }}$ partition part (See Equation [3] of the Algorithm Description)
2. Generation of highest lexicographically ranking partition (See Equation [i] of the Algorithm Description)

### 2.4.20.6 Typical Application

Suppose $N$ payloads are to be flown in M flights and that the compatible payload sets are given. Let the cardinality of the largest compatible payload set be $K$. Let $r_{k}$ be the number of compatible payload sets of cardinality $k$. Then the FEASIBLE_ PARTITION_GENERATOR module will generate one at a time and in decreasing lexicographic order all of the feasible ordered sequences of payload cardinalities. The most desirable ordered sequences or partititions from a scheduling point of view are those whose elements are approximately equal. This is true because statistically speaking each compatible payload set will be equally readily scheduled, that is some sets will not be made easy at the expense of making others difficult to schedule. The partitions resulting in the most nearly equal payload cardinalities are those of the highest lexicographic rank. Hence, the module begins with these so that a schedulable combination of compatible payload sets will be found as early as possible in the enumeration process.

### 2.4.20.7 References

Lehmer, Derrick H., "The Machine Tools of Combinatorics," Chapter 1, Edwin Beckenback (ed), Applied Combinatorial Mathematics, John Wiley and Sons, New York, 1964.

Riordan, John, An Introduction to Combinatorial Analysis, John Wiley and Sons, New York, 1958.

### 2.4.20.8 DETAILED DESIGN

This module partitions a positive integer into a specified number of parts which can take on the values of $1,2,3$. . LARGEST_PART, obeying constraints on the maximum number of repetitions allowable for each value.

If a partition is input to the module, the next feasible partition of lower rank is returned. If no partition is input to the module and the INITIAL_PASS_FIAG is set, the feasible partition of highest rank is returned. If a partition is input and no feasible lower rank parition exists, the NO_LOWER_RANK_PARTITION_FLAG is set. Thus, the entire set of feasible partitions can be successively enumerated.

```
2.4.20.9 INTERNAL VARIABLE AND TREE NAME DEFINITIONS
LARGEST_PART
INTEGER_FOR_PARTITIONING - input, positive integer to be partitioned
NUMBER_OF_PARTS - input, number of parts into which the integer
    is to be partitioned
$MAXIMUM_REPETITIONS - $MAXIMUM_REPETITIONS (I) = the maximum number
    of times a part of value I may appear in a
    feasible partition. If $MAXIMUM_REPETITIONS
    does not have a value input for each I from 1
    to LARGEST_PART, $MAXIMUM_REPETITIONS (I) is
    set to NUMBER_OF_PARTS.
NUMBER_OF_PARTS_MINUS_1 - equal to NUMBER_OF_PARTS minus 1.
NO_LOWER_RANK_PARTITIONS_ - output, equal to 1 if no feasible partition
```

FLAG
INITIAL_PASS_FIAG

INDEX_OF_PART - an index which varies from 1 to NUMBER_OF_FARTS
\$INTEGER_PARTITION of lower rank than the input partition exists

- if equal to 1 then the highest rank feasible partition will be generated if equal to 0 , the next highest rank feasible partition counting down from input \$INTEGER_ PARTITION will be generated
- an output, \$INTEGER PARTITION(I) equal to the
- input, largest value any part may take; defaults to INTEGER_FOR_PARTITIONING minus NUMBER_OF_PARTS plus 1

INTEGER_FOR_PARTITIONING - input, positive integè to be partitioned NUMBER_OF_PARTS - input, number of parts into which the integer is to be partitioned

- \$MAXIMUM_REPETTITIONS(I) = the maximum number of times a part of value $I$ may appear in a feasible partition. If \$MAXIMUM_REPETITIONS does not have a value input for each I from 1 to LARGEST_PART, \$MAXIMUM_REPETITIONS (I) is set to NUMBER_OF_PARTS.

NUMBER_OF_PARTS_MINUS_1 - equal to NUMBER_OF_PARTS minus 1. NO_LOWER_RANK_PARTITIONS_ - output, equal to 1 if no feasible partition Ith part of the next lower rank feasible partition ordered from lowest valued part to highest. If there is no lower rank partition, a null tree is returned.


| IPART_VALUE |  |
| :---: | :---: |
| INTEGER_QUOTIENT | - ratio of number to be partitioned to the number |
|  | of parts |
| LOCAL_INTEGER | - equal to the number to be partitioned |
| LOCAL_NUMBER_OF_PARTS | - equal to the number of parts |
| INTEGER_REMAINDER | - the remainder as a result of calculating |
|  | INTEGER_QUOTIENT |
| INTEGER_QUOTIENT_PLUS_1 | - equal to the value of INTEGER_QUOTIENT plus 1 |

# FEASIBLE_PARTITION_GENERATOR: PROCEDURE 


2.4.20-12
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```
    IF INITIAL_PASS,FLAG=0
```



```
    ELSE DO;
        CALL EEASIBLE_PART'UPPPER"BOUND :
        IF NO_LOWER_RANKTPARTITIONS_FLAG = 1
        THEN RETURN:
        CALL HIGHEST_RANK_PARTITION ( INTEGER_FOR_PARTITIONINGG.
                                    NUMBER_OF_PARTS,
                                    SINTEGER_PARTITIONI :
DO INDEX_OF_PART = 1 TO NUMBER_OF_PARTS ;
                            IF $INTEGER_PARTITION(INDEX_OF_PART)
                                    > $LARGEST_FEASIBLE_PART(INDEX_OF_PART)
            THEN DO:
                        NO_LOWER_RANK_PARTITIONS_FLAG = 1;
                        RETURN:
                    END:
            END:
            GO TO CHECK_REPETITION_LIMITS:
            END:
TRY_ANOTHER_PARTITION:
    IF SINTEGER_PARTITION(INDEX_OFIRREAK_PART) = 1
    THEN DO;
            PRUNE SINTEGER_PARTITION:
            NO_LOWER_RANK_PARTITIONS_FLAG = 1;
            RETURN:
            END:
    CALL PARTITION_AT_KNOWN_BRFAK_PART:
```

```
/*
```

/*
CHECK_PART'_UPPER_BOUNDS:
CHECK_PART'_UPPER_BOUNDS:
DO I = INDEX_OF_BREAK_PART \& 1 TO NUMBER_OF_PARTS ;
DO I = INDEX_OF_BREAK_PART \& 1 TO NUMBER_OF_PARTS ;
IF SINTEGER_PARTITION(II > SLARGEST_FEASIBLE_PART(I)
IF SINTEGER_PARTITION(II > SLARGEST_FEASIBLE_PART(I)
THEN DOB
THEN DOB
INDEX_STARTER = INDEX_OFEBREAK_PART- 1 ;
INDEX_STARTER = INDEX_OFEBREAK_PART- 1 ;
CALL NEXT_BREAK_PART_STARTIAG_FROM(INDEX_STARTER):
CALL NEXT_BREAK_PART_STARTIAG_FROM(INDEX_STARTER):
GO TO TRY_ANOTHERR_PARTITION:
GO TO TRY_ANOTHERR_PARTITION:
END:
END:
END:

```
```

/*

```
/*
CHECK_REPETITION_LIMITS:
CHECK_REPETITION_LIMITS:
    DO 1 = 1 TO LARGEST_PART ;
    DO 1 = 1 TO LARGEST_PART ;
        $NUMBER_OF_REPETITIONS(I) =0:
        $NUMBER_OF_REPETITIONS(I) =0:
    END:
    END:
    DO FOR ALL SURNODES OF SINT゙EGER_PARTITION USING SMAGNITUDE_OFFPARART:
    DO FOR ALL SURNODES OF SINT゙EGER_PARTITION USING SMAGNITUDE_OFFPARART:
        INDEX_OF_REPETITION = SMAGNITIDE_OF_PART:
        INDEX_OF_REPETITION = SMAGNITIDE_OF_PART:
        $NUMBER_OF_REPETITIONS(INDEX_OF_REPETITION) =
        $NUMBER_OF_REPETITIONS(INDEX_OF_REPETITION) =
        $NUMBER_OF_REPETITIONS(INDEX_OF_REPETITION) + I:
        $NUMBER_OF_REPETITIONS(INDEX_OF_REPETITION) + I:
    END:
```

    END:
    ```

\subsection*{2.4.20-14}

DO \(1=1\) TO LARGEST＇PART；
IF SNUMBER＿OF＿REPETITIONSII）

\section*{＞SMAXIMUM＂REPETITIONS（I）}

THEN DO：
CALL MEXT＿日REAKIPARTISTARTING＿FROM
（NUMBER＿OF＿PARTS＿MINUS票可）：
GO TO TRY＿ANOTHFR＇＿PARTITION：
END：
END ：

INDEX＿OF＿BREAK＿PART＝1：
DO I＝INDEX＿STARTER TO 2 RY－1 ：
IF SINTEGER＿PARTITION（Y）＞SINTEGER＿PARTITION（I－1）
THEN DOB
INDEX＿OF＿BREAKTPART \(=1:\) RETURN：
END：

\section*{END：}

END：／＊NEXT＿BREAK＿PART＊STARTING＿FROM \＃／
e＊NEXT＿BREAK＿PART＿STARTING＿FROM＊。
    LOCAL
    SINTEGER_PARTITION(INDEX_OF_BREAK_PART) =
        SINTEGER_PARTITION(INDEX_OF'_BREAK_PART) - 1 !
    IPORTION_ALREADY_PARTITIONED \(=0 ;\)
    DO I = 1 TO INDEX_OF_BREAK PART:
        IPORTION_ALREADY_PARTITIONED = IPORTION_ALREADY_PARTITIONED
                                    + SINTEGER_PARTITION(I):
    END:
    IREMAINDER_TO_BE_PARTITIONED = INTEGER_FOR_PARTITIONING
                                    - IPORTION_ALREADY_PARTITIONED.
    NUMBER_OF_REMAINING_PARTS \(=\) NUMRER_OF_PARTS - INDEX_OF_BREAK_PART:

CALL HIGHEST＿RANK＿PARTITION（ IREMAINDER＿TO＿BE＿PARTITIONED，MUMBER＿OF＿REMAINTNG＿PARTS，
                                    SPARTITION_AFTER_BREAK_PART):

DO I＝ 1 TO NUMBER＿OF＿REMAJNING＿PARJS \＄INTEGER＿PARTITEON（INDEXEOF＿BREAKMPART＊I）
＝SPARTITION＿AFTER＿BREAK＿PART（I）：
END：
END：\(\%\) PARTITION＿AT＿KNOWN泮BREAK＿PART＊／
    INDEX_UPPER \(=\) NUMBER_OF_PARTS
INDEX_LOWER \(=\) NUMBER_OF_PARTS SMAXIMUM_REPETITIONS (LARGEST_PART゙) 1 I:
    INDEX_LOWER \(=\) NUMBER_OF_PARTS -\$MAXIMUM_REP
DO IPART_VALUE \(=\) LARGEST-PARY TO 1 BY \(-1 ;\)
```

    IF INDEX_LOWER < 1 THEN INDEX_LOWER \(=1 ;\)
    DO I = INDEX LOWER TO INDEX_UPPER :
        SLARGEST_FEASIALE_PART(I)=IPART_VALUE:
    END:
    IF INDEX_LOWER \(=1\) THEN RETURN:
    INDEX UPPER \(=\) INDEX_LOWER - 11
    INDEX_LOWER = INDEX_LOWER - SMAXIMUM_REPETITIONS(IPART_VALUE - 1):
    IF IPART_VALUE \(=1\)
    THEN IF INDEX_LOWFR > 1
        THEN DO: NO_LOWER_RANK_PARTITIONS_FLAG = \(1 ;\)
                        RETURN:
                            END:
    ```
    END:
    END: /* FEASIBLE_PART_UPPER_BOUND */
    HIGHEST_RANK_PARTITION: PROCEDURE
        (LOCAL_INTEGER,LOCAL_NUMRER_OF'_PARTS,SLOCAL_PARTITION) :
        DECLARE INTEGER_OUOTIENT; INTEGER_REMAINDER: I,
                INTEGER_OUOTIENT? PLUSTI
                            LOCAL:
    INTEGER*QUOTIENT = LOCAL_INTEGER / LOCAL_NUMBER_OF_PARTS :
    INTEGER_REMAINDER = LOCAL_INTEGER
    DO I=1 TO LOCAL_NUMBER_OF_DARTS INTEGER_REMAINDER;
    SLOCAL_PARTITION(I) = INTEGERGQUOTIENT:
    END:
    IF INTEGER_REMAINDER > 0
    THEN DO:
        INTEGER_QUOTIENT_PIUS_1 = INTEGER_QUOTIENT + 1 :
        DOI = LOCAL_NUMBER_OFSPARTS INTEGER_REMAINDER + 1
                                    TO LOCAL_NUMBER_OF_PARTS:
            SLOCAL_PARTITION(I) \(=\) INTEGER_QUOTIENT_PLUS_1:
        END:

2.4.21 PROJECT_DECOMPOSER

\subsection*{2.4.21 PROJECT_DECOMPOSER}

\subsection*{2.4.21.1 Purpose and Scope}

This module will identify all subprojects contained within a specified project. Frequently these subprojects, which are sometimes apparent to the scheduler, are difficult to recognize in the complete network. Identification of the subprojects can significantly reduce the computational effort required to schedule the entire project by enabling some of the scheduling analysis to be done separately for each subproject. For this reason the following analytical procedure is proposed for their detection.

\subsection*{2.4.21.2 Modules Called}

None
2.4.21.3 Module Input

Critical path input data \(\$\) JOBSET


\subsection*{2.4.21.4 Module Output}

Tree defining the unique subproject decomposition \$JOBSET
Subproject identifier (user supplied label)
Member activity or event identifer
Predecessor of activity or event identifer
.
.


\subsection*{2.4.21.5 Functional Description}

In order to construct an algorithm for identifying "subprojects" this term must be precisely defined. A subproject is a subnetwork containing all the predecessors and successors of its member activities. (These, of course, do not include the events START and FINISH.) Recall that a network for scheduling purposes is a set of activities and events denoted by ncides together with all their
predecessor and successor relationships represented by branches. Clearly, then, each activity, \(i\), in a network belongs to a unique subproject \(Q_{i}\) that can be generated inductively as follows:
1) Initialize sets \(\mathcal{N}\) and \(\mathscr{\mathcal { L }}\) to the singleton \(\{\) j)
2) \(\mathscr{M} \leftarrow \cup \mathcal{P}_{j} \cup \mathscr{S}_{j}\) wherə \(\mathcal{P}_{j}\) and \(\mathscr{H}_{j}\) are the predeccssor and \(j \varepsilon \mathscr{L}\)
successor sets of activity j, respectively
3) \(\mathscr{L}+\mathscr{M}-\mathbb{M} \cap[\eta \cup(a, f\}]\)
4) If \(\mathcal{X}=\$\) go to 5 ; otherwise \(\mathscr{L}+\mathfrak{N} \cup \mathcal{L}\) and go to 2
5) The subproject \(Q_{i}\) is simply the set of activities, \(\boldsymbol{\eta}\), along with the events START and FINISH together with their respective predecessor relations.

Every project can then be decomposed into a unique set of subprojects. To do so, pick an arbitrary activity or event in the project other than start or finish, and generate the unique subproject of which it is member by the procedure outlined above. If this subproject does not exhaust the network, select any other activity or event other than start of finish not contained in the subprobject and generate its subproject. If this process is continued, the set of subnetworks will eventually exhaust the network thereby providing the desired decomposition.

\subsection*{2.4.21.6 Functional Block Diagram}



\subsection*{2.4.21.7 Typical Applications}

In order to effectively manage large projects, it is necessary to identify any independent subprojects they may contain. "Independent" here means that the activities in one subproject have no predecessors or successors in any other subproject. Such subprojects can then be analyzed separately as far as precedence calcuations are concerned. They are tied together only by a common start and finish date and any resource requirements they may share. Being smaller and more logically concise, their critical path analysis proceeds qujekly. Hence, the critical path calculations for the complete projects can be performed much more quickly by analyzing each of its subprojects independently.

Although the scheduler can frequently decompose small projects into subprojects by simply categorizing the activities by function, this analysis for large projects is at best tedious and at worst unsuccessful. This module provides a simple and efficient automated procedure for decomposing large precedence networks.

\subsection*{2.4.21.8 References}

Burman, P. J.: Precedence lletworks for Project Planning and Control, McGraw Hill, London, 1972.

\section*{'2.4.21.9 Detailed Design}

Since this module will identify subprojects of a specified project, it is essential that the project to be decomposed is the first (or only) subnode of the input tree, \(\$ J O B S E T . ~ A l l\) activities and events (jobs) of the project must be subnodes of this first subnode of \$JOBSET. The modul: starts by placing all activities and events of the project except. START and FINISH into an unclassified set. As each job is grouped into a subproject, is is removed from the unclassified set, completion of the decomposition is sigraled when the unclassified set is emptied. The first job is selected from the unclassified set and placed in the current subproject. Predecessors and successor of this job are identified and added to the current subproject. This process is repeated until no new predecessors, or successors are found and a subproject is completed. Then the next remaining unclassified job is selected and the process repeated, until the unclassified set is emptied. The functional block diagram serves as the flow chart for this module.

\subsection*{2.4.21.1C Interval Variable and Tree Name Definitions}
\$ADD - Identifier for each subnode of \$AUGNENT when funding predecessors and successors
\$AUGMENT - Tree containing jobs for which predecessors and successors are identified

SCURRENT - Tree containing jobs identified as belonging to the current subproject
\$CURRENT_NAME - Single level tree containing only the names of jobs in the current subproject


\subsection*{2.4.21.12 Commented Code}

\section*{PROJECT_DECOMPOSER: PROCEDURE (SNETWORK,SDECOMPOSED_NETWORK) OPTIONS (EXTERNAL): \\ \(\%\) \\  \\ PROJECT_DECOMPOSER IDFNTIFIES THE INDEPENDENT SUBPROJECTS WE MEAN THAT NO ACTIVITY IN ONE SUBPROJECT HAS PREDECESSORS OR SUCCESSORS IN ANY OTHER SURPROJECT. \\ all activities and events of the project to be decomposed MUST BE SUBNODES OF THE FIRST SUBNODE OF THE INPUT SJOBSET. 1* THE OUTPUT SUBPROJECTS ARE RETURNED AS THE FIRST IN: SUBNODES \\ /* OF SJOBSET, WHERE IN IS THE NUMBER OF SUBPROJECTS IDENTIFI \\ \(1 *\) THE OTHER PROJECTS ARE TO BE DECOMPOSED. IT MUST BE MOVED TO}

DECLARE SCURRENT,SIMPLIED,SAUGMENT,SUNCLASSIFIEDOSCURRENT_NAME LOCAZ:
OECLARE SJOB, \(\$ J O R\) _ID, \(\$ P R E D, \$ S U C C, \$ J O R\) _NAME, \(\$ A D D, \$ R E M O V E, S O U T P U T\).

1* THE MODULE STARTS BY PLACING ALL ACTIVITIES AND EVENTS IN

1* A SET TO BE EXAMINED. AIL ACTIVITIES OR EVENTS WILL HAVE BEEN
* PLACED IN SUBNETWORKS AND CONTROL WILL BE RETURNFD TO THE
/* CALLING PROGRAM WHEN THIS SET HAS BEEN EMPTIED. \#/
DO FOR ALL SUBNODES OF SNETWORK USING \$JOB_ID:
IF (LABEL (\$JOR_ID) =OSTART: I LABEL (SJOB_ID) = IFINISHI)THEN: ELSE SUNCLASSIFIED(NEXT) \(=\$ J O B\) _ID:
END:
POINT_A:
IF SUNCLASSIFIEN IDENTICAL TO SNULL THEN DO: IF SNETWORK.START IDENTICAL TO \$NULL THEN: ELSE GRAFT INSFRT \&NETWORK.START BEFORE SOUTPUT(FIRST): IF SNETWORK.FINISH IDENTICAL TO SNULL THEN: ELSE GRAFT INSERT SNETWORK.FINISH BEFORE SOUTPUT(NEXT): LABEL (SOUTPUT) =LABEL (SNETWORK) : PRUNE SNETWORK:

SDECOMPOSED_NETWORK = SOUTPUT: PRUNE SOUTPUT: RETURN: END:
ELSE PRUNE SCURRENT:
```

/* START A CURRENT SURPROJECT SET AND AN AUGMENTING SET WITH
/* the firST OF the set to re examineD.
SCURRENT(NEXT) = SUNCLASSIFIED(FIRST):
$AUGMENT(NEAT) = SUNCLASSIFIED(FIRST):
    SCURRENT_NAME(NEXT) = LASEL($UNCLASSIFIED(FIRST)):
POINT_E:
/4 FIND ALL UNIQUE PREDECESSORS AND SUCCESSORS OF ACTIVITIES

```
        IF SPRED ELEMENT OF SIMPLIED THEN:
            ELSE SIMPLIED(NEXT) = SPRED:
        END:
        DO FOR ALL SUBNODES OF SJOB.TEMPORAL_RELATION.SUCCESSOR USING
        SSUCC:
    IF SSUCC ELEMENT OF SIMPLIED THEN:
        ELSE SIMPLIED(NEXT) = SSUCC;
    END:
    END:
            REPLACE THE AUGMENTING SET WITH THE PREDECESSORS AND
/. SUCCESSORS JUST FOUND WHICH ARE NEITHER START NOR FINISH.
** NOR WITHIN THE CURRENT SUBPROJECT SET.
    PRUNE SAUGMENT:
    DO FOR ALL SUBNODES OF SIMPLIED USING SJOB_NAME:
    IF ($JOB_NAME FiSTARTII SJOB_NAME =IFINISHI)THEN:
        ELSE IF $JOB_NAME ELEMENT OF SCURRENT_NAME THEN:
            ELSE $AUGMENT(NEXT) = $UNCLASSIFIED.#($JOB_NAME);
    END:
    PRUNE SIMPLIED;
/* IF THE AUGMENTING SET IS NOT EMPTY. ADD IT TO THE CURRENT
/* SUBPROJECT SET ANO RETURN TO FIND MORE PREDECESSORS AND
/* SUCCESSORS.
    IF SAUGMENT - IDENTICAL TO SNULL
        THEN DO:
            DO FOR ALL SUBNODES OF SAUGMENT USING SADD:
                SCURRENT (NEXT) = SADN:
                SCURRENT_NAME(NEXT) = LABEL(SADD):
                END:
                GO TO POINT_A:
                    END:
1* IF THE AUGMENTING SET IS EMPTY, A SUBPROJECT HAS BEEN
    */
* IOENIFIES AND IT IS THEA PLACED IN THE OUTPUT TREE. AL.L
** ACTIVITIES ANN EVENTS OF THIS SUBPROJECT ARE REMOVED FROM THE
** SET TO BE EXAMINED. AND THE PROCESS REPEATED UNTIL THE SET TO
* BE EXAMINED HAS BEEN EMPTIED.
    !
    %
        ELSE GRAFT $CURRENT AT sOUTP|IT(NEXT);
    DO FOR ALL SUBNODES OF SCUPRENT_NAME USING SREMOVE:
    PRUNE SUNCLASSIFIED.#(SREM\capVE):
    ENn:
    PRUNE SCURRENT_NAME:
GO TO POINT_A;
END_PROJECT_DECOMPOSER: END:
```

2.4.22 REDUNDANT PREDECESSOR CHECKER

### 2.4.22.1 Purpose and Scope

Given a technologically ordered set of activities and respective predecessor sets, this module eliminates any redundant predecessors. A predecessor is said to be redundant if it. is not an immediate predecessor; that is, there is at least one intervening activity between the predecessor and its successor. As an example, suppose activity $A$ is a predecessor of activity $\bar{B}$, and $B$ is a predecessor of activity C. Then $A$ is a redundant predecessor of $C$, while $A$ and $B$ are immediate predecessors of $B$ and $C$, respectively.

Expressing a project in terms of a collection of nonredundant predecessors serves two useful purpose: (1) it expedites considerably critical path calculations; (2) its facilities comprehension of the precedence relations by representing the project in terms of the most logically concise precedence network possible.
2.4.22.2 Modules Called

None
2.4.22.3 Module Input

Network definition $\$$ JOBSET - including redundant predecessors.


### 2.4.22.4 Module Outpit.

Network definition \$JOBSET - technologically ordered; excluding redundant predecessors.

### 2.4.22.5 Functional Description

The most efficient redundant predessor elimination algorithm is a two-phase recursive procedure based on a technologically ordered job set.

The first, or forward phase, recursively augments the predecessor sets to introduce maximum redundancy beginning with the predecessor set of the first element in the technologically ordered job set. The second, or reverse phase, recursively decrements the maximally redundant predecessor sets to secure minimum redundancy beginning with the predecessor set of the last element in the technologically ordered job set. The major difficulty with this or any other algorithm designed to eliminate redundant predecessors is the excessive storage requirements. For a job set containing $n$ activities up to $n^{2} / 2$ memory cells can be required to store the intermediate maximally redundant predecessors.

### 2.4.22-2
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### 2.4.22.6 Functional Block Diagram



### 2.4.22.7 Typical Application

The module can be applied wherever the most logically concise precedence network representation of a project is desired. This includes critical path calculation, automated heuristic scheduling, and manual precedence relation analysis.
2.4.22.8 References

Muth, John F. and Gerald L. Thompson: industrial Scheduling, Prentice llall Inc., Englewood Cliffs, New Jersey, 1963.

## 2,4.22.9 Detailed Design

The functional block diagram provides the flowchart for this module. The module takes each job element, $i$, of a given subnet in turn, and examines each predecessor, $j$, of the element. It augments the predecessor set of $i$ with the predecessor set of $j$. When all job elements have been examined, the maximally redundant predecessor set has been formed. Next each job element, $i$, of the subnet is examined, but in reverse order. Each predecessor, $j$, of the element i is examined. If a predecessor of $j$ is found as a predecessor of $i$, it is pruned from the predecessor set of $i$.

### 2.4.22.10 Internal Variable and Tree Name Definitions

\$PRECESSOR - Pointer first subnode of PRECESSOR node
\$SET - Temporary tree storage for predecessor names of job element under consideration

### 2.4.22.11 Modifications to Functional Sepcifications and/or Standard Data Structures Assumed

Since only a single subnode of \$JOBSET is examined with each call to this module, the subnode is identified as \$SUBNET through the parameter list.

## REDUNDANT_PREDECESSOR_CHECKERi PROCEDURE(SSUBNET) OPTIONS (EXTERNAL);

DECLARE SSET, SSAVE, SPREDECESSOR LOCAL;

```
* FOREWORD PASS TO CREATE MAXIMALITY REDUNDANT PREDECESSOR SET
/* PICK NEXT UNFXAMINED ELEMFNT, I. IN TECHNOLOGICALLY ORDERED
#
/* JOB SET PROCEDING FORWARD
DO I = 1 TO NUMBER(SSURNET) :
/* PICK NEXT UNCONSIDERED ELFMENT, J, IN PREDECESSOR SET OF I %
    DO J= 1 TO NUMBER($SURNET (I).TEMPORAL_RELATION.PREDECESSOR) ;
/* AUGMENT PREDECESSOR SET OF I GY PREDECESSOR SET OF J
DO K = 1 TO NUMBER(SSUBNET.\#(\$SUBNET(I). TEMPORAL_RELATION -PREDECESSOR (Jij. TEMPORAL_RELATION.PREDECESSORI : IF SSUANET.\#(SSURNET (I). TEMPORAL_RELATION -PREDECESSOR (J)). TFMPORAL_RELATION, UREDECESSOR (K) -ELEMENT OF SSUBNET (I).TEMPORAL_RELATION.PREDECESSOR THEN SSURNET(I). TEMPORAL_RELATION.PREDECESSOR (NEXT) = \$SUBNET. \({ }^{(S S U B N E T}(I)\), TEMPORAL_RELATION,PREDECESSOR(Ji) -TEMPORAL_RELATION.PREDECESSOR(K)
END:
END:
END :
```

/* baCKWard pass to crfate minimally pedundant predecessor set
/* PICK NEXT UNEXAMINED ELEMENT. I. In TECHNOLOGICALLY ORDERED
/* JOB SET PROCEDING RACKWARD
DO I $I$ NUMBER (SSUBNET) TO 1 BY -1 :
PRUNE SSETS
/* PICK NEXT UNCONSIDERED ELEMENT. J, IN PREDECESSOR SET OF I \#; DO $J=1$ TO NUMBER(\$SUBNET(I).TEMPORAL_RELATION.PREDECESSOR) i
1* REMOVE THOSE ELEMENTS FROM PREDECESSOR SET OF I THAT ARE IN

* PREDECESSOR SET OF J

DO $K=1$ TO NUMRER(\$SUBNET. \#(\$SUBNET (I).TEMPORAL_RELATION -PREDECESSOR (Ji). TEMPORAL_RELATION.PREDECESSOR) :

IF SSUBNET.\#(\$SURNET (I). TEMPORAL_RELATION.PREDECESSOR(Ji) -TEMPORAL_RFLATION.PREDECESSOR(K) ELEMENT OF SSUBNETII; -TEMPORAL_RELATION.PREDECESSOR \& SSUBNET. WISSURNET (I) -TEMPORAL_RELATION.PREDECESSOR(J)I.TEMPORAL_RELATION -PREDECESSOR $(K)$ - ELEMENT OF \$SET THEN SSET (NEXT) = SSUBNET.*(\$SUBNET(I).TEMPORAL_RELATION -PREDECESSOR (J)). TFMPORAL_RELATION.PREDECESSOR(K):
END :
END:
PRUNE SSAVE:
IF SSUBNET(I). TEMPORAL_RELATION.PREDECESSOR a IDENTICAL TO SÑULi.

```
THEN DO:
        DEFINE SPREDECESSOR AS SSUBNET(I).YEMPORAL_RELATION.
            PREDECESSOR(FIRST):
        DO WHILE (SPREDECESSOR - IDENTICAL TO SNULL):
            IF SPREDECESSOR ELEMENT OF SSET
                THEN PRUNE SPREDECESSOR:
                ELSE ADVANCE $PREDECESSOR:
        END:
    END:
END REOUNDANT_PREDECESSOR_CHECKER:
```

END $:$

### 2.4.3 CRITICAL_PATH_CALCULATOR

### 2.4.23 CRITICAL_PATH_CALCULATOR

### 2.4.23.1 Purpose and Scope

This module will calculate the critical path data for a project network. The varlables computed are: (1) early-start, latestart, early-finish, and late-finish of each activity; (2) early occurrence and late occurrence of each event; and (3) total slack and free slack of each activity and event.

A project that is defined by a collection of activities and events, their precedence constraints, and their durations must meet several other requirements to be amendable to critical path analysis:

1) It must consist of a finith cullection of well-defined activities and events (with no unspecified alternatives) which, when completed, mark the end of the project.
2) The activities may be started and stopped independently of each other within a given sequence. This requirement precludes the analysis of continuous flow processes.
3) The predecessor relationships among the activities and events must not contain cycles; that is there can be no predecessor chains implying that a job precedes itself. Thus a project is nonrepetitive. It is essentially a one-time effort such as a $R \& D$ task or a construction project.
2.4.23.2 Modules Called

ORDER BY PREDECESSORS
FIND MAX
FIND MIN

### 2.4.23.3 Module Input

Critical Path Input Data (\$JOBSET)


### 2.4.23.4 Module Output

Critical Path Output Data (\$JOBSET)


### 2.4.23.5 Functional Description

Critical path analysis is a powerful but simple technique for analyzing, planning, scheduling, and controlling complex projects. In essence, the method provides a means of determining (1) which activities are "critical" in their effect upon total project duration, and (2) how to schedule all activities to meet milestone dates.

Critical path analysis is based on the simple concept of predecessor/successor relationships between the activities and events defining the project network. A brief introduction to these fundamental scheduling concepts is presented below.

Let $\mathcal{H}=\{i, j, k, \ldots\}$ be a set of activities and events that must be completed to finish a project. Let the symbol "<<" denote the basic immediate predecessor relation. Thus the notation $i \ll j$ is interpretated to mean that activity $i$ must be completed before activity $j$ can start. If $s_{j}$ denotes the start of activity $j$ and $f_{i}$ denotes the finish of activity $i$, then the relationship $i \ll j$ is equivalent to the standard inequality $s_{j} \geq f_{i}$. The set $P_{i}=$ $\{j: j \ll i\}$ is said to be the immediate predecessor set of activity or event i. Similarly the set, $\mathscr{C}_{i}=\{j: i \ll j\}$, denotes the immediate successor set of the activity or event $i$.

A directed graph (network) is a useful topological representation of a project, and can provide valuable insight into many scheduling problems. A summary of predecessor/successor relationships in terms of their network representation is given in

Table 2.4.23-1. More general temporal relationships can be easily included within this simple framework by adding artificial activities.

### 2.4.23-4
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Table 2.4.23-1 Basic Precedence Relationship

| Network Representation | Mathematical Representation |
| :---: | :---: |
|  | $\begin{aligned} & i \ll j, s_{j} \geq f_{i}, P_{j}=\{i\}, \mathscr{S}_{i}=\{j\} \\ & i \ll k, j j \ll k, s_{k} \geq \max \left\{f_{i}, f_{j}\right\} \\ & P_{k}=\{i, j\}, \mathscr{S}_{i}=\{k\}=\mathscr{S}_{j} \\ & k \ll i, k \ll j, s_{i} \geq f_{k}, s_{j} \geq f_{k} \\ & \mathbf{P}_{i}=\mathbf{P}_{j}=\{k\}, \mathscr{Q}_{k}=\{i, j\} \end{aligned}$ |

Suppose now that every activity in the project is started as soon as possible, that is, as soon as all of its predecessors are finished: It is then possible to calculate the early start of each activity as
[1] $s_{i}^{e}=\max _{j \in P_{i}}\left\{f_{j}^{e}\right\}$,
and the early finish of activity $i$ is clearly
[2] $\quad f_{i}^{e}=s_{i}^{e}+d_{i}$
where $d_{i}$ is the duration of the ith activity ( $d_{i}=0$ for events). Similarly, the late finish for activity 1 is given by
[3] $\quad f_{i}^{\ell}=\min _{j \in \ell_{i}}\left\{s_{j}^{\ell}\right\}$
and the late start is
[4] $s_{i}^{\ell}=f_{i}^{\ell}-d_{i}$.

For any activity, the quantity
$s_{i}=s_{i}^{\ell}-s_{i}^{e}=f_{i}^{\ell}-f_{i}^{e}$
is defined to be the total slack. The set of critical activities is then the subset of activities having minimum total slack. Another useful variable is free slack, $S^{f}$. Free slack is defined as the amount by which an activity may be delayed without affecting any other activity. It is computed as
[6]

$$
s_{i}^{f}=\min _{j \varepsilon \ell_{i}}\left\{s_{j}^{e}-f_{i}^{e}\right\}
$$

The logic for the coordination of these calculations into an efficient computational procedure is given in the following block diagram.
2.4.23.6 Functional Block Diagram


2.4.23-8
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### 2.4.23.7 Typical App1ication

This module is used to compute the basic critical-path data under the direction of executive procedures such as the CRITICAL_ PATH_PROCESSOR. The results are useful in manual and automatic heuristic scheduling as well as in project control.

### 2.4.23.8 Implementation Considerations

. This module plays a fundamental role in any project management system. As a consequence, every effort should be made to ensure the computational efficiency of the algorithm. For example, it may well prove worthwhile to code the algorithm in assembly language to optimize execution efficiency. Further it may be advantageous to distinguish between activities and events by some other technique than merely noting the durations in the \$JOBSET data structure. In general, the outline of the procedure presented here is intended only to specify the desired results of the module. Any modification to the suggested implementation that produces the same results more efficiently is to be preferred. Finally, it may be desirable to split the module into three submodules. The first would perform the forward pass calculations of early start and finish. The second would execute the backward pass computations of late start and finish. The third would carry out the slack calculations.

### 2.4.23.9 Reference

Kelley, J. E., Jr.: Critical Path Scheduling: Mathematical Basis, Operations Research, Volume 9, 1961.

Muth, John F. and Gerald L. Thompson: Industrial Scheduling, Prentice Hall Inc., Englewood Cliffs, New Jersey, 1963.

CRITICAI PATH_CALCULATOF:

### 2.4.23.10 Detailed Design

The functional block diagran provides the flowchart for this module. The individual activities and events (jobs) of the input subnetwork should be ordered according to precedence relations. This is accomplished by calling the module ORDER BY PREDECESSORS. Each activity or event in the ordered subnetwork is considered in turn and its early start and early finish times are calculated. The early start time of a job is equal to the latest early finish time of its predecessors. When early start and finish times have been determined, the activities and events in the ordered subnetwork are considered in their reverse order. Late start and finish times are then determined. The late finish time of a job is equal to the earliest start time of its successors. Also determined for each job are free and total slack. Free slack is the difference between the early finish of a job and the earliest start time of its successors. Total slack Is the difference between the late start time and the early start time of the job.
2.4.23.11 Internal Variable and Tree Name Definitions



CRITICAL_PATH_CALCULATOR: PROC̈EDURE(SUNORDERED_SUBNET, SORDERED_SUBNET; OPTIONS (EXTERNAL):
DECLARE I,J,VAL_MAX,VAL_MIN, SPRED, SSUCC LOCAL;
OECLARE STEMP-PRED, STEMP SUCC, SFREF, SDURATION, SINDICES, ISSURNET LOCZ̈L
/* ORDER ACTIVITY AND EVENT SET ACCORDING TO PRECEDENCE RELATIONS /* ORDER ACTIVITY AND EVENT SET ACCORDING TO PRECEDENCE RELATIONS
CALL ORDER_BY_PREDECESSORS(SUNORDERED SUBNET, SSUBNET): /* SELECT NEXT (PROCEEDING FORWARD) ACTIVITY OR EVENT FROM THE /* TECHNOLOGICALLY ORDERED SET
DO I $=1$ TO NUMBER(SSUBNET):
/* COMPUTE EARLY START AND EARLY FINISH OF CURRENT ACTIVITY OR EVENT */ PRUNE STEMP_PRED:
DO $J=1$ TO NUMBER(\$SUBNET (I). TEMPORAL_RELATION.PREDECESSORI:

- SPRED $=$ SSUBNET (I). TEMPARAL:IRELATION.PREDECESSNR(J):

STEMP_PRED (NEXT) = \$SUBNET•\#(\$PRED).FINISH.EARLY:
END:
VAL_MAX $=0.8$
IF STEMP_PRED IDENTICAL TO SNUL! THEN:
ELSE CALL FIND_MAX(STEMP_PRED,SINDICES,VAL_MAX):
/* IS CURRENT ACTIVITY OR EVFNT AN EVENT WHOSE EARLY OCCURRENCE :I
/* TIME IS SPECIFIEO?
IF SSUBNET(I).START.EARLY $=$ ' '
THEN:
ELSE IF VAL_MAX \& SSUBNET(Y).START.EARLY
THEN VAL_MAX $=$ SSUBNET(i). START.EARLY;
ELSE:
SSUBNET (I). START.EARLY = VAL MAX
\$SUBNET (I) , FINISH.EARLY = VAL_MAX + SSUBNET (I). DURATION:
/* ARE THERE ANY ACTIVITIES AR EVFNTS WITH UNCOMPUTED EARLY START :'
/* AND FINISH DATES IN TECHNOLOGICALLY ORDERED SET?
END:
/* SELECT NEXT (PROCEEDING BACKWARD) ACTIVITY OR EVENT FROM THE ?
/* TECHNOLOGICALLY ORDERED SET
DO $1=$ NUMBER (SSUBNETI TO 1 B.Y $-1 \%$
1* COMPUTE LATE FINISH AND LATE START OF CURRENT ACTIVITY OR EVENT *; PRUNE STEMP SUCC:
DO J=1 TO NUMBER(SSUBNET (II. TEMPODAL_RELATION.SUCCESSORI;
\$SUCC $=$ SSUBNET (T). TEMP
STEMP_SUCC (NEXT) $=$ SSUBNET. M (\$SUCC). START. LATE:
SFREE (J) $=$ SSUBNET.\#(\$SUCC).START.EARLY - SSUBNET(I).
FINISH.EARLY:
END:
END;
/* IS CURENT ACTIVITY OR EVFNT AN EVENT WHOSE LATE OCCURRENCE TIME \%íy
/ IS SPECIFIED?
IF STEMP_sUCC IDENTICAL TO SNULL
THEN IF SSUBNET(I),FINISH.LATE $=\cdots$
THEN SSUBNET(I).FTNISH.LATE $=$ SSUBNET(I).FINISH.EARLY: ELSE:
ELSE DO:
CALL FIND_MIN(STEMP_SUCCDSINDICES:VAL_MIN):
IF ( SSUBNETII).FINISH.LATE $=\because 1$ VAL_MIN < SSUBNETITi.
2.4.23-12
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```
                    FINISH.LATE )
                        THEN SSUBNET(II.FINISH.LATE = VAL_MIN&
            ELSE:
                END:
            $SUBNET(I).START.LATE = $SUBNET(I).FINISH.LATE - SSURNET(I).
                DURATION:
                DO }\downarrow*{1\mathrm{ TO NUMBER(SSUBNETII).TEMPORAL_RELATION.SUCCESSORI:
            SSUCC = SSUBNET(I).TEMPORAL_RELATION.SUCCESSOR(J):
            SFREE(J) = SSUBNET.*(SSUCC).START.EARLY - SSUBNET(I).
            FINISH.EÄRLY%
END&
* COMPUTE TOTAL AND FREE SLÄCK FOR CURRENT ACYIVITY */
    IF SSUCC = ' THEN SFREE(FIRST; = 0;
    CALL FIND_MIN(SFREE,SINDICES,VAL_MIN):
SSUBNET (I).SLACK.FREE = VAL_MPN%
$SUBNET(I).SLACK.TOTAL = SSUBNETIII.START.LATE - SSUBNETIII.START.
    EARLY&
** ARE THERE ANY ACTIVITIES OR EVENTS WITH UNCOMPUTED LATE START
1% AND FINISH DATES IN TECHNOLOGICALLY ORDERED SET?
END:
SORDERED_SUBNET = $SUBNET;
END: /* CRITICAL_FATH_CA;CULATOR */
```

2.4.24 PREDECESSOR_SET_INVERTER

### 2.4.24 PREUECESSOR_SET_IIVERTER

### 2.4.24.1 Purpose and Scope

Given a set of activities and their respective predecessor sets, this module will form the respective successor sets. This inversion process is necessary for critical path computation. The project scheduling system assunes throughout that stating precedence relations in terms of predecessor sets is more natural than expressing them as successor sets. For this reason the user is asked to define all subnetwork topology in terms of predeceasor sets in the input data structure $\$$ JOBSET.
2.4.24.2 Modules Called

None
2.4.24.3 Module Input

Network definition (\$JOBSET) - The substructures of the tree beginning at the nodes labeled SUCCESSORS are null upon input to the module.


### 2.4.24.4 Module Output

Redundant network definition (\$JOBSET) - The substructures of the tree beginning at the nodes labeled SUCCESSORS are complete upon exit from the module.


### 2.4.24.5 Functional Description

The logic of the inversion process from predecessor sets is simple and direct. Each activity in the job set is considered in turn. Whenever a given activity is found in the predecessor set of another, the latter is included in the successor set of the former. When all of the predecessor sets of all of the jobs have been examined, the collection of successor sets is complete. The following block diagram illustrates this straightforward yet efficient logic.

### 2.4.24.6 Functional Block Diagram

## PREDECESSOR SET: INVERTER


2.4.24-5

### 2.4.24.7 Typical Application

The module can be applied wherever successor sets rather than user input predecessor sets are required. This includes the modules CRITICAL_PATH_CALCULATOR.

### 2.4.24.8 Detailed Design

The functional block diagrain provides the flow chart for this module. The module loops on subnet - i. $\mathrm{e}_{0}$, job name, and predecessors. For each predecessor job, the name of the current job is inserted as a successor.
2.4.24.9 Internal Variable and Tree Names
\$JOB_ID - Identifier for each subnode of \$SUBNET
\$SUBNET - Identifier for each subnode of \$JOBSET
\$TEMP_PRED - Identifier for each subnode of PREDECESSOR node

### 2.4.24.10 Modifications to Functional Specifications, and/or Standard Data Structures Assume

None

### 2.4.24.11 Commented Code

PREDECESSOR_SET_INVERTER: PROCEDURF (SJOBSET) OPTIONS (EXTERNAL):
DECLARE SSUBNET, $\$ J O B$ _ID, $\$$ TEMP
DO FOR ALL SUBNODES OF SJOBSET USING SSUBNET;
DO FOR ALL SURNODES OF SSURNET, USING \$JOB_ID:
DO FOR ALL SUBNODES OF SJOB USING STEMP_PRED:
IF LABEL(SJOB_ID) GELEMENT OF SSUBNET.*(STEMP_PRED).
TEMPORAL_RELATION. SUCCESSSOR THEN
\$SUBNET.*(\$TEMP*PRED).TFMPORAL_RELATION.SUCCESSCR (NEXT) = LABEL (\$JOAZID);
END:
END:
END:
END: /* PREDECESSOR_SET_INVFRTER */
2.4.25 NETWORK_CONDENSER

### 2.4.25 NETWORK_CONDENSER

### 2.4.25.1 Purpose and Scope

Condensing a network is the process of eliminating activities from the network leaving only events, as nodes, linked by delays, as branches. These delays are simply the maximum sum of activity durations along any path leading directly from one event to another. Condensation is useful in two contexts: (1) integrating subnetworks into master networks and (2) summarizing networks for management review. This module will perform such a condensation on a specified network.

The condensed event node network can be defined precisely in terms of the original network from which it is derived: The condensed network contains, as nodes, precisely those nodes that were events in the original network. A pair of nodes is linked by a branch wherever there is possible path in the original network between the respective events, which does not contain any other event. A critical delay, defined to be the longest path In the original network between the two events and passing through no third event, is assigned to each such branch in the condensed network.

The availability of this critical delay figure between any £wo connected events facilitates the merging of subnetworks into a master network. This integration facility is essential for any practical multilevel project analysis. The condensed version of any two networks having interfaces events can be merged together into a composite condensed network as follows. For each pair of interface nodes, which are linked in both condensed subnetworks, replace the critical delay on the resulting branch in the condensed composite network by the maximum of the respective values for the subnetworks. All other branches and critical dealys in either of the two condensed subnetworks are simply transcribed into the composite condensed network.

The critical path data can then be readily calculated from the composite condensed network. Each of the branches is treated as an activity with a duration equal to its critical delay. The early and late occurrence dates and the free and total float of each event can then be computed in the usual manner. Once critical path data for the events in the master condensed network have been calculated, they can be substituted back into the original subnetworks to determine the corresponding data for the original activities.

Thus, the condensation and merging processes make it possible to logically segment a project into tractable subnetworks of successively higher levels of detail so that the entire project, no

### 2.4.25-2

matter what its size, can be viewed as one comprehensible summarized network. Without this capability network analysis would be of little value to project scheduling.

The purpose of this module is then to convert a network, specified in terms of a jobset with its corresponding family of predecessor sets and durations, into a condensed network defined by its event and pseudo-activity set with its corresponding collection of predecessor sets and durations.
2.4.25.2 Modules Called

None

### 2.4.25.3 Module Input

Critical Path Input Data (\$JOBSET)


### 2.4.25.4 Module Output

Tree Defining the Condensed network


### 2.4.25.5 Functional Description

The problem of finding the critical delay between any pair of eventis is simply that of finding the longest directed path between two nodes in a network not passing through any third node. Because the critical delays between all directly connected events are desired, the following approach suggests itself. Consider each event in turn. Step by step, examine all possible paths that terminate at the current event under analysis. All branches of any path must be investigated and for this reason a "pushdown" stack is useful in recalling wnich alternatives remain unexamined. A path is eliminated from further consideration when it reaches
an event or merges with some other path of greater length. Since the topology of the condensed networks are specified in terms of precedence sets rather than successor sets, it is convenient to proceed along the activity paths in reverse order to activity performance.

The macrologic of the module requires a few further words of explanation. First, when an event is transferred from the input tree $\$ J O B S E T$ to the output tree $\$ C O N D E N S E D \_J O B S E T$, its predecessors are omitted and its duration is maintained at zero. Second, when candidate early start and finish times are computed, the calculations are performed as though the activities and events proceeded backward in time. This point of view is adopted to avoid the costly process of inverting the predecessor sets to obtain successor sets. Finally, the details of inserting a pseudo-activity into the output tree \$CONDENSED_JOBSET are described. If pseudo-activity 1 represents a critical delay originating at event $i$ and terminating at event $j$, then the pseudoactivity should be listed as a predecessor of event $j$ and event $i$ should be listed as a predecessor of pseudo-activity $\ell$. The duration of the pseudo-activity is simply the critical delay between events $i$ and $j$ (that is, the early start of event $i$ computed with respect to event $j$ ).

### 2.4.25-6
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### 2.4.25.6 Functional Block Diagram




### 2.4.25.7 Typical Application

Network condensation has two basic applications. The first and most important is to facilitate integration of subnetworks inco master networks. Condensed subnetworks.with complex interfacing events can be merged into a simple composite condensed network equivalent to the complete composite network for critical path calculations concerning events. The condensed composite network is substantially smaller in terms of node and branch counts meking critical path analysis feasible in high-speed memory. The complete composite network, on the other hand, is frequently too large to permit analysis without the use of slower mass storage. Furthermore, the relative execution times of small and large networks are such that critical path data can be generated more rapidly by treating a condensed master network and using the resulting event early occurrence times to sol.ve the complete subnetworks than by directly solving the complete master network.

The second use of network condensation is in summarizing a complex network for top-level review. The webs of jobs connecting milestone events are replaced by simple sets of pseudo-jobs-one for each direct path between any two events. Thus, the criticality of the respective events as well as their interdependence is made more transparent.

### 2.4.25.8 References

Burman, P. J., Precedence Networks for Project Planning and Control, McGraw Hill, London, 1972.

### 2.4.25.9 Detailed Design

The functional block diagram provides the flow chart for this module. The module first examines each job element to determine whether the element is an activity or an event. An event has a duration of zero. Each event of the subnetwork is placed in the tree \$CONDENSED_JOBSET, without transferring its predecessors. The early "finish" times of all activities and events are initialized to zero。 The next event, $i$, is selected from ${ }^{\text {SCONDENSED_JOBSET for analysis }}$ and its label is placed in the stack. Each predecessor of event $i$ is used to call the recursive procedure, CHECK_DURA, in order to develop the critical delay to this event. The duration of the predecessor is added to the early "finish" of the event, and this value is compared with the early "finish" of the predecessor. If the calculated early "finish" time is greater than that of the predecessor, it replaces that of the predecessor. If the predecessor is an event (duration equal to zero) it is added to the stack of discovered events, otherwise, it is added to the stack to be examined. If the current predecessor has predecessors, each in turn is used to call the recursive procedure. When the stack to be examined is finally emptied, i.e. all jobs have been examined, the substructure of \$CONDENSED_JOBSET is completed.

### 2.4.25.10 Internal Variable and Tree Name Definitions

DURA - Duration of the correct predecessor being examined in CHECK_DURA, to simplify calling

EARLY_FINISH

- Value of early finish of event under examination plus duration of its current predecessor

2.4.25.11 Modification to Functional Specifications and/or Standard Data Structures Assumed

Since only one subnetwork is used to call this module, \$SUBNET is the name used in the parameter list of the module. In order to maintain unique labels for the identified delays, the counter, $L$, is now an input parameter "

### 2.4.25.12 Commented Code

NITWORK_CONDENSERI PROCEDURE (L,SSUBNET,SCONDENSED_SUBNET) OPTIONS (EXTERNAL)!
DRCLARE L,SJOB, SJOB_NAME,SSTACK,SSAVE_ELEMENT,SPRED LOCAL; DECLARE SDISCOVERED_EVENT LOCAL:
/* TRANSFER EACH EVENT IN SJOBSET TO SCONDENSED_JOBSET WITHOUT :
/* TRANSFERRING PREDECESSORS \#/
DO FOR ALL SUBNODES OF SSUBNET USING SJOB:
IF SJOB. DURATION IDENTICAL TO SNULL
THEN IF SJOB.JOB_INTERVAL IDENTICAL TO SNULL THEN DO:

WRITE INEITHER_DURATION_NOR_JOB_INTERVAL_INPUTI;
WRITE LABEL(SSUBNFT):
WRITE LABEL(\$JOB):
RETURN:
END:
ELSE. \$JOB DURATION $=\$ J O B . J O B$ CINTERVAL.ENO - SJOR. JOB_INTERVAL.START:
ELSE:
IF SJOB.DURATION $=0$ THEN DOB LABEL (\$CONDENSED_SUBNET (NEXT) ) = LABEL(SJOB): SCONDENSED_SUBNET(LAST), DURATION $=\$ \mathrm{JOB}$. DURATION\$ END:
ELSE:
END:
DO FOR ALL SUBNODES OF SCONDENSED SUBNET USING \$JOB_NAME:
/* INITIALIZE EARLY FINISH TIMES OF ALL JOBS TO ZERO \#/

DO FOR ALL SUBNODES OF SSURNET USING SJOB;
SJOB.EARLY_FINISH $=0 ;$
END:
PRUNE SDISCOVERED_EVENT:
INSERT LABEL(\$JOB_NAMES BEFORE SSTACK(FIRST);
SSAVE_ELEMENT $=$ SSTACK (FIRST):
POINT_B:
/* PICK NEXT PREDECESSOR ACTIVITY, K
DO FOR ALL SUBNODES OF \$SURNET.\#(\$STACK(FIRST)).TEMPORAL_RELATION. PREDECESSOR USING SPRED;
1* COMPUTE CANDIDATE PEARLY FINISH: TIME FOR ACTIVITY.K
CALL CHECK_DURA(SPRED)?
CHECK_DURA: PROCEDURE (SPRED'_NAME) RECURSIVE:
DECLARE DURA, EARLYFINISISHONEXT_EVENT;SPRED_NAME,STEMP_PRED LOĒAL: DURA $=$ SSUBNET.\#(\$PRED_NAMF). DURATION:
EARLY_FINISH $=$ SSUBNET.\#(SSTACK(FIRST)).EARLY_FINISH + DURA;
1* IS CANDIDATE 'EARLY FINISH' TIME GREATER THAN CURRENT EEARLY \#/
/* FINISH' TIME FOR ACTIVITY K?
IF EARLY_FINISH > SSUBNET.\#(SPRED_NAME), EARLY_FINISH
THEN DO:
/* REPLACE CURRENT EEARLY FINISH. TIME OF ACTIVITYK BY CANDIDATE \#'/
SSUBNET. \# (SPRED_NAME) •EARLY_FINISH = EARLY_FINISH: \#",
/* IS K AN EVENT?
IF DURA $=0$
2.4.25-12
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- ADD K TO DISCOVERED EVENT RECORD
THEN IF SPRED_NAMF NOT ELEMENT OF SDISCOVERED_EVENT THEN DO:

SDISCOVEREDGEVENT (NEXT) = SPRED_NAME:
GO TO POINT尞B:
END:
ELSE
ELSE OOS
INSERT SPRED_NAME BEFORE SSTACK (FIRST) GO TO POINT_B! END:
END:
ELSE;
END:
/* CHECK_DURA */
END:

* REMOVE TOP ELEMENT FROM STÄCK

PRUNE SSTACK(FIRST):
IF SSTACK IDENTICAL TO SNULL
/* PICK NEXT ELFMENT OF DISCOVEREN EVENT RECORD $J$ ( $/$ THEN DO FOR ALI SUBNODES OF SDISCOVERED_EVENT USING SNEXT_EVFNT:
1* ADO ACTIVITY L TO SCONDENSEN_JOBSET WITH DURATION EQUAL TO */

* 'EARLY FINISH' OF EVENT J

LABEL (SCONDENSED_SUBNET (NEXT) $=L \%$
§CONDENSED_SURNET (LAST).DURATION = SSUBNET. \# (SNEXTEEVFNT).EARLY_FINISH:

1. MAKE $J$ THE PREDECESSOR OF L
\$CONDENSED_SUBNET(LAST). TEMPORAL_RELATION.PRENECESSAR (NEXT) $=$ SNEXTSEVENT:

- ADO L TO PREDECESSOR SET OF I

SCONDENSED_SURNET. (\$SAVE_ELEMENT). TEMPORAL_RELATIION̈. PREDECESSOR (NEXT) $=L \%$
$L=L+11$
END:
ELSE GO TO POINT"B:
END:
DO FOR ALL SUBNODES OF SSUBNET USING SJOB:
PRUNE SJOB.EARLY_FINISH:
IF SJOB.JOR_INTERVAL $\rightarrow$ IDENTICAL TO SNULL
THEN PRUNE SJOB.DURATION:
END:
END: /* NETWORK_CONDENSER */

### 2.4.26 CONDENSED_NETWORK_ MERGER

2.4.26 CONDENSED_NETWORK MERGER

### 2.4.26.1 Purpose and Scope

This module will merge two condensed subnetworks into a composite condensed network. This process is essential in merging subnetworks into a self-contained master network.
2.4.26.2 Modules Called

SET_INTER TCTION
SET_UNION
NETWORK CONDENSER

### 2.4.26.3 Module Input

Critical path data for condensed subnetwork and condensed master subnetworks \$CONDENSED_JOBSET


### 2.4.26.4 Module Output

Critical path input data for merged network contained under master subnetworks node of \$CONDENSED_JOBSET.

### 2.4.26.5 Functional Description

The object of this module although specialized is critical to effective critical path analysis by subnetworks. By applying this module in conjunction with the NETWORK_CONDENSER module, the CRITICAL_PATH_PROCESSOR is able to assemble a self-contained condensed network. By applying the CRITICAL_PATH_CALCULATOR to the resulting network the critical-path data on the interfacing events is obtained. These data are then substituted back into the original subnetworks to obtain the critical path figures for their respective activities.

What is required of the merging routine in the context of the CRITICAL_PATH_PROCESSOR is the capability of combining two critical path input data structures for two condensed networks to yield a resultant structure representing the composite condensed network. The rules for performing the merger follow directly from the definition of a condensed network. Recall that a condensed network consists of all of the events of the original network connected by activities representing critical delays. Two events are connected by such an activity when there is at least one path between them in the original network that contains no third event. The durations along all paths directly connecting the two activities. The rules for merging two condensed networks are as follows:

1) Merge events. Let $E_{i}$ denote the set of events in condensed network $N_{i}$. Then if $N_{j}$ and $N_{k}$ are the condensed networks to be merged the event set $E$ of the merged network is simply $E=E_{j} \cup E_{k}$
2) Merge Pseudo-Activities. Let $e_{m}$ and $e_{n}$ be two interface events common to both $N_{j}$ and $N_{k}$, then the delay between these events in the merged network is calculated as
$d\left(e_{m}, e_{n}\right)=\max \left\{d_{j}\left(e_{m}, e_{n}\right), d_{k}\left(e_{m}, e_{n}\right)\right\}$ where $d_{i}\left(e_{m}, e_{n}\right)$ is the delay calculated in $N_{i}$. The remaining pseudo-activities defining the delay between non-interfacing events can be added directly to the merged network.

### 2.4.26.6 Functional Block Diagram




### 2.4.26.7 Typical Applications

The sole application of this module is in the recursive construction of a master network from a specified master subnetwork and all of its interfacing subnetworks as directed by the executive procedure CRITICAL_PATH_PROCESSOR and supported by the procedure NETWORK_CONDENSER.

### 2.4.26.8 Reference

Burman, P. J., Precedence Networks for Project Planning and Control, McGraw Hill, London, 1972.

IBM, Project Management System IV, Network Processor Program Description and Operations Manual, Publication SH20-0899-1, 1972.

### 2.4.26.9 Detailed Design

The functional block diagram may be used as a flow chart for this module. Since one condensed network is to be merged with another, it is desirable that the resulting network have the same name as one of the initial two. In this case $B$ will be merged into $A$, and returned as $A$. In order to preserve the initial A for operations, it will be duplicated as C and C will be used to build the merged network. Each job of network $B$ is examined. If the job is an event and is not included in network $A$, the event is added to network $C$, otherwise the predecessor set of $A$ is augmented by the predecessor set of $B$ and placed in $C$. If the job is an activity and is a critical delay between events of $A$, the greater duration of the activity is included in $C$. If the activity is not a critical delay in $A$, the activity is added to $C$, When all jobs of $B$ have been examined, network $A$ is replaced by network $C$, the merged network.

### 2.4.26.10 Internal Variable and Tree Name Definitions

\$NAME_A - tree whose single level substructure contains the labels of the jobs in network $A$.
\$NAME_B - tree whose single level substructure contains the labels of the jobs in network $B$.
\$PRED - temporary storage for a predecessor name, for ease in referencing.
\$Eucc - temporary storage for a successor name, for ease in referencing.
2.4.26.11 Modifications to Functional Specifications and/or Standard Data Structures Assumed

The subnetworks A and B of \$JOBSET are identified as \$SUBNET_A and \$SUBNET_B in the calling parameter list.

### 2.4.26.12 Commented Code

CONDENSED_NETWORK_MERGER: PROĊEDURE (\$SUBNET_A, \$SUBNET_B)
OPTIONS (EXTERNAL):
DECLARE NUMBER_DELAY LOCAL:
DECLARE SSUBNET_D LOCAL
DECLARE SNAME_A,\$NAME_R,SPRED:SSUCC,\$SUBNET_C LOCAL;
DECLARE I,J,SINTERSECT,SUNION;SB LOCAL:
\$SUBNET_C = SSUBNET_A\&
DO I = 1 TO NUMBER(\$SUBNET_A) SNAME_A(I) = LABEL(SSUBNETHAIIji: END:
$D O I=1$ TO NUMBER(SSUANET_B) 1 SNAME_B(I) = LABEL(SSUBNETER(I)is END:
DO I = 1 TO NUMBER(SNAME_B); IF \$SUBNET_B(I), DURATION INENTICAL TO \$NULL THEN IF SSUBNET'_R(I).JOR_INTERVAL IDENTICAL TO \$NULL

THEN DO;
WRITE INEITHER_DURATION_NOR_JOB_INTERVAL_INPUTO,
LABEL(\$SUBNET_R), LABEL(\$SUBNET_B(I)):
RETURN:
END:
ELSE \$SUBNET_B(I).DURATION = \$SUBNET_B(I).JOB_INTERVAL.:ENN - SSUBNET_B(I).JOB_?NTERVAL.START:

ELSE:
IF \$SUBNET_B(I).DURATION $=0$
THEN DO:
PRUNE SR:
SR(FIRST) $=$ SNAME—B(I):
CALL SETINTERSECTION(SBOSNAMEEAO\$INTERSECT):
IF SINTERSECT IDENTICAL TO SNULL
THEN SSUBNET_C $(N E X T)=$ SSUBNET_日(I) :
ELSE DO:
CALL SETUNION(SSSUBNET゙BG(I).TEMPORAL_RELATION.

TEMPORAL_RELAYION.PREDECESSOR, FUNIONY:
GRAFT SUNION AT \$SUBNET C. (\$NAME_B(I)).
TEMPORAL_RELATION.PREDECESSOR:
END:
END:
ELSE DO FOR ALL SUBNODES OF SSUBNET_B(I).TEMPORAL_RELATION. PREDECESSOR USING SPREN!
DO $J=1$ TO NUMBER(\$SUANET_B) \&
IF \$NAME_B(I) ELEMENT OF \$SUBNET_B(J).TEMPORAL_RELATION. PREDECESSOR
THEN SSUCC $=$ LABEL (FSUBNETBE (J) $):$
ENO:
IF (SPRED ELEMENT OF SSUBNET"A \# (SNAME B (I)). TEMPORAL_RELATION -PREDECESSOR \& SNAME B(I) ELEMENT OF SSUBNET_A. \# (SSUCCi. TEMPORAL RELATIONAPREDECESSOR)

```
            THEN IF SSUBNET_B(I).DURATION > SSUBNET_A.#(SNAME_B(III.
                DURATION THEN SSUBNET_C(NEXT) = SSUBNET_B(I);
                ELSE SSUBNET_C(NEXT) = $SUBNET_A\bullet#(SNAME_B(I));
            ELSE SSUBNET_C(NEY'T) = $SUBNET_B(I):
                END:
END:
NUMBER_DELAY = 1:
CXLL NETWORK_CONDENSER(NUMBERGDELAY,$SUBNET_C,$SUBNET_D);
gRAFT SSUBNET_D AT SSUBNET_AB
END: /* CONDENSED_NETWORKGMERGER */
```

2.4.27 NETWORK_ASSEMBLER

## '2.4.27 NETWORK_ASSEMBLER

### 2.4.27.1 Purpose and Scope

Given a master subnetwork and its prescribed interfacing events, this module will assemble this subnetwork and all of its interfacing subnetworks into a master network. This assembly capability facilitates the heuristic scheduling of any combination of subnetworks that may share common resources. The list of interfacing events need only be constructed to draw together all of the desired subnetworks.
2.4.27.2 Modules Called

REDUNDANT_PREDECESSOR_CHECKER
SET_INTERSECTION
SET_UNION
2.4.27.3 Module Input

1) Master subnetwork identifier (\$MASTER_SUBNET_ID) \$MASTER_SUBNET_ID

(SUBNET ID)
2) Interface event definition (\$INTERFACE)

3) Subnetwork definitions, including master subnetwork (\$JOBSET)


### 2.4.27.4 Module Output

1) Heuristic processor input data under master subnetwork node of \$JOBSET
2) Component Subnetworks of Master Network (\$SUBNET_SET)
A. Component subnet idenṭifier

2.4.27.5 Functional Description

The assembly of the master subnetwork and all of its interfacing subnetworks into a master network is straightforward. A "pushdown" stack of interfacing subnetworks to be examined is initialized to contain the master subnetwork. The top element of the stack is analyzed for interfacing subnetworks by successively examining each of its events for their presence in other unexamined subnetworks. Any such interfacing subnetworks found are added to the top of the stack. When all events in a subnetwork have been investigated it is added to the master network and removed from the unexamined stack. When the unexamined stack of interfacing networks is empty, the assembly process is complete.

### 2.4.27.6 Functional Block Diagram



### 2.4.27.7 Typical Applications

This module may be applied whenever it is necessary to assemble several subnetworks into a master network. This situation arises frequently in heuristic scheduling where several subnetworks must be scheduled simultaneously because their activities share common resources. Also small sjonetworks may be assembled for display or subsequent critical path analysis. However, large subnetworks because of computer resource limitations will require condensation before merging using the two modules NETWORK_CONDENSER and CONDENSED_NETWORK MERGER, respectively.

### 2.4.27.8 Detailed Design

The functional block diagram for this module may be used as a flow chart. The first subnetwork to be examined is the one identified as the master subnetwork, i.e. the subnetwork with controlling interfacing events. The name of the subnetwork to be analyzed is placed in the examined stack and is saved for future reference. Each job of the subnetwork being analyzed is examined, and if the job is an event, it is checked far interfaces. The stack remaining to be examined is augmented by the interfaces of this event. Each job of the current network is examined. Events not included in the assembled network are added to network $C$. If the event is included, then the predecessor set of the event in the assembied network is augmented by the predecessor set in the current network and the result placed in network $C$. If the job is an activity and is included in the assembled network, the great duration of the activity is included as the activity is placed in network C. If the activity is not in the assembled network, it is added to $C$. When all jobs of the current subnetwork have been examined, the assembled network is replaced by $C$ and the process repeated for the next subnetwork.
2.4.27.9 Internal Variable and Tree Name Definitions
\$EXAMINED_STACK - list of jobs which have been examined.
\$NAME_A - list of job names in the assembled network.
\$NAME_B - list of job names in the subnetwork being examined.
\$PRED - temporary storage for a predecessor name, for ease in referencing.
\$SAVE NAME - name of the subnetwork being examined.
\$SUBNET_C - temporary structure for the network being assembled.
\$SUCC - temporary storage for a successor name, for case in referencing.

### 2.4.27.9 Internal Variable and Tree Name Definitions

\$ASSEMBLED_NETWORK - The completed output network prior to grafting it at the master subnetwork node of \$JOBSET
\$DUMMY - Temporary storage for the name of the subnetwork being examined
\$EVENT
\$EXAMINED_STACK
\$INTERSECT - Output set returned from procedure SET INTERSECTION
\$NAME_A - List of job names in the assembled network
\$NAME_B

- List of job names in the subnetwork being examined
\$PRED
- Temporary storage for the predecessor name, for ease in referencing
\$SAVE_NAME
- Name of the subnetwork being examined
\$SUBNET_C - Temporary structure for the network being assembled
\$SUCC - Temporary storage for a successor name, for ease in referencing
\$TEMP - Temporary storage for \$EVENT
\$TEMP_NAME - Temporary storage for the current activity or event being examined
\$TEMP_NETS - Identifier for each subnode of \$TEMP
\$TEMP2
- Temporary storage for the name of the subnetwork being examined
\$̧UNEXAMINED_STACK
SUNION
- List of jobs yet to be examined
- Output set returned from procedure SET_UNION
2.4.27.10 Modification to Functional Specifications and/or Standard Data Structure Assumed

NETWORK_ASSEMBLER: PROCEDURE(SJOBSET,SINTERFACE,SMASTER_SUBNET_ID: sSUBNET_SET)

OPTIONS (EXTERNÄL)
DECLARE SUNEXAMINED_STACK.SEXAMINED_STACKÖSTEMP_NAME,SSAVE_NAME LOËAL:
DECLARE STEMP, STEMP_NETS, STFMPZ LOCAL
DECLARE SNAME.A. SNAMEEB, \$DUMMY, SEVENT, SASSEMBLED_NETWORK,
SSUBNET-C. SINTERSECT, \$SUCC, SPRED, I LOCAL!
IF SINTERFACE IDENTICAL TO SNULL
THEN IF SMASTER_SUBNET_ID IDENTICAL TO \$NULL THEN DOB

DO I = NUMBER(SJOBSETY) TO 2 BY - 11
DO J = NUMBER(SJORSET(ii) TO 1 BY -1:
GRAFT SJOBSET(I) (j) AT' SJOBSET (FIRST) (NEXTI:
END:
PRUNE SJOBSET(I):
END:
RETURN:
END:

## ELSE DO:

DO I $=$ NUMBER(SJOBSET) TO 1 BY $-1 \%$
IF LABEL (\$JOBSET(I)) $\rightarrow=$ SMASTER_SUBNET_ID THEN DO:

DO $J=\operatorname{NUMBER(SJOBSET}(I))$ TO 1 BY $-1:$
GRAFT SJOBSET(f) (J) AT SJOBSET.\#(SMASTER_SUBNET_IDi (NEXT):
END:
PRUNE SJOBSET(i):
ENE:
ELSE:
END:
RETURN:
END:
ELSE:

* PLACE MASTER SUBNETWORK IN STACK TO BE ANALYZED FOR INTERFACES *) SUNEXAMINED_STACK (FIRST) = SMÄSTER
/* EMPTY LIST OF SUBNETWORKS PREVIOUSLY EXAMINED FOR INTERFACES *,
PRUNE SEXAMINED_STACK:
PRUNE SASSEMBLEDE_NETWORK (FIRST):
POINT_A:
1* SELECT TOP ELEMENT FROM STACK OF SUBNETWORKS TO BE EXAMINED *:
SEXAMINED_STACK (NEXT) = SUNEXAMINEDSTACK (FIRST):
* SAVE CURRENT TOP SUBNETWORK FROM THE UNEXAMINED STACK

SSAVE_NAME $=$ SUNEXAMINED_STACK(FIRST):
PRUNE SUNEXAMINED_STACK (FIRSTI:
POINT_B:
OO I = 1 TO NUMBER(SJOBSET."(SSAVE_NAME)):
IF \$JOBSET.\#(SSAVE NAME) IIj. DURATION IDENTICAL TO SNULL THEN IF SJOBSET.\#(SSAVEMAMEI (I).JOB_INTERVAL IDENTICAL TO SNULi' THEN DO:

WRITE ONEITHER_DURATION_NOR_JOB_INTERVAL_INPUT:' sSAVE_NAME :

### 2.4.27-8
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RETURN:
END:
 (SSAVE_NAME) (I).JOB_INTERVAL.START;
ELSE:
IF SJOBSET.\#(\$SAVE_NAME)(Ii.DURATION: $=0$
THEN DO:
DO FOR ALL SUBNODES OF SINTERFACE USING SEVENT:
PRUNE STEMP:
IF SSAVEGNAME ELEMENT OF SEVENT
THEN STEMP $=$ SEVENT:
ELSE:
LABEL (SDUMMY) $=$ SSAVE"NAME;
PRUNE STEMP(FIRST:(SELEMENT $=$ LABEL(SDUMMY)) t;
IF STEMP (FIRST) IDENTICAL TO SNULL
THEN:
ELSE DO;
DO FOR ALL SUBNNDES OF STEMP USING STEMP_NETS:
IF STEMP INETS - ELEMENT OF SEXAMINED_STACK
THEN IF STEMP NETS A ELEMENT OF SUNEXAMINED_STACK
1* ADD ThOSE UNEXAMINED INTERFACING SUBNETWORKS OF THE CURRENT
/* EVENT TO THE STACK OF SURNETWORKS TO BE EXAMINED
THEN INSERT \$TEMP"_NFTS BEFORE SUNEXAMINED_STACK (NEXTI;
ELSE:
ELSE:
END:
END:
END:
END:
ELSE:
END:
/* AUGMENT MASTER SUBNETWORK WITH CURRENT SUBNETWORK. ADD TO LIST゙ "
/4 OF PREVIOUSLY EXAMINED SUBNETWORKS
START_AUGMENTATION:
IF SASSEMBLED_NETWORK - IDENTICAL TO SNULL
THEN DO:
DO I = NUMBER(SASSEMBLED_NETWORK) TO 1 BY - 1 : INSERT SASSEMBLED_NETHORK (I) BEFORE SSUBNET_C(FIRSTi:
END:

## END:

DO I = 1 TO NUMBER(SASSEMBIED_NETWORK):
SNAME_A(I) = LABEL(SASSEMBLED_NETWORK(I));
END:
DO $I=1$ TO NUMBER(\$JOBSET.\#(SSAVE NAME))
\$NAME_B(I) = LABEL(\$JOBSET.\#(\$SAVE_NAME) (I)):
END:
DO I = NUMBER(SNAME_B) TO 1 BY -1 :
IF SJOBSET.*(\$SAVE_NAMEj(I).DURATION = 0
THEN DO:

CALL SETINTERSECTION（\＄TEMP＿NAME SNAME＿AISINTERSECTI：
IF SINTERSECT IDENTICAL TO \＄NULL
THFN GRAFT SJORSET（\＄SAVE NAME）（I）AT SSUBNET＿C（NEXT）： ELSE DO：

CALL SETUNION（\＄JOBSETO \＃\＄SAVE NAME）（I）
TEMPORALIRELATIONOPREDECESSORQSASSEMBLED＿NETWORK： ＊（SNAME＿R（I））TEMPORAL＿RELATION．PREDECESSOR． SUNION）
GRAFT SUNION AT SSUBNET＿C．\＃（SNAME＿B（E）） TEMPORAL RELATION．PREDECESSOR：
END；
ENO：
ELSE DO：
SPRED＝\＄JOBSET．（\＄SAVENNAME）（I）．TEMPORAL＿RELATION． PREDECESSOR：
$D O J=1$ TO NUMAER（SJORSET（SSAVE＿NAME）
IF SNAME＿B（I）ELEMENT OF SJOBSET．（SSAVE＿NAMEJ（J）TEMPORAL＿RELATION．PREDECESSOR THEN SSUCC ：LABEL $(\$ J O B S E T$ \＃（\＄SAVE＿NAME）$(J)):$

## END：

IF（SPRED SUBSEY OF SASSEMRLED＿NETHORK．\＃（SNAME＿B（I）） TEMPORAL＿RELATYON PREDECESSOR \＆SNAME＿日（I）FLEMENT OF SASSEMBLED＿NETWORK．\＃（\＄SUCC）．TEMPORAL＿RELATION． PREDECESSOR）
THEN IF SJOBSET．（\＄SAVE＿NAME）（I）。DURATION＞
SASSEMBLED＿NETWORK \＃（\＄NAME＿FI（I））ODURATION
THEN GRAFT SUOBSET．\＃（\＄SAVE＿NAAE）（I）AT \＄SUBNET＿C （NEXT）：
ELSE GRAFT SASSEABLED＿NETWORK。（SNAME＿B（I））AT §SUBNET＿C（NEXT）
ELSE GRAFT SJORSET（\＄SAVE＿NAME）（I）AT SSUBNET＿C（NEXTI： END：
ENO：
PRUNE SASSEMBLED＿NETWORK\＆
GRAFY SSUBNET＿C AT SASSEMBLED＿NETWORK：
IF SUNEXAMINED＿STACK－IDENTICAL TO SNULL
THEN GO TO POINT＿A：
ELSE DO：
GRAFT SASSEMRLED＿NETWORK AT SJOGSET，\＃（SMASYER＿SURNET＿IDI：
GRAFT SEXAMINED＿STACK AT SSUBNET SETZ
DO I $=$ NUMBER（SJOBSFT）TO 2 BY mI：
STEMPZ $=$ LABEL（SJOBSET（II）：
IF STEMPZ ELEMENT OF SSUPNETHSET
THEN PRUNE SJOBSET（I）：
IF SJOBSET（I）（FIRSTI IDENTICAL TO SNULL
THEN PRUNE SJORSET（I）：
END：
DO IF NUMBER（SJOBSET．\＃（SAASTEP＿SUBNET＿TO））TO I BY－It
IF SJOBSET \＃（SMASTER SURNETZIDS II）TERPORAL，RELATION．
PREDECESSOR（FIRSオ̆）YOENTICAL TO SNULL

$$
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THEN PRUNE SJOBSET.\#(sMASTER_SUBNET_ID)(I). TEMPORAL_RELATION\&

## ENO 3

CALL REDUNDANT_PREDECESSOR*CHECKERISJOBSET.* (SMASTER_SURNET_ID)):
RETURN;
END:
END NETWORK_ASSEMBLER:
2.4.28 CRITICAL_PATH_ PROCESSOR
2.4.28 CRITICAL_PATH_PROCESSOR

### 2.4.28.1 Purpose and Scope

Given a master subnetwork and its prescribed interfacing events, this module will

1) Integrate the master subnetwork and all of its interfacing subnetworks into a condensed master network.
2) Compute the early- and late-occurrence dates of all the interface events.
3) Compute all critical-path data for the activities in the master subnetwork and all of its interfacing subnetworks. The objective of the module is to facilitate critical path calculations on networks too large to permit direct computations because of computer resource limitations in high-speed memory and execution time.

### 2.4.28.2 Modules Called

NETWORK_CONDENSER
CONDENSTED_NETWORK MERGER
CRITICAL_PATH_CALCULATOR
PREDECESSOR_SET_INVERTER

### 2.4.28.3 Module Input

1) Interface Event Definitions (\$INTERFACE)

 subnetwork complex of Fig. 2.4.28-2
2) Subnetwork Definitions, Including Master Subnetwork (\$JOBSET)

3) Master subnetwork ident 4 fier (\$MASTER_SUBNET_ID)
\$MASTER_SUBNET_ID

$\varepsilon-8 \overbrace{}^{*}+て$


Fig. 2.4.28-1 IlZustration of Interfacing-Event Data Structure for Sample Subnetwork Complex of Fig. 2.4.28-2


Fig. 2.4.28-2 Sample Subnetwork Complex

### 2.4.28.4 Module Output

1) Identifiers of subnetworks that are components of total network (all subnetworks in \$JOBSET may not be connected to total network).
\$SUBNET SET
(SUBNET ID)
(SUBNET ID)
(SUBNET ID)
2) Critical Path Output
Data (\$JOBSET)


### 2.4.28.5 Functional Description

This module has three basic objectives. The first objective, assembling the subnetworks into a 'condensed' self-contained master network, is the most involved and facilitates ready accomplishment of the remaining two. Basically, it involves determining all of the subnetworks to which the specified master subnetwork is connected by interface events. These subnetworks are condensed and then merged into a condensed master network. These steps can best be accomplished in the recursive fashion. (See para 2.4.28.6.)

The master condensed network is initialized as the condensed master subnetwork. Next a 'pushdown' stack of interfacing subnetworks is created and initialized as the master subnetwork. Then, the top subnetwork of the stack is condensed and examined for interfacing subnetworks. All unanalyzed subnetworks found are added to the stack. When the interface examination of a given subnetwork is completed, it is merged into the current condensed master network. The merging process will be carried out by the module CONDENSED_NETWORK_MERGER. When the 'pushdown' stack of unexamined interfacing subnetworks is finally emptied, a self-contained master condensed network has been assembled and is ready for critical-path analysis.

The second objective of the module, calculation of the early and late occurrence dates of all the interfacing events, is accomplished by applying the module CRITICAL_PATH_CALCULATOR to the condensed master network. To do so one need only construct the single tree SJOBSET, including the successer sel substruttare,
required by the module CRITICAL_PATH_CALCULATOR. This input tree contains the network topology and duration information necessary for critical path analysis and can most conveniently be accumulated as the condensed master network is built. The successor sets can be built from the predecessor sets by the module PREDECESSOR_ SET_INVERTER after the remainder of the tree is accumulated. The third object of the module, computation of the critical path data for the activities in the various subnetworks, is also achieved by a simple call to the CRITICAL_PATH_CALCULATOR. This is possible provided \$JOESET contains the early- and late-occurrence date of each interface event. The input data structure \$JOBSET must, of course, be filled with the network topology and the activity durations for the particular subnetwork in question. In particular the successor sets as well as the predecessor sets must be present in the tree. Hence a call to the PREDECESSOR_ SET_INVERTER module is required.



### 2.4.28.7 Typical Application

The primary application of the module is to permit critical path analyses of networks too large for the computer to handle as a single piece; it also permits network analysis using hierarchical levels of detail. Critical path data are obtained for high-level milestone events reflecting, without approximation, the effects of low-level activities. The savings in high-speed memory requirements and execution time can be considerable. Furthermore, data input tends to be more accurate when the networks involved are of comprehensible size. In general, critical path analyses based on subnetworks consistent with the normal hierarchical decomposition of the project is the most effective approach to the scheduling and control of large projects.

### 2.4.28.8 References:

Burman, P. J.: Eneciderse Networks for Project Flanning and Control, McGraw Hill, London, 1972.

IBM: Project Management System IV, IVetwork Frocessor Progran Description aria Opexations Manual, Publication SH20-0899-1, 1972.

### 2.4.28.9 Detailed Design

The functional block diagram may be used as the flowchart for this module. The module first selects the master subnetwork and condenses it by a call to module NETWORK_CONDENSER. The name of the subnetwork is added to the stack of examined subnetworks. Each element of the current subnetwork is examined, and if events (i.e. duration equals zero) have Interfaces with subnetworks not in the examined stack, the interfaces are added to the unexamined stack. When all elements have been examined, the condensed master network is augmented with the current subnetwork. This process is repeated until all subnetworks have been examined. A critical path analysis is run on the condensed master nerwork, by a call to module CRITICAL_PAY'H_CALCULATOR. Each subnetwork which was examined for interfaces is subjected to critical path analysis using event early and late occurrence times computed from the condensed master network.

### 2.4.28.10 Internal Variable and Tree Name Definitions

SCONDENSED_MASIER - a tree structure representing a master network containing interface events and critical delays.
\$CONDENSED_SUB - a tree strucrure containing one of the input subnetworks in condensed form.
\$EXAMINED_STACK - a temporary tree whose first level subnode values are the labels of the subnetworks which have been examined for interfaces.


CRITICAL_PATH_PROGESSOR: PROCEDURE (SJOBSET, SINTERFACE,
SMASTER_SUBNET_ID,SSUBNET_SET) OPTIONS (EXTERNAL):
dECLAME NUMBED_DELAY LOCAL:
DECLARE I,J, \$ORDERED_MASTER,\$ORDERED_STACK, $\$$ TEMP LOCAL;
DECLARE SUNEXAMINED_STACK,\$EXAMINED_STACK,SCONDENSED_MASTER,STEMP整NAMF, SDUMMY, SCONDENSED_SUB LOCAL:

```
/* PLACE LABEL OF MASTER SUBNETHORK IN STACK TO BE EXAMINED
SUNEXAMINED_STACK(FIRST) = SAASTERESUBNET_ID:
```

PRUNE SEXAMINED_STACK:
PRUNE SCONDENSED_MASTER(FIRSTI;
NUMBER_DELAY $=13$
/* make top element of stack to be examined 'current'

```
/* CONDENSE CURRENT SUBNETWORK

POINT_A:
CALL NETWORK_CONDENSER (NUMAER_DELAY, SJOBSET. \# (SUNEXAMINED_STACK (FIRST) ) \(\$\) CONNENSED_SUB) :
GRAFT SCONDENSED_SUR AT \$DUMMY(FIRST):
CALL PREDECESSOR_SET_INVERTER (\$NUMMY) ;
GRAFT SDUMMY (FIRSTI ATT SCONDENSED_SUB:
LABEL (SCONDENSED_SUB) \(=\) SUNEXAMINEDRSTACK (FIRST):
/* ADD CURRENT SUANETWORK TO STACK OF EXAMINED
SEXAMINED_STACK (NEXT) = SUNEXAMINEDSTACK (FIRST):
SEXAMINED_STACK (NEXT) = SUNEXAM
PRUNE SUNEXAMINED_STACK (FIRST):
POINT_B:
* DO ANY UNEXAMINED ELEMENTS REMAIN IN CURRENT SUBNETWORK? -
\(001=1\) TO NUMBER(\$CONDENSED_SUB):
IF SCONDENSED_SUB(Ij.JOB_INTERVAL IDENTICAL TO SNULL
THEN IF SCONDENSED_SUBiti, DURATION PDENTICAL TO \$NULL THEN DO:

WRITE INEITHER_DURATION_NOR_JOB_INTERVAL_INPUTI' LABEL (SCONDENSED:SUB(I));
RETURN:
END:
ELSE:
ELSE DO:
SCONDENSED_SUB(I), START.EARLY = SCONOENSED_SUR(I). JOB-INTERVAI START:
SCONDENSEDZ SUB(I).START.LATE \(=\) SCONDENSED_SUB(I). JOB-INTERVAL. START \&
SCONDENSED_SUB(I).FFNISH.EARLY = SCONDENSED_SUB(I). JOB'INTERVAl. END:
SCONDENSED.SUB(I) FINYSH-LATE = SCONDENSED_SUR(I). JOB INTERVAL.END:
IF SCONDENSEDESUB(I).DURATION IDENYICAL TO SNULL
THEN SCONDENSED_SUB(I).DURATION \(=\) SCONDENSED, SUB(I). JOB_INTERVAL.END - SCONDENSED_SUB(I).JOB_INTERVAII. START;
ENO:
IS THIS ELEMENT AN EVENT?
IF SCONDENSED_SUBIII DURATYON \(=0\)
THEN DO:
```

/* DOES THIS EVENT HAVE INTERFACES WITH SUBNETWORKS NOT IN
\$TEMP_NAME = LABEL (\$COONDENSED-SUB(I))?
DO J = 1 TO NUMBER( $\$$ YNTERFACEO ( $\$$ TEMP_NAME)):
IF SINTERFACE.A(STEMP_NAMF) (Jj ©ELEMENT OF SEXAMINED_STACK
THEN IF \$INTERFACF. (\$TEMP NAME) (J) a ELEMENT OF SUNEXAMINED_STACK

1. ADD THE UNEXAMINED INTERFACES TO THE IINEXAMINED STACK

THEN SUNEXAMINED_STACK (NEXT) = SINTERFACE.\#(STEMP_NÄME
(J):

ELSE;
ELSE:
END:
END:
ELSE:
END:

* AUGMENT THE CONDENSED MASTER NFTWORK WITH CONDENSED CURRENT *,

CALL CONDENSED_NETWORK_MERGER (SCONDENSED_MASTER, SCONDENSED_SUB):
LABEL (\$CONDENSED_MASTER) = SMASTER_SUGNET_ID: PRUNE SCONDENSFD © SUR:
1* IS STACK OF UNFXAATNFD SURNETWORKS EMPTY? \#' IF \$UNEXAMINED_STACK a IDENTICAL TO SNULL

THEN GO TO POINT_A:
ELSE DO:
1* RUN CRITICAL PATH ANALYSIS ON CONDENSED MASTER NETWORK \#/ \$TEMP $=$ LABEL ( $\$ C O N B E A S E O^{\prime}$ MASTER):
GRAFT SCONDENSED_MASYER AT SDUMMY(FIRST):
CALL PREDECESSOR SETEINVERTER (SDUMMY):
GRAFT SDUMMY (FIRST) AT SCONDENSED.MASTER:
LABEL (\$CONDENSED_MASYER) $=$ STEMP
CALL CRITICAL PATH_CALCULATOR (\$CONDENSED_MASTER, SORDERED_MASTER): GRAFT SORDEREO_MASTER AT SCONDENSED_MASTER: DO $I=1$ TO NUMRER(\$FXAMIAED_STACK) DO $J=1$ TO NUMBEF (SJORSET.\# (SEXAMINED_STACK(I))): IF SJOBSET.\#(\$EXAMINED_STACK(I))(J). DURATION = 0 THEN DO:

SJORSET.\#(\$FXAMINED"STACK(I))(J).START =
 (Ij) (Ji). START: \$JOBSET.\#(\$FXAMTNED_STACK(I))(J).FINISH = \$CONDENSED_MASTER.\#LABEL (\$JOBSET.\# (\$EXAMINED*STAC̈K
(I') (J)) FINISH: SJORSETO (BFKARINED_STACK(I))(J).SLACK =
 (I) (Ji).SLACK\& END:
END:
1* PERFORM CRITICAL PATH ANALYSIS ON TOP ELEMENT OF STACK THAT HAS
/" BEEN EXAMINED FOR INTERFACFS. USE EVENT EARLY AND LATE
/* OCURRFNCE TIMES COMPUTEN FROM CONDENSED MASTER NETWORK
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```
                            GRAFT SJOBSET.*(SEXAMINED_STACK(I)) AT SDUMMY(FIRST)!
        CALL PREDECESSOR_SETHINVERTER(SDUMMY):
        GRAFT SDUMMY(FIRST) AT SJOBSET.#(SEXAMINED_STACK(I)):
        CALL CRITICAL_PATH_CALCULATOR($JOBSET.#(SEXAMINED_STACK(I'),
        SORDERED_STACKI:
        GRAFT SORDERED_STACK AT $JOBSET.*(SEXAMINED_STACK(I)):
        END:
        END:
GRAFT SEXAMINED_STACK AT SSUBNET_SET;
END: /# CRITICAL_PATH_PROCESSOR */
```

2.4.29 NETWORK_EDITOR

### 2.4.29 NETWORK EDITOR

### 2.4.29.1 Purpose and Scope

This module edits manually or automatically generated project scheduling precedence relations for logical inconsistencies.

Four types of errors may occur in precedence data:

1) The predecessor relationships may contain cycles; for example, job $A$ is a predecessor of job $B, B$ is a predecessor of $C$, and $C$ is a predecessor of $A$.
2) The list of predecessors for a job may include more than immediate predecessors; for example job $A$ is a predecessor of $B, B$ is a predecessor of $C$, and $A$ as well as $B$ are listed as predecessors of C .
3). Some precedence relations may be overlooked.
3) Some predence relations may be listed that are spurious. Errors of types (1) and (2) are inconsistencies in the data that can be detected by automated examination of the predecessor sets. Errors of types (3) and (4), however, appear to be legitimate data and, hence, cannot be discovered by computer procedures. Instead, manual checking (perhaps by a committee) is necessary to ensure that the predecessor relations are correctly reported.

Errors of type (1) are fatal to the critical path analysis. Errors of type (2), however, are not fatal and merely lengthen the execution of the critical path algorithm. For this reason the NETWORK EDITOR has been divided into two separate editing procedures. The first, called ORDER BY PREDECESSORS, is mandatory. All efficient CPM processors require the job set to be
arranged in a technological ordering (any job in the list precedes all of its successors). This ordering is a useful byproduct of the cycle-checking routine. The second procedure, called the REDUNDANT PREDECESSOR CHECKER, is optional. Its use is, however, recommended because, in addition to expediting the critical path processing, it generates the most logically concise precedence network possible.

### 2.4.29.2 Modules Called

ORDER BY PREDECESSORS
REDUNDANT PREDECESSOR_CHECKER
2.4.29.3 Module Input

1) Network definition $\$ J O B S E T$ - unedited version
2) Redundant-predecessor-elimination option indicator (SIMPLIFY)


### 2.4.29.4 Module Output

1) Network definition $\$$ JOBSET - edited version
2) Cycle-containing subset of activities or events \$CYCLE SET

$(J O B \mid D) \quad(J O B \mid D) \quad(J O B I D)$

### 2.4.29.5 Functiona1 Description

The module NETWORK EDITOR serves primarily as a coordinator 'of the two editing modules, ORDER BY PREDECESSORS and REDUNDANT_ PREDECESSOR_CHECKER. This module is intended to prevent the user from attempting to use REDUNDANT PREDECESSOR_CHECKER without first having called ORDER BY_PREDECESSORS to place the second level subnodes of $\$$ JOBSET in a technological ordering. The user may opt not to eliminate redundant predecessors by setting the flag SIMPLIFY.

### 2.4.29.6 Functional Block Diagram


2.4.29-4

Rev B
2.4.29.7 Typical Application

Removal of logical inconsistencies from a precedence network
is necessary in two contexts.

1) Facilitating an automated critical path analysis.
2) Preparing a consistent and concise precedence network for manual analysis to
a) Eliminate errors of types (3) and (4) as discussed in 2.4.29.1.
b) Improve the basic project organization.

### 2.4.29.8 Reference

Levy, F. K., Thompson, G. L., and Wiest, J. D.: 'The ABC's of the Critical Path Method." Harvard Business Review. Vol 41, No. 5, September-October 1963, pp 98-107.

### 2.4.29.9 DETAILED DESIGN

This module simply consists of a call to ORDER_BY_PREDECESSORS and an optional call to REDUNDANT_PREDECESSOR_CHECKER. Since the functional definition of the parameters used, to call ORDER_BY PREDECESSORS have been changed, those changes have also been incorporated into this module. After alling this module, the user should always check \$JOBLIST.FIRST to see if it is identical to \$NULL. If not, the user can assume \$JOBLIST contains a set of jobs containing a cycle and REDUNDANT PREDECESSOR_CHECKER was not called (regardless of the option specified in the CALL statement). If $\$$ JOBLIST is empty, the user can assume $\$$ SORDERED_LIST contains the complete set of jobs and REDUNDANT_PREDECESSOR_CHECKER was called (assuming that option was specified).

### 2.4.29.10 INTERNAL VARIABLE AND TREE NAME DEFINITIONS

I_ELIMINATE_REDUNDANCY_FLAG - Used to indicate whether or not REDUNDANT_ PREDECESSOR_CHECKER is to be called
\$JOBLIST - Is the set of jobs to be edited
\$ORDER_LIST - Is the edited set of jobs output by the module

### 2.4.29.11 MODIFICATIONS TO FUNCTIONAL SPECS AND/OR STANDARD DATA

 STRUCTURES ASSUMEDIn order to make this module compatible with the restart capability provided in ORDER_BY_PREDECESSORS, its parameters have been redefined. \$JOBLIST has been substituted for \$JOEJET. This is because all of the fob nodes need to be one level below the root node, i.e., the SUBNFT ID
nodes of $\$ J O B S E T$ should not be present. This tree is still used to input the unedited list of jobs. However, as the jobs are ordered, they are transferred to \$ORDERED_LIST. If a cycle is detected, the set of jobs containing the cycle is returned in $\$ J O B L I S T$, thus eliminating the need for \$CYCLE_SET. SORDERED_LJST is the output tree of this module, but also can be used to input an already-ordered list of jobs. For better readability, the name of the option flag, SIMPLIFY, has been changed to I_ELIMINATE_REDUNDANCY FLAG.

> 2.4.29.12 COMMENTED CODE

## NETWORK_EDITOR:


/* THIS MODULE CHECKS FOR LOGICAL INCONSISTENCIES IN A SET OF
1* PREDECESSOR RELATIONS. ON OUTPUT, SORDERED_LIST WILL CONTAIN
1* THE JOBS (INPUT IN SJOBLIST) IN PRECEDENCE ORDER. SORDERED

* LIST MAY ALSO BE USED TO YNPUT A PREVIOUSLY ORDERED LIST. IF Ä
/* CYCLE IS DETECTED, THE MONULE IMMEDIATELY RETURNS, LEAVING THE
/* SET OF JOBS CONTAINING THF CYCLE IN SJOBLIST. THE INPUT VARI.
* ABLE Y_ELIMINATE_REDUNDANCY_FLAGV INDICATES WHETHER OR NOT
** REDUNDANT PREDECESSOR RELATIONSHTPS ARE TO GE ELIMINATED.
/*

PROCEDURE (SJOBLIST, IEELIMINATE_REDUNDANCY_FLAG. SORDERED*LISTi OPTIONS (EXTERNAL):
CALL ORDER_BY"-PREDECESSORS (\$JOBLIST, \$ORDERED_LIST)
IF SUOBLIST(FIRST) NOT IDENTICAL TO SNULL THEN RETURN:
IF I_ELIMINATE_REDUNDANCY_FLAG $=0$
THEN CALL REDUNDANT_PREDECESSOR_CHECKER(SORDERED_LIST) ;
END NETWORK_EDITOR :


### 2.4.30 CHECK DESCRIPTOR COMPATIBILITY

### 2.4.30 CHECK_DESCRIPTOR_COMPATIBILITY

2.4.30.1 Purpose and Scope

This module identifies incompatibilities between resource descriptors that arise when a single job is to be inserted on a timeline that contains jobs that have already been assigned. It applies to jobs that change the descriptors of one or more specific resources or that requireresources with particular values of explicit resource descriptors. For example, a certain activity might require a camera with unexposed film. The same activity could leave the film in an exposed status; i.e., change the value of the film status from 'unexposed' to 'exposed.' If an attempt is made to schedule this activity ahead of another activity, which has already been assigned to the timeline and which requires unexposed film, a resource descriptor conflict would result. This module will identify such conflicts when given an existing schedule and a job to be inserted in that schedule at a specified time.

It is important to understand that this module is applicable to models with resources that have multiple explicit descriptors, but it is not suitable for use with resources that are described as pools. Pooled resources with multiple descriptors are extremely complex to model due to a proliferation of partitions of the pool. A discussion of modeling and solution strategies for pooled, explicit-descriptor resources is found in Volume II. The area of applicability of this module is illustrated as follows.

| Time Progressive <br> Assignment Algorithms  Time Transcendent <br> Assignment Algorithms  <br> Implicit <br> Descriptors <br> Only Explicit <br> Descriptors Implicit <br> Descriptors <br> Only Explicit <br> Descriptors <br> Item Specific <br> Resources  This Module <br> Applicable  <br> Pooled <br> Resources  This Module <br> Applicable  |  | Assignment <br> Strategy <br> for This <br> Type of <br> Modeling |
| :--- | :--- | :--- | :--- |

This module looks forward and backward in the input schedule from the assignment time for the job to be inserted. It searches backward to identify the jobs in the input schedule that place resources in improper statuses for wse by the job to be inserted. The jobs in the schedule that create improper values of descriptors are identified and may or may not be those that immediately precede the job to be inserted.

Similarly, this module looks forward in time to identify the jobs in the schedule that no longer will have resources with correct descriptor values if the job to be inserted is placed in the schedules at the input assignment time. The module neither makes assignments nor cancels assignments, but merely builds a tree structure, which contains information that is useful for identifying the cause of conflicts.

This module assumes that the absence of a final descriptor means that the job does not change values of the resource that were input to the job. If the required resource descriptors for the job to be inserted are incompatible with the existing resource
descriptors at the assignment time, the incompatibilities that are identified for times after the assignment time are those that result assuming compatibility between the scheduled resource descriptors and the required descriptors for the job to be inserted. This is illustrated below.

Time $\quad$|  |  |
| :--- | :--- |
|  | Job to be |
| Scheduled | Inserted |

Input Status Required

Output Status

Identified
Incompatibility


Identified
Incompatibility

### 2.4.30.2 Modules Called

## DESCRIPTOR PROFILE

2.4.30.3 Module Input

This module is called with three input arguments. They are \$CON_CHECK, \$RESOURCE, and \$SCHED UNIT. \$RESOURCE has the general structure given in Section 2.2 and must contain initial descriptors at a reference time and all assignment and descriptor changes that are to be considered after that time. This information is required by this module so that it can call DESCRIPTOR PROFILE. \$CON_CHECK is a string variable flag, used to indicate if contingency variables are to be examined.

### 2.4.30.4 Module Output

This module returns a structure called \$DESCRIPTOR CONFLICTS, which contains information about the conflicts that would result if \$SCHED_UNIT were assigned at its specified time. The general structure of \$DESCRIPTOR_CONFLICTS is shown below:


Each first-level subnode represents a resource status conflict that would result from the assignment of \$SCHED UNIT at the specified time.
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\$SCHED_UNIT has the general structure of a schedule unit shown below:


Note that in \$SCHED UNIT, the JOB INTERVAL.START must contain the assignment time for the job to be inserted.

### 2.4.30.5 Functional Block Diagram



## ORIGINAL PAGE IS. OF POOR QUALIT OF POOR QUALITY

### 2.4.30.6 Typical Application

The most common use of this module is to service an assignment procedure that makes assignments in a time-transcendent manner; i.e., in a sequence that is not ordered on time. Such an assignment sequence might be: Assign job 1 at 9:00 AM, assign job 2 at 9:30 AM, assign job 3 at $9: 18 \mathrm{AM}$. If each of these jobs has required resources with particular descriptors, then the insertion of job 3 between jobs 1 and 2 can cause an otherwise compatible schedule to become incompatible. Incompatibilities such as these are identified by this module.

An example of the function of this module is instructive. Consider a resource-feasible schedule consisting of 4 jobs, Jl, J2, J3, and J4, and two resources, R1 and R2, each of which may have one of three descriptor values denote by S1, S2 or S3. Suppose the assignments for J 1 through J 4 are represented by the timeline below.

|  |  |  | J2 |  | J3 | J4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Input Descriptors | 5 | 8 | 12 | 17 | 2426 | 3134 |  |
| Requirements |  |  |  |  |  |  |  |
| R1 | $S_{1}$ |  | $\mathrm{S}_{2}$ | $\mathrm{S}_{2}$ | $\mathrm{S}_{3}$ | $S_{3}$ |  |
| R2 | $\mathrm{s}_{1}$ |  | $\mathrm{S}_{1}$ | $\mathrm{s}_{2}$ | $\mathrm{S}_{1}$ | $\mathrm{S}_{2}$ |  |

Output Descriptors

| R1 | $S_{2}$ | $S_{3}$ | $S_{2}$ | $S_{3}$ | $S_{3}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| R2 | $S_{1}$ | $S_{1}$ | $S_{2}$ | $S_{2}$ | $S_{2}$ |

And suppose that the job to be inserted is represented as:

Input Descriptor
Requirements
R1

$$
\begin{aligned}
& \mathrm{s}_{2} \\
& \mathrm{~s}_{2}
\end{aligned}
$$

## Output Descriptor

R1
R2
This module will build the following structure.


$$
2 \cdot 4 \cdot 30-8
$$

### 2.4.30.7 Detailed Design

Each resource required by the input data structure, \$SCHED_UNIT, must be checked against the preceeding resource assignments in the standard data structure, SRESOURCE, for correspondence of both intervals and descriptors. Failure of either interval or descriptor correspondence causes a node to be added to the output data structure, SDESCRIPTOR_CONFLICTS. If the resource is not specified by name then a resource name is associated with that resource. Contingent resource intervals are examined only when necessary and requested via the CON_ CHECK input.

If resource descriptors are not specified in the input data structure, then any resource of the proper type and name is presumed acceptable, and the first one found is selected. For required resources which are not identified by name, the descriptors are examined first. Following successful correlation of descriptors, the intervals are examined. If this check is unsuccessful, contingency intervals are examined, if requested.

If the required resource name has been specified, the intervals are examined first, followed, if successful by descriptor examination. This order is preferred as the descriptor examination is expected to require more machine time.

When the job to be inserted has been compared with the preceding assignments it is compared with the suceeding assignments. The intervals are examined first, followed by examination of the descriptors.

Internal procedures are utilized to perform the functions of descriptor comparison, interval comparison and building the output data structure.

### 2.4.30.8 Interval Variable and Tree Name Definition

| \$ASSIGN | - Identifier for each subnode of ASSIGNMENT for the resource being examined |
| :---: | :---: |
| \$ASSIGNMENT | - Pointer for the ASSIGNMENT node in internal procedure INTERVAL_CHECK |
| CHECK_FLAG | - Flag in internal procedure, DESCRIP_CHECK, set to 'YES' if resource descriptors match, set to 'NO' if they do not match, corresponds to DESCRIP_OK |
| \$CURRENT_PROFILE | - Identifier for each subnode of \$PROFILE in internal procedure, INTERVAL_CHECK |
| \$DESC | - Identifier for each subnode of last set of FINAL descriptors |
| DESCRIP_OK | - Flag denoting descriptor matching, corresponds to CHECK_FLAG |
| \$DESCRIPTION | - Identifier for each subnode of \$NAME when checking descriptors with following jobs |
| \$DESCRIPTOR_1 | Identifier in internal procedure, BUILD_ CONFLICT, for descriptors of earlier job to be added to output data structure, \$DESCRIPTOR_CONFLICTS |
| \$DESCRIPTOR_2 | - As \$DESCRIPTOR 1 , for later job |
| \$\$ESR | - Identifier for each subnode of first set of INITIAL descriptors |
| \$DUMMY | - Temporary storage for substructure of last subnode of \$RES-STATE |
| \$DUMMY 1 | - Single node tree, whose value is the label of SSCHED-UNIT, used in call to internal procedure BUILD_CONFLICT |



| \$PROFILE | - Identifier in internal procedure, INTERVAL_ CHECK for normal or contingency subnodes of INITIAL_PROFILE of the resource being examined |
| :---: | :---: |
| \$RES_NAME | - Identifier of the resource name substructure found in internal procedure, DESCRIP_CHECK. Corresponds to the single \$FOUND_NAME transmitted back to main procedure . |
| \$RES_STATE | - Descriptor state at specified time returned from internal procedure, DESCRIP_CHECK. Corresponds to output of library module, DESCRIPTOR_PROFILE. |
| \$RES_TYPE | - Identifier in internal procedure, BUILD_ CONFLICT, for resource type |
| \$RESOURCE_NAME | - Identifier in internal procedure DESCRIP_ CHECK for resource name substructure being examined |
| \$RESOURCE_TYPE | - Identifier in internal procedure DESCRIP_ CHECK for resource type substructure being examined |
| \$STATE | - Identifier in internal procedure DESCRIP_ CHECK for output of library module, DESCRIPTOR_PROFILE |
| \$START_TIME | - Identifier in internal procedure DESCRIP_ CHECK for initial time of job to be inserted |
| \$SUBNAME | - Identifier of each subnode of \$NAME when checking descriptors of preceding jobs |
| \$TEMP_NAME | - Temporary storage for the resource name idenified for the required resource with name not specified |
| \$TREE | - Tree whose subnode values are the labels of the last set of FINAL descriptors |

# 2.4.30.9 Modifications to Functional Specifications and/or Standard Data Structures Assumed 

None
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SRESOURCE.


```
/* EACH RESOURCE MUST BE CHECKED AGAINST THE ASSIGNMENTS FOR
1* CORRESPONDENCE OF ROTH INTERVALS AND DESCIRIPTORS. FAILURE OF
** EITHER CAUSES A SUBNODE TO bE CONSTRUCPED ON THE &CONFLICT'
/* tree. if the reSource is not idEnyified by name, then a name
/* IS ASSOCIATED WITH THE RESOURCE. CONTINGENT INTFRVALS ARE
** EXAMINED ONLY WHEN NECESSARY AND REQUESTED. ASSIGNMENTS ARE
/* CHECKED PRIOR TO THE TIME THE JOB IS TO EE INSERTED, AND THEN
/* FOR TIMES LATER THAN THE jOB IS TO bE INSERTED.
PRUNE SDESCRIPTOR:ICONFLICTS:
ISTART = SSCHED_UNIT.JOB_INTERVAL.START:
IEND = $SCHED_UNIT.JOR_INTERVAL_END:
DO FOR ALL SUBNDNES OF $SCHEDPUNIT,FESOURCE USING STYPE%
        DO FOR ALL SUBNODES OF STYDE USING SNAME:
        IF LABEL(SNAME) = ''
            THEN DO FOR ALL SUBNODES OF SNAME USING SSUBNAME;
            SKSTART = SSUBNAME.INTERVAL.START * ISTART:
        SNAME_MISSING = YES':
            CALL DESGRIP_CHECK(SNAME#MISSING"SSUBNAME,$RESOURCE.WLABEII
                    $TYPE),SKSTART,SDESCRIP_OK:
                        $RES_NAME, $RES*STATFI:
        IF SOESCRIP_OK = 'YES'
            THEN DO:
                                    CALL INTERVAL_CHECK($SUBNANE,SRESOURCE,#LABELISTYPEI-
                                    #LABEL($RES_NAME), INITBAL_PROFILE*NORMAL.*
                                    SRESOURCF.*LABEL($TYPE). #LABEL(SRES_NAME).
```

$\%$
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## ASSIGNMENT,

SINTERVAL OKI:
IF SINTERVAL_OK = YYES'
THEN STEMP_NAME = LABEL(SRES_NAME);
ELSE DO:
IF SCON_CHECK = YES'
THEN DO:
CAIL INTERVAL_CHECK (SSUBNAME,SRESOURCE. \#LABEL (STYPE). \#LABEL (SRES_NAME). INITIAL_PROFILE, CONTINGENCY, SRESOYRCE. WLABEL (STYPE). \#LABEL (SRES_NAME).ASSIGNMENT,
SINTERVAL_OKI:
IF SINTERVAL_OK = 'YES'
THEN STEMP_NAME = LABEL (SRES_NAME $)^{*}$ FLSE DO:

SDUM:AYI=LABEL (SSCHED_UNIT);
SDUMMYZ $=$ LABEL (\$TYPE);
SDUMMY $3=$ LABEL (SNAME):
IF SRES"STATE(LAST).JOB_ID IDENTICAL
TO SNULL THEN DO: GRAFT SRES_STATE(LAST) AT SDUMMY: SUOB_ID $=$ \$RES_STATE (LAST) •JOB_ID: GRAFT \$DUMMY AT S:ES_STATE (NEXT): END:
ELSE SJOB_ID = SRES_STATE (LAST).JOṘ_Iñя
CALL BUILO_CONFLICT (\$DUMMYI. \$JOB_ID, SDUMMYZ. SDUMMY3, SRES_STATEI LAST:. DESCRIPTOR, SSUBNAME. DESCRIPTOR(FIRST) IINITIAL, SDESCRIPTOR_CONFLICTSI:
IF \$RESOURCE. \#LAREL (STYPE). \#LABEL (SNAME). ASSIGNMENT (FIRST) IDENTICAL TO SNULL
THEN PRUNE SDESCRIPTORECONFLICTS(LAST), RESOURCE. \#LABEL (STYPE).\#LABEL (SNAMEİ.SCHED_DESCRIPTOR ?

FND:
END:
ELSE DO:
SDUMMY1=LABEL (\$SCHED_UNIT):
SDUMMYZ $=$ LABEL (STYPE):
SDUMMY $3=$ LABEL (SNAME):
IF SRES"STATE (LAST).JOB_ID IDENTICAL
TO SNULL YHEN DO:
GRAFT SRES_STATE(LAST) AT SDUMMY: SJOE_D $=$ SRES_STATE (LAST) ONOB_TD: GRAFT GDUMAY AT GRES_STATE (NEXTI: END:

```
        ELSE SJOB_ID = SRES_STATE(LAST) .JOR_IN̄:
        CALi: BUILD_CONFLICT(SOUMMYI,
                        $JOB_ID,$DUMMYZ,
                    $DUMMY3. SRES_STATE(LAST),DESCRIPTOR,
                        SSUBNAME,DESERIPTOR(FIRST).INITIAL,
                        SDESCRIPTOR_CONFLICTSI:
IF SRESOURCE.#LAREL(STYPEI**LABEL (SNAME).
            ASSIGNMENT (FIRST) IDENTICAL TO SNULL
            THEN PRUNE SDESCRIPTOR_CONFLICTS(LAST),RESOURCE.*LABFL
                (STYPE).WLABEL (SNAME).SCHED_DESCRIPTOR:
                    END:
                    END:
            END:
                ELSE DOB
```

```
                                    SDUMM'Y1=LABEL(SSCHED_UNIT):
```

                                    SDUMM'Y1=LABEL(SSCHED_UNIT):
                                    SDUMMYZ = LABEL($TYPE):
                                    SDUMMYZ = LABEL($TYPE):
                                    SDUMMY3 = LABEL(SNAME);
                                    SDUMMY3 = LABEL(SNAME);
                                    IF SRES*_STATE(LAST).NOB_ID IDENTICAİ
                                    IF SRES*_STATE(LAST).NOB_ID IDENTICAİ
                                    TO SNULL THEN DO:
                                    TO SNULL THEN DO:
    GRAFT SRES_STATE(LAST) AT SOUMMY:
    GRAFT SRES_STATE(LAST) AT SOUMMY:
    SJOOB_ID = $RES_STATE(LAST).JOB_ID:
    SJOOB_ID = $RES_STATE(LAST).JOB_ID:
    gRAFT SDUMMY AT S ES_STATE(NEXT):
    gRAFT SDUMMY AT S ES_STATE(NEXT):
    GRAFT SDUMMY AT SRES_STATE(NEXTI;
    GRAFT SDUMMY AT SRES_STATE(NEXTI;
    END:
    END:
    ELSE $JOB_ID = $RES_STATE(LAST).JOR_IN̈:
    ELSE $JOB_ID = $RES_STATE(LAST).JOR_IN̈:
    CALL RUILD_CONFLICTISOUMMYI.
SJOR_ID,$DUMMYZ,$DUMMY3.
SRES_STATE(LÄST):
DESCRIPTOR,马SUBNAME.DESCRIPTORIFIRSTY.INITIAL.
SDESCRIPTORTCONFLICTST):
IF $RESOURCE.#LABEL($TYPEI.\#LABEL($NAME).
                ASSIGNMENT (FIRST) IDENTICAL TO SNULL
            THFN PRUNE SDESCRIPTOR_CONFLICTS(LAST),RESOURCE."LABFL
            ($TYPE).*LABEL($NAME).SCHED_DESCRIPTOR;
            END:
        END:
    ELSE DO FOR ALL SUBNODES OF SNAME UGING SSUBNAME!
    SKSTART = SSUBNAME.INTFRVAL.START + ISTART;
        SNAME-MISSING % 'NO':
            CALL INTERVAL_CHECK(SSUBNAME,SRESOURCE.#LABEL($TYPE).\#LABFL
(SNAME). INITIAL_PROFILE.NORMAL,SRESOURCE.
\#LABEL($TYPE)."LABEL($NAME).ASSIGNMENT,
$INTERVAL_OK):
            IF SINTERVAL_OK = 'YES'
            THEN DO&
        CALL DESCRIP_CHECK(SNAME_MISSING,SNAME, SRESOURCE..*
                LABEL($TYPE), \$KSTART,
SDESCRIP_OK,SRES_NAME,SRES_STATEI:

```
    IF SDESCRIP_OK = 'YES'
    THEN:
    ELSE DO;
                SDUMMY1=LABEL(SSCHED_UNIT);
                    SDUMMY3 = LABEL(SNAME):
                    SDUMMYZ = LABEL($TYPE):
                    IF SRES"STATE(LAST).JOB_ID IDENTICAL'
                    TO SNULL THEN DO;
                        GRAFT $RES_STATE(LAST) AT SDUMMY:
                        SJOB_ID = SRES_STATE (LASTI.JOBEID&
                        GRAFT. SDUMMY AT SRES_STATE(NEXT):
                        END:
                    ELSE SJOB_ID = SRES_STATE(LAST).JOR_IÏ:
                CALL BUILD_CONFLICTISDUMMYI.
                                    $JOB_ID,SDUMMY2,$DUMMY3,
                                    $RES_STATE (LAST).DESCRIPTOR,SSUBNAMF.
                                    DESCRIPTOR(FIRST).INITIAL.SDESCRIPTOR_CONFLTCTS;
                        #
IF SRESOURCE.*LAREL(STYPE).#LABEL($NAME).
    ASSIGNMENT (FIRST) IDENTICAL TO SNULL
    THEN PRUNE SDESCRIPTOR_CONFLICTS(LAST).RESOURCE.WLABFL
    (STYPE).#LABEL(SNAME).SCHED_DESCRIPTOR %
            END:
    END:
ELSE DO:
    IF $CON:CHECK = 'YES'
        THEN DOS
        CALL INTFRVAL_CHECK($SUBNAME,$RESOURCE."LABEL'I
            STYPE).#LABEL(SNAME).INITIAL_PROFILE.
                    CONTINGFNCY,SRESOLIRCE.#LABEL (STYPE).
                                    #LABEL($NAME), ASSIGNMENT,SINTERVAL_OK):
            IF SINTERVAL_OK = 'YES'
                    THEN DO:
                    CAIL DESCRIP_CHECK($NAME_MISSING.$SUBNAME,
                                    $RESOURCE.#LAREL ($TYPE):
                                    $KSTART,SDESCRIP_OK.
                                    SRES_NAME,SRES_STATEI:
                                    IF SDESCRIP:OK = 'YES'
                                    THEN:
            FLSE DO&
            SDUMMY1=LABEL (SSCHED_UNIT):
            $DUMMYZ = LABEL($TYPE):
                        SDUMMY3 = LABEL(SNAME):
                            IF SRES_STATE(LAST).JOB_ID IDENTICALi
                TO $NIILL THEN DO;
                    GRAFT SRES_STATE(LAST) AT SDUMMY!
                        $JOB_ID = $RES_STATE (IAST).JOB_ID:
                                    GRAFT}\mathrm{ $DUMAIY AT SES_STATE (NEXT):
```

END:

- ELSE \$JOB_ID = SRES_STATE(LAST).JOR_Iñ:

CALL BUILD_CONFLICT(SDUMMYI. SJOB_ID.
SDUMMYZ, \$DUMMY3,SRES_STATEI
LASTI, DESCRIPTOR, \$SUBNAME. DESCRIPTOR (FIRST). ENITIAL, \$DESCRIPTOR_CONFLICTSI:
IF SRESOURCE, WLAREL(\$TYPEJ.*LABEL (SNAME). ASSIGNMENT (FIOST) IDENTICAL TO SNULL
THEN PRUNE SDESCRIPTOR_CONFLICTS(LAST),RESOURCE• FLARFL. (STYPE). \#LABEL (SNAME).SCHED_DESCRIPTOR:

FND:
ENB:
ELSE NO:
SDUMMY1=LABEL (SSCHED.UNTT): SDUMMYZ $=$ LABEL (STYPE): SDUMMY $3=$ LABEL (\$NAME):

IF SRES"STATE(LASY).JOB_ID IDENTICAL̈
TO \$NULL THEN DO:
GRAFT SRES_STATE(LAST) AT SDUMMY: SJOB_ID WRES_STATE (LAST) JOB WO: GRAFT SDUMMY AT BRES_STATE (NEXT): END 3
ELSE \$JOB_IO = \$RES_STATE(LAST), JOR_ID̃:
CALL RUILD_CONFLICT(SDUMMYI.
SJOB_ID, SDUMMYZ,
SOUMMY3, \$RES_STATE (IAST).DESCRIÖTOR, SSUBNAME. DESCRRIPTOR (FIRST). INIYIAL. SDESCRIPTOR_CONFLICTS):
IF SRESOURCE.\#LAREL (STYPE).\#LABEL (SNAME)。 ASSIGNMENT (FIPST) IDENTICAL TO \$NULL
THEN PRUNE SDESCRIPTOR_CONFLICYS(LAST) GAESOURCE O FLARFL (STYPE). \#LABEL (SNAME), SCHED DESCRIPTOR:

END:
END:
ELSE DO\&
CALL DESCRIPTOR"PROFILE (SRESOURCE, \#LABEL (STYPE):
\#LABEL (SNAME), SRESOURCE•\#LABEL (\$TYPE) \#\# LABEL (SNAME): ASSIGNMENT, SRES_STATE,
SKSTART):
SDUMMY I $\mp$ LABEL (SSCHED. UNIT):
SDUMMYZ $=$ LABEL (STYPE):
SOUMMY $3=$ LABEL (GNAME):
IF SRES"STATE(LAST) •JOB_ID IDENTICAL
TO SNULL THEN DO:
GRAFT SRES STATE(LAST) AT SDUMMY:

```
SJOB_IO = SRES_STATE(LAST).JOB_ID:
GRAFT}\mathrm{ SDUMMY AT SRES_STATE(NEXT):
END:
ELSE SJOB_ID = $RES_STATE(LAST).UOR_ID̄&
```

CALL BUTLD_CONFLICT (SDUMRAYI. \$JOB ID. \$DUMMYZ, \$DUMMY3. SRES_STATE (LAST) , DESCRIPTOR, §SUBNAME. DESCRYPTOR (FIRST):INTTIAL? SDESCRIPTOR_CONFLICTS):
IF SRESOURCE.\#LAREL (STYPEI•*LABEL (SNAME). ASSIGNMENT (FIRST) IDENTICAL TO \$NULL
THEN PRUNE SDESCTRYPTOR_CONFLICTS(LAST).RESOURCE. WLARFL (STYPEI. \#LABEL (SNAME).SCHED_DESCRIPTOR \& END:
END:
END:
THIS SECTION OF CODE NOES THE CHECKING OF ASSIGNMENTS AT

DO FOR ALL SUBNODES OF SNAME USING SDESCRIPTION: IF SNAME_MISSING $=$ 'YES'

## THEN

ELSE STEMP_NAME = LAREL (SNAME)
DO FOR ALL SUBNODES OF SRESOURCE. \#LABEL (STYPE). \# (STEMP ENAME)
-ASSIGNMENT USING SASSIGN:
IF SASSIGN.INTERVAL.START < SSDESCRIPTION.INTERVAL.END * ISTART)
THEN
ELSE DO\&
IF (SDESCRIPTION。DESCRIPTORILASTI.FINAL SURSET OF SASSIGN.NESCRIPTOR(FIRSTI.INITIAL I SASSIGN. DESCRIPTOR (FIRSTI. INITIAL SUBSET OF SDESCRIPTYON: DESCRIPTOR (LAST). FINAL) THEN:
ELSE DO:
PRUNE STRFE:
DO FOR ALI SUBNODES OF SOESCRIPTION, DESCRIPTOR
(LAST),FINAL USING SDESCB
STREE (NEXT) $=$ LABEL (SDESC)
END:
DO FOR ALI SUBNODES OF SASSIGN.DESCRIPTOR(FIRST). INITIAL USTNG SDESR:
IF LABEL(SUESR) ELEMENT OF STREE THEN:
ELSE IF SASSIGN。DESCRIFTOR (FIRST). INITIAL -SUBSET OF SDESCRIPTION.
DESCRIPTOR(LASTI OFINAL
THEN DO:
SDUMMYI=LABEL (SSCHED_UNIT): SDUMMYZ E LABEL(STYPE): SDUMMY3 $=$ LABEL (\$NAME):
CALL BUIIO_CONFLICTISASSIGN.JOB_ID. SDUMMY1, SDUMMYZ, SDUMMY3.

SASSIGN. DESCRIPTOR(FIRST), INITIAL,
SDESCRIPTION.DESCRIPTOR (LAST), FINAL,
SDESCRIPTOR4CONFLICTSI:
IF SRESOURCE.*LABEL(STYPE) *LABEL(SNAME).
ASSIGNMENT (FIRST) IDENTICAL TO SNULL
THEN PRUNE SDESCTRIPTOR_CONFLICTS(LAST).RESOURCE.\#LABEL (STYPE). \#LABEL (SNAME).SCHED_DESCRIPTOR:

GO TO NEXT_RESOURCE_NAME:
END:
END:
END:
END:
END 1
IE SOESCRIPTOR_CONFLICTS(FIRST) IDENTICAL TO SNULL THEN LABEL(SNAME) = STEMP_NAME:

END:
NEXT_RESOURCE_NAME:
END 3
END:

DESCRIP_CHECK: PROCEDURE (SNAMF_MIS®ING, SRESOURCE_NAME, SRESOURCE_TY戸E, SSTART_TIME, $\$ C H E C K$ FLAG. $\$ F$ OUND_NAME, SSTATE):

## /* THIS INTERNAL PROCEDURE IS DESIGNED TO CHECK ONLY THE

/* RESOURCE DESCRIPTORS. THIS PROCEDURE CALLS THE MODULE

* IDESCRIPTOR_PROFILE: TO DETERMINE THE RESOURCE STATE AT THE \#/
* TIME THE JOB IS TO BE INSFRTED. THE FINAL DESCRIPTORS OF THE */
/* RESOURCE STATE ARE COMPARED WITH THOSE REQUIRED BY THE JOB TO */
/* BE INSERTED. THE INPUT VARIARLE INAME_MISSINGI INFORMS THE : !
1* PROCEDURE TO RETURN A RESOURCE NAME IF MATCHING DESCRIPTORS
* ARE FOUND.

DECLARE SRESOURCE_NAME,SRESOURCE_TYPE,\$START_TIME,CHECK_FLAG,
SNAME_FOUND,\$STATE, SNAMF_MISSING LOCAL;
SCHECK_FLAG $=$ 'NO':
IF SNAME_MISSING $=$ 'YES.
THEN DO FOR ALL SUBNODES OF SRESOURCE_TYPE UȘING SNAME_FOUND: CALL DESCRIPTOR PROFILEISNAME FOUND, SNAME FOUND.ASSIGNMENT. SSTATE,SSTART_TIME);
IF SRESOURCE"NAME ODESCRIPTOR(FIRSTI.INITIAL SUBSET OF SSTATE (LASTI. DESCRIPTOR
THEN DO:
SCHECK_FLAG $=$ YYES:
SFOUNDENAME $=$ SNAMECFOUND:
RETURN:
END:
END:
ELSE DOB
CALL DESCRIPTOR_PROFILEISRESOURCE_TYPE, \#LABELISRESOURCE_NAMEI? SRESOURCE_TYPE.\#LABEL (SRESOURCE_NAME), ASSIGNMENT: SSTATE,SSTART_TIMFI:
IF SRESOURCE NAME (FIRSTI, DESCRIPTOR (FIRSTI. INITIAL SUBSET OF
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SSTATE(LAST).DESCRIPTOR
THEN DOB
SCHECK_FLAG = YESI:
SFOUND NAME $=$ SRESOURCE_NAME;
RETURN:
END:
END:
END_DESCRIP_CHECK: END:

```
INTERVAL_CHECK: PROCEDURE(SRESOURCF_NAME,$PROFILE,$ASSIGNMENT,$IFIZAG):
/* THIS INTERNAL PROCEDURE CHECKS THE INITIAL PROFILE OF THE */
/* PROPER RESOURCE TYPE AND NIAME TO INSURE THAT THE RESOURCE IS *'
/4 AT LEAST POTENTIALLY AVAIIABLE AT THE TIMES REQUESTED. #/
DECLARE SIFLAG,$PROFILE,SRESOURCE_NAME,SASSIGN LOCAL:
SIFLAG = 'YES':
    DO FOR ALL SUBNODES OF SPROFILE USING SCURRENT_PROFILE;
    IF SRESOURCE_NAME.INTERVAI'.START + ISTART >= SCURRENTIPPROFILE,
        START & SRESOURCE_NAME.INTERVAL.END +ISTART <= SCURRENTMPROFTLE.
        END
            THEN gO TO NEXT"_sChED_INTERVAL;
        END:
        SIFLAG = 'NO';
NEXT_SCHED_INTERVAL:
    IF $IFLAG=IYES!
        THEN DO:
        DO FOR ALL SUBNONES OF $ASSIGNMENT UEING SASSIGN:
            IF SRESOUREE_NAME.INTERVAL.START+ISTART<=SASSIGN.
                                    INTERVAL.START
                                    THEN IF SRESOURCE_NAME.INTERVAL.END+ISTART<ESASSIGN.INTERVAL.
                                    START
                                    THEN;
                            ELSE SIFLAG='NOO:
                    ELSE;
            END:
        END:
                            END: /# END_INTERVAL_CHECK */
```

BUILD_CONFLICT: PROCEDURE (\$PRFCEDING_JOB,SFOLLOWING_JOB,SRESITYPE,
SRES - NAME, SDESCRIPTOR-1, \&DESCRIPTOR_2, SDESCRIPTOR_CONFLICTSI:
1*THIS PROCEDURE CONSTRUCTS THE OUTPUT, 'SDESCRIPTOR_CONFLICTS, *"
DECLARE SPRECEDINGUOB, SFOLLOWING JOB, $\$$ PRECEDING_DESCRIPTOR,
SFOLOWING_DESCRIPTOR LOCAL:
SDESCRIPTOR_CONFLICTS(NEXT).JDA_ID(FIRST) = \$FOLLOWING_JOB:
LABEL(SDESCRIPTOR_CONFLICTS(LAST), JOB_ID(FIRST)) $x \cdots!$
SDESCRIPTOR_CONFLICTS (LAST).JAB_ID (NEXT) = SPRECEDING_JOB:
LABEL (SDESCRIPTOR_CONFLICTSILAST) .JOB_ID(LASTI) = $1:$
SDESCRIPTOR_CONFLICTS (LAST), RESOURCE•\#(SRES_TYPE)。"(SRES_NAME).
SCHED_DESCRIPTOR = SDESCRIPTOR_1:
SDESCRIPTOR_CONFLICTS(LAST),RFSOURCE•*(\$RES_TYPE)•\#(SRES_NAME).
JOB_DESCRIPTOR = SDESCRIPTOR系2:
ENO: 1* BUILD_CONFLICT \#/
END: / CHECK_DESCRIPTOR_COMPATIBILITY */
2.4.31 ORDER_BY_PREDECESSORS
2.4.31 ORDER_BY PREDECESSORS

### 2.4.31.1 Purpose and Scope

Given a set of activities and events and their respective predecessor sets, this module either places them in a technological order if one exists or identifies a subset of the activities containing a cycle. A technological ordering of the events and activities means an ordering such that any activity or event is preceded by all of its predecessors or equivalently followed by all of its successors. A cycle, on the other hand, is a chain of predecessor-successor related activities or events implying that some event or activity is a predecessor of itself. Such an activity or event could never be scheduled because one of its predecessors, namely itself, could never be completed beforehand. Hence, the presence of cycles in a precedence network precludes any scheduling or critical path analyses.
2.4.31.2 Modules Called

None

### 2.4.31.3 Module Input

Network definition (\$JOBLIST) - activities or events (first level subnodes) are not technologically ordered.


### 2.4.31.4 Module Output

1) Network definition (\$JOBLIST) - activities or events (secondlevel subnodes) are technologically ordered.
2) Subset of jobs containing cycles (if any exist) (\$CYCLE SET)


### 2.4.31.5 Functional Description

It can be shown that the activities and events of a project can be technologically ordered if, and only if, the precedence relations contain no cycles. It must be noted, however, that if cycles are absent, the technological ordering is by no means unique. The particular ordering produced by this module results from inductively "scheduling" in cycles all those activities or events whose predecessors are "scheduled." Eventually a cycle arises where there are no activities or events with all of their predecessors "scheduled." If some activities or events remain unscheduled, they contain a cycle. A more precise description of the logic of the module is provided in the functional block diagram.


### 2.4.31.7 Typical Application

The module is applied wherever a job set must be technologically ordered or wherever erroneous definition of the network miay result in cycles that would invalidate further analysis. Examples of the former include the modules CRITICAL_PATH_CALCULATOR and REDUNDANT PREDECESSOR CHECKER. An example of the latter is the HEURISTIC SCHEDULING_PRECESSOR.

### 2.4.31:8 Reference

Muth, John F. and Gerald L. Thompson, Industrial Scheduling, Prentice Hall Inc., Englewood Cliffs, New Jersey, 1963.

### 2.4.31.9 DETAILED DESIGN

During the implementation of this module, it was determined that a restart capability could be added with very little extra logic. Since this provides an important service to the user, it has been incorporated in the code presented here.

The module repeatedly searches through the list of jobs until it finds one whose predecessors are already in the technologically ordered list. This job is then transferred to the ordered list. This iterative process continues until all of the jobs have been ordered or until a cycle is detected in the remaining set of jobs.

The calling program should always check to make sure that \$JOBLIST. FIRST is identical to \$NULL before assuming that \$ORDERED_LIST contains the complete set of jobs. If there are any jobs left in \$JOBLIST after calling ORDER_BY_PREDECESSORS, the user can assume that they contain an input error.
2.4.31.10 INTERNAL VARIABLE AND TREE NAME DEFINITIONS
\$JOB - Used to reference a subnode of \$ORDERED_LIST
\$JOBLIST : - Is the set of unordered jobs input by the calling program
\$NAME_LIST - Used to record the names of jobs that have already been ordered

SORDERED_LIST - Is the set of jobs that are technilogically ordered
\$TEMP - Is a temporary storage area
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The functional definitions of the input and output parameters of this module have been changed. This was done to provide the user the ability to restart the ordering process by inputting an already-ordered list of jobs. • The unordered jobs will then be added to this list.

If the user is working with large precedence networks, it is possible that his original specification of the network will contain several cycles. ORDER_BY_PREDECESSORS will identify these cycles (one per call) and also return a partially ordered list of jobs. Once the cycle has been eliminated, the user will need to call ORDER_BY_PREDECESSORS again. However, the jobs that were returned in the crdered list may be predecessors of those returned in \$CYCLE_SET. If this module were implemented as originally specified, the above fact would force the user to recombine the ordered and unordered jobs, before calling the module again. This means that after detection and elimination of each cycle, ordering of the entire set of jobs would have to be reattempted. In order to avoia this cumbersome and wasteful process, a restart capability has been provided.
\$JOBLIST is still used to input the list of unordered jobs, but is not used to return the list of ordered jobs. The general philosophy of the module is that as the jobs are ordered, they are transferred from \$JOBLIST to the output tree, \$ORDERED_LTST. This means that if a cycle is detected, the set of jobs containing the cycle will be returned in \$JOBLIST, thas eliminating the need for \$CYCLE SET. This approach provides the restart capability by allowing the user to input an alreadyordered set of jobs (in \$ORDERED_LIST) onto which the jobs in \$JOBLIST will be added.

The functions of \$JOBLIST and \$ORDERED_LIST are clearly separated. For purposes of both input and output, they will contain unordered and ordered lists of jobs, respectively.

2.4.31.12 COMMENTED CODE

```
ORDER_BY_PREDECESSORS: PROCEOURE (SJOBLIST, SORDERED_LIST)
    OPTIONS (EXTERNAL) &
```



```
/* THIS MODULE TECHNOLOGICALLY ORNERS THE SET OF JOBS INPUT IN
/* SJORLIST AND RETURNS THEM IN SORDFREDILLIST. SORDERED_LIST CAN
* BE USEO TO INPUT AN ALREAN̈Y-ORDERED SETT OF JOBS ONTO WHICH THE
* JOBS CONTAINED IN SJOBLIST ARE TO BE ADDED. IF A CYCLE IS DE-.
/* TECTED IN THE PRECFDENCE NETWORK, THE SUBSET OF JOBS CONTAINING
** THE CYCLE IS RETURNED IN SUOBLIST.
/*
*
```



```
DECLARE SNAME _LIST, \$JOB, \$TFMP LOCAL
DO FOR ALL SUBNODES OF SORNERED_LIST USING SJOB ; INSERT LABEL(\$JOR) BEFORE SNAME _LIST(FIRST) ; END :
DO WHILE(SJOBLIST(FIRST) NOT IDFNTICAL TO SNULL) ; GRAFT SJOBLISTIFIRSTISELEMENT TEMPORAL_RELATION.PREDECESSOR SUBSET OF SNAME_LIST) AT STHEMP: IF STEMP IDENTICAL TO SNULL THEN RETURN; SNAME_LIST (NEXT) E LABEL (STEMP) : GRAFT STEMP AT SORDERÉUILIST (NEXT) : END :
```


2.4.32 RESOURCE_ALLOCATOR

### 2.4.32.1 Purpose and Scope

This module allocates resources to the various activities in a project to produce a schedule that satisfies all the resource constraints and heuristically minimizes the project's duration. What precisely is meant by a project is detailed in the purpose and scope section of the executive module HEURISTIC_SCHEDULING PROCESSOR.

The scheduling heuristic takes a very pragmatic approach to the problem. It realistically assumes that the resource constraints are "soft." For example, additional labor or equipment can frequently be obtained by subcontracting or scheduling overtime. Further, within narrow limits resources can virtually be expanded by increasing the pace of the effort. To model the softness of the resource constraints, contingency threshold increments to the normal availability levels of critical resources are specified by the user. Then, whenever an activity cannot be scheduled by its critical path late start time, the current partial schedule is voided beyond the time that the resourcebound activity first had all of its predecessors completed. From that point onward, the schedule is rebuilt assuming that all of the critical resources that previously prevented scheduling are now available at their respective original normal levels plus their respective contingency threshold increments. When the previously resource-bound activity is finally scheduled the pool levels of its critical resources are returned to their normal
levels (assuming the contingency increments are not simultaneously required for some other resource-bound activity).

The normal scheduling heuristic is a time progressive procedure employing the critical path late start time of each activity as a dynamic priority rule. Fortunately the late-start date of an activity does not depend on the actual start dates of its predecessors provided none of these is delayed beyond its late start date. If some activity is delayed beyond its late start date by an interval "a," the project completion date is slipped by "a" time units and, hence, the late starts of any activity with respect to any other is unaltered. Hence, the priority function does not require updating each time a new activity is added to the partial schedule. The procedure basically steps through process time scheduling those activities whose predecessors have all been completed in order of their late-start priority and within the existing resource availabilities. The contingency resource increments and the associated rescheduling can be viewed as a modifying heuristic on the earliest late-start date priority rule. - The RESOURCE ALLOCATOR serves as the forward-pass segment of the combined forward- and backward-pass heuristic resource allocating procedure called the HEURISTIC SCHEDULING PROCESSOR. It produces a tentative front-loaded resource allocation together with its associated practical estimate of the project duration. Preserving this estimated minimun project duration, the RESOURCE LEVELER delays activities in the tentative schedule within the
limits of their residual slack to produce heuristically the most level resource-loaded schedule.

### 2.4.32.2 Modules Called

None
2.4.32.3 Module Input

1) Network, Critical Path Data and Activity or Event Definitions \$JOBSET

2) Resource Definitions (\$PROFILES)


### 2.4.32.4 Module Output

1) Resulting Heuristic Schedule (\$SCHEDULE)

2) Revised Resource Profile Including Usage (\$PROFILES)
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### 2.4.32.5 Functional Description

The RESOURCE ALLOCATOR uses the policy of scheduling activities as soon after their predecessors are completed as resources become available and their priority warrants. Categorically, scheduling activities as soon as possible does indeed tend to produce minimum duration projects, but only at the expense of heavily front loaded resource utilization profiles. Unfortunately, however, it is usually desirable for reasons of economy to utilize resources at as constant a rate as possible. To achieve level resource utilization, the resulting schedule from the RESOURCE ALLOCATOR is passed to the RESOURCE LEVELER module. This routine delays jobs within their residual float to level out resource utilization while maintaining the project duration of the original schedule.

The scheduler tends to think chronologically beginning with the project start date. Hence, in imitating him, it is natural to use a time progressive heuristic. On any given day in his chronological scheduling effort, the next activity to be scheduled is that job whose predecessors are all complete and that is most likely to be slipped beyond its late-start date. Only the resource constraints can cause an activity to be so slipped because the precedence constraints are automatically satisfied by the set of critical-path early-start times for the resource-unconstrained situation. Nevertheless the interaction of the resource constraints with the precedence constraints can
be extremely complicated. For example, a set of minor delays occasioned by various resource constraints can accumulate sufficiently over the precedence network to slip a subsequent activity beyond its late start time and, hence, delay the project. Modeling the resource constraints in the heuristic procedure is, therefore, extremely difficult. It has been attempted by several investigators but the results have never justified the complications. Thus the most reasonable approach appears to be resource bound. In this case, then, the most likely precedence-constraint-free candidate for slipping the project completion is that activity among those with completed predecessors that has the earliest late-start date.

Finally, if the same activity does slip its late-start date thereby delaying project completion, the scheduler considers enacting contingency measures such as obtaining more labor and equipment through subcontracting or scheduling overtime. The heuristic allocator takes the same approach, adding contingency threshold increments to the critical resource pools, binding the tardy activity beginning at the time its predecessors were first completed, the rescheduling the entire project from that point onward. When the resource-bound activity is finally successfully scheduled, the pool levels of the critical resources are returned to their normal values.
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### 2.4.32.7 Typical Application

The forward-pass RESOURCE_ALLOCATOR module can be used in conjunction with the backward-pass RESOURCE _LEVELER wherever a short duration and level-resource profile schedule for a project is desired. The heuristics involved are sophisticated enough to give a practical schedule, but simple enough to allow rapid execution. Thus, parametric runs on normal and contingency resource levels can be executed to arrive at a highly desirable schedule.

Because the logic involved in the RESOURCE ALLOCATOR is somewhat involved, an illustrative example is presented. Consider the project shown in Fig. 2.4.32-1. This problem is taken from Davis' (Davis, 74) survey of resource allocation procedures. Although it is rather small to be representative of practical projects, it is of interest in that the optimal solution is available via the algorithm of Davis and Heidorn (Davis and Heidorn, 1971). Figure 2.4.32-2 is a detailed trace of the execution of the RESOURCE ALLOCATOR logic for the illustrated resource-constrained project. Sufficient detail is presented to allow the reader to verify his understanding of the algorithm's logical flow as presented in the functional block diagram. Next, Fig. 2.4.32-3 presents the details of the resulting 18 -day schedule. Contingency resource pool increments of 2 and 1 were available for the first and third resources, respectively.Figure $2.4 .32-4$ contains the details of an optimal 20-day schedule generated by the Davis and Heidorn algorithm when resource contingency thresholds are not allowed.


Fig. 2.4.32-1
Constrained-Resource Problem with Three Resource Types
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Fig. 2.4.32-2
Trace of the Execution of the RESOURCE ALLOCATOR Algorithm on the Constrained-Resource Problem Shown in Fig. 2.4.32-1, Using Contingency Resource Thresholds on the First and Third Resources, Respectively


| RESOURCES |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 突 |  |  |  |  |  |  |
| 4 | 6 |  |  | 6 | 0 | Continuation |
|  | 7 |  |  | 7 | 0 | of rescheduling |
|  | 6 |  |  | 6 | 0 | of activity D |
|  | \$ | 6 | 3 | 6 | 2 |  |
|  | 7 | 3 | 2 | 7 | 0 |  |
|  | \$ | 4 | 2 | 6 | 0 |  |
| 5 | 8 | 6 | 3 | 6 | 2 |  |
|  | 7 | 2 | 2 | 7 | 0 |  |
|  | 6 | 4 | 2 | 6 | 0 |  |
| 6 | 8 | \$ | 1 | 6 | 2 |  |
|  | 7 | 6 | 3 | 7 | 0 |  |
|  | 6 | 4 | 3 | 6 | 0 |  |
| 7 | 8 | \$ | 1 | 6 | 2 |  |
|  | 7 | 6 | 3 | 7 | 0 |  |
|  | \$ | 4 | 3 | 6 | 0 |  |
| 8 | 6 | 0 | 0 | 6 | 0 |  |
|  | 7 | 6 | 5 3 | 7 | 0 |  |
|  | 6 | 4 | 3 | 6 | 0 |  |
| 9 | 6 | 3 | 0 | 6 | 0 |  |
|  | 7 | 6 | 5 | 7 | 0 | Reschedule |
|  | 6 | 4 | 3 | 6 | 0 | to Expedite |
| 10 | 6 |  |  | 6 | 0 | $\}$ to Expedite |
|  | 7 | 6 | 4 | 7 | 0 | ¢ |
|  | 6 | D | 2 | 6 | 0 |  |
| 11 | 6 | D | 0 | 6 | 0 |  |
|  | 7 | $\emptyset$ | 4 | 7 | 0 |  |
|  | 6 | \$ | 2 | 6 | 0 |  |
| 12 | 6 | 3 |  | 6 | 0 | . . |
|  | 7 | 5 |  | 7 | 0 |  |
|  | 6 | 3 |  | 6 | 0 | $\bigcirc$ |

Fig. 2.4.32-2 (cont)


Fig. 2.4.32-2 (cont)

lig. 2.4.32-2 (concl)


Fig. 2.4.32-3
RESOURCE ALLOCATOR Solution to constrained-Resource Problem Using Resource Contingency Levels of 2,0 , and 1 , respectively


Fig. 2.4.32-4
Minimum Duration Sotution to Constrained-Resource Problem Using No Resource Contingency Levels

The optimal schedule requires two more days than the contingencyresource schedule. Which schedule is suprior depends on the availability of supplemental resource units; that is, on the "hardness" of the resource constraints. It is obvious that the optimal schedule is superior to the 25-day RESOURCE_ALLOCATOR schedule generated assuming no resource contingency levels, as shown in Fig. 2.4.32-5. Thus; it is apparent that the simple priority rule scheduling of the RESOURCE ALLOCATOR, which is in force when no resource thresholds are present, is greatly enhanced by the modifying heuristic that invokes contingency resources when an activity's late-start date is slipped. Finally, it should be noted that by executing a series of parametric runs with varying resource contingency thresholds, a thorough analysis of the tradeoff between project duration and resource availability can be made.

### 2.4.32.8 References
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Fig. 2.4.32-5
RESOURCE ALLOCATOR Solution to Constrained-Resource Problem Using No Resource Contingency Levels

### 2.4.32.9 DETAILED DESIGN

This module is an implementation of a time-progressive project scheduling heuristic that produces a near-minimum duration schedule that satisfies all resource constraints. On input, \$JOBLIST will contain all of the information about the set of jobs to be scheduled including: resource requirements, temporal relation constraints and critical path data. \$PROFILES will contain a description of each resource pool, including time and quantity constraints. The output \$SCHEDULE will contain the set of jobs along with their start and end times. \$PROFILES is updated to reflect the resource allocations performed during the scheduling process.

The timeliner steps through time, scheduling activities from a prioritized list at each time point. The activities are considered eligible as soon as time reaches the early start limit for the activity. The activities are prioritized based on late start time limit, slack and activity duration. Activities from the list are scheduled at the current time point as long as resources are available. If an activity is not scheduled at its early start time, its slippage may affect the early starts and thus the slacks of its successors. If the activity has negative or zero slack and must be slipped, the project length may be extended and the late starts and slacks of other activities may require adjustment. RESOURCE_ALLOCATOR dynamically adjusts early starts, late starts and slacks to account for slippage beyond the early start limits of activities. However, it does allow activities to be slipped beyond their original late start limits.

To determine whether sufficient resources are available to schedule an activity at a given time, it is necessary to know what is needed and what is available. The amount of each available resource is specified as a pool level and is allowed to vary as a function of time unit. The module also allows the user to specify for each resource required by an activity the time interval or intervals over wlich the resource is needed, and an initial and final quantity for each. The initial quantity is the amount which will be subtracted from the resource pool for the duration of the interval. The final quantity is the amount which is returned to the pool at the end of the interval. If no interval is specified, it is assumed that the resource is required for the duration of the activity.

### 2.4.32.10 INTERNAL VARIABLE AND TREE NAME DEFINITIONS




| \$RESOURCE_SHORTAGE | - contains resources which are in short supply and therefore cause a delay in scheduling a job |
| :---: | :---: |
| \$CURRENT_JOB_TYPE | - contains the job type of the job being processed |
| \$RESOURCES_DELAYING_JOB | - contains the name of the resource delaying the scheduling of the current job |
| JOB_DURATION | - duration of the job currently being processed |
| I_FINISH_TIME | - the expected finish time of the current job |
| \$MATCH_RESOURCE_TO_JOB | - contains list of jobs delayed due to resource |
|  | limitations with the resources causing the delay |
| \$CRIT_RES | - points at critical resources |
| \$POOL_INDICATOR | - points at subnodes of \$RESOURCES_DELAYING_JOB |
| N_SCHEDULABLE_JOBS | - number of jobs able to be scheduled |
| N_SCHEDULED_JOBS | - number of jobs on \$SCHEDULE |
| \$TEMP_JOBLIST | - temporary storage for \$JOBLIST |
| I_SPLIT_TIME | - minimum value of \$CONFLICT_TIMES |
| \$NEW_JOB | - a new job definition, made as a result of |
|  | splitting the current job |
| \$RESOURCE_SAVE_AREA | - condensed version of the resource information |
|  | stored in \$JOBLIST |
| SPLIT_TIME | - indicates the time at which a splittable job |
|  |  |
| FIRST_JOB_DURATION | - duration of the first part of the splittable |
|  | job |
| I_FIRST_JOB_DURATION | - interger valued FIRST_JOB_DURATION |
| \$PREDECESSOR | - points to the predecessors of \$NEW_TOB's |
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| \$SUCCESSOR | - points to the successors of \$NEW_JOB |
| :---: | :---: |
| INDEX_OF_POOL | - counter for number of resources required by |
|  | the \$NEW_JOB |
| INTERVAL_INDEX | - points at different resource types required by |
|  | \$CURRENT_JOBS |
| NEW_INTERVAL_INDEX | - points at different resource types required |
|  | by \$NEW_JOB |
| \$NEW_POOL | - points at resources required by \$NEW_JOB |
| \$JAB | - points at subnodes of \$SCHEDULE |
| \$RESOURCE_IABEL | - keeps the labels of resources in \$JOBLIST so |
|  | that the resource information can be returned |
|  | to its original state in \$JOBLIST |
| \$TYPE | - points at the subnodes of \$RESOURCE_SAVE_AREA |
| \$POOL_INFO | - contains condensed resource information |
| \$PARAMETER | - temporary storage for condensed resource |
|  | information before being put into \$POOL_TNFO |
| \$INFO | - points at subnodes of \$POOL |
| \$JOB_RESOURCES | - points at subnodes of \$RESOURCE_SAVE_AREA |
| \$JOB_ID | - contains label of \$JOB_RESOURCES |
| \$CONDENSED | - intermediate tree in the return from condensed |
|  | resource information to original state |
| ICRIT | - index for 1 to NUMBER_OF CRITERIA |
| \$LIST | - contains the list to be ordered by different |
|  | criteria |
| \$LIST_ELEMENT | - points to the subnodes of \$LIST |


| INTERVAL_COUNTER | - internal counter for number of required resources |
| :---: | :---: |
| MINIMUM | - equal to LOCAL_INFINITY, or I_START, whichever |
|  | is less |
| NSECONDARY | - number of jobs in \$SECONDARY_LIST |
| \$PRIME_LIST | - a list of jobs which have information |
|  | to calculate free slack for \$CURRENT_JOB |
| \$SECONDARY_LIST | - list of secondary jobs needed to calculate |
|  | free slack |
| I_START | - indicates early start of SPRIME_LIST successors |
| \$INCREMENT_CANDIDATES | - successors of \$CURRENT_JOB |
| INITIAL_PASS_FLAG | - determines definition of \$PUSHING_JOB |
| \$PUSHING_JOB | - defined as current job being processed or a |
|  | successor of the current job depending upon |
|  | value of INITIAL_PASS_FLAG |
| \$SUCCESSOR_SET | - equivalent to \$JOBLIST |
| \$JOB_TO_BE_PUSHED | - a successor of \$SUCCESSOR_SET |
| \$CURRENT_SUCCESSOR | - points at subnodes of \$JNCREMENT_CANDIDATES |
| \$TARGET | - equivalent to the description of the job being |
|  | processed |
| NUMBER_OF_CRITERIA | - specifies the number of criteria which the |
|  | \$SCHEDULABLE_JOBS should be ordered on |
| MAXMIN_FIAG | - flag determining what criteria to order on |
| \$TRANSFER_INDICES | - tracks the indices of the variables in \$LIST |
|  | for ordering purposes |
| I_TRANSFER_INDEX | - equals the value of \$TRANSFER_INDICES |
| \$NEW_LIST | - contains the ordered \$LIST |
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| SIN_USE - the in use portion of the current resource |  |
| :---: | :---: |
| \$POOL_PROFILE | - contains the resource profile for a given |
|  | resource |
| I_CHECK_TIME | - contains the time in \$FAILURE_INDICATOR |
| NUMBER_OF_UPDATES | - equals 2 if contingency checks are to be made, |
|  | equals 1 if not the case |
| \$MODE | - reflects the user choice to search contingency |
|  | levels of resources or not |
| \$JOB_INTERVAL | - points at the subnodes of \$p00L |
| I_START | - the sum of I_JOB_START and the start of the |
|  | resource availability in \$pOOL |
| I_END | - the sum of I_JOB_START and the end of the resource |
|  | availability in \$POOL |
| QUANTITY_DELTA | - the initial quantity of the resource in \$POOL |
|  | being processed |
| \$INTERVAL | - the inuse portion of \$POOL_PROFILE |
| NLAST | - the number of subnodiss of \$INTERVAL |
| \$NEW_INTERVAL | - equivalent to \$NULL, used to insert nu11 |
|  | nodes onto \$INTERVAL |
| \$INTERVALI | - calling argument, containing interval infor- |
|  | mation and resources to be updated by QUANTITY |
|  | DELTA |
| \$INTERVAL2 | - if it is not empty, then its associated quantity |
|  | is taken as the initial quantity of \$INTERVAL1 |
| \$FALLURE_INDICATOR | - start of \$INTERVAL1 |
| I_POINTER | - pointer which is decremented if \$INTERVAL1 and |
|  | - \$INTERVAL2 can be combined |

RESOURCE_ALLOCATOR: PROCEDURE (DJORLIST, \$PROFILES, SSCHEOULE) OPTIONS (EXTERNAL):

DECLARE *ALLIOCATEL_HESOURCEES WCONFLICT_TIMES, SCRITICAL_JOBS. \$CRITICAL_KESOURCES, FCURRENT_JUB, WUELAYEU_JOB_RESOURCES, WDELAYEO_JORS, DFAILUNE_INDICATUR, SFINISH_TIMES, SFINISHED_JOBSOI, I_SLACK_UPDATE_FLAG,I_CRITICAL_WAHNING_..FLAG, I_FINAL_GUANTITY, I_FINISH_TIME, I_SPLIT_TIME, I_STAHT, I_THRESHOLO_FLAG,
 N_SCHEJILABLE_JONSON_SCHEDJLE!_ JOUSS Q WNEW_JOB, bPOOL, WRESOURCE_SAVE_AREA, SRESOURCE_SHURTAGE, 8 SCHEDULABLE_JOZS, LOCAL_INFTNITY, \$NILL, I_EVENI_JUST_SCHEDULED_FLAG, \$1MPOHTANT_JOBS, FMATCH_DESUURCE, TO_JOB.

WSUCCESSOR,\$TEMP LOCAL :
/* FIRST THE DATA structure of buoblist is curnoensed to increase */
/* the efficifncy of nude accesses in the kest of the program. \#/
I_EVENT_JUST_SCHEOULEC_FLAG = 0 ;
\$NILL $=$ SNULL:
LOCAL_INFTNITY = loU00;
CALL CONDE NSE_RESOURCE_INFORMATION(BJOBLIST:DRESOURCE_SAVE_AREA):
SFINISH_IIMES(FIRST) = LOCAL_INFINITY;
DO I = NUMAFR(DJDHLIST) TO 1 HY - 1 ;
UEFINE WJOA AS WJJRLIST(I) ;
GRAFT GUNHS.TEAFUKAL_RELATIUN. HREDECESSOK AT BJOB_INFO. PREDECESSUR :
GRAFT SUOH. TEMPIHAL_KELATIONOSUCCESSUR AT YJOH_INFO.SUCCESSUR ;
GRAFT SJOB. UUKATION AT GJUB_INFO.DUKATIUN:
CALL RETRIEVE_CKITICAL_HATH_DATA(\$JOB_INFU):
GRAFT WJOH.JOH_TYPE AT WJOH_INFO.JOH_TYPE;
CALL COMRINE_IKEES(\$JOR_INFUQWJOB):
IF : SJOG.JOA_INTERVAL (FIRST) NUT IUENTICAL TO YNULL THEN NO ; BJOH.FROZEN $=\cdots$;

QTEMP.\#LABEL (DJOB) $=$ DJOG.JOB_INTERVAL.EENO ;
GRAF'T INSERT WTEMP(FIHST) BEFORE SFINISH_TIMES(FIRST):
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$\$_{2} 1 O B I U \_$TREE $=$LABEL (\$JOJ) ;
I.NOB_START $=$ \$JOU.JOB_INTERVAL.START;
I.THRESHOLO_FLAG = 0
I.,ALLOCATE_OR_FREE_FLAG=1;

क $A$ ILURE_INGICATOA $=0$;
DU FOH ALL SUBNODES OF \$JOB. RESOURCE USING \$POOL:
CJLL JPOATE_POOL_LEVELS
( $\ddagger P O O L$. $\ddagger J O B I D$ _TREE, , PROFILES, I_JOB_START, I_THRESHOLD_FLAG, I_ALLOCATE_OR_FREE_FLAG, WFAILURE_INDICATOR ):

E:ID;
G: ¿AFT DJOH AT BSCHFOULE (INEXT) \&
Fiv);
END:
KLOCK = -1 ;
BEGIN_MAIN_SCHFINULING_LOOD:
/* THIS IS THF MAIN LOOF OF RESOUHCE-ALLOCATOR OB IN THE JOBS IN BOBLIST HAVE */
/H BEEN SCHEDULEO.
IF SJOBLIST(fIKSI) IDENTICAL TO XNULL - BSCHEOULARLE_JOBS(FIRST) IDENTICAL TO \$NULL

THEN GU TO \& LOCATUR_FINAL_PRUCEUURES:
/* IF AN EVFN" HAS JUST BFEN SCHFUULEEU, DO NOT AUVANCE THE KLOCK. */
/* GIVE THE GIPENTIS SUCCESSORS A CHANCE AT THE CURHENT TIME. */
IF I_FVE T_JUST_SCHEUULED_FLAG $=0$
THEN KL'CK $=$ KLOCK + 1 ;
ELSE I_FVENT_JUST_SCHEDULEO_FLAG $=0 ;$
/ IF ANY JOU; HAVE JUST FINISHEU, THEIR ID NUMBERS ARE RECORDEO $4 /$
\% IN SFINISHED_JOBS.
DO $1=1 \quad 0$ NUMHEER ( $D$ FINISH_TIMES) ;
IF $\mathfrak{b}$ INISH_TIMES(FIRST) $>$ KLOCK
T:IFN GO TU BUILD_SET_OF_SCHEDULABLE_JUBS ;
INSE•शT LAEEL (GFINISH_TIMES (FIRST))
SEFGXF SFINISHEO_JOHS(FIKST) ;
WRUE WFINISH_TIMES (FIRST):
END:
BUILD_SET_OF _SCHEDULABLE_JO3S:
/H ALL JOF WHOSE PHEOECESSORS AKE FINISHED CAN NOW BE ADDED */
/* TO \$SCH:DULARLE_JUBS.
DO I = 1 TO NUMHER(BJOBLIST);
(G.AFT B,JUBLIST(FIRST) AT WIEMP_JDB;

1. कTFMR_JUH.PAEUECESSOR SUBSET OF \&FINISHED_JOBS
\& KLOCK $>=$ STEMP_JOB.KAKLY_START
THFN UO:
STEMH_JOB.FENTRY_TIME = KLOCK :
GRAF कTEMP_JOH A AT \$SCHEDULABLE_JOBS(NEXT) ; ENi);
IF \$TFMP_JUB NOT IOENTICAL TU कNULL THFN GFAFI \&TEMP_JOB AT WJUBLIST (NEXT) ;
ENO:
ORDER_CHEDULAALE_JUBS:

OO FOR ALL SUBNODES OF SSCHEDULABLE_JOBS USING \$JOB; CALL UPUATE_SLACK (\$JOB, \$JOBLIST, \$SCHEDULE) ;
END:
ORDER $\$$ SGHEDULAJLE_JUBS BY -LATE_START,-FREE_SLACK.-TOTAL_SLACK.
*\#**\#\#\#\#\#\#\#\#\#\#\#/
CALL SCHEDULABLE_JUB_ORDER(\$SCHEUULABLE_JOBS);
IF SDELAYED_JOBS NOT IDENTICAL TO BNULL THEN DO ;
/* CREATE SIMPORTAMT_JOBS. SIMPORTANT_JOBS ARE THE ONLY ONES WHO ARE \#/ 1* ALLOWED ACCESS TO CRITICAL RESDURCES WHILE THERE ARE \$DELAYEO_JOES*/ /\# THEY CUNSIST OF DUELAYED_JOBS ANIL OTHER JOBS WHICH ARE RANKED \#/ /* HIGHER IN THE ORJERED SSCHEDULABLE_JOBS.

```
PYINE TIMPORTANT_JOBS ; .
I_DELAYED_JUB_COUNTEH = 0 :
I_SCHEOULABLF_JOH_COUNTEK \(=0\);
```

DU WHILE (I_UELAYED_JUB_COUINTER < NUMBEK (BUELAYEU_JOBS) ; I_SCHEUULARLE_JOB_CUUNTER = I_.SCHEDULABLE_JOB_COUNTER+1; STMPORTANT_JOBS (NEXT) =
L.ABEL ( 5 SCHEDULABLE_JOBS(I_SCHEUULAHLE_JOB_COUNTER)); IF LABEL ( S SCHEOULABLE_JiOS(I_SCHEDULAHLE_JUB_COUNTEK))

FLEMENT OF SDELAYEU_JORS THEN I_DELAYED_JOH_CUUNTER = L_DELAYEU_JOH_COUNTER + 1 : E゙ND: END:
I_SLACK_UHDATE_FLAG = U;
/* THIS LOOH FXAMTNES ALL OF THE SCHEDULABLE JOBS AND DETERMINES
/* Whether ok not they can he scheouleu without violating any */
/* RESOURCE CONSTRAINTS.
I $1=1$ :
NI =IVUMAER( 6 SCHEUULARLE_JOBS);
TEMP_LABELI:
IF $11>N 1$
THEN in TO TEMP_labelz:
GRAFT SSCHEDULABLE_JIDSS(FIRST) AT DCURRENT_JUH:
PRUNE: कCUNFLICT_TIMES:
1_CRITICAL_WARNING_FLAG $=0$;
IF I_SLACK_UUDATE_FLAG $\rightarrow=0$
THFIN CALL UPDATF_SLACK (DCURHENT_JOR, कJOBLIST*DSCHEUULE) :
IF XUFLAYEO_JOKS mTt IDENTICAL TO कNULL
THEN IF LAdEL (SCURRENT_JO日) NOT ELEMENT OF SIMPORTAINT_JOBS THEN IF SCURRENT_JOB.LATE_STAKT $>$ KLOCK

THEN DO FOR ALL SUBIVOUES OF FCURRENT_JOH.RESOURCE USING SPOOL:
IF LABEL (BDOOL) ELEMENT OF कCRITICAL_RESOURCES \& WPOOL (FIRST), FINAL_UUANTITY $<=\$ P O O L(F I R S T)$. INITIAL_QUANTITY THEN GO TO PUT_JOB_IN_WAIT_STATE:

ENO ：
＊THIS LODP ATTEMPTS TO ALLOCATE RESOURCES FOR THE JOH CURRENTLY＊／ ／＊UNDER CONSIDERATION．

DO I＝ 1 TO NUMBER（\＄CURRENT＿JOZ．RESOURCE）；
PRUNE gFAILURE＿INDICATOH ；
GRAFT SCUIRRENT＿JOU．RESOURCE（FIRST）AT STEMP＿POOL ；
IF LABEL（BTEMP＿POOL）ELEMENT OF \＄CRITICAL＿RESOURCES \＆
\＄PROFILES．\＃LABEL（STEMP＿POOL）．AVAILABLE．CONTINGENCY（FIRST）
NOT IDENTICAL TO \＄NULL
THEN I＿THRESHOLD＿FLAG $=1 ;$ ELSF I＿THRESHOLD＿FLAG $=0 ;$
WJOBID＿TRFE＝LABEL（\＄CURRENT＿JOH）：
CALL UPOATE＿POOL＿LEVELSISTEMP＿POOL，DJOBIU゙＿TREE，
历PROFILES，KLOCK，I＿「HRESHOLD＿FLAG日l，\＄FAILURE＿INDICATOR）：
IF bFAILURE＿INDICATOR IDENTICAL TO BNULL THEN GRAFT INSERT GTEMP＿POOL BEFORE

ĐALLOCATED＿HESOURCES（1）；
FLSE DO：
GKAFT INSEKT BTEMP＿POOL BEFORE
\＄RESOURCE＿SHORTAGE（FIRST）；
LAHEL（\＄CURRENT＿JOR＿TYPE）＝\＄CURRENT＿JOB．JOB＿TYPE：
IF LABEL（SCURRENT＿．JOB＿TYPE）＝＇SPLITTABLE＇ THEN GRAFT INSERT DFAILURE＿INDICATOR BEFORE
©CONFLICT＿TIMES（FIRST）；
IF SCURPENT＿JOR．LATE＿START＜＝KLOCK THEN INSERT LABEL（SRESOURCE＿SHORTAGE（FIRST））BEFORE GRESOURCES＿DELAYING＿JOB（FIRST）：
ELSE IF LADEL（\＄CURRENT＿JOB＿TYPE） $7=$＇SPLITTABLE＇ THEN GO TO PUR＿JOB＿IN＿WAIT＿STATE：
END：
END：
／＊IF The preceging attempted resource allocation was successful．\＃／
／＊THE JOR CAN NOW BE SCHEOULEO．＊／
IF BRFSOUKCE＿SHORTAGE IDENTICAL TO \＆CONFLICT＿TIMES
THEN DO：
JOH＿DURATIUN＝SCURRENT＿JOG．DURATIUN；
IF JUB＿DURATION＝ 0
THEN I＿EVENT＿JUST＿SCHEDULED＿FLAG＝ $1:$
GRAF FALLOCATEU＿RESOURCES AT BCURRENT＿JOH．RESOUKCE； ECURKENT＿JOB．JOB＿INTERVAL．START＝KLOCK ；
I＿FINISH＿TIME＝KLOCK＋SCURRENT＿JOB．DURATION； DCURRENT＿JOB．JOB＿INTERVAL．EIND＝I＿FINISH＿TIME； WIEMP．\＃LABEL（SCURRENT＿JOB）＝I＿FINISH＿TIME； GRAFY INSERT GTEMP（FIHST）BEFORE
SFINISH＿TIMES（FIHST：ELEMENT＞I＿FINISH＿TIME）：
IF LAOEL（SCURKENT＿JOH）ELEMENT OF \＄OELAYEO＿JUHS THEN DO：

PRUNE WOELAYED＿JOBSIFIRST：SELEMENT＝
LABEL（SCURRENT＿JOB）：：
io）FOR ALL SUBNODES OF SMATCH＿RESOUKCE＿TO＿JOH．\＃LAHEL（GCURRENT＿JOB）．

```
                    CRITICAL_RESOURCE USING $CRIT_RES ;
                    PRUNE WCRITICAL_RESOURCESIFIRST: SELEMENT
                        IOENTICAL TO $CHIT.WRESI :
            ENO:
            PRUNE GMATCH_RESOURCE_TU_JOB.#LABEL(SDURRENT_JOB):
            ENO;
            GRAFT $CURRENT_JUB AT कSCHEDULE(NEXT):
            ENO :
        ELSE DO ;
            UO FUR ALI. SUBNOUES OF SALLOCATED_RESUURCES USING
                                    $POOL ;
            $JOGIU_TREF = .LADEL($CURRENT_JOB);
            CALL UPDATE_POOL_LEVELS(3POOL, $JOBIU_TREEE,
                                    $PROFILES,KLOCK,O,O,$FAILURE_INDICATOR);
            E. vo ;
        CALL COMHINE_TREES
            (SALLUCATEU_RESUURCEES,$CURRENT_JUH.RESOURCE) ;
        CALL COMBINE_TREES
            ( &RESOURCE_SHORTAGE, BCURRENT_JOH.RESOURCE ) ;
                IF WCURRENT..JOB.LATE_START < = KLOCK
                THEN DO;
/# DETEHMINF WHFTHER CONTI:VGENCY RESOURCES WOULD HELP (/
                    D! FOR ALL SUGNOUES OF bHESOURCES_DELAYING_JOB
                                    USING WPOOL_INDICATOR:
                                    IF #PROFILES.#($POUL_INDICATOR). AVAILABLE..
                                    CONTINGENCY(FIRST) NOT IDENTICAL TO SNULL
                                    THEN OU TO CONSIDER_YESCHEOULING:
                    END;
                    1* there are vo cuntIvgency rfisources to help this job, Su drop out */
/* and shlit the jug Oh put it in the wait state
                                    */
                                    PRUNE BTEMP ;
                                    LANEL(STEMP) = LABEL(BCURRENT_JOB);
                        #TEMP.CRITICAT__RESOURCE
                        = कHESOURCES_DELAYING_JOH;
                            GRAFT INSERT BTEMP HEFORE
                                    mMATCH_RESOUKCE_TO_JOO(FIRST):
                    CALL COMSINE TREES
                                    ( WRESOURCES_UELAYING_.JOH,
                                    SCRITICAL,RESSOURCES) ;
                            IF gCONFLICT_TIMES IOENTICAL TO SNULL
                            THEN GO TO PIT_.JOM_IN_WAIT_STATE:
                            ELSE GO TO ATTEMPT..JOB_SPLIT ;
CUNSIUER_RESCHEDULING:
/* IF the resounces delaying this jub have alheady been made critical*/
/* DON'T reschegule bot ado THE jub tD ThE velayed jubS and itS #
/# RESOURCES TO SCRITICAL RESOURCES */
                            IF कHESDURCES_DELAYING__JOB SUHSET OF
                        BCWITICAL_NLSTURCES
                    THEN DO:
                        INSERT LABEL (SCURRENT_JOB) BEFORE
                                    SUELAYEO_JUBS(FIRST);
```

PRUNE STEMP ；
LABEL（\＄TEMP）＝LAHEL（SCURRENT＿JOB＇）；
\＄TEMP．CRITICAL＿RESOURCE
$=$ SRESOURCE゙S＿OELLAYING＿JOH：
GRAFT INSERT GTEMP BEFORE
\＄MATCH＿RESOURCE＿TO＿JDB（FIRST）；
CALL COMBINE＿TREES
（ WRESOURCES＿UELAYING＿JOB， SCRITICAL＿KESOURCESI
END：
FLSt DO：
1＊ALL THE CONDITIOIS NECESSARY FOF RESCHEDULING HAVE NOW BEEN MET \＆／ ／＊SO GO 1O It

```
    I_EVENT_JUST_SCHEDULEO_FLAG=!}
    INSELT LABEL (SCURRENT_JOB) BEFORE
            $OELAYEO_JOBS(FIRST);
    PRUNE &TEMP ;
    L.ABEL(&TE゙MN) = LABELL(BCURRENT_JOB);
    STEMP.LRITICAL_RE゙SOURCE
    = $RESOURCES_DELAYIN(i_JJOB:
    GKAFT INSERT &TEMP HEFOHE
            $MATCH_HESOURCE_TO_JOH(FIRST) ;
CALL COMHINE_THEES
        ($KFSOURCES_OELAYING_JDH,
            $CRITICAL_FESOURCES, ;
    KLOCK = &CURHENT_JUH.ENTRY_TIME:
    DO I 3 = NUMEER($SCHEDULABLE_JOBS) TO 1 BY - 1 ;
    IF゙ BSCHEDULABLE_JORS(I3).ENTRY_TIME > KLOCK
    TrFIN GRAFT INSERT SSCHEDULABLE_JOBS(I3)
                GEFONE SJOHLIST(FIHST);
```

    END
    1) \(J=1\) TO NUMBER (\$SCHEUULE) :
    GRAFT \&SCHEDULE (FIRST) AT \$TEMP_JOB;
    IF \$TEMP_JOB.FROLEN IOENTICAL TO \$NULL
        THEN IF कTEMP_JOB.JOH_INTERVAL.START > =
                                    KLOCK
                            THEN UO :
                            PRUNE GFINISH_TIMES. \#LABEL
                    (\$TEMP_JOB), \$FINISHED_JOBS.
                                    \#LABEL (\$TEMP_JOB) ;
    \&JOHID_TREE =
                LABEL (कTEMP_JOB) ;
    I_JOB_START =
        BTE゙MP_JOB.JOB_INTERVAL.START ;
    I_THRESHOLD_FLAG \(=0\);
    I_ALLOCATE_OR_FREE_FLAG=0;
    BFAILURE_INDICATOR = SNULL:
    UO FOK ALL SUBNOLES OF
        \$TEMP_JOB.RESUURCE USING \$POOL ;
    CALL UPDATE_POOL_LEVELS
    (\$POOL, \(\$ J O H I D \_T R E E\).
    
# SPROFILES，I＿JOB＿START． I－THRESHOLO＿FLAG。 I＿ALLOCATE＿OR＿FREE＿FLAG， \＄FAILURE＿INOICATOR）； END： <br> IF ITEMP＿JOB．ENTRY＿TIME＞KLOCK THEN GKAFT INSERT <br> \＄TEMP＿JOB <br> BEFORE <br> कJOBLIST（FIRST）： <br> ELSE GRAFT INSERT <br> \＄TEMP＿JOH <br> GEFORE 

§SCHEDULABLE＿JOBS
（FIRST）：
END：
IF \＆TEMP＿JOBS．NOT IOENTICAL TO \＄NULL THEN GHAFT GTEMP＿SU日 AT SSCHEDULE（NEXT）： Eivi）；
GRAFT INSEKT GCURRENTI．JOG GEFORE
SSCHEOULAHLE＿JOBS（FIRST）：
／＊IN ORDER T＇$\quad$ qECALCJLATE THE CRITICAL FATH DATA FOR THE JOB NET－＊／
 ／4 are cumbined wifh those in buoblist．

DO FOK ALL SUBNOUES OF \＄SCHEDULE USING SJOH； SJOH．START．EARLY $=$ SJOHF．JOH＿INTERVAL．START： END：
N＿SCHEDULABL．E＿JOHS＝NUMBER（\＄SCHEOULABLE＿JOBS）：
N＿SCHEUULED＿JCISS＝NUMBER（SSCHEDULE）；
CALL COMHINE＿TREES

dO Fior all surnodes of
BJOBLIST IJSING BJOB：
PRUNE SJUH．EARLY＿STAET，
GUOB．EARL Y＿FINISH， BJOH．LATE＿START， कUOU．LATE＿FINISH：
END：
ORDER SSCHEDULE BY－JOB＿INTERVAL．START ；
CALL OROER＿BY＿JOR＿START（BSCHEDULE）；
CALL CUHAINE＿TREEES（DSCNEUULE，FJOULIST）；
UO FUR ALL SUANOUES OF \＄JOBLIST USING \＄JOB：
GRAFT \＄JUB．PREUECESSOR AT WJOB＇．TEMPORAL＿KELATION。DREUECESSOR ；
GRAFT WJOB．SUCCESSOR AT \％JOH．TEMPOKAL KELATION．SUCCESSOR ；
END：
GRAFT SJJHLIST AT BTEMP＿JOBLIST：
CALL CRIIICAL＿PATH＿CALCULATGOR
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```
                    ( STEMP_JOBLIST, $JOBLIST ) ;
    PRUNE STEMP_JOBLIST :
    DO FOR ALL. SUBNDDES OF SJOBLIST USING SJOB %
    GRAFT $JOB.TEMPORAL_RELATION.PREUECESSOR
                    AT $JOH.PREDECESSOH:
    GHAFT $JOR.TEMPORAL_RELATION.SUCCESSOR
                    AT $JOB.SUCCESSOR;
    CALL RETRIEVE_CRITICAL_PATH_DATA($JDFS):
    END:
    OO K=1 TO N_SCHEOULEU_JOHS;
        GRAFT GJOBLIST(FSKST) AT BSCHEDULE(NEXT) ;
        ENID ;
    OO K=1 TO N_SCHEDULABLE_JOHS ;
    GNAFT $JOHLIST(FIRST) AT WSCHEDULABLE_JOBS
                                    (NEXT):
        END ;
        GO TO ORUER_SCHEOULABLE_JOHS:
        ENID ;
        EN(1):
        ELSE UO:
        CALL COMBJNE._TREES
        ($ALLOCATEU_RESOUQCES, WCURRENT_.JOH.RESOURCE) ;
        CALL COMHINE_THEES
                            ($HESOURCE_SHORTAÖE.WCURRENT_JUB.RESOURCE) (
    IF $CONFLICT_TIMES NOT IDENTICAI_ TO BNULL
1* SINCE ALL OTHEH SCHEDULING ATIEMPIS HAVE FAILED, SPLITTING OF */
/* THE JUR IS DOINE AS A LAST HESURT.
                                    THFN 1OO:
                                    CALL FIND_MIN
    ($CONFLICT_TIMES,$DUMMY,VALUE_MINIMUM);
                                    I_SPLIT_TIME = VALUEZMINIMUM
                CALL JOB_SPLITTER
                    (SCURRENT_JOH,I_SPLIT_TIME,$NEW_JOB);
                    IF SNEW__JOH NOT IUENTICAL TO SNULL
                                THFN BO:
                                INSERT $RESOURCE_SAVE゙_AREA.
                                    #LABEL(SJOH) BEFORE
                                    GKESOURCE_SAVE_AREA(FIRST):
                LAFBEL (SRESOURCE_SAVE_AREA
                            (FIRST)) = LABEL($NEW_JUB) ;
                                GRAFT INSERT BCURRENT_JOB
                                HEFOHE DSCHEDULABLE_JORS(1):
                                GRAFT कNEW_JOO AT
                                    $JOHLIST(NEXT) ;
                                    GO TO OHUER_SCHELUULABLE_JOBS:
                                    END ;
                                    ENO:
            ENU;
END:
IF SCURZENT_JOB NOT IDENTICAL TO \&NULL
```
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    PUT_JOR_IN_WAIT_STATE:

THEN DO ;

$$
\text { SCUKKENT-JOH.EARLY START }=\text { KLOCK+1 }
$$

$$
\text { IF WCUQRENT_JOH.FREE SLACK }=0
$$

THEN UO: I_SLACK_UPDATE_FLAG = $1 ;$
CALL INCHEMENT_ SJCCESSOR_TIMES
(BCURRENT_JUB, BJOBLIST)
END ;
IF WCURRENT_JOH.TOTAL_SLACK $<=0$
THEN DO ;

> WCURRENT_JUD.LATE_START $=$ WCURRENT_JOB.LATE START + 1 ? कCURRENT_JUB. LATE_FINISH = BCURRENT_JOH.LATE_FINISH*1: do fur all suanoues of sschedulaize_jobs using कJOH.LATE_START $=\$ J O B . L A T E$ START + 1 : \$JOH.LATE FINISH = \$JOA.LATE_FINISH + 1; END :
DO FiJR aLL SJHNODES OF \$JOdLIST USING \$JOR ; \$JOB.LATE_START = SJOB.LATE゙_START + 1 ; कJOH.LATE_FINISH = BJOH.LATE_FINISH + 1 ; ENO :
do FUR ALL SUBinOdes of sSchedule using sJob: BJOH.LATE_START = \$JOH.LATE_START + 1 ; GJOB.LATEFINISH = WJOP.LATE_FINISH + 1 : Eivi):
ENU :
1* NOW ThF recorrces previously allocated can be freed. The */
/\# RESOURCE YOOLS ARE THEN REORDERED SO THAY THE CRITICAL POOLS */ /* WILL SE CUNSIDFREU FIRST UN THE NEXT SCHEUULING ATTEMPT FOR \#/
1* THIS JOH. DO FUR ALL SJBNOOES OF कALLOCATEU_RESOUREES USING
DO FUR ALL SJBNOUES OF BALLOCATED_RESJURCES USINGUOL
D.JOHIO_THEE = LAGEL (SCIJRENT_JOB): CALL UPDATE PDOL_LEVELS(\$POUL, \$JOBIO_TREE, \$PKOFILES,KLOCK, 0,0, \$FAILURE_INOICATOR): t(M) ;
CALL COMHINE TREES
( कALLUCATEU_RESOURCES, BCURRENT_10R.RESOURCE) ;
CALL CUMAINE_THEES
(FMESOURCE_SHORTAGE, VCURRENT_.JOB.RESOURCE) ;
(SKAFT bCURKENT_JOG AT \&SCHEDULABLE_JORS (NEXT) ; ENO ;
$11=11+1:$
go TO TFMPLLABELI;
TEMP_LABEL?:
G') TO BEGIN_MAIN_SCHEDULING_LOJP:
ALLOCATOR_FINAI_PROCEDUKES:

Rev C
\% FINALLY, THE DATA STRUCTURE OF THE JOB NODES CAN BE EXPANDED

* CALLING PROGRAM.

CALL RESTORF_RESOURCE_INFORMATION(\$SCHEDULF , \$RESOURCE_SAVE_AREA) ; DO FOR ALL SUBNOUES UF WSCHEDULE USING SJOB;

CALL UPUATE,SLACS (\$JOB, \$SCHEUULE, DJOBLIST);
GRAFT \$JOB. PREDECESSOR AT GJOB. TEMPORAL_KELATION. PREDECESSOR:
GRAFT कUNA. SUCCESSOR AT \$JOB.TEMPORAL_RELATION.SUCCESSOR ;
GRAFT \&JOB. EARLY START AY ऊJOB. START. EARLY ;
GRAFT $f$ GOB. LATE_START AT \$JOB.STANT.LATE:
GRAFT \$JNR.EARLY_FINISH AT bJOB.FINISH.EARLY;
GRAFT GJOB.LATE_FINISH AT WJOU.FIINISH.LATE:
GRAFT BJOB. TUTAL_SLACK AT \$JOB.SLACK.TOTAL ;
GRAFT SJOB.FREE_SLACK AT \$JUB.SLACK.FREE ;
GRAFT INGERT GJOB.JOH_INTERVAL YEFORE SJOH(FIRST) ;
PRUNE DINB.ENTRY_TIME:
END :

## 

ORDER SSCHEDULE BY -JOB_INIERVAL.STAST, -DUKATION:
\#\#\#\#\#\#\#\#\#\#\#\#\#/
CALL ALLOCATUH_FINAL_ORDEK("SSCHEDULE) ;

JOB_SPLITTEK: PRNCEOUKE (BJOH, SULIT_TIME, BNEW_JOH)
14 THIS PROCFDURE BREAKS DJOA IVTO TWO SMALLER COMPDNENT JOBS.
/* THIS PROCFDURE BREAKS DJOA TIME INIICATEU HY ISPLIT TIME'. THE
/* THE SPLIT IS MADE AT THE TIME INIICATEU BY SNL SNE JOB.
i
TWO RESULTANT JOAS ARE RETUREED IN BJOB AND SNEW_JOB.
LOCAL ;
PRUNE SNEW_JOR :
FIRST_JOB_DURATION = SPLIT_TIME - KLOCK:
I_FIRST_JOH_DURATION = FIRST_-JOB_DURATION:
IF I_FIHIOT_JOB_DURATION = 0 . THEN RETUKN ;
\$NEW_JOB = צJOE:
TEMP $=$ LARFL (WJOH);
TEMP $=$ TEMP +0.1 ;
LABEL (DNEW_OHH) $=$ TEMP :


PRUNE WNEW_JOB.PREOECESSOR ;
\$NEN_JOB.PREDFCESSOR(FIRST) = LABEL(\$JOB) ;
DO FOR ALL SUBNOUES OF WNEW_JOH.SUCCESSOR USING \$SUCCESSOR ;
DEFINE WPREDECESSUR AS \$JOBLIST. \#(\$SUCCESSOR). PREDECESSOR ;
PRUNE कHYEDECESSOR (FIHST: \$ELEMENT = LABEL(8JOR) ):
INSERT LAGEL(DNEW_JUK) REFORE WPREUECESSUK(FIRST) ;
END:
\&NEW_JOR.FARLY_START = SNE _.JUR.EARLY_START + FIRST_JOB_DURATION;
\$NEN_JUH.IATE_START = ENEW_JOB.LATE_START + FIRST_JOR_DURATION: \$NEW_JOR.FARLY_FINISH = \$NEW_JOH.EARLY_START + \$NEW_JOR.DURATION; \$NEW_JOB.1ATE_FINISH = \$NEN_JUH.LATE_START + \$NEW_JOH.DURATION: BNEW_JOB.FNTFY_TIME $=$ KLOCK ;
fix up rhf resource requipements In tife split Jobs \#/
OO INDEX_OF_POOL = 1 TO NUMBER (\$JJR.RESOURCE) :
INTERVAL_TNIIEX = 1;
NEW_INTERYAL_INUEX = 1;
DEFINE WPOUI. AS JOB.RESUURCE(INUEX_OF_POOL):
DEFINE SNFN_POOL AS SNE W_JOR.RESOURCE (INUEK_OF_POOL) ;
DO INTERVAL_COUHTER $=1$ TO NUMUER(SPOOL) ;
IF KLOCK + SPOUL(INTERVAL_INOEX).ENO $<=$ SPLIT_TIME
THEN DO:
DRINE BANE_POOL (NEW_INTERVAL_INDEX) ;
interval_inuex = INTERVAL_INUEX + 1 ;
E.NI:

ELSF IF KLOCK + \&POOL(INTERVAL_I:NUEX).START

$$
>=S P L I T \_T I M E
$$

Trifor DO;
WAEW_POOL (NEW_INTERVAL_(NDEX).STAKT = DNE W_POOL (NEW_INTERVAL_INIDEX).START

- FIRST_JOH_DURATIUN:

DNEW_rOOL (NEW_INTERVAL_INDEX).ENU =
FINEW_POOL (NEW_INTERVAL_INUEX).END

- FIKST_JOH_UURATION ;

MRJNE bPOOL (INTEHVAL_INDEX) ;
NEW_INTERVAL_INDEX = NEW_INTERVAL_INDEX + 1 ;
Eiva;
ELSE DO;
SPDOL (INTERVAL_INDEX).END =
FIRST_NOH_DURATION:
SP:OOL (INTEKKVAL_INIILX). FINAL_BHANTITY =
bpOOL (INTERVAL INDEX)。INITIAL DUANTITY;
SNEW_PUDL (NEW_INTEKVAL_INDEX).START $=0$;
ゅNEW_POOL (NF.W_INTERVAL_INDEX) EEND $=$
TNE W_PIOL (NEW_INTEHVAL_INIIEX) •ENI

- FIKSr_JOH_DURATIUN ;

IMPERVAI_INEEX = INTERVAL_INDEX + 1 ;
NE W_INTERVAL_INDEX = NEW_INTERVAL__INDEX + 1: ENO:
END:

## END:

END: / \# JOB_SPLITTER */
UPDATE_SLACK: PRUCEDURE (WJUB, \$PRIME_LIST, SSECONDARY_LIST) ; /* THis procenijre recalculates the total and free slack for the
\% JOB PASSED TO IT IN SJJB.
UECLARE I, MINIMJM, NSCHEDULE LOCAL;
\$JOB.TOTAL_SLACK = \$JOB.LATE_STAKT - \$JOH.EARLY_START :
MINIMUM = LOCAL_INFINITY;
NSECONOARY $=$ NUMGEH (DSECONDARY_LIST) ;
CALL COMBINF_TREES ( SSECONDARY_LIST, \$PRIME_LIST ) ;
DO FOR ALL GUBNODES OF SJUB.SUCCESSOR USING \$SUCCESSOR;
I_START = \$PRIME_LIST.\#(\$SUCCESSUR).EAHLY_START: IF I_START < MINIMUM THEN MINIMUM = I_START; END :
IF MINIMUM $\rightarrow$ LOCAL_INFINITY
THEN \$JUR.FKEE_SLACK = MINIMUM - WJOB.EARLY_FINISH:
DO $1=$ NSECONDARY TO 1 HY -1 ;
GRAFT IVSERT WPHIME_LIST(I) BEFURE YSECONDARY_LIST(FIKST) ; END;
END: /\# UPDATE_SLACK \#/
INCREMENT_SUCCFSSUR_TIMES: PROCEDURE (\$JUB, \$SUCCESSOR_SET) ; DECLARE \$INCREMENT_CANDTOATES, YPUSHING_JOH, BJOB_TO_BE_PUSHED, INITIAL_PASS_FLAG LOCAL ;
\$INCREMENT_CANDIUATES (FIRST) = \$JOB.SUCCESSOR;
LABEL(DINCHFMENT_CANDIDATES(FIKST)) = LABEL(DJOH); INITIAL_PASS_FLAG =1: OO WHILE (BTNCKEAENT_CANDIUATES(FIRST) NUT IDENTICAL TO \&NULL); IF INITIAL_HASS_FLAG = 1
THEN DO: DEFINL BHUSHING_JOR AS $\$ J 0$ :
INITIAL_PASS_FLAG $=0:$
ENU:
ELSE DEFINE gPUSHING_JJB AS
\$SUCCESSOR_SET. FLABLL (SINCREMENT_CANDIUATES(FIHST));
DO FOR AIL SUSNODES OF GINCQEMENT_CANUIDATES (FIRST)
USING $\triangle C U R R E N T$ SUCCESSOR ;
DFFINF क.JOA_TO_BE_PISHED AS
कSUCCESSOR_SET.\#(SCURHENT_SUCCESSOR) ;
IF \$PISHING_JUR.EARLY_FINISH > WJUD_TO_BE_PUSHED.EARLY_START
THFN DO; WJUH_TO_BE_PUSHFO.EANLY_START =

कPUSHING_JOH.EARLY_FINISH; कJOH. TO_BF_PUSHEU.EARLY_FINISH =

SJOB_TO_BE_PUSHED.EAKLY_START

+ कJOA_TO_BE_HUSHED.DURATION ; GINCREMENT_CANDIUATES(NEXT) =

TJOO_TO_RE_PUSHED.SUCCESSUR ; LABEL. (GINCREMENT_CANUIUATES (LAST)) =

LAHEL (DJOB_TO_HE_PUSHED):
ENU:
END;
PRUNE SINCHEMENT_CANITDATES(FIRST):

## END：

END：／＊INCREMENT＿SUCCESSOR＿TIMES \＃／
RETRIEVE＿CRITICAL＿PATH＿DATA：PROCEDURE（GTARGET）；
／\＃THIS CODE TRANSFEMS IHE CRITICAL PATH UATA UF SJOU INTO STARGET．＊／
GRAFT कJOH．STAKT．EARLY AT GTAFISET．EAHLY＿START：
GRAFT DJOH．FINISH．EAKLY AT STAKGET．EARLY＿FINISH：
GRAFT WJOB．START．LATE AT STARGET．LATE＿STAHT；
GRAFT BJOB•FINISH．LATE AT कTARGET•LATE＿FINISH；
gRAFT YJOH．GLACK．TUTAL AT BTARIEET．TOTAL＿SLACK ；
GRAFT WJOH．SLACK．FREE AT WTARGET．FREE＿SLACK ；
END ；／＊RETRIEVE＿CHITICAL＿PATH＿DATA \＃／
SCHEDULARLE＿JOR＿ORUER：PRUCEDURE（DSCHEDULAHLE＿JOBS）；
／＊－
1＊ORDER \＄SCHFDU＿AヵL．＿JOBS BY LONEST VALUE UF LATE＿START，
\％FREE＿SLACK．TOTAL．＿SLACK ANU DURATION
／＊
IF BCHEDULABLE＿JOHS（FIRST）INENTICAL TO WNULL THEN RETURN： DO FUR ALI SUBNOUES OF SSCHHDULAGLE＿JOBS USING \＄SJOB GRAFT INSERT GSJOB．IATE＿START BEFORE WSJOB（FIRST）； GRAFT INSEKT XSJOH．FREE SLACK BEFORE XSJOB（FIRST） GRAFT INSEKT \＄SJOB．TUTAL＿SLACK BEFORE \＄SJOH（FIRST）： GRAFT［ASFRT \＄SJOR．IUUATION BEFORE SSJOB（FIRST）： END：
NUMBER＿OF＿CRITERIA $=4$ ：
MAXMIN＿FLAG $=-1$ ；
CALL MULTI＿CRITERIA＿URDEH
（ SSCHEUULAGLF＿JOHS•NUMBER＿OF＿CFITEKIA，MAXMIN＿FLAG）；
END：$/ *$ SCHFDULAJLE＿JOH＿DRUEH＊／
ORDER＿HY＿JOH＿STAFT：PrOCEDJRE（\＆SCHEDULE）；
／\＃OROEN＇S कSCHEDULE MY－JOH＿INTERVAL．START \＃／
DECLARE PJAR LUCAL ；
do for all suhnoues iff fscheudule using ojab； INSENT SJAB．VO甘＿INTEKVAL．START KFFOKE SJAB（FIRST）；
END：
CALL MULTI＿ChITEMA＿OKUEA（DSChEDULE，1，－1）；
DO FOH ALL SUAIVOUES UF WSCHEUULE USING BJAH ； PRUNE GJAB（FIRSI）：
ENU：
END：／\＃DUOER＿AY．．JOB＿START＊／
ALIOCATOK＿FINAL＿ORUER：PROCEDURE（GSCHEUULE）；
／\＃ORDEFS \＄SCHEDULE HY－JOH＿INTERVALOSTART，－DUKATION \＃／
DECLARE TJAA LUCAL ：
DO FOR ALL GUBNOUES UF WSCHEUULE USING YJAK： INSERT D，IAH．JOB＿IINTEKVALOSTART BEFORE DJACI（FIRST）； GRAFT INSERT \＄JAH。DUKATION GEFORE WJAG（FIHST）；
END：
CALL MULI＿RRITEHIA ORDER（XSCHEDULE： $2,-1$ ）；
DO FOR ALL SUANOUES UF \＆SChEDULE USING कJAB； PRUINE SJAB（C）；
END：
END：／\＃ALLUTATUR＿FINAL＿OKUER＇＊／
ENID／＊RESUURCE＿ALLOCATUH＊／
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### 2.4.33 RESOURCE LEVELER

### 2.4.33 RESOURCE LEVELER

### 2.4.33.1 Purpose and Scope

In many project scheduling situations, the pattern of resource utilization is often more important than the quantity of resources used. For example, a resource feasible schedule that results in rapidly changing resource requirements is clearly undesirable from the project control standpoint. In these situations it is useful to perform resource leveling in order to reduce resource profile fluctuations.

Conceptually, a resource utilization profile is level when the actual quantity of resource used in each time period is constant. Unfortunately, it is not generally possible to maintain perfectly level profiles and simultaneously satisfy all of the scheduling constraints. As a consequence, some fluctuations will inevitably remain in the resource profiles. The purpose of this module is then to minimize these remaining resource variations. This is accomplished by heuristically minimizing the sum of the squares of the resources over time, subject to the network, resource availability, and activity completion constraints.

This module is applicable to the general class of project scheduling problems that includes multiple resources with time varying pool levels.
2.4.33.2 Modules Called

None.
2.4.33.3 Module Input

1) Nominal Schedule (\$SCHEDULE)

2) Nominal Resource Profile (\$PROFILES)

[^2]
### 2.4.33.4 Module Output

1) Revised "Level" Schedule (\$SCHEDULE)
(Same structure as input.)
2) Revised "Leve1" Resource (\$PROFILE)
(Same structure as input.)

### 2.4.33.5 Functional Description

The resource leveling procedure is based on the minimization of the sum of the squares of the resources over time. The formulation of resource leveling as a least squares minimization problem is motivated by the fact that a level profile minimizes the sum of the squares of the resources subject to the constaint that the area under the profile is constant. A simple example best illustrates this principle. Consider a single resource defined over $T$ equally spaced time periods of unit duration, as illustrated in Fig. 2.4.33-1. Furthermore, let $r_{i}$ denote the quantity of resource used in period i. It is then possible to show that the level profile

$$
\begin{aligned}
& \quad r_{i}=R / T, i=1,2, \ldots, I ; \\
& \text { minimizes : } \sum_{i} r_{i}^{2}, \\
& \text { subject to the } \\
& \text { constraint: } \sum_{i} r_{i}=R .
\end{aligned}
$$



Fig. 2.4.33-1
Profile for Single Resource

Unfortunately, this simple leveling concept neglects the network, the resource, and the integer start time constraints. When these constraints are included the resource leveling problem is stated as follows.

Determine the activity start times $s_{i}, i=1,2, \ldots$, $I$, that minimize
[1]
$F\left(s_{1}, s_{2}, \ldots, s_{I}\right)=\sum_{k=1}^{K} \sum_{t=1}^{T}\left(\sum_{i \varepsilon d_{t}} r_{k i}\left(t-s_{i}\right)\right)^{2}$,
subject to network constraints
$s_{i} \geqslant f_{j}$ for all $j \varepsilon p_{i} ; i=1,2, \ldots, I$
Resource constraints
[3] $\quad \sum_{k i} r_{k i}\left(t-s_{i}\right) \leq R_{k}(t)$, for all $t \in(s, f)$ ${ }_{i} \varepsilon_{i}$
Activity completion constraints
[4] $\sum \sum \sum r_{k i}\left(t-s_{i}\right)=c$

Integer start times
$s_{i}: Q^{\ell}$, for all i.
In this formulation, $K$ is the number of resource types, $T$ is the number of scheduling time intervals, $\ell_{t}$ is the set of indices for the resources being used during time interval $t, r_{k i}\left(t-s_{i}\right)$ is the quantity of resource type $k$ used by activity $i$ in period $t$, and $R_{k}(t)$ is the time varying resource level for resource $k$.

This formulation, which represents a nonlinear integer program, cannot be cost-effectively solved with an existing algorithm. As a result, a heuristic algorithm is used to obtain a solution. This heuristic assumes that a nominal schedule is input that satisfied all of these constraints. A new start time is then determined for activity $i$ by minimizing the partial sum value for all start times that result in a resource violation in some time period. This ensures that start times that are resource infeasible are not selected in the minimization process. If more than one start time produces the same minimum value of $F$, given by
[7] $F=\underset{s_{i}^{*} \leq s_{i} \leq s_{i}}{\ell}\left\{F\left(s_{i}\right)\right\}$,
than the latest start time is selected. This gives the algorithm more freedom, to delay earlier scheduled activities.

The sequence in which the new start times are calculated is determined by ordering the set of activities according to: (1) latest scheduled finish and (2) largest residual total slack. Thus, the first activity to be rescheduled is the last activity completed in the nominal schedule. Rescheduling proceeds accordingly until a new start time for all activities are calculated. The entire leveling process can then be repeated until the resulting profile remains unchanged.

Clearly, this sequential one-dimensional minimization heuristic does not necessarily produce the actual optimum start times. However, our limited experience indicates that this simple procedure can significantly smooth resource profiles. This is particularly true when this algorithm is applied to schedules generated by resource allocation heuristics that schedule as soon as the required resources are available. Rescheduling in a reverse least square fashion naturally delays activities providing more free float to earlier activities that must be rescheduled to level resources. This natural delaying action tends to shift resource "peaks" that occur early in the scheduling horizon in order to fill later resource "valleys." This also offsets the "tailoff" problem associated with project completion.

As indicated in the formulation, the resource requirements can vary over the duration of the activity and, similaray, the resource pool levels can vary over the duration of the project. This is illustrated in Fig. 2.4.33-2 for an arbitrary resource type.


Fig. 2.4.33-2 Time-Varying Resource Variables
This module can also be easily modified to solve the resource profile shaping problem. This can be accomplished by minimizing the square of the differences between actual and desired resource profiles.

### 2.4.33.6 Functional Block Diagram



### 2.4.33.7 Typical Application

Resource leveling techniques are used to distribute resources over time to reduce profile fluctuations. They can, also be used to determine the maximum resource levels required to meet project completion dates.

A simple example is the best way to illustrate the application of this module. Consider, for example, the simple network shown in Fig. 2.4.33-3. The schedule given in Fig. 2.4.33-4 was generated by setting the activity start times equal to their critical path early starts. This schedule requires the resource profile shown in Fig. 2.4.33-4. As usual, the critical path early start heuristic gives a schedule that is very front loaded. Application of the resource leveling module delays several activities in order to reduce the peak resource requirement. The new schedule and the corresponding resource profile is given in Fig. 2.4.33-5. In this example, the least squares heuristic reduced the sum of the squares from 2137 to 1261 units ${ }^{2}$ and reduced the peak level from 24 to 19 units. However, this heuristic solution is not optimal. For example, at least one better solution is illustrated in Fig. 2.4.33-6. For this schedule, the sum of the squares is 1215 units $^{2}$ and the peak resource requirement is only 15 units. This example clearly illustrates the fact that heuristic algorighms give "good" but not "optimal" solutions.


Fig. 2.4.33-3 Example Project Network


Fig. 2.4.33-4 Nominal Schedule Using CPM Early Starts


Fig. 2.4.33-5 Rescheduled Using RESOURCE_LEVELER



Fig. 2.4.33-6 "Hand" Scheduled Solution

### 2.4.33.8 Implementation Considerations

Implementation of this simple heuristic is straightforward. The only significant computation is the calculation of the minimam of $\mathrm{F}\left(\mathrm{s}_{\mathrm{i}}\right)$. One approach for obtaining this minimum is outlined in Fig. 2.4.33-7.

When the individual resource quantities are different by more than two orders of magnitude over an appreciable segment of the schedule, then weighted least squares are required. This amounts to adding a weighting matrix to the least squares formula. In most normal situations scaling the resources on a percentage basis is adequate to ensure that each resource type contributes reasonably to the sum of the squares. Percentage scaling gives the diagonal weighting matrix

where
[9]
$w_{K i}=\left[\sum_{t} r_{k i}(t) / T\right]^{-1}$

### 2.4.33.9 References
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Fig. 2.4.33-7 Detailed Diagnam of min $\left.\left(F_{(i .}\right)\right)$


Nomenclature:
$t \quad-\quad$ Basic Time Increment
$\frac{F}{S_{i}}(n)$ - Lower Bound on the Least Squares Function

Fig. 2.4.33-7 (conc1)

### 2.4.33.8 DETAILED DESIGN

This module levels the resource utilization profiles (in \$PROFILES) for the set of jobs input in \$SCHEDULE. This is accomplished by systematically moving the jobs around on the time line within their given resource and temporal relation constraints. The selection of rescheduling time points is based on minimization of the sum of squares of the resource usage levels over time. On output, \$SCHEDULE and \$PROFILES will contain revisions to reflect the scheduling charges.

### 2.4.33.9 TNTERNAL VARIABLE AND TREE NAME DEFINITIONS

| \$SCHEDULE | - the schedule built by Resource_Allocator |
| :---: | :---: |
| \$PROFILES | - tree containing all pooled resource information |
| \$RESOURCE_SAVE_AREA | - temporary storage area for excess resource |
|  | information |
| \$JOB | - points at subnodes of \$SCHEDULE |
| \$JOB_INFO | - summarizes critical path information of \$JOB |
| MODIFIED_SCHEDULE_FLAG | - if equal to 1 , indicates job can be rescheduled. |
| I_EARLIEST_SUCCESSOR_ | - indicates the earliest end time of all successors |
| START | of \$JOB |
| I_START | - temporary variable used to determine I_EARLIEST_ |
|  | SUCCESSOR_START |
| I_JOB_START | - start of \$JOB |
| LATEST_START | - difference between the start of the earliest |
|  | successor and the end of \$JOB plus \$JOB's start |
| FUNCTION_MIN IMUM | - cumulative sum of squares of \$JOB_PROFILES |
| \$POOL | - points at pooled resources required by \$JOB |
| I, J | - internal counters |
| \$JOB_PROFILES | - contains pooled resource information about \$JOB |
| \$FAILURE_INDICATOR | - indicates the time after which resource con- |
|  | straint violations are allowed |
| \$JOBID_TREE | - label of \$JOB |
| I_RESCHEDULE_TIME | - the time a job can be rescheduled |
| \$TEMP_PROFILES | - equivalent to \$JOB_PROFILES |
| I_THRESHOLD_FIAG | - iridicates whether-or-not contingency level |
|  | rescurces can be allocated |
| FUNCTION | - cummulative sum of squares of \$PROFILE |
| \$PROFILE | - points at subnodes of \$TEMP_PROFILES |
| . $4.33-16$ |  |
|  |  |


| \$POOL_PROFILE | - contains pooled resource information for a given resource |
| :---: | :---: |
| SUM_OF_SQUARES | - cumulative totals of SUM for each interval |
|  | in \$POOL_PROFILE |
| TOTAL | - cumulative totals of resource quantities |
| SUM | - equals the product of TOTAL ${ }^{2}$ and the interval |
|  | length of the \$POOL_PROFILE |
| '\$JAB | - points at subnodes of \$SCHEDULE |
| \$RESOURCE_IABEL | - keeps the labels of resources in \$JOBLIST so |
|  | that the resource information can be returned |
|  | to its original state in \$JOBLIST |
| \$TYPE | - points at the subnodes of \$RESOURCE_SAVE_AREA |
| \$POOL_INFO | - contains condensed resource information. |
| \$PARAMETER | - temporary storage for condensed resource |
|  | information before being put into \$POOL_INFO |
| \$INFO | - points at subnodes of \$POOL |
| \$JOB_RESOURCES | - points at subnodes of \$RESOURCE_SAVE_AREA |
| \$JOB_ID | - contains label of \$JOB_RESOURCES |
| \$CONDENSED | - intermediate tree in the return from condensed |
|  | resource information to original state |
| ICRIT | - index for 1 to NUMBER OF CRITERIA |
| \$LIST | - contains the list to be ordered by different |
|  | criteria |
| \$LIST_ELEMENT | - points to the subnodes of SLIST |
| \$TRANSFER_INDICES | - tracks the indices of the variables in \$LIST |
|  | for ordering purposes |


| I_TRANSFER_INDEX | - equals the value of \$TRANSFER INDICES |
| :---: | :---: |
| \$NEW_LIST | - contains the ordered \$LIST |
| \$IN_USE | - the in use portion of the current resource |
| \$POOL_PROFILE | - contains the resourde profile for a given |
|  | resource |
| I_CHECK_TIME | - contains the time in \$FAILURE_INDICATOR |
| NUMBER_OF_UPDATES | - equals 2 if contingency checks are to be made, |
|  | equals 1 if not the case |
| \$MODE | - reflects the user choice to search contingency |
|  | levels of resources or not |
| \$JOB_INTERVAL | - points at the subnodes of \$POOL |
| I_START | - the sum of I_JOB_START and the start of the |
|  | resource availability in \$POOL |
| I_END | - the sum of I_JOB_START and the end of the |
|  | resource availability in \$POOL |
| QUANTITY_DELTA | - the initial quantity of the resource in \$POOL |
|  | being processed |
| \$INTERVAL | - the inuse portion of \$POOL_PROFILE |
| NLAST | - the number of subnodes of \$INTERVAL |
| \$NEW_INTERVAL | - equivalent to \$NULL, used to insert nu11 nodes |
|  | onto \$INTERVAL |
| \$INTERVAL1 | - calling argument, containing interval information |
|  | and resources to be updated by QUANTITY_DELTA |
| \$INTERVAL2 | - if it is not empty, then its associated |
|  | quantity is taken as the initial quantity of |
|  | \$INTERVALI |
| I_POINTER | - pointer which is decremented if \$INTERVAL1 and |
|  | \$INTERVAL2 can be combined. |
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## 2．4．33．10 COMMENTED CODE

## RESOURCE＿LEVELER：PROCEDURE（\＄SCHEDULE：\＄PROFILES） OPTIONS（EXTERNAL）


／＊THIS MODULE IEJELS THE RESOURCE UTILIZAYION PROFILES（IN
1＊SPROFILESI FDR THE SET OF JOBS INPUT IN SSCHEDULE THIS IS
／＊ACCOMPLISHED By SYSTEMATICALLY MOVING THE JOBS．AROUND ON THE
／＊TIME LINE WITHIN THEIR GIVEN RESOURCE AND TEMPORAL RELATION
＊＊CONSTRAINTS．THE SELECTION OF RESCHEDULING TIME POINTS IS
／＊BaSED ON MINIMIZATION of the sum of SQuares of the resource
／＊USAGE LEVELS OVER TIME．ON OUTPUT：\＄SCHEDULE AND SPROFILES
／＊WILL CONTAIN RFVISIONS TO REFLFCT PHE SCHEDULING CHANGES．
$1 *$

DECLARE SFAILURE＿INDICATOR；FUNCTION，FUNCTIONGMINIMUM，
I－I＿EARLIEST＿SUCCESSOR＿START，I＿JOB＿START，

\＄JOB＿PROFILES，LATEST＿START，MODIFIED＿SCHEDULE＿FLAG，
\＄POOL，\＄PROFILE，\＄RESOURCE＿SAVE＿AREA，\＄SUCCESSOR，SUM，
LOCAL＿INFINITY，SNIL，SJOBID＿TREE．
SUM＿OF＿SQUARES，STEMP＿PROFILESOTOTAL，YOTAL＿QUANTITY LOC̄AL： SNILL．$=$ SNULL $:$
LOCAL＇INFINITY $=16000$
／＊THIS CDDE CONDENSES THE däta structure of sscheoule to incrfasf a；
／＊THE EFFICIENCY OF NODE ACrESSES IN THE REST OF THE PROGRAM．＊／
CALL CONDENSE＿RESOURCE＿INFORMATION（SSCHEDULE，\＄RESOURCE＿SAVE＿AREÄ）：
DO FOR ALL SUBNODES OF SSCHEDULE USING \＄JOB
GRAFT \＄JOB．TEMPORAL＿RELATTION。SUCCESSOR AT \＄JOB＿INFO．SUCCESSOR ：
GRAFT SJOB．SLACK．TOTAL AT SJOB＿INFO．TOTAL＿＿SLACK ：
GRAFT \＄JOB．JOB＿INTERVAL．START AT SJOB＿INFO．START；
GRAFT SJOB．JOB＿INTERVAL，ENB AT GJOB＿INFO．END ：
CALL COMAINE＿TREFS（\＄JOBYINFO，\＄JOR）
END ：
＊Now the sum of squares data is computed for each usage interväi ：í
／＊AND TOTALED FOR EACH POOL BFING CONSIDERED．
DO FOR ALL SUBNODES OF \＄PROFILES USING SPROFILE：
CALL COMPUTE＿SUM＿OF＿SQUARES（SPROFILE）：
END：
SMOOTH＿RESOURCE＿PROFILE：
MODIFIED＿SCHEDULE＿FLAG $=0 ;$
／甘＊\＃\＃\＃\＃\＃\＃\＃か\＃\＃\＃\＃\＃\＃\＃\＃\＃
ORDER SSCHEDULE BY END．TOTAĹSLACK ：

## 

CALL SCHEDULE KORDER（\＄SCHEDULF）
＊EXAMINE EACH JOB in THE SChedule To determine if it can be il
1＊RESCHEDULED AT A LATER TIME TO ACHIEVE A MORE LEVEL RESOURCE ：／
／＊USAGE PROFILE．
DO FOR ALL SUBNODES OF SSCHEDULE USING $\$ J O B$ ：
IF $\$ J O B$ ．TOTAL＿SLACK $>0$
THEN DO：
1＊DETERMINE THE SET OF TIMES AT WHICH RESCHEDULING CAN 日E DONE

END :
I_JOR_START $=\$$ JOB.START
LÄTEST_START = I_EARLIEST_SUCCESSOR_START - SJOB.ENI

+ I_JOB_START:
IF LATEST_START > I'JOB_START
** DETERMINE THE SET OF TIMES AT WHICH RESCHEDULING CAN RE DONF $\quad /$
* WITHOUT VIOLATING ANY RESOURCE CONSTRAINTS.

THEN DO: FUNCTION_MINIMUM $=0.0: I=0:$

* FIRST, RESOURCES FOR THIS JOB MUST BE DEALLOCATED TO MAKE */
* SPROFILES LOOK AS THOUGH THIS JOB HAS BEEN UNSCHEDULED. DO FOR ALL SUBNODES OF SJOB.RESOURCE USING SD̈OOI': $I=I+1$ GRAFT INSFRT \$PROFILES. \#LABEL (\$POOL) BEFORE \$JOB_PROFILES (FIRSTI:
FUNCTION_MINIMUM = FUNCTION_MINIMUM +
SJOR_PROFILES (FIRST). SUM_OF_SQUÄRES:
SFAIIURE* INDICATOR = LATEST_START * SPOOL (LAST). FND :
SJOBTD_TREE $=$ LABEL (SJOB):
CALL UPDATE_POOL_LEVELS
(\$POOL, \$JOBID_TREE, SJOB_PROFILES:
T_JOB_START, 0,0, \$FAILURE*-INDICATOR)
If SFAILURE_INDICATOR NOT IDENTICAL TO \&NUI'i.
THEN DO: $J=1$
DO FOR ALL SURNODES OF SJOB.RESOURCE USING SPNOL:
IF I $=J$ THEN GO TO CHECK_NEXTMOB:
SJOBID"TREE = LABEL $(\$ \mathrm{JOB})$ :
CALL UPDATE_POOL_LEVELS 1 SPOOL. \$JORID_TREE, \$JOB_PROFILFS', I_JOB_START, O,l,\$NIIL):
$J=J+1 ;$
END :
END:
END :
I-RESCHFDULE TIME =I_JOR_START
1* RESCHEDULING OF THIS JOB iS ATTEMPTED AT EACH FEASIBLE TIME */
* POINT LATER THAN THE JOBS CURRENT SCHEDULED START TIME. */

DO I $=1$ IJOR_START + 1 TO LATEST_START, STEMP_PROFILES = \$JOB_PROFILES:
$J=0$ :

DO FOR ALZ̈̆ SUBNODES OF \$JOB.RESOURCE USING SPOOL: $J=J+1$
IF STEMP_PROFILES. \#LABEL(SPOOL).AVAILABLE.CONTINGENCY(FIRST)=SNUi"i THEN i-THRESHOLD_FLAG=0: ELSE E_THRESHOLD_FLAON1;

S'jOBID_TREE = LABEL(SJOB) :
CALL UPDATE POOL_LEVELS(\$POOL,SJOBID_TEXEE: STEMPIPROFILES,I I THRESHOLD_FLAG.I, SFAILÜRE_INDICATOR):

If \$FAILURE INDICATOR NGT IDENTICAL TO sNUI'i'
THEN DO:
GRAFT INSERT SPOOL BEFORE SJOR: RESOURCE (FİRTi:
GO TO CHECK_NEXT_TIME_POINT: END :
END :

* SINCE THE ABOVE RESCHEDULING ATTEMPT WAS SUCCESSFUL, THE SUM OF̆
/ SQUARES DATA IS CALCULATED TO SEE IF THIS WOULD PROVIDE AN
/ IMPROVED SCHEDULE.

FUNCTION $=0.0$ :
DO FOR ALL SUBNODES OF STEMP_PROFILES USING SPROF́TLE
CALL COMPUTE_SUM_OF_SQUARES (SPROFILE): FUNCTION = FUAETION SPROFILE.SUM_OF_SQUARES:
END :
IF FUNCTION <E FUNCTION MINIMUM
THEN DO: FUNCTION_MINIMUM = FUNCTION: I_RESCHEDULE_TIME $=I$ : END:
CHECK_NEXT́TIME_POINT: END :
1* THE JOE BEING CONSIDERED IS NOW RESCHEDULED. EITHER AT ITS
/ ORIGINAL START TIMF OR AT A LATER TIME RESULTING IN A MORE
/* LEVEL RESOURCE USAGE PROFILE.

> IF I RESCHEDULETIME = LATEST_START
> THEN GRAFT STEMP PROFILES AT SJOB_PROFILES
> ELSE DO FOR ALL SUBNODES OF SJOB.RESOURCE

IF SJOB_PROFILES. WLABEL (\$POOI'I. AVAILABLE.CONTINGENCY (FIRST) =\$NULL
THEN I_THRESHOLD FLAG=O?
ELSE I-THRES:CD_FLAG=1;

$$
\begin{aligned}
& \text { \$JOBIO_TREE = LABEL (SJOB) : } \\
& \text { CALL UPDATE_POOL_LEVELSS\$POOL. } \\
& \text { SJOBID_TREE, \$JOB_PROFILES." } \\
& \text { I_RESCHEOULE_TIME, } \\
& \text { I_THRESHOLE_FLAG,I,SNILLI } \\
& \text { CALL COMPUTE_SUM_OF_SQUARES } \\
& \text { (\$JOB_PROFILES.WLABEL (\$POOLI'): } \\
& \text { END : }
\end{aligned}
$$

```
IF I_RESCHEDULE_TIME == I*JOB_START
    THEN DO :
    MODIFIEDSSCHEDULE_FLAG = 1:
    $JOR.START = I_RESCHEDULE_TYME:
    SJOB.END = $JOB.END * I_RESCHEDULETITME -
                                    I_JOB_START:
    END :
CALL COMBINE_TREFS($JOB_PROFILES,SPROFILES):
END :
```

END:
CHECK_NEXT*JOB:
END :
1* IF ANY OF THE jOBS WERE MUVED AS A RESULT OF THE LAST LEVELING :

* PASS. MAKE ANOTHER PASS TO SEE IF A MORE LEVEL SCHEDULE CAN BE :
1* ATTAINED.
IF MODIFIED_SCHFDULE_FLAG $\rightarrow 0$ THEN GO TO SMOOTH_RESOURCE_PROFTLE :
* NOW THE SUM OF SQUARES DATA IS ELIMINATED FROM SPROFILFS AND :/
/ SSCHEDULE IS RESTORED TO ITS ORIGINAL FORM.
DO FOR ALL SUBNODES OF SPRNFILES USING SPROFILE:
PRUNE SPROFILE.SUM_OF_SOUARES :
DO FOR ALL SUBNOIES OF ©PROFILE.IN_USE USING SINTERVAL :
PRUNE \&INTERVAL.SUM :
END :
END:
ノ******************
ORDER SSCHEDULE BY -START:ADURATION ;

CALL FINAL_ORDER(\$SCHEDULE; :
CALL RESTORE_RESOURCE_INFORMATION(SSCHEDULE,SRESOURCE_SAVE_AREAI :
DO FOR ALL SUBNODES OF \$SCHEDULF USING SJOR :
GRAFT \$JOB. SUCCESSSOR AT SJOR.TEMPORAL_RELATION.SUCCESSOR:
GRAFT SJOB. TOTAL_SLACK AT SJOB.SLACK. TOTAL ;
GRAFT SJOB. STANT AT SJOB.JOB_INTERVAL.START :
GRAFT \$JOB.END AT \$JOB.JOB INTERVAL.END:
END :
COMPUTE_SUM_OF* SOUARES: PROCEDURE (\$POOL PROFILE) ;
/* THIS PROCEDURE RECNMPUTES THE, SUM OF SQUARES DATA FOR A */
1* RESOURCE USAGE PROFILE (SPOOL PROFILE.IN_USE).
DECLARE SUM_OF'SQUARES, SYNTERVAL, SJAB, TOTAL,SUM LOCAL :
SUM_OF_SQUARES $=0.0$ B
DO FOR ALL SUBNODES OF SOOL PROFILE.IN_USE USING SINTERVAL :
TOTAL $=0.0$ :
DO FOR ALL SURNODES OF SIATERVAL.USAGE USING \$JAR;
TOTAL = TOTAL + \$JAB. QUANTITY :
END :
SINTERVAL.TOTAL $=$ TOTAL:
2.4.33-22
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        SUM = TOTAL*TOTAL*($INTERVAL.END - SINTERVAL.START) ;
        $INTERVAL.SUM = SUM
        SUM_OF_SQUARES = SUM䓡OF_SAUARES * SUM ;
        END :
        $POOL_PROFILF.SUM_OF_SQUARES = SUM_OF_SNUARES ;
END: % COMPUTE_SUM_OF_SQUARFS */
SEHEDULE_ORDER: PROCEDURE (SSCHEDULE) 
** ORDER SSCHEDULE AY END, TOTAL_SLACK
    DO FOR ALL SURNODES OF SSCHEDULE USING SJOR :
        GRAFT INSERT SJOR.END BEFFORE $JOB(FIRST):
        GRAFT INSERT $JOR.TOTALSSLACK BEFORE SJOR{FIRST) &
    END:
    NUMBER_OF_CRITERIA = 23
    CALL MULTI_CRITEREA_ORDER(SSCHEDULE,NUMBER_OF_CRITERIA,I)
END; /* SCHEDULE_ORDED *"
    FINAL_ORDER: PROCEDURE (SS"ḦHED; ;
1%
/* ORDERS $SCHFDULE RY LOWEST START AND DURATION FOR OUTPUT
        DECLARE SSCHED.JJOR LOCAL :
        DO FOR ALL SUBNDDES OF SSCHED USING $SCHED_JOB &
            GRAFT INSERT $SCHED_JOB,START BEFORE SSCHED_JOB(FIRST) &
            $SCHED_JOB.DUR = SSCHED'JOB.END - $SCHED_JOB.START ;
            GRAFT INSERT 5SCHED_JOB.DUR REFORE $SCHED__JOB(FIRST);
        END:
        CALL MULTI_CRITERIA_ORDER(SSCHFD, 2:-1 ) ;
        DO FOR ALL SUBNODES OF SSCHED USING SSCHED_JOB :
            PRUNE $SCHED_JOR.DUR ;
        ENO:
    END: /* FINAL_ORDER */
END: /* RESOURCE_LEVELER */
```

2.4.34 HEURISTIC_SCHEDULING_ PROCESSOR

### 2.4.34 HEURISTIC_SCHEDULING PROCESSOR

### 2.4.34.1 Purpose and Scope

This processor heuristically schedules the class of projects definable by precedence networks. Activity start times are selected in an effort to heuristically minimize project duration while satisfying resource constraints. A resource leveling facility is also provided to improve a previously obtained heuristically "short" project duration. Thus, heuristic scheduling of the shortest project duration, consistent with both normal and contingency resource availabilities, is determined by the RESOURCE ALLOCATOR. Then using this schedule as a basis, the RESOURCE LEVELER reduces to a heuristic minimum the day-to-day variation in utilization levels of the various resources while preserving the project duration. The combination of a forward-pass resource allocation to determine the minimum feasible project duration ! followed by a backward-pass resource leveling to smooth out the resource loading is a technique frequently used by practical schedulers. The two-phase procedure provides an effective lookahead capability without the need for the usual complicated logic.

The processor addresses the broad class of high-level scheduling problems expressable as projects. By a project is meant a collection of activities each with a specified duration, set of predecessor activities, and resource requirements. A predecessor of a given activity is defined as a second activity that must precede the former by an arbitrary interval. The precedence relations of such projects are described graphically by precedence
networks. Each activity can require multiple resources at utilization rates that vary with time. The resource pool structure is made versatile by providing both normal and contingency availability levels.

Unfortunately, some scheduling problems have temporal relations among their activities that cannot be described in terms of simple predecessor sets even with the addition of dummy jobs. The most prominent class of such problems are those that must have a fixed interval between two activities. To convert such a problem to the project format, the two jobs are usually lumped into a single composite job. However, the predecessors and successors of the original comporient jobs must then be made predecessors and successors, respectively, of the new composite job. This ploy may not yield and accurate representation of the original situation. Most other forms of general temporal relations can be modeled in terms of precedence sets by the simple addition of "duray" activities, which require no resources. For example, the relationship that the start of activity $B$ follow the end of activity $A$ by at least an interval of length "a," can be modeled by placing $A$ in the predecessor set of a dummy activity $D$, that has a duration "a" and requires no resources, while placing $D$, in turn, in the predecessor set of $A$. Another simulation alternative would be to alter the definition of activity $A$ to include the idle interval of length "a." In fact most high-level scheduling problems can be reasonably we 11 represented by a precedence network. Reasonably accurate modeling can, however, require a great deal of
ingenuity. Furthermore, questions that arise in modeling the project as a precedence network, frequently shed light on the entire scheduling problem.

Burman (Burman, 72) has suggested a sophistication of the ordinary precedence network that would permit the simple representation of all temporal relations among activities and events. Indeed, a somewhat more involved critical path algorithm can be developed to generate critical path data for his sophisticated networks. Unfortunately, however, the new networks hopelessly complicate any heuristic scheduling process. As is so often the case in problem solving, it is far easier to generalize a problem than to solve it.

Basically, what Burman has done is to identify a new type of successor--the closely-continuous successor. Such a successor must begin at the instant of completion of its predecessor. To see how this new concept facilitates the simulation of general temporal relations, consider the following examples. Consider the most difficult case of two activities whose respective start and finish are constrained to differ by a fixed time interval with the successor activity having an ordinary second predecessor as shown in Fig. 2.4.34-1.


Fig. 2.4.34-1
Sample Representation of a General Temporal Relation Using closely-Continuous Successors

To represent this temporal relation in terms of closelycontinuous successors one has only to introduce a single dummy activity $D$ requiring no resources of duration equal to the fixed interval length "a." Activity $D$ is then made a closely-continuous successor of activity $A$ and $B$, in turn, is made a closely continuous successor of $D$. Activity $B$ is made an ordinary successor of activity C. Consider next the case illustrated in Fig. 2.4.34-2, wherein one activity cannot start until a second activity has started.


$$
s_{B} \geq s_{A}
$$

Fig. 2.4.34-2
Sample Representation of a General Temporal Relation Using closely Continuous Successors

To represent this temporal relation, one need only introduce a single dummy event $E$. Then activity $A$ is made a closely-continuous successor of event $E$ while activity $B$ is made an ordinary successor.

Although the closely-continuous successor concept provides a generalized network presentation of all of the general temporal relations, no simple heuristic procedure can be devisfd to schedule such a network. Long multibranch trees of closely-continuous successors of a given activity have to be scheduled before that activity itself can be scheduled. This considerably complicates the resource allocation logic perhaps to the point of diminishing returns. Any complications in a heuristic procedure must be justified by thelr results. Without establishing the utility of the relatively simple resource allocator for ordinary precedence networks, it seems pointless to build a vastly more complicated allocator for generalized precedence networks. Nonetheless, in Subsection 2.4.34.7, a proof is given that any general temporal relation can be modeled using only ordinary and closely continuous successors.

This module has the capability of scheduling interfacing subnetworks. It assembles a user supplied master subnetwork and all of its interfacing subnetworks into a master network. All the activities of this master network are to be scheduled subject, to common resource availability levels.

A time-progressive heuristic program is used to obtain short, but not necessarily minimal, project durations. The heuristic employs a critical-path-based priority rule tempered by a modifying heuristic using contingency resource'thresholds. By utilizing late-start time as the priority value of each activity or event, a dynamic priority function is obtained that does not require updating each time a new acticity is scheduled. This results from the fact that the late-start-date of an activity is independent of the actual scheduled start dates of any of its predecessors as long as none of them are delayed beyond its latestart date. Nonetheless, the late-start date does represent a good priority rule in terms of scheduling the least flexible activities first. That unscheduled activity with the earliest late-start date, other factors being equal, is the activity most likely to lengthen project duration beyond the critical-path value. The modifying heuristic is activated whenever an activity cannot be scheduled before its late-start date. The resource that prevents the scheduling of the activity is augmented by a user-input contingency threshold from the time the activity's predecessors were all completed until the activity is successfully scheduled.

Finally, an option is provided for leveling the resource utilization profiles via a least squares heuristic after a tentative initial schedule has been obtained from the late-start-date heuristic. The leveling procedure involves sequentially considering the activities in order of latest scheduled finish. A weighted sum of squares of the resource profiles over time is then computed
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for each activity for each start date in its residual float:
That start date in the float interval is selected that will minimize the weighted resource sum of squares. Two underlying principles motivate this heuristic procedure. First, by sequentially delaying activities considered, in order of their latest scheduled finish, the float of activities with earlier scheduled finishes can only be increased, thereby improving their subsequent scheduling flexibility. Second, the weighted sum of squares of the resource profiles over time is decreased by reducing any jump in the utilization level of any resource from one time interval to the next. In fact, the unconstrained minimum sum of the squares is achieved when all the resource profiles are such that the utilization levels of any given resource in each time period is a constant.

### 2.4.34.2 Modules Called

NETWORK ASSEMBLER
RESOURCE ALLOCATOR
RESOURCE LEVELER
2.4.34.3 Module Input

1) Network, Critical Path Data and Activity or Event Definitions (\$JOBSET)
$2.4 \cdot 34-8$
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### 2.4.34.4 Module Output


2) Revised Resource Profiles (\$PROFILES)

Same as for Module Input.

### 2.4.34.5 Functional Description

The HEURISTIC SCHEDULING PROCESSOR serves as an executive procedure for controlling and coordinating the entire heuristic scheduling process. First the network must be built whose activities are to be scheduled sharing the same common resources. By means of a call to the module NETWORK ASSEMBLER, the user-specified master subnetwork and all of its interfacing subnetworks, as detailed in the interfacing event definitions, are assembled into the desired network. Next, the RESOURCE ALLOCATOR is called to schedule the activities of the network according to the minimum project duration heuristic procedure described above. Earliest 1ate-start is used as the priority function for each activity.
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If an activity is delayed beyond its late-start date because of a resource shortage, a modifying heuristic is invoked to increase the availability of the deficient resource by a user input contingency threshold. If the user does not request any resource leveling effort by leaving the leveling option indicator, LEVEL, unset, the heuristic scheduling process ends here. Otherwise the module RESOURCE LEVELER is called to heuristically reduce to a minimum the jumps in the resource utilization rate. The heuristic operates by considering the activities in order of latest scheduled finish. The weighted sum of the resource profiles squares over time is then computed for each possible start time of the activity under consideration within its remaining total float. That start time is selected that minimizes the sum. When all the activities have been considered for delay, the leveling effort is complete and the heuristic scheduling terminates. The simple macrologic for the processor is illustrated in the functional block diagram. M re detailed information on the resource allocation and leveling heuristics can be found in the respective specifications for the modules, RESOURCE ALLOCATOR and RESOURCE LEVELER.
2.4.34.6 Functional Block Diagram


### 2.4.34.7 Implementation Consideration

The salient feature of precedence network methods development has been the appearance of a tremendous number of elaborate computerized heuristic routines for constrained-resource scheduling. Most of these computer codes have been developed by organizations for internal and external use on a proprietary basis. Hence, their operating details are not available in the open literature. However, some are available which disclose their operating principles. Table 2.4.34-1 presents a sampling of the more prominent programs known to be available in the USA and United Kingdom. Each program produces a wide variety of resourceand activity-oriented reports in both tabular and graphic form.

For many applications, the complete capability of any of the commercial systems is not required. A smaller more specialized system could be built around the basic modules outlined above. Such a flexible system could then evolve to meet the user's everchanging needs.

In closing this section, the claim that any generalized temporal relation can be expressed in terms of ordinary and closelycontinuous successors with only the addition of dummy activities will be verified. Recall the generic form of a generalized temporal relation
[1] $\left.\left\{\begin{array}{c}s_{i} \\ f_{i}\end{array}\right\}\left\{\begin{array}{l}\leq \\ z \\ Z\end{array} \mathbf{c}_{j}^{f_{j}}\right\}\right\}\left\{\begin{array}{c}+ \\ -\end{array}\right\} k$

Table 2.4.34-1
Sample Characteristics of Some Commeruially-Available Computer Programs with ContrainedResource lletwork Scheduling Capabilities

| Program Name and Company Responsible | Features |
| :---: | :---: |
| CPM-RPSM (Resource Planning and Scheduling Method) CEIR, Inc | 2000 to 8000 jobs per project, 4 resource types per project, 26 total variables or constraint-resource limits, job splitting allowed, job start or finish constraints allowed. Uses fixed scheduling heuristic. |
| ICT 1900 Series PEWTER (PERT without Tears) International Computers, Ltd | Multiproject capability, 60,000 activities, 60 resources per activity, 125 resources per project, flexible updating and reporting options. Uses advanced rescurce allocation heuristic, enabling user to invoke input resource continegency thresholds. Levels resources with a separate heuristic. Employs a network condensation capability to accurately process large networks in pieces. |
| MSCS ("Management Scheduling and Control System") McDonnell Automation Co. | Multiproject capability ( 25 projects), 18,000 activities, 12 resource types per activity. Many flexible assumptions of job conditions, easy updating. Allows project costing and includes report generation. Scheduling heuristics are based on complex priority function approach controllable by user. |
| PMS/360 (Project Management System) <br> IBM Corporation | A large complex management information system consisting of four main modules (of which resource allocation is one). Handles activity-on-arrow or precedence diagrams; up to 225 multiple projects allowed with 32,000 activities and 250 resource types. Numerous costing, updating, and report options. A choice of sequencing heuristics is provided. |
| ```PPS IV (Project Planning System) Control Data Corporation``` | 2000 jobs per project, 20 resource types per job and project, multiple or single projects, allows overlapping jobs, resource costing, and progress reporting. Will also do resource leveling with fixed duration. Resource priorities may be specified, and multishift work is allowed. Uses one fixed heuristic procedure. |
| PROJECT / 2 <br> Project Software, Inc | Allows 50 multiple networks, 32,000 jobs, several hundred resource types. Includes automatic network generation for repetitive sequences, easy updating, and many cost analysis features. Choice of sequencing heuristics specified by user. Handles activity-on-arrow or activity-onnode input. |
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where $i$ and $j$ are any activities or events in the project and "s" denotes a start time while "f" signifies a finish time. But, because $s_{i}=f_{i}-d_{i}$ and $f_{j}=s_{j}+d_{j}$, then relation [1] can be simplified to
[2]
where $k$ is a constant of arbitrary polarity. From the three relational operators three basic cases can be identified. These will be considered in turn.
[3]
Case IA:

$$
f_{i} \leqslant s_{j}+k \text { and } k \geqslant d_{j}
$$



$$
\begin{aligned}
& f_{i} \leqslant s_{n}=s_{j}+d_{j}+d_{m} \\
& f_{i} \leqslant s_{j}+d_{j}+\left(k-d_{j}\right) \\
& f_{i} \leqslant s_{j}
\end{aligned}
$$

$$
d_{m}=k-d_{j}
$$

$$
\mathrm{f}_{i} \leqslant \mathrm{~s}_{\mathrm{j}}+\mathrm{k} \text { and } k<\mathrm{d}_{j}
$$

Case IB:

$$
d_{m}=d_{j}-k
$$

$$
f_{i}+d_{m} \leqslant \quad s_{n}=f_{j}
$$

$$
f_{i}+d_{j}-k \leqslant s_{j}+d_{j}
$$

$$
f_{i} \leqslant s_{j}+k
$$

[5]
Case II $\quad f_{i} \geqslant s_{j}+k$
[6]
[7]

[9]
Case IIIB $\quad f_{i}=s_{j}+k$ and $k \quad d_{j}$

$$
d_{m}=d_{j}-k
$$


$f_{i}+d_{m}=s_{n}=s_{j}+d_{j}$
$f_{i}+d_{j}-k=s_{j}+d_{j}$
$f_{i}=s_{j}+k$

Thus, any general temporal relation between two activities, $i$ and $j$, can be represented in terms of closely continuous and ordinary successors without redefining or combining any activities. Orly new dummy activities need be introduced. Hence, the identity of
all the original activities is maintained so that an ordinary predecessor or successor relation can be represented as usual.

### 2.4.34.8 References

IBM, Project Management System IV Network Processor Program Description and Operations Manual, Publication SH20-0899-1; 1972.

ICT 1900 Series PEWTER (PERT without Tears). ICT Technical Publications Group, London 1967.

Burman, P. J.: Precedence Networks for Project Planning and Control. McGraw Hill, London, 1972. .

### 2.4.34.9 DETAILED DESIGN

This module heuristically schedules the broad class of scheduling problems definable by precedence networks. It serves primarily as an executive routine calling NETWORK_ASSEMBIER, PREDECESSOR_SET_INVERTER, CRITICAL_PATH_CALCULATOR and then RESOURCE_ALLOCATOR. The user has the option to call RESOURCE_LEVELER as well.

### 2.4.34.10 INTERNAL VARIABLE AND TREE NAME DEFINITIONS

\$INTERFACE - Contains the network interfacing event definitions
\$JOBSET - Contains the master subnetwork which contains the set of jobs that are to be scheduled

LEVEL_RESOURCE_FLAG - A flag used to indicate whether or not RESOURCE LEVELER is to be called
\$PROFILES
\$SCHEDULE
\$SUBNET_SET

- Contains all resource pool profile data
- The final schedule output by the module containing absolute time and resource assignments
- Contains the names of the subnetworks eliminated by NETWORK_ASSEMBLER, when it built the master subnetwork


### 2.4.34.11 MODIFICATIONS TO FUNCTIONAL SPECS AND/OR STANDARD DATA STRUCTURES

It was decided that SSUBNET_SET should also be an output of this module. Since NETWORK_ASSEMBLER builds it anyway, it takes no extra effort to return this information to the calling program. For better readability, the name of the resource leveling option indicator was changed from LEVEL TO LEVEL_RESOURCE_FLAG.
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### 2.4.34.12 COMMENTED CODE


2.4.35 GUB_LP
$\qquad$
2.4.35.1 Purpose and Scope

Generalized upper bounding (GUB) is a simplex type algorithm designed specifically for linear programs that contain large numbers of convexity constraints. The principal advantage of GUB for this class of problems is that it requires a significantly smaller working basis. Use of this smaller working basis reduces fast core memory requirements and increases the computational speed by nearly an order of magnitude for GUB problems.

GUB applies to LPs of the form: mininize $u^{\circ}$, subject to:
[1] m rows $\left\{u^{i}+\sum_{j=1}^{N_{o}} a_{j}^{i} x^{j}+\sum_{p=1}^{P} \sum_{k=1}^{N} a_{k p}^{i} x_{p}^{k}=b^{i}, i=1,2, \ldots, m\right.$
[2] $P$ rows $\left\{\begin{array}{l}N_{p} \\ \sum_{k=1}^{k} x_{p}=1, p=1,2, \ldots, P\end{array}\right.$

$$
u^{1}, u^{2}, \ldots, x_{p}^{N_{p}} \geq 0
$$

In the above formulation, $u^{i}$ denotes the logical variables (slack, surplus, and/or artifica1) augmented to transform the i-th constraint into an equation, $X^{i}$ for $j=1, \ldots N_{0}$ denotes the structural variables that are not contained in any convexity constraints, $\mathrm{x}_{\mathrm{p}}^{\mathrm{k}}$ for $k=1, \ldots, \mathrm{~N}_{\mathrm{p}}$ denotes the structural variables constituting the $p$-th GUB set, $a_{j}^{i}$ denotes the constraint coefficients for the i-th equation, and $b^{i}$ is the right hand side (RHS) for constraint i. Equation [I] represents the interconnecting constraints and Equation [2] represents the GUB convexity constraints.

This special structure arises naturally in many problems, for example, transportation, distribution, and multi-item scheduling. GUB structure also results when the Dantzig-Wolf decmoposition principle is used to solve linear programs whose constraint matrices have block angular structures.

GUB can also be used to obtain approximate solutions to binary multiple choice programs. In these situations, the convexity constraints represent the multiple choice restrictions for the binary decision variables. This means that the convexity constraint, $\Sigma x^{j}=1$, combined with the binary restriction, $x^{j}=0$ or 1 , ensures that one and only one $x^{j}$ will be nonzero. The resulting binary problem is then solved as a continuous LP using GUB. Clearly, not all of the resulting optional decision variables will be binary. Fortunately, if the number of GUB rows ( $P$ ) is much larger than the number of interconnection constraints ( $m$ ), then most of the variable ( $\mathrm{P}-\mathrm{m}$ ) will be binary in the optimal solution. This important result is often used to yield approximate solutions to large multiple-choice decision problems.
2.4.35.2 Modules Called

None
2.4.35.3 Module Input

1) The total number of structural variables $-N=\sum_{i=1}^{p} n_{i}$
2) The number of non-GUB constraints - $m$
3) The number of GUB constraints - $P$
4) The number of elements in each GUB set - $n_{p}$
5) The RHS vector $-b^{i}$ (including OUB rows)
6) The type of each constraint (equality, inequality, etc)
7) The constraint matrix for nonGUB rows - $\binom{a_{j}}{j}_{\operatorname{mxn}}$
2.4.35.4 Module Output
8) Output option indicator
9) Iteration summary
a) Key columns
b) Indices of current basis elements
c) Values of variables in current basis
d) Entering column
e) Simplex multipliers
f) Current cost function value
10) Solution summary
a) Indices of variables in optimal basis
b) Optimal values for the structural variables
c) Value of each run GUB row in constraint matrix
d) Cost function
e) Simplex multipliers

### 2.4.35.5 Functional Description

The generalized upper bounding procedure, developed by Dantzig and Van $S 1 y k e(1)$, is a specialization of the simplex method. The key feature of $G U B$ is that it solves the LP defined in Equations [1] and [2], while maintaining a "working" basis of dimension mxm. Thus, all quantities required to make a simplex like iteration are computed in terms of this reduced "working" basis.

GUB can be motivated by considering the following facts:

1) Any feasible bases for Equation [1] - [2] must contain at least one element from each GUB set.
2) An elementary matrix transformation that transforms the basis into upper block triangular form can be defined; hence, enabling a basis-feasible solution to be computed in terms of a mxm submatrix.

Clearly, in order to satisfy each GUB convexity constraint, $\Sigma x^{\hat{j}}:=1$, at least one of the variables must take on a nonzero value. This implies that any feasible basis must contain at least one column from each GUB set. Suppose we select one such column from each GUB set and enter these columns as the first $p$ columns in the basis, The remaining $m$ columns are then selected from the nonkey columns. The basis can then be partitioned as follows:
 key columns nonkey columns The important property of $B$ is that the submatrix $C_{p x m}$ is composed binary elements, which enables on elementary matrix to be constructed as follows:
$[4] \quad \mathrm{BE}=\left[\begin{array}{l:l}A_{\mathrm{mxp}} & \mathrm{B}_{\mathrm{mxm}} \\ \hdashline- & --- \\ I_{\mathrm{pxp}} & 0_{\mathrm{pxm}}\end{array}\right]$
is upper block triangular. The elementary transiormation E is easily constructed by subtracting the appropriate columns of $\left[\frac{A}{I}\right]$ from $\left[\frac{B}{C}\right]$.
The elementary matrix that performs these simple column operations is given by
[5]
$E=\left[\begin{array}{l:l}I_{p x p} & -_{p x m} \\ \hdashline O_{m x p} & I_{m x m}\end{array}\right]$
Now suppose that we have a basic feasible solution
[6] $\quad x_{B}=B^{-1} b$,
and define
[7] $y_{B}=E^{-1} x_{B}=E^{-1} \quad B^{-1} b=(B E)^{-1} b$.
Clearly, $y_{B}$ is then a basic feasible solution of the transformed system
[8] (BE) $y_{B}=b$.
The solution of the transformed system

$$
\begin{align*}
& \mathrm{B}_{\mathrm{mxm}} \mathrm{y}_{\mathrm{m}}=\mathrm{b}_{\mathrm{m}}-\mathrm{A}_{\mathrm{mxp}} \mathrm{y}_{\mathrm{p}}  \tag{10}\\
& \mathrm{y}_{\mathrm{p}}=1_{\mathrm{p}}
\end{align*}
$$

It is evident from Equation [10] that the determination of a basic feasible solution is, in essence, equivalent to solvin; for $y_{m}$. The calculation of $y_{m}$ requires only the inverse of the "working" mxm basis, $B^{-1}$. This fact motivates the principal
advantage of the GUB algorithm, and enables each operation required in applying the simplex method to Equation [1] - [2] to be performed in terms of the quantities associaled with the reduced basis, $\mathrm{B}_{\mathrm{mxm}}$.

The outline of key modifications to the simplex operations required by GUB follow. These equations are derived in Reference 1 , and are based on the working basis inverse.

Calculating the Simplex Multipliers - Let ( $\pi, \mu$ ) be the simplex multipliers for the basis $B$, where $\pi$ is a m-component row vector associated with the first $m$ equations and $\mu$ is a $p-$ component row vector associated with the last p equations. These multipliers are calculated as

$$
\begin{equation*}
\left(\pi_{1}, \pi_{2}, \ldots, \pi_{m}\right)=(0,0, \ldots, 0,1) B^{-1}=\left(\left(B^{-1}\right)_{1}^{m}, \ldots,\left(B^{-1}\right)_{m}^{m}\right) \tag{11}
\end{equation*}
$$ $\mu_{i}=-\pi^{\circ} A_{k_{i}}, i=1,2, \ldots, P$,

where $k_{1}$ denotes the index of the i-th key column.
Calculating the Relative Cost Coefficients - This is done in the usual way
$\bar{c}_{j}=-X \pi_{i} A_{j}^{i}-\mu_{k}$, if $A_{j} \in \mathcal{J}_{k}$
where $\&_{k}$ denotes the $k$-th GUB set.
Herresenting the Entering Column in Terms of the Current Basis - The column that enters the basis is selected in the standard manner by computing $c_{s}=\min ^{c_{j}}$ over all nonbasic columns. If $c_{s} \geq 0$, the current solution is optimal. If $c_{S} \therefore 0$, then $\Lambda_{s}$ enters the basis. For the purpose of discussion, let $\mathrm{A}_{\mathrm{s}} \rho^{\circ}$. Now to see which column leaves the basis, the transformed column
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[14] $\quad \bar{A}_{S}=B^{-1} A_{S}$
must be computed. GUB structure enables the transformed columns to be calculated from the reduced "working" basis. The equations that perform this transformation are:
$A_{s}^{-i}=\left\{\begin{array}{l}-\sum_{k \in \Gamma_{i}} D_{s}^{-k}, \text { for } 1 \leq i \leq p, i \neq \sigma \\ 1-\sum_{k \in \Gamma_{i}} D_{s}^{-k}, \text { for } i=\sigma\end{array}\right.$
$[16] \quad \overline{\mathrm{A}}_{\mathrm{s}}^{\mathrm{p}+\mathrm{k}}=\mathrm{D}_{\mathrm{s}}^{-\mathrm{k}}$, for $\mathrm{k}=1,2, \ldots, \mathrm{~m}$,
where

$$
\begin{equation*}
\bar{D}_{s}=B^{-1}\left(A_{s}-A_{k_{\sigma}}\right) \tag{17}
\end{equation*}
$$

$$
\begin{equation*}
\Gamma_{i}=\left\{k: k\{1,2, \ldots, m\} \text { and } r_{k}=i\right\} \tag{18}
\end{equation*}
$$

and
$r_{k}=i$, for $k=1,2, \ldots, m$,
if the $p+k-$ th column of $B$ is an element of the i-th GUB set,
that is,
[20]

$$
B_{p+k} \varepsilon\left\{a_{1 i}, a_{2 i}, \ldots, a_{n_{i} i}\right\}
$$

Choosing the Column to Leave the Basis - This is done in the usual way, by computing
[21]

$$
\begin{aligned}
& \theta=x r / A_{s}^{-r}=\min _{i}\left\{x^{B_{i}} / A_{s}^{-i}: A_{s}^{-i} \geq 0\right\} \\
& \text { if all } A_{s}^{-i} \geq 0, \text { the solution is unbounded. }
\end{aligned}
$$

Updating tine Basic Variables - The basic variables are updated according to the formula
$x^{B} i \not x^{B_{i}}-\theta A_{s}^{-i}$, for $i=1,2, \ldots, m+p$, $i \neq r$
$x^{B}{ }^{i} \leftarrow \theta$, for $i=r$
Updating the Inverse of the Working Basis - Let $A_{s} \varepsilon \int_{\sigma}$ be the column entering and $A_{j_{r}} \varepsilon \mathcal{S}_{\rho}$ be the column leaving. There are two cases to be considered.

Case 1. $A_{j_{r}}$ is not a key column. In this case, $A_{j_{r}}$ is replaced in $B$ by $A_{s}$ in one of the last m columns. The only resulting change in the working basis is that the column of $B$ corresponding to the leaving column is replaced by $\left\{A_{s}-A_{k_{\sigma}}\right\}$. $B^{-1}$ is updated by adjoining the column
$\bar{D}_{s}=B^{-1}\left(A_{s}-A_{k_{\sigma}}\right)$
and performing a pivot.
Case 2. $A_{j_{r}}$ is a key column.

1) $\mathrm{A}_{\mathrm{j}_{\mathrm{r}}}$ and $\mathrm{A}_{\mathrm{s}}$ are from different GUB sets (i.e., $\sigma \neq \rho$ ). Select one nonkey column in $\ell_{\rho}$ and interchange it with $A_{j_{r}}$. The situation then becomes that of Case 1. Clearly, such a nonkey column must exist in order for $A_{j_{r}} \varepsilon \mathcal{D}_{\rho}$ to be selected for removal.
2) $A_{j_{r}}$ and $A_{s}$ are from the same GUB set (i.e., $\sigma=\rho$ )
a) if there exists at least one nonkey column that is a member of $\delta_{p}=\delta_{0}$ select one and interchange it with $A_{j_{r}}$, and apply the operations described in Case 1 .
b) If no nonkey colum is from $\int_{\rho}$ then $A_{s}$ replaces $A_{j_{r}}$. However, since the last $m$ columns of $B$ do not contain elements of $\mathcal{S}_{P}$, the working basis does not change. The upper left partition of $B$ does, however, change when $A_{s}$ replaces $\mathrm{A}_{\mathrm{J}_{\mathbf{r}}}$.

### 2.4.35.6 Functional B1ock Diagram
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### 2.4.35.7 Typical Applications

As mentioned earlier, GUB structure arises naturally in many scheduling problem formulations. For example, the PWW project scheduling formulation, the simplified activity scheduling formulation, multi-item scheduling, and resource allocation problems all contain GUB structure. This does not mean, however, that GUB is the best algorithm for all of these formulations. Other fundamental considerations (such as, integrality) and numerous problem-dependent factors (such as, the ratio of $P$ to $m$ ) determine which algorithm should be used. However, independent of any of these other considerations, a GUB structured $L P$ can be very efficiently solved with this type module.
2.4.35.8 Implementation Considerations

The advantage of GUB is that it efficiently solves a special class of LP problems. However, this tool must be used on relatively large problems ( $m \geq 100, p \geq 100, n \geq 1000$ ) before the computational savings are of any real consequence. On small problems, the difference between $G U B$ and revised simplex is measured in fractions of seconds and would, in our opinion, not justify the GUB development costs.

For the solution of extremely larger GUB problems ( $m \geq 1000$, $\mathrm{p} \geq 1000, \mathrm{n} \geq 10,000$, a production code similar to that contained in MPSX is recommended. For most problems a less sophisticated GUB algorithm, like the one specified here, would be adequate. The effort required to develop the level of a GUB algorithm would be slightly higher than that of a versatile primal simplex code.

This means that it would take basically two to three man-months of development to completely formulate, code, checkout, and document this module.

### 2.4.35.9 References

Dantzig, G. B., and Wolfe, P.: "The Decomposition Algorithm for Linear Programming." Econometrica, 9, No. 4, 1961. Operations Reseařch, 8, January - February, 1960.

Lasdon: "Optimization Theory for Large Systems." MacMilZan Series in Operations Researoh. 1970.

Orchard-Hays, W.: Advanced Linear-Programming Computing Techniques. McGraw-Hill Book Company, New York, New York, 1968.
2.4.36 MIXED_INTEGER_PROGRAM

### 2.4.36 MIXED_INTEGER_PROGRAM

### 2.4.36.1 Purpose and Scope

This module can be used to optimize any system whose performance can be mathematically modeled as a linear function in a set of decision variables that are subject to both linear algebraic and integrality constraints: Symbolically, the problem of determining the optimal system configuration must reduce to a mathematical problem of the form

## Minimize: $\quad z=C_{2} X \div \mathrm{C}_{1} \mathrm{Y}$

Subject to: $A_{2} X+A_{1} Y \leq b$
$X$ integer
where:
$X$ is an $n \times 1$ integer column vector of unknowns,
$Y$ is a pxl continuous column vector of unknowns,
$C$ is a lxn continuous row vector of cost coefficients for the integer variables,
e is a lxp continuous row vector of cost coefficients for the continuous variables,

A is an mxn continuous matrix of constraint coefficients for the binary variables,

D is an mxp continuous matrix of constraint coefficients for the continuous variables,
$b$ is an mx1 continuous column vector of constraint limits.

### 2.4.36.2 Modules Called

This module requires a special purpose Geoffrion code that solves a mixed integer program containing a single continuous variable.

### 2.4.36.3 Module Input

1) The objective function coefficients $c$ and $e$.
2) The constraint matrices $A$ and $D$
e) The RHS vector b.

### 2.4.36.4 Module Output

1) Value of the decision variables
2) Final objective function value
3) Iteration Summary
2.4.36.5 Functional Description

Branch and bound type algorithms have classically been applied to mixed-integer programs. Unfortunately, $B \& B$ methods can be inefficient if the number of integer variables is large. This is because of the branching rule that merely dichotomizes the continuous solution for each integer variable.

For problems of practical size, this procedure produces so many LP subproblems that even very fast simplex codes do not make this approach feasible. For problems with only a few integer variables, $B \& B$ methods are adequate and are, in fact, recommended.

When the number of integer variables is large, the Bender decomposition algorithm is the most effecient. Heuristically, this statement can be motivated by the observation that Bender's algorithm exploits the integer properties of the problem, which in this case dominate the solution process. As a consequence, Bender's method requires a fast $0-1$ code in contrast to the $B \notin B$ methods which require a fast LP code. Fortunately, several fast $0-1$ codes exist, e.g., Geoffrion's extension of the Balas algorithm.

Bender's algorithm makes use of the fact that for given values of $x$, the problem reduces to an LP whose dual is independent of any particular choice of $x$. This enables an equivalent program with only one continuous variable to be formulated that can be solved as a subproblem to yield the overall integer solution. A brief description of this approach follows.
2.4.36.6 Functional Block Diagram
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### 2.4.36.7 Typical Applications

This module can be applied to a wide variety of small OR type problems, e.g., capital budgetary, project selection, and alternative resource allocation. The modeling is, of course, re-. stricted by the structure of the resulting mathematical program. 2.4.36.8 Implementation Considerations

Since this module has already been implemented, the numerous implementation considerations are described in the program documentation.
2.4.36.9 Reference

Benders, J. F.: "Partitioning Procedures for Solving MixedVariable Programming Problems, Numerische Mathematika," Vol 4, 1962.
2.4.37 PRIMAL_SIMPLEX

### 2.4.37.1 Purpose and Scope

Primal simplex is an iterative algorithm for solving the general class of problems referred to as linear programming. Briefly stated a linear program (LP) is: given a set of m linear inequalities or equations in $n$ variables, determine the nonnegative values of these variables that satisfy the constraints and optimize some linear function of the variables. Mathematically stated: determine the values $\mathrm{x}^{\mathrm{j}}, \mathrm{j}=1,2, \ldots, \overline{\mathrm{n}}$ that minimize:
[1] $z=\sum_{j=1}^{n} c_{j} x^{j}$
Subject to:

$$
\begin{aligned}
& \sum_{j} a_{j}^{i} x^{j}-b^{i} \geq 0 i=1, \ldots, m \\
& x^{j} \geq 0
\end{aligned}
$$

The capability to solve the LP defined by Equation [1] is fundamental to any mathematical programming system. As a consequence, a large number of high performance codes exist for solving this basic class of problems (Ref $5,6,7$ ). The principal components common to all of these operational codes are a modification of the basic revised simplex method by using the product form of the inverse, multiple pricing, and a composite approach for phase I. The reason that so much emphasis has been placed on speed and efficiency of the primal algorithm is that it is used repetitively by many other algorithms. For example, mixed integer and nonlinear separable programs both require an extremely
fast primal algorithm to solve the numerous LP subproblems (typically several hundred) that arise in the solution of the master programs.

Current operational systems, such as those described in References 6,7 , and 8 , are capable of solving problems with 10000 constraints and essential unlimited number of decision variables. Problems with 1000 constraints are considered to be medium sized. The solution of problems of this size requires that the programming of the algorithm be done in assembly language to allow maximum computational efficiency. For problems of this magnitude, efficiency is synonymous with feasibility.

### 2.4.37.2 Modules Called

None

### 2.4.37.3 Module Input

The cost effective solution of large LP problems requires extensive data handling capabilities. These capabilities are needed to give the user flexibility and freedom in storing and operating upon the large masses of problem input data. In fact, the majority of the routines in any standard mathematical programming system are related to the data handling efforts.

The essential portions of the LP input are the large problems; these data are seldom input directly by the user, but rather generated or obtained from data previously written on mass storage devices. In any event, the data required are always essentially the same:

1) The objective function coefficients, $c_{j}, j=1, \ldots, n$.
2) The constraint matrix, $a_{m}^{i}, i=1, \ldots, m, j=1, \ldots, n$.
3) The RHS vector, $b^{i}, i=1, \ldots, m$.
4) The constraint specification type, ( $=, \leq, \geq$.

### 2.4.37.4 Module Output

The primal simplex routine is not only capable of solving the LP, but it can also provide auxiliary information that is often as useful as the answer itself. Apart from a complete report writing capability, which is in itself a major issue, the minimum output of the primal simplex code should consist of

1) Summary of certain key input information (costs, bounds, etc);
2) Status of each variable in the final solution, i.e., basic or nonbasic, feasible or nonfeasible, bounded or slack, etc;
3) Value of each basic variable;
4) Final objective function value;
5) Shadow prices (Lagrange or simplex multipliers);
6) Iteration history summary, i.e., iteration counter, indices of basic variables, objective function value, etc.

In some cases the algorithm may fail to converge and a diagnostic printout is required. The required printout is somewhat problem dependent; however, at a minimum it should include the (I) relative cost coefficients, (2) basic inverse, and (3) indices of the entering and leaving columns.

### 2.4.37.5 Functional Description

A description of the primal algorithm can be found in numerous references, and hence, it is not presented in deiail here. For reference purposes, the code described in Orchard-Hays (Ref 2) is one of the most efficient. Reference 2 also gives a wealth of implementation techniques that should be reviewed before implementation. Since implementation of an efficient primal code is not straightforward, a general functional block diagram is presented. It is recognized, however, that many strategy variations exist in primal codes. Thus, this functional block diagram should only serve as a guideline during the development process.



### 2.4.37.7 Typical Applications

In general, there are few scheduling problems that can be modeled directly as linear programs. However, as mentioned previously, there are many situations in which this module is required as a basic computational routine in other algorithms that do apply directly to scheduling. In addition to these support functions, this module can be used directly to solve several categories of advanced planning and resource allocation problems. Simplified problems in transportation and distribution, production and inventory, and macro economics, can be modeled and solved with this type of a tool.

### 2.4.37.8 Implementation Considerations

The most important observation that can be made in this section is that the development of an efficient primal code is totally a problem of implementation not theory. As a result, every possible effort should be made to ensure that this algorithm . is computationally efficient. This can be accomplished by careful development of the four principal areas that impact the efficiency of this module: (1) starting solution, (2) inversion, (3) pricing, and (4) pivot selection. All of these critical topics have been thoroughly discussed in the literature. A brief summary of the conclusions regarding these areas is presented in Table 2 4.37.8-1. Before the implementation of this
module, it is recommended that the references presented in
Table 2.4.37-1 be completely reviewed.
Table 2.1.37-1 Summary of Implementation Recommendation

| Category | Principal Recommendation | Key <br> References |
| :--- | :--- | :--- |
| Starting <br> Solution <br> (Phase I) | - Avoid starting from all artificial <br> bases. <br> - Use problem structure wherever <br> possible. <br> - CRASHing can have significant impact <br> on the solvability of a particular LP. | 2,3 |
| Inversion | - Necessary to maintain control over <br> numerical round-off problems <br> - Reduces the size of the expanding <br> representation of the basic inverse. <br> - Reduces the total number of elemeatary <br> operations by minimizing the number of <br> nonzero elements in the representation <br> of the inverse <br> Pricing <br> and <br> Pivoting | Multiple pricing should be used. <br> - Weighting the relative cost coef- <br> ficients before selection has often <br> significantly reduced the number of <br> iterations. |

### 2.4.37.9 References

1. Dantzig, G. B., and Wolfe, P.: "The Decomposition Algorithm for Linear Programming." Econometrica, 9, No. 4, 1961. Operations Research, 8, January - February, 1960.
2. Orchard-Hays, W.: Advanced Linear-Programming Computing Technique. McGraw-Hill Book Company, New York, N.Y., 1968.
3. Hadley, G: Linear Programming, Addison-Wesley Publishing Company, Inc, Reading, Mass, 1963.
4. Lasdon, Leon: "Optimization Theory for Large Systems." facilizun Beries in operations lieseareh. 1970.
5. MPSX-Benichou, M.; Gauthier, J. M.; Girodet, P.; Hentegis, G.; Ribrere, G.; and Vincent, 0.: "Experiments in Mixed Iateger Linear Programming," presented at the Seventh International Mathematical Programming Symposium, 1970, The Hague, Holland.
6. OPHELIE MIXED--Roy, B.; Benayoun, R.; and Tergny,J.: "From S.E.P. Procedure to the Mixed Ophelie Program," in J. Abodie (ed), Integer and Nonlinear Programming, North-Holland, Amsterdam, . 1970.
7. UMPIRE--Tomlin, J. A.; "Branch and Bound Methods for Integer and Non-Convex Programming," in J. Abodie (ed) Integer and Nonlinear Programming, North-Holland, Amsterdam, 1970.
8. Hellerman, E.; and D. Rarick; "Reinversion with the Preassigned Pivot Procedure," Mathematical Programming, 1, 2, (1971), p 195-216.
9. Larson, L.: "A Modified Inversion Procedure for Product Form of Inverse in Linear Programming Codes," Comm ACM Vol 5, 1962, pp 382-383.
10. Harris, P.M.J.: "Pivot Selection Methods of the DEVEX L.P. Code," British Petroleum Company, London, England, 1972.
11. Smith, D. M. and Orchard-Hays, W.: "Computational Efficiency in Product Form L.P. Codes," Recent Advances in Mathematical Programming, McGraw-Hill, New York, N.Y.
12. Lemke, C. E. and K. Spielberg, "Direct Search Algorithms for Zero-one and Mixed-Integer Programming," Operations Research, Vol 15, No. 5, 1967.
13. Balas, E., "An Additive Algorithm for Solving Linear Programs with Zero-one Variables," Operations Research, Vol 13, No. 4, 1965.
2.4.38 DUAL_SIMPLEX
2.4.38 DUAL_SIMPLEX

### 2.4.38.1 Purpose and Scope

The dual simplex algorithm is a special purpose routine designed to solve the dual (of the primal) problem using the standard primal tableau. In essence, it is the primal simplex algorithm applied to the dual of the primal problem, where the dual of the LP
$\left.\begin{array}{l}\text { Minimize } c^{\prime} x \\ \text { Subject to } \\ A x \geq b \\ x \geq 0\end{array}\right\}$

Prima1

Dual
$A^{\prime} \pi \leq c$ $-\pi \leq 0$

The dual simplex algorithm can be derived in a straightforward fashion by applying the primal simplex rules to the dual problem. The most elementary application of the dual algorithm is when the number of rows in the primal is much larger than the number of columns. In this situation the primal algorithm would have to maintain an m-dimensional basis inverse while the dual algorithm would require only an $n$-dimensional basis. The resulting reduction in storage and computations can be significant. The dual algorithm is useful if:

1) Additional constraint rows are to be added to an $L P$ whose optimal solution is known;
2) The RHS vector $b^{i}$ is to be changed.

The advantages of the dual simplex in the above situations is that a new optimal, basic feasible solution can be easily constructed from the augmented dual problem. This is because the addition of a constraint or the alteration of the RHS vector in the primal simplex does not change the dual variable constraints. Hence, the dual solution corresponding to the optimal primal is also a basic feasible solution for the augmented dual simplex. The dual algorithm can also be used in certain situations to eliminate the need of a Phase 1 in the primal algorithm. However, it is often difficult to find a basic feasible solution to the dual algorithm (i.e., a basic feasible solution to the primal with all positive relative cost coefficients). In the worst case, artifical variables may have to be added to the dual algorithm. This would require a Phase 1 in the dual algorithm that could be considerably more time-consuming than the direct application of the two-phase method to the primal algorithm. As a consequence, utilization of the dual simplex algorithm is only recommended in those situations where a dual basic feasible solution is readily obtained from the inherent problem structure. 2.4.38.2 Modules Called

None

### 2.4.38.3 Module Input

1) The number of structural variables, $n$
2) The number of constraints, m
3) The primal cost coefficients, $c_{j} ; j=1,2, \ldots, n$
4) The RHS vector, $b^{i} ; i=1,2, \ldots, m$
5) The constraint matrix, $a_{j}^{i} ; j=1,2, \ldots, n ; i=1,2, \ldots, m$

### 2.4.38.4 Module Output

1) Output option indicator
2) Iteration Summary
3) Solution Summary

### 2.4.38.5 Functional Description

The dual simplex algorithm can be motivated by the concept of complementary slackness. In essence, complementary slackness implies that if the relative cost coefficients of the primal algorithm are nonnegative,' then the corresponding dual variables are dual feasible. In general, not every basic solution with $\bar{c}_{j} \geq 0$ will be feasible. However, when such solutions are feasible, then they are also optimal. Suppose we had a basic, but infeasible, solution that had all $\vec{c}_{j} \geq 0$ and this solution was updated by changing one colum (row in the primal) at a time while maintaining $\bar{c}_{j} \geq 0$ for each update. An optimal, if one existed, could surely be found in this manner. This is precisely what the dual simplex algorithm does. However, the various simplex rules are slightly different. For example, the dual simplex algorithm computes the vector to leave the basis and then the vector to enter. This is the reverse of primal simplex. A summary of the key dual simplex operations follows. These operations can be motivated by studying the structure of the dual of the primal in canonical form

$$
\begin{aligned}
& -\bar{b}_{1} \bar{c}_{1}-\ldots-\bar{b}_{m} \bar{c}_{m}-v=-c_{B} B^{-1}
\end{aligned}
$$

Applying the simplex rules to this canonical form yields the dual simplex algorithm.

1) Calculate the pivot column (pivot row in the primal tableau)
via
$\bar{b}_{r}=\min _{i}\left\{\bar{b}_{i}\right\}<0$
2) Calculate the pivot row (pivot column in the primal tableau)
$c_{s} /-\bar{a}_{r s}=\min _{\bar{a}_{r j}<0}\left\{c_{j} /-\bar{a}_{r j}\right\}$,
if all $\overline{\mathrm{a}}_{r j} \geq 0$, then the primal is infeasible.
3) Pivot on $\overline{\mathrm{a}}_{\mathrm{rs}}$
4). If $\bar{b}_{i} \geq 0$, for $a 11 i=1,2, \ldots, m$,
stop, the current solution is optimal; otherwise go to step 1 .
2.4.38.6 Functional Block Diagram
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### 2.4.38.7 Typical Applications

Dual simplex is generally used as a submodule in other algorithms where the highly specialized advantages of the dual structure can be exploited. For example, dual simplex is used internally in the Benders' decomposition algorithm to solve for the extreme points and rays of the primal problem for a fixed value of the integer variables. The dual is used in this situation because then the constraint set is independent of any particular choice of the integer variables. (For more details, see the description of the Bender decomposition algorithm.) Dual simplex is also used in the Geofferion zero-one algorithn to solve for the strongest surrogate constraint. In both of these examples, dual simplex was used because in the process of solving the master program a subproblem was created that was particularly compatible with the dual algorithm. This is very typical of the situations in which the dual simplex module would be used.
2.4.38.8 Implementation Considerations

A more general dual algorithm could be developed, similar to that described in Ref 3 which handles type 1 variables directly. In this more general setting, the dual algorithm is not the same as the primal simplex applied to the dual problem.

### 2.4.38.9 References

Lemke, C. E. and Spielberg, K: "Direct Search Algorithms for Zero-One and Mixed-Integer Programming; Operations Research, Vol 15, No. 5, 1967.
Lasdon, Leon: "Optimization Theory for Large Systems." MacMiZLen Series in Operations Research. 1970.

Orchard-Hays, W.: Advanced Linear Programming Computer Techniques, McGraw-Hill Book Company, New York, New York; 1968.

### 2.4.39 INTEGER PROGRAM

### 2.4.39.1 Purpose and Scope

This module can be used to optimize any system whose performance can be mathematically modeled as a linear function in a set of bounded integral decision variables that are subject to linear algebraic constraints. The difference between the integer and mixed-integer programs is that in the former all of the variables are constrained to be integral, while in the latter some may be continuous. Symbolically, the problem of determining the optimal system configuration must reduce to the following mathematical program

Minimize: $z=c x$
Subject to: $A x+b \geq 0$
$x$ integer
where
$x$ is an nxl integer column vector of unknowns,
c is a 1 xn continuous nonnegative row vector of cost coefficients for the integer variables,

A is an man continuous matrix of constraint coefficients for the integer variables,
b is an mxI continuous column vector of constraint limits,
The implemented FORTRAN codes ZOSCA efficiently solves this program subject to certain restrictions. First, the decision vector $x$ must be binary valued; that is, each of its components must be either zero or one. Theoretically, this requirement is not a restriction. As long as each integer decision variables is bounded above and below, it can be represented by a set of
binary variables. Suppose
[1] $\quad \underline{x}^{j} \leq x^{j} \leq \bar{x}^{j}$
where $\underline{x}^{j}$ and $\bar{x}^{j}$ are integers. Define $k$ to be the unique
smallest nonnegative integer such that
[2]
$\bar{x}^{j}-\underline{x}^{j} \leq 2^{k+1}-1$
Then the substitution
[3]
$x^{j}=\underline{x}^{j}+\sum_{i=0}^{k} 2^{i} y_{j}^{i}$
replaces the single integer variable $\mathrm{x}^{j}$ with the $k+1$ binary variables $y_{j}{ }^{i}$. In practice, however, such changes of variables can soon increase the dimensionality of a problem to the point where it is no longer tractable with existing computer codes. The second restriction is that the number of constraints, mot exceed 50. The third and final restriction is that the number of decision variables, $n$, not exceed 90 .

### 2.4.39.2 Modules Called

None

## 2 2.4.39.3 Module Input

1) The objective function coefficients, $c$
2) The constraint matrix, $A$
3) The constraint limits, b
4) Module control flags
2.4 .39 .4 Module Output
5) Final value of the decision variables
6) Final value of the objective function
$2 \cdot 4 \cdot 39-2$
7) Final value of the constraint feasibility
8) Optional levels of iteration diagnostics and decision histories.

### 2.4.39.5 Functional Description

The Geoffrion implicit enumeration algorithm incorporates two significant computational improvements to the standard Balas algorithm. These improvements are: (1) a flexible and economical version of the "back-track" procedure for exhaustive search in combinatorial problems; (2) augmentation of the "strongest" surrogate constraint to the infeasibility tests. The latter of these improvements is a major contribution in that it reduces the sensitivity of the solution time to the number of integer variables. In fact, results suggest that use of the imbedded linear program to calculate the "strongest" surrogate constraint reducés the solution-time dependence on the number of variables from an exponential to a low-order polynomial.

A functional description of the Geoffrion algorithm is presented in the functional block diagram in terms of the following nomenclature:
$\otimes$ - set containing the index of the elements in the partial solution, e.g., $\mathcal{P}=\{-5,4\}$ implies that $\mathrm{x}_{5}=0$ and $\mathbf{x}_{4}=1$ in the partial solution;
$x^{s}$ - solution vector obtained from the trivial completion of $\&$;
$\bar{z} \quad$ - incumbent cost function;
$\bar{x} \quad$ - solution associated with $\bar{z}$, i.e., $\bar{z}=z(\bar{x})=c^{\prime} \bar{x}$;
$y^{s}$ - the constraints evaluated as $x^{2}$;
$\tau_{X} f$ - variables not in $\mathcal{D}$, which when elevated to 1 might eliminate infeasibility;
$z_{\text {est }}$ - Input estimate of $\bar{z}$.
2.4.39.6 Functional Block Diagram


Set:

$$
\tau \&=\left\{\begin{array}{l}
j \notin \& ; \mathrm{cx}^{s}+\mathrm{c}_{\mathrm{j}}<\bar{z} \\
\text { and } \mathrm{a}_{\mathrm{ij}}>0 \text { for some } \\
\\
\\
\left.i 3 \mathrm{y}_{\mathrm{i}}<0\right\}
\end{array}\right.
$$

Store in $\tau \&$ those variables
not in $f$ which:
(1) have positive coefficients
(2) are in violated constraints
(3) would not, if added to , case $z>\bar{z}$

Calculate the Strongest Surrogate

$$
\begin{aligned}
& \text { Replace rf by its com- } \\
& \text { plement } r^{c} \& \text { and delete } \\
& \text { all elements in } \& \text { to } \\
& \text { the right of r }
\end{aligned}
$$ Constraint by ${ }^{1}$ determining the $\max \left\{u(b+A x)+(\bar{z}-c x): x_{y}=0\right.$ or $1, j \varepsilon \notin$


and $x_{j}=x_{j}^{3} ; \varepsilon \&$


### 2.4.39.7 Typical Applications

This module can be applied to any linear binary decision problem. For example, project scheduling can be formulated as a 0-1 program, and can be solved with this algorithm. [See sample problems for ZOSCA (zero-one surrogate constraint algorithm).] Experience in solving scheduling problems with ZOSCA indicates that only a small number of activities can be optimally scheduled in this manner. The principal limiting factor in this approach is the total slack in the activities to be scheduled. The more slack the harder the problem becomes. If there is 1ittle job slack, this approach becomes computationally feasible but with small expected payoff due to the highly constrained situation.

### 2.4.39.8 References

Geoffrion, A. M.: "Integer Programming Algorithms: A Framework and State-of-the-Art Survey." Management Science, Vol 18, No. 9, May 1972.

Balas, E.: "An Additive Algorithm for Solving Linear Programs with Zero-One Variables." Operations Research, Vol 13, No. 4, 1965.

### 2.4.40 REQUIREMENT_GROUP GENERATOR

### 2.4.40 REQUIREMENT_GROUP_GENERATOR

### 2.4.40.1 Purpose and Scope

Scheduling problems that involve the allocation of distinguishable specific items to jobs may be solved via a model decomposition in which the individual identities of resources are initially relaxed leaving only resource pools. Project scheduling techniques can then be applied to generate start times for all jobs and to create the corresponding resource profiles. To complete the solution of the decomposed problem, specific allocations must then be made that are compatible with the timeline output by the project scheduling algorithms. These allocations must satis£y the requirements of specific jobs for resources with appropriate descriptors (e.g. a CREWMAN for the job 'LAUNCH' might require descriptor 'TRAINED' or a truck for the job 'LOAD' might require a descriptor 'EMPTY'). The allocations must also preserve resource continuity constraints between jobs. For example, CHECKOUT_PAYLOAD and LAUNCH_PAYLOAD both require a payload, and in fact this may be the same payload. Thus only one allocation is required for the two jobs. The problem description must contain the information that the two jobs are related through the requirements for the same specific resource, even though the identity of this resource is not provided.

The purpose of this module is to identify the jobs which require common resources. Its intended use is to bring requirements together into a group which is satisfied by the selection of a specific resource. The resource allocations for these jobs must be made on the basis of a group requirement and not on a job-by-job basis. Thus, a resource requirement
group may be thought of as a set of requirements against which a single independent allocation decision must be made.

### 2.4.20.2 Modules Called

None

### 2.4.40.3 Module Input

The input to this module will be the descriptions of the resource relations between jobs, i.e., \$JOBSET (see below) with the RESOURCE_ RELATIONS substructure. This structure allows the problem formulator to specify that any of the resource items allocated to its parent process or opseq must be the same as those for any other process or opseq in the same OPSEQ with the same vaiue of the 'GROUP' node. As separate occurrences of a process are identified as jobs, the GROUP value must be set with a value that is the same for the jobs within the opsequence but different from that for a different occurrence of the opsequence. For example, if an opsequence contains two processes that require the same resource, and the opsequence is to be repeated three times, the GROUP values that appear in $\$$ JOBSET might be 1 under each of the two jobs in the first occurrence, 8 for each of the jobs in the second occurrence, and 15 for each of the jobs in the third occurrence. Thus the resource selected must be the same within the same occurrence of an opsequence but could be different for different occurences of that opsequence. The 'SYPE' value specifies the resource type required by the job.

The input to the module should be \$JORSET with the following minimum structure:


### 2.4.40.4 Module Output

The output of the module will be structured in a tree as shown below:

2.4.40.5 Functiona1 B1ock Diagram

2.4.40-5

### 2.4.40.6 Typical Applications

This module provides a mechanism for explicitly allocating resources by collecting information about resource relations between jobs.

### 2.4.40.7 Detailed Design

The RESOURCE_RELATION node of each job of each subnet of \$JOBSET is searched to find the next unique resource type-group pair. Then all jobs within that subnet are examined to see if they belong to the requirement group defined by the resource type-group pair. The job id of each job belonging to the requirement group is recorded.
2.4.40.8 Internal Variable and Tree Name Definitions
\$SUBNET_ID - A pointer, specifying the particular subnet of \$JOBSET currently working on.
\$JOBNUM - A pointer, indicating the job id which is being evaluated for resource relations
\$RELATED - A pointer, indicating the node of the RESOURCE_ RELATION structure currently being examined
\$SAVE - A, tree which has the type and group values of the resource relation currently being examined
\$EXAMINED - A tree containing all resource relations examined thus far. It is pruned after each subnet of \$JOBSET has been examined
\$TYPE_NAME - Has the resource type name of the requirement group being generated

```
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REQUIREMENT_GROUP_GENERATOR: PROCEDURE (SJOBSET SREQUIREMENT_GROUP)
OPTIONS(EXTERNÄL):
/*****\#\#\#\#\#\#\#\#\#*****at
/* SEARCH ALL SUBNODES OF SJOBSET TO FIND THE NEXT UNIQUF TYPE */
/*
/* AND GROUP PAIR UNDER RESOURCE_RELATIONS */
/ /
DECLARE \$TYPE_NAME, SGROUP_NAMF, \$SUBNET:ID; \$JOBNUM,SRELATED,SSAVE,
DO FOR ALL SURNODES OF SJORSET USING SSUBNET_ID;
DO FOR ALL SUBNODES OF \$SUBNET_ID USING \$JOBNUM
DO FOR ALLL SURNODES TF SJOBNUM•RESOURCF, RELATION USING
PRUNE SSAVE:
LABEL(SSAVE (FIRST) (NEXTi)=SRELATED。TYPE;
LABEL ( $\$$ SAVE(FIRST) (NEXT)) $=\$ R E L A T E D . G R O U P$ \&
IF \$SAVE(FIRST) ELFMENT OF SEXAMINED THEN\&
ELSE DN:
GRAFT SSAVE(FIRSTi AT SEXAMINED (NEXT):
STYPE_NAME=SRELATED.TYPE:
SGROUP NAME=SRELATED.GROUP;
CALL FIND_ALL_JOB_IDS:
END:
END:
END:
PRUNE SEXAMINED:
END:


## 1*

/\#\#\#\#\#\#\#\#\#\#\#\#\#\#*\#\#\#\#\#\#\#\#\#\#\#\#\#
FIND_ALL_JOB_IDS: PROCEDURE
DECLARE K,STIME,FTIME,KTR,POINTER, STEMP, $\$$ SAVE, $\$$ INTERVAL_NUMBERS,
SSUBIDS, \$JOBID, \$RELATIONS, SJOBNAME, $\$ J O B$ _DESCRIPTION,
SDESCRIPTION, STEMP-TREE; SDESCRIPYOR LOCAL;
DO FOR ALL SUBNODES OF SJOBSET.\#LABEL (SSUBNEJ-ID) USING SJOBID:
DO FOR ALL SUBNODES OF SJOBID.RESOURCE RELATION USING
IF SRELATIONS.TYPF IDENTICAL TO STYPE NAME \&
SRELATIONS.GROUP IDENTICAL TO SGROUP_NAME
THEN IF LABEL(GJKBID) WELEMENY OF \$REQUIREMENT_GROUP.
*LABEL(SSUBNET-ID).
(STYPE _NAMF). W(SGROUP_NAME).JOBIDS
THEN DO\&
SREQUIREMENT_GROUP. \#LABEL (SSUBNETMIDI. \# (\$TYPE NAME) \# \#GGROUP NAMEI $J O B$ _ID $\bar{S}(N E X T)=L A B E L(\$ J O B I D):$

## END:

END
END:
END FIND-ALL_JOB*IDS:
END REQUIREMENT_GROUP_GENERATOR;
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## APPENDIX: USER GUIDE TO THE TRRANSLATOR WRITING SYSTEM

The Martin Marietta Aerospace Translator-Writing System (TWS) is a set of procedures and software tools which provide a powerful method for rapid implementation of computer programming language translators. Aside from its speed, the TWS approach to translator implementation offers the even more important advantages of great flexibility and modifiability, and it helps to insure that the resulting translator is rigorously defined.

Figure 1 illustrates the translator implementation process using TWS. Manual steps are indicated by boxes with darkened corners. There are two manual inputs which are mandatory; the formal language definition and the token definition. These operations are defined in detail later in this document. Briefly, the language definition is a formal description of the mapping from the source language to the desired object language. This mapping is expressed in the form of a grammar (syntactic definition) of the source language which contains embedded semantic information expressed in terms of the object language. The source language is thus defined in terms of the object lariguage. Such a grammar, augmented by semantic information, will be referred to as an "augmented grammar".

The token definition is a description of the basic elements of the source language in terms of the characters which comprise them. This input contains definitions of the formats of identifiers, numeric constants, etc. The definition takes the form of a state transition matrix. Occasionally, it may be necessary to modify


Automatically generated translator


Figure 1. The Translator Tnplementation Process
the lexical analyzer (subroutine) itself, but a tabular input is sufficient for most stream-oriented source languages.

Depending on the object language, and possibly on the logical properties of the translation process (the source-object mapping), it may occasionally be necessary to modify the output routines. Separate output routines are, in any case, required for object languages with basically different format (e.g. FORTRAN's cardimage versus $\mathrm{PL} / \mathrm{I}^{\prime} \mathrm{s}$ stream format). Given that the output routines exist for the specific object language selected, modification is usually not required.

Finally, if specialized error messaging is desired (rather than a constant error message for all error types), a table of error messages must be prepared.

Section 2 discusses in detail the use of the augmented grammar for language definition. Sectim 3 discusses the other (supporting) components of the generated translator.

### 2.1 Basic Description

The TWS is based upon the use of the "augmented grammar" method of language definition. The source language is defined by an ordinary grammar which contains additional information pertaining to its meaning. This additional semantic information is used to specify what elements of the object language are to be generated to correspond to particular source language elements. The augmented grammar thus defines the mapping from source to object language. The augmented grammar is almost a complete description of the entire translator.

Let us consider, first, a simple example containing only syntactic information. The method used to specify language syntax will be that typically used in modern linguistics to describe context-free languages by means of a phrase-structure grammar. Specifically, a notation based on the Backus-Naur Form (Naur, 1960) will be used to define the syntax of a very simple language. Figure 2 shows the syntactic definition of the sample language.


Figure 2 A Simple Grammar

This particular language is sufficiently simple that its definition can also be expressed in English. By comparing the formal definition in Figure 2 with the natural-1anguage description following, the reader should easily acquire a feeling for the metalanguage used in such formal definitions. The definition says:

1) A sentence consists of a noun phrase followed by a verb phrase.
2) A noun phrase consists of an article followed by a noun.
3) A verb phrase consists of a verb followed by a noun phrase.
4) An article consists of the word "THE".
5) A noun consists of the word "BOY", or the word "GIRL", or the word "DOG", or the word "CAT".
6) A verb consists of the word "LOVES", or the word "HATES", or the word "BIT" or the word "SAW".

Such a grammar can be viewed in two ways other than as a simple definition. First, it can be viewed as a generative grammar. This particular grammar is capable of generating 64 sentences, such as, "THE BOY HATES THE CAT", "THE GIRL SAW THE DOG", etc. The generation of such sentences is accomplished simply by starting with the goal (in this case SENTENCE) and substituting its definition (NOUN PHRASE VERB_PHRASE). Definitions are successively substituted for each variable that occurs until no variables remain. The resulting string is an instance of the goal (in this case, a sentence). This process can be viewed as generating a tree such as that shown in Figure 3 which describes the entire derivation of a sentence, or the phrase structure of the sentence.


Fig. 3 A Phrase-Structure Tree

The other way of viewing such a grammar, and the relevant one here, is as the definition of a parsing process. Parsing is the inverse of the generative process. Parsing starts with, in this case, a sentence like "THE GIRL SAW THE DOG" and derives the underlying structure. Figure 3 can, therefore, be regarded as a parse tree, in which case the string at the bottom is the initial information and, with the help of the grammar, the structure is derived.

Parsing is the first step of the translation process. Once the input string has been recognized and its structure ascertained, the question of its meaning (the translation object language) can be addressed. This is not to suggest that parsing must be completed before object code can be generated, but parsing is logically first.

The augmented grammar translation method involves placement of information about object code (or meaning) directiy in the grammar. Viewed as a cranslation process, the result is that object code is generated as parsing occurs. How this is accomplished will be seen In detail in succeeding sections. A point to be noted is that the structure and meaning of a language defined in this way is dependent for its definition on $b$ oth the augmented grammar and the parsing properties that the translator is assumed to have.

Parsing Assumptions
As mentioned in the previous section, the assumed characteristics of the translator are significant when considering the meaning of a language definition expressed in augmented grammar form. The meaning of the individual symbols of the augmented grammar is not necessarily sufficient to fully define the language. Under certain circurnstances, it is also necessary to know the parsing method employed. Consider, for example, the following partial grammar for a programing language.

```
STATEMENT :=
    CUNDITIONAL_STATEMENT
    I UNCONDITIONAL_STATEMENT :
CONDITIONAL_STATEMENT :=
    "LF" CONDITION "THEN" STATEMENT
    ( "ELSE" STATEMENT | .EMPTY ) :
```

To avoid the necessity for complex definitions of CONDITION and UNCONDITIONAL_STATEMENT, the following additional dummy rules will be assumed.

```
CONUITION \(:=\) "CONUITION" UNCUNUIIIONAL_STAIEMENT \(:=\) "STATEMENT" ;
```

It can be seen that this gramar provides for nested conditional statements such as

IF CONDITION THEN IF CONDITION THEN STATEMENT ELSE STATEMENT.
The statement is ambiguous, however, because the grammar is ambiguous. Does the "ELSE"-clause go with the first or second "IF"? Considered from a purely grammatical point of view, it may not matter. However, if the statement is to have meaning, the ambiguity must be resolved since the two syntactic structures may not mean the same thing.

There are two approaches available for the resolution of such ambiguities. The first, and undoubtedly the most aesthetically pleasing, is to rewrite the grammar in unambiguous form. The grammar for conditional statements can, in fact, be rewritten so that any "ELSE"-clause will be associated with the innermost "IF" that doesn't yet have an "ELSE"-clause. Unfortunately, the resulting grammar is considerably more cumbersome than that just presented. It is unambiguous, however, and that is an absolute requirement.

The second approach is the one adopted here, both to keep the grammar simple and to allow some more powerful specification "tricks". This approach is to assume a particular parsing method. Specifically, top-down deterministic parsing has been assumed. This assumption allows otherwise ambiguous grammars (such as that just presented for conditional statements) to be unambiguous.

A brief natural-English description of the parsing process for a single statement will be given. Unfortunately, space does not allow a detailed discussion of parsing methods in this document. Readers desiring further information should consult a standard reference, such as Aho \& Ullman (1972) or Gries (1971). The basic properties of top-down deterministic parsing are: (1) once the first syntactic element in an expression has been recognized in the input string, the parser is committed to that expression and will not consider any alternative; (2) alternatives are considered in order; (3) if the first syntactic element of an alternative is not found, the next alternative is considered; (4) reiterating point (1), no backup ever occurs once the first syntactic element of an expression has been recognized.

Let us consider how top-down deterministic parsing affects the parsing of the statement

IF CONDITION THEN IF CONDITION THEN STATEMENT ELSE STATEMENT using the previous grammar for conditional statements. The goal is a STATEMENT. Therefore, the input string is examined for concorddance with the definition of STATEMENT. The first alternative, CONDITIONAL_STATEMENT, is considered and its first syntactic element, "IF", is recognized in the input string. "CONDITION" is readily identified as an instance of the required metavariable, CONDITION, and "THEN" is recognized. The next required element in the CONDITIONAL STATEMENT definition is a STATEMENT. This makes STATEMENT the goal again, but the remainder of the input string is now

IF CONDITION THEN STATEMENT ELSE STATEMENT.
This is readily recognized as another conditional statement and the first three symbols are processed by the same mechanism as before. This returns us again to STATEMENT as a goal, but with only STATEMENT ELSE STATEMENT remaining in the input string. Since the next symbol in the input string is not "IF", the CONDITIONAL_STATEMENT alternative is rejected. "STATEMENT" is recognized as an UNCONDITIONAL_ STATEMENT and removed from the input string.

Now consider the current status of the parser. It has just recognized the $S T A T E M E N I$ element required by the definition of the inside CONDITIONAL STATEMENT. It is still in the process of identifying the STATEMENT element of the outside CONDITIONAL_STATEMENT. What does it look for next? The next element it seeks is the symbol "ELSE" as a part of the inside CONDITIONAL_STATEMENT. Since the input string now looks like

ELSE STATEMENT
the requirement is satisfied, and the "ELSE"-clause is always associated with the innermost GONDITIONAL_STATEMENT. Hence, an ambiguous grammar has been rendered unambiguous in application.

Since the TWS uses top-down deterministic parsing, it is theoretically limited to a particular class of languages capable of being parsed in this manner. There are, however, several specific provisions of the TWS which serve to increase the parsing power of the system. Furthermore, the relevant class of languages encompasses most well-formed programming languages, so this limitation is not serious.

## 2.3 <br> Metalanguage Primitives

This section describes all the primitive symbols ordinarily found in the augmented grammar definitions used by the IWS. These primitives are readily separable into several classes, which will be discussed in the following order:
2.3.1 Grammar and translator structure
2.3.2 Terminal symbols and symbol classes
2.3.3 Internal symbols
2.3.4 Stack Manipulation
2.3.5 Output
2.3.6 Symbol table operations
2.3.7 Artificial control
2.3.8 Error recovery and messages

First, a brief description of the basic grammar structure is in crder. Every grammar begins with a start (".AUG_GRAM") statement and ends with ".END". Between these statements, the grammar contains one or more rules. Each rule consists of the rule name (which must have identifier symtax) followed by the string ":=", which has the meaning "consists of". The body of the rule then consists of one or more alternatives, separated by the ox symbol (1). Within an aiternative there must appear at least one syntactic element, and there may appear any number of additional syntactic and semantic elements. Several types of syntactic elements, as well as semantic elements, are defined later in this section. An additional syntactic element not mentioned later is the name of a rule. By writing the name of a rule within the body of another rule, the user
causes the named rule to be applied during the parsing process.
A few additional conventions require explanation. If it is desired to combine several alternatives, so that the satisfaction of any one of them will constitute satisfaction of a syntactic requirement, the alternatives may be separated by or symbols and grouped in parentheses, as
(ALTERNATIVE_1 | ALTERNATIVE_2 | ALTERNATIVE_3).
There is also an iteration operator, the dollar sign (\$), which is read "zero or more occurrences of . . .". Thus, a list of items separated by commas might be represented by the rule

LIST : = ITEM \$("," ITEM);
The final semicolon, incidentally, serves to terminate the rule.

### 2.3.1 Grammar and Translator Structure

The semantic elements listed below are basic to the structure of both the augmented grammar and the resultant generated translator.

- AUG_GRAM - This must be the first element in any augmented grammer since it causes initialization of the generated translator. ATH GRAM must be immediately followed by the name of the goal rule. The goal rule name may optionally be followed by the following two parameters enclosed in parentheses:
.INITIAL_CODE - specifies a dataset that contains initialization code (e.g., declarations) to be included at the beginning of the generated translator. .FINAL CODE - specifies a dataset that contains wrapup code (e.g., statistical output statements) to be included at the end
of the generated translator. Any such code will be executed upon satisfactory completion of parsing by the new translator. The datasets specified by these two parameters must be members of a user-defined library file. If a user wished to write a .AUG_GRAM statement for a grammar called GRAMMAR 37 and had the appropriate initial and final code in datasets START UP and WRAP_UP, the statement would look like this:
.AUG_GRAM GRAMMAR_37 ( INITIAL_CODE=START_UP, .FTNAI_CODE=WRAP_UP)
- .END - this must be the last element in a grammar. It simply indicates that there are no more rules in the grammar.


### 2.3.2 Terminal Symbols and Symbol Classes

Two different mechanisms exist which allow the TWS user to specify that a particular element must appear in the input string at a particular point in the parsing process. The first of these is concerned with specific symbols, and was illustrated in the sample language of Figure 2. If it is desired to test for a specific character string, that string is enclosed in quotation marks ("), as "READ", "WRITE", etc.

Frequently, the specific character string is irrelevant, but it is necessary to test for the presence of an element of a terminal symbol class. Several such classes are in common use, and the TWS provides for them. New classes can be readily added. The establishment of a class is accomplished by providing for it in the TWS. The specific properties which that class possesses, however, are determined by the lexical analyzer and may be varied from language to
language. A typical set of these "tokens" is briefly described be1ow.
.ID - An identifier consists of a string of alphanumeric and break (underbar) characters up to 31 in length. The first character must be alphabetic.
. LABEL - A label consists of an identifier followed immediately by a colon. (e.g. THIS_IS_A_LABEL:)
.NUM - A number is defined to be any of the conventional representations for a unsigned fixed or floating point value. (e.g. 84, 5.274E-19, 61.8)
.STRING - A string is enclosed in single quotes (!) and may be up to 255 characters in length. Single quotes may appear within the string only in adjacent pairs.

### 2.3.3 Internal Symbols

The TWS provides two kinds of internal symbol. The first of these, called a "symbolic name for internal reference" (SNIR), provides a mechanism for automatic generation, by the translator, of dummy variable names, labels, etc. This mechanism is used whenever it is necessary to output a name not contained in the source program, if that name is required to vary with repeated outputs. The simplest example is the generation of labels. If the translator is required to generate labels, they must obviously all be different. Yet the grammar which generates them cannot refer to all possible labels; it must be able to cause output of "the next" label by referring to some symbolic name. This capability is provided by the

SNIR, as is the capability to generate groups of temporary (or reuseable) names for use as dumny variables. A SNIR is referred to as a string followed by an asterisk and a number, as "LABEL*01". LABEL*01 is a reference to the first translator-generated label which was available at the time of entry into the current rule.

The second internal symbol type is the switch, or flag, which can be set and tested at parsing time as directed by the augmented grammar. This capability allows a rule to be used for slightly varying purposes without rewriting the rule in multiple copies. It also allows memory of simple information throughout part or all of the parsing process, and thus allows the grammar to behave somewhat like a parametric grammar.

- .SNIR_USE - This element is used to reserve SNIR's (symbolic names for internal reference) for use by the grammar rule in which they appears. The number of each SNIR type to be reserved is specified in a parenthesized list that immediately follows . SNIR_USE. For example, if a user wished to reserve one SNIR of type "LABEL" and three of type "NUMBER", the first element on the right-hand-side of the appropriate rule would be: .SNIR_USE (LABEL*O1, NUMBER*O3). It is convenient to think of each SNIR type as a list of actual variable names with an associated availability pointer. .SNIR_USE reserves a given number of the actual variable names (so that they can be referenced symbolically in the rule) and also advances the availability pointer by that number. It is by this approach that .SNIR_USE allows nested rules to generate and use their own symbolic variables without mutual interference.
- . RESET- This element is used to logically perform the inverse function of .SNIR_USE by allowing the user to move the availability pointer for one or more SNIR types. The appropriate symbolic name is used to refer to the variable to which the pointer is to be moved. . RESET can be used to allow different rules to access the same variable and to make dummy variables available for reuse.
- . SET - This element provides a mechanism for the storage of temporary state information by the generated translator during the parsing process. It allows the use of status switches so that similar rules can be combined to avoid redundancy. The variable and the value it is to be set to are specified in a typical assignment statement format enclosed in parentheses immediately following . SET. For example, if a user wants to set OPTION_SWITCH to a value of 7 , he would specify it as follows: .SET (OPTION_SWITCH=7). The left hand side of the "assignment statement" must be an jdentifier and the right hand side can be a numeric value or a character string.
.TEST - Of course. SET would be of no benefit if there were not a means to test the variables that it sets. .TEST provides this capability. .TEST is actually a syntactic element that sets the parser's true-false indicator based on whether the specified condition was true or false. That is, if the condition specified in .TEST is false, it will have the same effect as if the attempted recognition of an element had failed.
.TESI can be used to test for a not-equal ("n=") condition as well as an equal ( ${ }^{\prime \prime}={ }^{\prime \prime}$ ) condition.

The next thice elements are used primarily to accomplish reordering of the output items (e.g., as in translation from infix operator notation to suffix notation). To facilitate operations of this sort the generated translator is provided with a push-down stack. Output items or groups of output items can be placed on the stack and saved there temporarily. Later, they can be popped from the stack for output or simply discarded.

In the following discussion three different parameters will appear frequently. Since their meaning is constant, they are defined here to avoid unnecessary repetition.

1) \# - the pound sign always refers to the item on the top of the translator stack.
2) \% - an asterisk always refers to the last terminal symbol recognized in the parsing process.
3) $\% *$ - double asterisks always refer to the variable currently indicated by the symbol table pointex.

- .SAV - This element places one or more items on the stack, staring them for future reference. The items are enclosed in parentheses and may be any one of the following types: 1) $\%$; 2) 矧; 3) a SNIR; or 4) a character string.
- . CAT - This element places items on the stack by catenating them with the item currently on the top of the stack. That is, it differs
from .SAV in that it does not cause the stack to be "pushed down". This makes it possible to add one or more items to the item on top of the stack. The result can then be treated as a single unit that can be popped off the stack by a single translator command. .CAT operates on any of the four items that can be specified with .SAV. . POP - The pop command is used to simply throw away the top itern on the stack. Since only the top item on the stack can be accessed, . POP is always used with a pound sign, i.e. . POP(非).


### 2.3.5 Output

The next two elements provide the output mechanism for the generated translator.

- . OUT - This element can be used for normal output from the translator stack. When used with a pound sign it removes the top item from the stack and causes it to be written out,
.OUT is the primary output element and is sufficiently flexible to handle all other types of output except labels. .OUT is followed by a list of, output items separated by commas and enclosed in parentheses. An output item may be any of the following five types: 1)非; 2)*; 3)**; 4)a SNIR: or 5) a character string enclosed in double quotes. The last of these types is the most common. These character strings will usually be parts of program statements in the object language of the generated translator.
- .LAB - This element allows the generated translator to create and output statement labels. The label name may be generated from a SNIR or from the last recognized terminal symbol. For example, if
the last symbol was LABEL4, . LAB (*) would result in the output, "LABEL4:". .IAB simply appends a colon to the appropriate character string and then outputs it.


## 2,3.6 Symbol Table Operations

Since the generated translator must collect information about the identifiers and daca aggregates encountered in the source program, it is provided with a "built-in" symbol table. The symbol table is an essential part of the translator and is used for storage of symbol names and attributes. The ten elements discussed below can be employed by the user to build, interrogate, and modify this table.

In order to allow and encourage structured programing techniques, the symbol table has intentionally been designed to easily accommodate block structured languages. It consists logically of a twodimensional table and a pointer that can be moved to any table location. Each entry in the table consists of a symbot name and a character string specifying the symbol attributes. Each row in the table corresponds directly to a source program "block" of code.

- . BLKENTER and
- . BLKEXIT - These two elements are used to move the symbol table pointer vertically. BLKENLER moves the pointer down a row and effectively clears from the row all previcus symbol entries at that leve1. . BLKEXIT simply moves the pointer up a row. These elements can be used to implement a stack symbol table. Such an implementation is especially useful in a one-pass translator whose source language is block structured.
- .SEARCH_BLOCK and
- . SEARCH_ALL - Before a new symbol is entered into the symbol table it is almost always necessary to perform a search of all or part of the table in order to insure that the symbol has not already been entered. These two elements provide both the search and entry functions. .SEARCH_BLOCK searches only the last row of the symbol table, attempting to match each entry with last terminal symbol recognized (normally referenced with an asterisk). If the symbol is not found, it is entered as the next symbol in that row. .SEARCH_ ALL operates in the same way except that it searches the entire symbol table from the current block up. Symbols that it does not find are entered at the highest level (i.e., the first row).
- .IF_NEW - This element is often used immediately affer .SEARCH_ BLOCK and .SEARCH_ALL. It is the primary nechanism by which symbol attributes are entered in the symbol table and associated with a given symbol name. .IF_NEW checks to see if the symbol currently indicated by the pointer is a new entry; if so, its associated attribute character string is changed to user-supplied specifications. Three arguments must be supplied. The first two are integers that specify the position and length of the portion of the attribute character string to be modified. The character string to be entered is the tr.rd argument, as .IF_NEW(1,2,"PD").
.ENTER - The usage and operation of .ENTER are the same as those of .IF_NEW with one difference. As might have been guessed, .ENTER operates unconditionally (i.e. the attribute entry is always made,
regardless of whether or not the current symbol table entry is new.)
- .TABLE_TEST - An attribute character string is specified with this element in the same way as with. IF_NEW and .ENTER. .TABIE_TEST attempts to match the specified string with the attributes of the symbol currently indicated by the symbol table pointer. It then sets the translator's true-false indicator based on the success or failure of this attempted match. This element is syntactic. .INIT_BLOCK - This element simply moves the symbol table pointer to the beginning of the latest symbol table row, which contains all the symbols encountered thus far in the translation of the current source program block.
- FIND NEXT - This element is used to find the next symbol table entry in the current row that has a given set of attributes. It begins its search with the symbol after the one indicated by the symbol table pointer. If a symbol with the given attributes is found, the symbol table pointer is updated to indicate the appropriate entry. The attribute character string to be found is specified with standard three-argument format.

This element is often preceded by an .INIT_BLOCK and then invoked iteratively to find all symbols of a given type at the current block level.

- . SEARCH_PROCEDURE - This element is not in any way related to the symbol table but is functionally similar to . SEARCH_BLOCK. It searches a separate list of names for a character string specified
immediately after it and enclosed in parenthesis. If a name is found in the list that matches the specified string, its associated count is incremented by one. Otherwise, the new name is entered into the list and its count is initialized to one. This mechanism is available to the user as a general tool and can be used for a variety of purposes (e.g. statistics keeping, data area from which wrapup code can be generated, etc.)


### 2.3.7 Artificial Control

The syntactic and semantic elements discussed so far provide the bulk of the functional capabilities generally required by a translator. The additional elementis described below can be used to furnish some degree of artifieal control over the parsing process. This makes the generated translator more flexible by allowing some variation from its normal top-down deterministic operation. .EMPTY - This element is equivalent to a reference to the null character string. Of course, this syntactic element is always matched during the parsing process. This fact makes .EMPTY useful for forcing the top-down deterministic parser to commit itself to a given grammar rule.
.EMPTY is also useful for specifying optional elements. For example, one could define a number to be preceded by an optional plus or minus sign with the following rule:

NUMBER: $=("+"|"-1|$.EMPTY). NUM;
This rule specifies that either "f", "-", or nothing at all may precede the number itself.

- .NEG - This element unconditionally sets the parser's true-false indicator to false. Of course this normally occurs only when there is a failure to recognize a syntactic element.
.RETURN - This element causes immediate return from the currently active rule to the rule that invoked it, with no change to the setting of the true-false indicator. Positive or negative returns may be caused by ".EMPTY .RETURN" or ".NEG .RETURN", respectively. .PEEK - This element allows the translator to look ahead at the next source symbol without removing it from the input string. The string to be "peeked" for follows .PEEK and is enclosed in parenthesis. The parser's true-false indicator is set based on whether or not the next symbol matches this string. It is also possible to. peek for a terminal symbol class and to peek for a list of items, as .PEEK(";" | .ID).
- .DO - This element can be used to cause the immediate execution of a statement written in the host language of the translator. The statement must appear as a character string enclosed in parentheses, immediately following the .DO, e.g. .DO("THIS IS A TRANSLATOR STATEMENT;"). „DO causes the statement to be output in-1ine with the code of the generated translator.

Since it is rarely the case that the needed translator logic cannot be implemented using the other elements, the use of .DO generally should be avoided, if possible. However, ${ }^{\text {DO }}$ is a useful tool for generating extra logic unrelated to the translation process (e.g. output formatting, statistics keeping, etc.).

### 2.3.8 Error Recovery and Messages

A sophisticated translator should be able to detect and recover from errors in the source program it is parsing. The detection of errors allows appropriate messages to be output to the programmer. Recovery from errors allows the translator to centinue parsing, thus detecting all, or at least most, syntax eirors in one pass. The remaining elements provide both the recovery and message output mechanisms required.
.ERR - This element is used to conditionally output error messages and also provides needed error recovery capabilities. The error message can be specified directly as a character string or indirectly by an integer. If an integer is used, it is assumed to be the index of a message contained in a user-supplied array called "@ERROR_MESSAGE".

The two elements described below are used as arguments by ERR to scan past extraneous information before normal operation of the parser is resumed.
.SCANTO - causes the translator to scan to the first occurrence of the character string specified as its argument. .SCANBY - causes the translator to scan to the character after the first occurrence of the specified character string. The argument of . SCANTO or .SCANBY can be the character string to be scanned for or it can be "MATCHING_PAREN". The latter causes the translator to find the next unmatched right parenthesis.

It is important to note that .ERR takes no action at all unless the parser's true-false indicator has a value of false. This makes
it easy to place .ERR in-1ine with the expected syntactic elements (e.g. "END" .ERR("ERROR---MISSING END STATEMENT, .SCANTO(";")) ).

- .MESSAGE - This element is similar to 。ERR, except that its action is unconditional and it allows no scanning options. It sets the parser's true-false indicator to false.

To aid the reader to become familinr with this method of combined syntactic/semantic specification, a simple arithmetic assignment language is fully defined in this section, and the definition is applied to a brief program in the language. It is perhaps easiest to consider the program first, since it provides an insight into the nature of the language to be defined. The program reads the diameter of a sphere and calculates and writes the sphere's volume by a sufficiently roundabout method to demonstrate the language concept.
$P I=3.14159$;
READ DIAMETER;
RADIUS $=$ DIAMETER / 21
VOLUME $=4 / 3 * P I$ * RADIUS * RADIUS * RADIUS; WRITE VOLUME END

For the sake of simplicity, no branching or conditional statements are included. Since there is only one program flow in which all statements are executed in sequence, the "END" statement serves double duty as a "STOP" statement.

This section will illustrate the translation of this language into instructions for an artificial assembler-language-1ike "pseudomachine", and into PL/I.

Consider a simple machine capable of performing functions necessitated by this language. The machine has been designed for conceptual simplicity, It does not actually exist in the simple (but inefficient) form given here, and it will therefore be referred to as a pseudomachine. This is not to suggest that such a machine could not be built; it is
not difficult to build a software machine (i.e., an emulator) with the characteristics specified here. The 11 operations of this simple machine are in fact a subset of the operations of the PLANS pseudomachine, for which we have built such an emulator.

The most basic characteristic of the pseudomachine is that, in addition to ordinary memory for randomly accessible storage of variable values, it has a push-down stack (last-in-first-out queue) which serves as the basic storage medium for its central processor. All data operations, including in particular all memory access and update operations, are done through the stack, which replaces all the registers (except the instruction address register) of a typical simple computer.

The pseudomachine is a single-address machine that is programmed in a language very similar to ordinary assembler languages. For purposes of language definition, it is assumed that this "symbolic" language is the actual language of the machine, with no translation step involved. This is purely a simplifying assumption, however, with no implications for the use of the pseudomachine as a semantic definition tool only.

The 11 operations which can be performed by this simple pseudomachine are defined in Fig. 4.

Consider now the sequence of pseudomachine commands,

## LDA RADIUS

LD DIAMETER
LDL 2
DIV
STO
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Fig. 4 Operations of a Simple Pseudomachine
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which will shortly be seen to correspond to the statement RADIUS $=$ DIAMETER / 2;

Assuming that the variable names 'RADIUS' and 'DIAMETER' correspond to memory locations 1012 and 1014, respectively, consider the effect of executing these pseudomachine commands. The statement

IDA RADIUS
pushes the address 1012 onto the (assumed empty) stack, leaving the stack in the state

1012

The statement
LD DIAMETER
pushes the value of diameter (say, 7) onto the stack, with the result 7
1012.

The statement

LDL 2
'pushes the value 2 onto the stack, yielding

2
7
1012.

The statement

DIV
divides 7 by 2, throws away those numbers (i.e., "pops" them off the stack) and places the quotient on the stack, with the result

The statement
STO
places the value 3.5 in memory location 1012 in place of the previous value of the variable 'RADIUS'.

Now that a pseudomachine is fully defined, the final step in language definition is the specification of the correspondence between the source language and the speudomachine commands. For the language in question, the language definition of Fig, 5 is appropriate.

Using this augmented grammar, let us now consider the parsing and translation of the statement

RADIUS = DIAMETER / 2;
Fig. 6 shows a parse tree for this statement. In addition, the object statements (the translator output) are shown encircled. Just as the input stream was parsed left to right, the output statements were generated left to right, with one exception. In order to translate from infix binary operator notation in the source language to suffix notation in the object language, it was necessary to save (in the grammar, . SAV) the binary operator "DIV" until after the output "LDL 2" had been generated, and then to place the saved operator in the output stream (in the grammar, .OUT(非)). Since this was accomplished with two instructions that were evaluated in parse order, this isn't really an exception after 11.

```
.AUG_GRAM ARITH
ARITH :=
    s( STATEMENT ":") "END" sOUT(STOP) "&" ;
STATEMENT :=
        .PEEK("ENO") .NEG -RETURN
    I "HEAD" -ID OUUT(LDA,#/IN)
    | "WRITE" -ID .OUT(LUA,*/OUT)
    1..ID .OUT(LDA&*) "=" EXPRESSION .OUT(STO);
EXPRESSION :=
        TERM S( ADD_OP TERM •OUY(#) ):
TERM i=
        FACTOR S( MULT_OP FACTOR OOUT(#) );
FACTOR:=
            .NUM .OUT(LOL*#)
    I .ID OUT(LD**)
    | "(" EXPRESSION ")":
ADD_OP :=
        "*" . SAV(ADD)
    | "-| .SAV(SUB) !
MULT_OP :=
        "&".SAV(MULT)
    | "/" .SAV(DIV);
.END
```

Fig. 5 Complete Definition of a Simple Language


Fig. $6 \quad$ Translation Diagram for the Statement "RADIUS = DIAMETER / 2 ;".

The reader should verify that the given language definition translates our original sample program

```
P! 3.14159:
READ DIAMETER:
RADIUS":DIAMETER"y"2:
VOLUME = 4/ 3* PI RADIUS * RADIUS * RADIUS:
WHITE VOLURAE I
ENO:
```

into the pseudomachine program,

```
LOA PI
LDL 3.14159
STO
LOEA DIAMETER
IN
loa radtus
LO DIAMETER
LOL }
OLV
STO
LDA VOLUME
LUL. 4
LOL }
DIV
LU. PI
MULT
LD RADIUS
MULT
LO RADIUS
MULT
LO}\mathrm{ RADIUS
MULT
ST゙O
LDA VOLOME
OUT
SIOP
```

and that the latter correctiy expresses the original program's function.

Now let us consider the translation of the original program into another language of similar leve1, say PL/I. Because the source language is already in a PL/I-like syntax, this transiation is almost trivial. As an exercise, though, it should provide additional insight. The augmented grammar is shown in Fig. 7.

```
-AUG_GKAM AMITM
ARITM IR %
        -OUT (ODUMMY: PHOCEDUHE OPTIONS (MAIN):")
        $( STATEMENT "&" .OUT(";*) )
        "tND" "&"
        -UUT("RE!URN&", "ENO&")
STATEMENT I=
        "PEEK("ENO") ONEG -RETUHN
    | "HEAD" .10
        *UUT(19GET. EDIT (", *) (COL11)EE(2U,0));").
    | "WRITE" -ID
        .OU!("PUI SKIP EDIT (",** ")(E(I5,8)|!")
    1.10 .OUI(4)
```



```
        EXPRESSION S
EXPRESSION :=
        TEHM S&ADD_OP TERM )
TERM 1:
        FACTOR SI MULT-OP FACTOR ) :
FACTON :=
        -IVUM .OUT(*)
    1.ID .OUI(*)
        :(11 OUT(A)
        EXPRESSION
        ")" .OUT.*: 
AOD_OP im
    "s" .aUT(%)
    1 "*:OUT(0) 
MHLTOMP IE
        "#N oOUT(%)
    | 11/m ,OUT($) 
-END
```
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## Lexical Analyzer

In addition to the automatically generated translator and several standard support routines and declarations which are simply included, as is, in the $P L / I$ translator to be compiled, several routines and declarations require user intervention, as shown in Figure 1. The first of these is the lexical analyzer, which recognizes the basic symbols and symbol classes (or tokens) of the source 1anguage.

The lexical analyzer consists of a subroutine, usually not requiring modification, and a set of declarations which constitute a table by which the subroutine is controlled. This section discusses the procedure whereby such a table is constructed. It will use, as an example, an early TWS lexical analyzer.

The first step in the process is the verbal definition of the tokens of the language. For our example, these definitions are as follows.
.ID - Identifier. One to 31 characters, all alphanumeric or underbar (_), first character strictly alphabetic. .STRING - Character string literal. Logically unlimited in length, first and last characters double quotation marks ("). The contained characters are unrestricted, except that no quotation marks may occur except in adjacent pairs. .COMMENT - Comment. Un1imited in length, first, second characters must be a slash asterisk $(/ *)$ and the comment must be ended by an asterisk slash (*/).
.SNIR - Symbolic name for translator generated symbols. Identifier followed by an asterisk (*).
. POINTSTR- Point string. Period (.) followed by an identifier. .NUM - Number. Includes all integer digit strings only. In addition to the catagories mentioned, the following are single and double character tokens:

The next step in the process is to convert the definition to a state transition diagram which defines the character-by-character scanning process to be performed by the lexical analyzer. The state transition diagram will be converted to a matrix, and it is certain1y possible to skip the diagram and go directly to the matrix. However, fewer errors appear to result if the recommended approach is used.

Fig. 8 shows the state transition diagram for our example. The 1exical analyzer always starts in state zero ( $q_{0}$ ). One state trans-


Fig 8 State Transition Diagram for Sample Lexical Analyzer
ition is made for each character removed from the input string. Whenever a purely final state is reached, a complete token has been scanned. For example, $q_{2}$ is a final state since no state transitions from $q_{2}$ are indicated. When the current state is an intermediate state, another character must be scanned. If that character causes a legal state transition, the process continues. If not, then either a token has been processed (if the current state is also a possible final state) or an error has occurred.

Figure 9 shows the state transition matrix which corresponds to Figure 8. To this table has been added information about state types and information identifying the special terminal symbol classes (ID, etc.). Expressed in terms of the matrix, the scanning algorithm is as follows. Starting at state zero or row zero in the table, find the current character. From row zero and the column corresponding to the current character the entry defines the next row. This process is applied until no transition is possible to another row. If the state type corresponding to the current row is final a complete token has been parsed. An error has occurred if no transition is possible and the corresponding state is start (S) or intermediate (I).

1) EXAMPIE: $\mathrm{ABC}=$

Starting at state zero with the letter $A$ and the raw, column value is 1. Now with letter B, using the new row 1 the column corresponding to $B$ contains a 1 . Repeating the process with letter $C$, using row 1 , the corresponding colum also points to 1. Finally,

|  | - | ( | 1 | \$ | * | ) | ; | 1 | , | - | : | \# | $=$ | " | (b) | A-Z | 0-9 | STATE TYPE | TOKEN TYPE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 11 | 15 | 15 | 15 | 14 | 15 | 15 | 7 | 15 |  | 13 | 15 | 15 | 4 | 0 | 1 | 3 | S |  |
| 1 |  |  |  |  | 2 |  |  |  |  | 1 |  |  |  |  |  | 1 | 1 | IF | ID |
| 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | F | SNR |
| 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 3 | IF | NUM |
| 4 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 5 | 6 | 6 | 6 | I |  |
| 5 |  |  |  |  |  |  |  |  |  |  |  |  |  | 6 |  |  |  | IF | STR |
| 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 6 | 5 | 6 | 6 | 6 | I |  |
| 7 |  |  |  |  | 8 |  |  |  |  |  |  |  |  |  |  |  |  | IF |  |
| 8 | 8 | 8 | 8 | 8 | 9 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | I |  |
| 9 | 8 | 8 | 8 | 8 | 9 | 8 | 8 | 10 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | I |  |
| 10 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | F | CMT |
| 11 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 12 |  | I |  |
| 12 |  |  |  |  |  |  |  |  |  | 12 |  |  |  |  |  | 12 | 12 | IF |  |
| 13 |  |  |  |  |  |  |  |  |  |  |  |  | 15 |  |  |  |  | I |  |
| 14 |  |  |  |  | 15 |  |  |  |  |  |  |  |  |  |  |  |  | F |  |
| -15 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | F |  |

STATE TYPES
s - START
I - INTERMEDIATE
F - final

Fig. 9 State Transition Matrix for Sample Lexical Analyzer
when the character $(\Leftrightarrow$ is looked up in row 1 , no transition is possible.since row 1 is a final state, the parse is complete. The token $A B C$ is an identifier since the final state was state/row 1. 2) EXAMPIE: $/ * A * /$

Starting at state zero with a slash (/) the row, column value is 7 , with the next character an asterisk (*). Using row 7 , the corresponding colum value is 8 . The next character (A), using row 8, gives a value 8. Continuing with an asterisk (*) and row 8 gives a value 9. Repeating the process with a slash (/) using row 9 the corresponding value is a 10 . Finally, when the character blank is looked up in row 10 no transition is possible. Row 10 is a final state, so the parse is complete, and the token $/ * \mathrm{~A} \% /$ is a comment since the final state was state/row 10.

## 3.2 <br> Output Routines

The augmented grammar translator output package for PL/I object code consists of two parts. The first part is the direct output routine, @OUT; the second part consists of the routines using the code stack.

The direct output routine is called when a reference is made to the augmented grammar element .OUT. The direct output routine @oUT has a single argument, which contains the next portion of output to be written. The routine @ouT saves the code in a code stack until a complete line of code is generated. A line of code is output depending on the following conditions:

1) the last character in the current parameter argument contains a semicolon (;). This causes the current code saved in the code buffer to be output, starting in colum 5.
2) the last character in the current parameter argument contains a cent sign ( $(\subset)$. The cent sign character is stripped off, and the current code saved in the code buffer is output starting in column 5 .
3) the last character in the current parameter argument contains a question mark (?). The question mark is stripped off and the remainder is added to the code buffer.
4) the last character in the current parameter argument contains a colon (:). This causes the current code saved in the code buffer to be output, starting in column 2. (Labels and continuation lines start in column 2; all other lines start in column 5.)
5) with any other character as the last character, the parameter argument is added to the code buffer to be output on a subsequent call to @oUT.

The second group of routines allows the user to save code on a stack and output the code at a later time. @OUT may be used in the meantime to output code ahead of the code saved by these routines. These routines are written as a last-in-first-out stack and are referenced by using the elements .SAV and .CAT in the grammar. The routines are:
@SAV (arg) - Calls are generated by a reference to element . SAV; the argument is added to the top of the stack as a separate item.
@CAT (arg) - Calls are generated by a reference to element .CAT; the argument is concatenated to the top item of the stack.

Items are removed from the stack by references in the grammar to .OUT(非). This generates a call to @CODE_STK_OUT which in turn references @POP_CODE_STACK finally calling @OUT to generate the proper output files.

Ordinarily, no modification of these routines is required for PL/I object code generation. However, certain language properties may require their revision. For example, in the translation of PLANS to PL/I it was necessary to be able to output statements ahead of the statement which has already been partially output. This was accomplished by modifying @OUT so that it contained a stack of partially completed lines of output. Provision was made for adding characters to the current incomplete line, outputting the current line, pushing a new line onto the stack, and popping lines off.

ERROR MESSAGING
For simple, nonproduction languages, the user may simply wish to avail himself of the default error messaging capability of the TWS. Anytime a required syntactic element is missing in a source program and no .ERR specification immediately follows that element in the augmented grammar, a system error message will result.

If the user desires to write his own specialized error messages, he may do so in either of two ways. The error message may be written as part of the 。ERR specification, as $\operatorname{ERR}$ ("S:MISSING ARITHMETIC OPERATOR"). Alternatively, the user may provide a declaration of the form

DECLARE @ERROR_MESSAGE (5) CHAR (60) VARYING STATIC INIT (
'N:THIS IS A NOTE',
'W:THIS IS A WARNING',
'S:THIS IS A SEVERE ERROR',
'F:THIS IS A FATAL ERROR',
'S:MISSING ARITHMETIC OPERATOR');
With this declaration, the augnented grammar element .ERR(5) would result in the error message "MISSING ARITHMETIC OPERATOR" any time the syntactic element preceding the .ERR specification is not found in the source program.

The example above also illustrates all four error message severity levels. The first character of an error message is assumed to indicate the severity of the error. The symbols used are " N ", " W ", "S", and "F", for note, warning, severe error, and fatal error,
respectively. The error message routine automatically sets an appropriate system condition code for the most aevere error encountered. In addition, a fatal error immediately halts the translator, while a severe error terminates code generation, but allows continued parsing to detect any other errors.
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