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## FOREWORD

Because of the length of this report and the extensiveness of the subject matter included, the authors decided to organize it in such a manner that it could be read in part or in total without loss of perspective. The first two chapters and the portion of Chapter III dealing with computational procedures and statistical distributions are common to all which follows. After reading this portion of the report, the reader may continue to the end of Chapter III or read Chapters IV or V independently. Chapters VI and VII would be meaningful only after having read Chapters $I$ through $V$.
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RELATIONSHIPS BETWEEN STRATOSPHERIC CLEAR AIR TURBULENCE AND SYNOPTIC METEROLOGICAL PARAMETERS
OVER THE WESTERN UNITED STATES BETWEEN 12-20 KM ALTITUDE
by
James R. Scoggins ${ }^{1}$
Terry L. Clark ${ }^{2}$
Norman C. Possiel ${ }^{2}$

SUMMARY
This report presents results of a research project which had as its ultimate objective the development of a forecasting procedure for clear-air turbulence for supersonic aircraft flying over the western United States at altitudes of $12-20 \mathrm{~km}$. Rawinsonde data from National Weather Service stations at 0000 and 1200 GMT , and aircraft turbulence data measured by VGH recorders on 46 flights of the $\mathrm{XB}-70$ and 22 flights of the YF-12A aircraft were used in the analysis. Regions of turbulence and non-turbulence with horizontal lengths of about 200 km were defined along each flight track. This procedure resulted in 94 turbulent and 78 non-turbulent regions for the $\mathrm{XB}-70$ flights, and 22 and 18 , respectively, for the YF-12A flights.

Sixty-nine parameters classified as measured, derived, and time rate-of-change were obtained from the rawinsonde data for each turbulent and non-turbulent region defined along each flight track. These parameters were obtained from data at 100,200 , and 300 mb regardless of the flight altitude of the aircraft.

Three approaches were taken to relate the meteorological parameters to regions of turbulence and non-turbulence, viz, empirical probabilities, discriminant function analysis, and mountain-wave theory. In each of these approaches it was possible to relate three-fourths or more of the turbulent and non-turbulent regions to meteorological parameters and/ or conditions.

Results from the three analysis techniques were combined to develop a forecasting procedure, based on the assumption that the parameters can be forecast, which appears to be valid for about $70=80$ percent of the cases considered. This verification rate is no larger than those for the individual analysis techniques; however, it is believed that the confidence level of the combined method exceeds that of the individual. methods. The forecasting techniques, which use all three analytical approaches, were computerized and may be used with relative ease to forecast CAT between $12-20 \mathrm{~km}$ over the mountainous region of the western United States.

[^0]
## CHAPTER I. INTRODUCTION

Most measurements of turbulence made by aircraft have been at altitudes below 12 km and at subsonic speeds. Turbulence data were obtained between 1965 and 1967 from the supersonic XB-70 airplane during about 50 flights while cruising at altitudes generally between 12 and 20 km over the western United States. The $\mathrm{XB}-70$ was a large airplane with a flexible structure which was sensitive to turbulence. Much of the data has been discussed by Kordes and Love (1967), and presented by Ehernberger (1968). In addition, data from about 15 flights of the YF-12A airplane also were available for use in this study.

Relatively little is known about the relationships between synoptic meteorological parameters and clear air turbulence (CAT) in the stratosphere, particularly as high as $15-20 \mathrm{~km}$. Some relationships based on meteorological parameters measured by, or derived from, rawinsonde data are examined in this report. The analysis was carried out at the 100-, 200-, and $300-\mathrm{mb}$ levels for all XB-70 flights. These levels encompassed the flight altitudes on most of the days, and on the other days the flight altitudes usually did not exceed the $100-\mathrm{mb}$ level by more than 2 or 3 km .

It was assumed that synoptic meteorological conditions represented by the $100-$, $200-$, and $300-\mathrm{mb}$ levels would indicate large-scale processes in which stratospheric perturbations were suitable for the formation of CAT occurrence. When CAT forms, it may be advected away from its source region (Moore and Krishnamurti, 1966) into a region where the largescale conditions are not necessarily favorable for its production or continued existence. In addition, conditions may be more or less favorable for CAT between stations and may change significantly between observation times. Thus, one should not expect a perfect relationship between CAT and local values of atmospheric parameters. Rather, it seems more likely that a greater degree of success could be expected when average synoptic meteorological conditions over an area are associated with CAT observed within the area. In addition, it is known that the intensity of CAT may vary considerably over horizontal distances of a few km and vertical distances of less than 1 km .

The present research differs from much of the previous research in that areas of CAT of any intensity, as well as those without CAT, are associated with the distribution of average values of measured, derived, time rate-of-change of synoptic meteorological quantities, and combinations of these parameters. The approach taken in this research is to define turbulent and non-turbulent areas along each flight track, compute the average values of selected meteorological parameters for each area, then distinguish between CAT and non-CAT conditions by use of empirical probabilities, discriminant function analysis, and mountain-wave theory. Intuitively, it seems that it should be easier to distinguish between areas with CAT and those without CAT than between different degrees of intensity within an area. Also, if a critical range of values of a parameter exists, it should be possible to isolate it from the statistical distributions of the parameters.

The objective of this research was to develop a procedure for forecasting CAT in the stratosphere between 12 and 20 km for large, supersonic airplanes. The approach was to examine relationships between synoptic meteorological parameters and areas of CAT and non-CAT, then use these results to develop the forecasting procedure. This report contains the results and the forecasting procedure as well as major computer programs used in the research. The results suggest that CAT areas can be related to synoptic parameters in $70-80$ percent of the cases considered.

## CHAPTER II. BACKGROUND TO PRESENT RESEARCH

The large-scale processes associated with CAT may be related directly or indirectly to many parameters obtained from rawinsonde data. Some of these parameters are: vertical and horizontal wind shear, static stability, vertical motion, deformation, various stability indices, Richardson's number, vertical gradient of kinetic energy, and vorticity (Scorer, 1969; Badgley, 1969; Lumley and Panofsky, 1964; Colson and Panofsky, 1965; Moore and Krishnamurti, 1966; Endlich, 1964; Ba11, 1970; Powe11, 1968; Colquhoun and Bourke, 1967; Kronebach, 1964; and others). CAT is frequently encountered in small-scale sloping baroclinic layers of limited vertical and sometimes horizontal extent where conditions are favorable for small gradient Richardson numbers (Delay and Dutton, 1971; and Dutton, 1969), but forecasts of CAT usually are made from synoptic-scale data. The number of studies relating CAT to synoptic meteorological parameters is large. The results of only a few publications are considered here. Further information may be found in a summary report by Veazey (1970), and a compilation of papers edited by Pao and Goldburg (1969).

Ball (1970) found light-to-moderate CAT to be associated with irregularities in the temperature profile which included strong inversions as well as large lapse rates of temperature. A good relationship was found between the intensity of turbulence and various representations of static stability. Also, CAT was found to be associated with large horizontal gradients of temperature. There was a tendency for the intensity of CAT to increase with vertical vector wind shear, although the relationship was not as good as that found for static stability. Other researchers (see, for example, Ehernberger, 1968, and Mitchell and Prophet, 1969) also have observed CAT to be associated with irregularities in the temperature profile. The fact that CAT may be associated with temperature inversions is due to an increase in vertical vector wind shear (mechanical production) resulting from a sloping baroclinic layer (Dutton and Panofsky, 1970). Positive baoyancy is responsible for CAT when the lapse rate of temperature becomes large.

An analysis of project HICAT data (Waco, 1970) in the stratosphere between $13.7-21.4 \mathrm{~km}$ revealed that CAT was associated with low Richardson numbers resulting from large decreases in temperature with height or strong vertical vector wind shears. When the Richardson number was $<15$, the ratio of turbulent to non-turbulent cases was about 4 to 1. Another analysis of HICAT data (Powe11, 1968) measured over Australia between 200 and 50 mb showed a better relationship between CAT and the stability index defined by $V \Delta \alpha / \Delta z$, where $V$ is wind speed, $\alpha$ is wind direction, and $z$ is height, than between CAT and the Richardson number.

A summary of results obtained from 4 five-day periods (Colquhoun, 1967) indicated that the stability index defined above, vorticity, vorticity advection, and an index of CAT derived by Colson and Panofsky (1965) were poor indicators of CAT. Better relationships were found between vertical vector wind shear and Richardson's number and CAT than between CAT and the parameters mentioned above. Kronebach (1964) found the Richardson number to be a better parameter for outlining areas of expected CAT than vertical or horizontal wind shear, or vertical or horizontal
gradients of kinetic energy. Richardson numbers less than 1 outlined about $40 \%$ of the reported occurrences of moderate or severe CAT. The wide range in results between CAT and Richardson number has been summarized by Veazey (1970).

## A. COMPUTATION OF SYNOPTIC METEOROLOGICAL PARAMETERS

Most of the altitudes for the XB-70 flights considered in this investigation were between the $200-$ and $100-\mathrm{mb}$ levels. Synoptic charts were analyzed, in the usual manner, for the $300-, 200-$, and $100-\mathrm{mb}$ constant-pressure surfaces, and data were obtained from the analyzed charts by interpolation for each grid point shown in Fig. 1. The spacing between the grid points in this figure is approximately 158 km 。


Fig. 1. Grid used in analyzing data from constant-pressure charts.

The following parameters were computed from 1200 GMT data for each grid point shown in Fig. 1 at each constant-pressure surface or as noted: Richardson number ( $200-100 \mathrm{mb}$ ), vector horizontal wind shear, lapse rate of temperature $(200-100 \mathrm{mb})$, advection of relative vorticity, advection of temperature, temperature, CAT index ( $200-100 \mathrm{mb}$ ), zonal wind component, meridional wind component, scalar wind speed, relative vorticity, absolute vorticity, coriolis effect ( $\beta \mathrm{v}$ ), contour heights for 300 and 200 mb , vertical vector wind shear ( $200-100 \mathrm{mb}$ ), advection of absolute vorticity, horizontal gradient of temperature, and the time rate-of-change of each of these parameters over the $12-h$ period encompassing each flight. Finite-difference approximations were used to evaluate each of these parameters. All derivatives in the horizontal plane were evaluated over a distance of $2 \Delta x$ where $\Delta x$ is the spacing between grid points, while those in the vertical direction (Richardson number, lapse rate of
temperature, CAT Index, and vertical vector wind shear) were evaluated from data at the $100 \cdots$ and $200-\mathrm{mb}$ levels (vertical distance $\approx 5 \mathrm{~km}$ ). The $300-\mathrm{mb}$ data were not used in the evaluation of vertical derivatives because the tropopause was generally between 300 and 200 mb so that the gradients between these levels were not representative of stratospheric conditions. In the horizontal plane, the computed values were associated with the midpoint of the interval or array of points used in the computation. A scalar analysis was performed for each parameter, and the flight track of the aircraft superimposed to make it possible to associate average values of synoptic meteorological parameters with turbulent and non-turbulent areas. The computational procedure for all parameters is given in the computer program in Appendix A.

Synoptic charts were prepared for the 70 - and $50-\mathrm{mb}$ surfaces but due to errors in the height data, which apparently resulted from errors in measured pressure at these altitudes, the charts could not be analyzed satisfactorily. The contour patterns did not agree with the measured wind which, in most cases, formed a consistent flow pattern. A similar problem was encountered at the $100-\mathrm{mb}$ level in a large percentage of the cases which was the reason for omitting contour heights at this level.

## B. SPECIFICATION OF TURBULENT AND NON-TURBULENT AREAS FOR EACH FLIGHT

Segments along each $\mathrm{XB}-70$ flight track of $100-200 \mathrm{~km}$ in length in turbulent and non-turbulent air were selected with the centers of the segments separated by about the same or greater distances. Only those areas were selected which definitely fell into one category or the other. Single turbulence encounters of small lateral extent were not classified as turbulent, and neither were they included in the non-turbulent categories. An example of turbulent and non-turbulent areas for one flight is shown in Fig. 2. Using this method, there were 94 turbulent and 78 non-turbulent areas defined and used in this study.

The number of CAT and non-CAT areas selected was not based on the probability of individual occurrences of CAT nor on the percentage of time the airplane was in CAT. Even within a CAT area, turbulence was patchy and usually encountered several times. The degree of intensity of turbulence was not considered in the specification of areas.

## C. FREQUENCY DISTRIBUTIONS OF SYNOPTIC METEOROLOGICAL PARAMETERS ASSOCIATED WITH TURBULENT AND NON-TURBULENT AREAS

For each turbulent and non-turbulent area the average values of the synoptic meteorological parameters listed previously were determined from the data obtained for the $300-, 200-$, and $100-\mathrm{mb}$ levels regardless of the flight altitude of the $X B-70$. Empirical frequency distributions of these variables were prepared for the turbulent and non-turbulent areas in terms of absolute frequencies, which represent the number of times turbulent or non-turbulent areas occurred for a given class interval of the variable, and the corresponding percentage frequencies, which represent the percentage of all turbulent or non-turbulent observations falling within the class interval. The frequency distributions for each parameter and a discussion of each are presented in Appendix $B$.


Fig. 2. An example of the classification of turbulent or non-turbulent areas for a flight made on November 2, 1965 (flight track taken from Ehernberger, 1968. Numbers on flight track indicate turbulence encounters.)

The frequency distributions associated with turbulent and nonturbulent areas were analysed for each variable to determine intervals of each variable by inspection over which the two frequency distributions differed. These distributions form the basis for establishing the association between turbulent and non-turbulent areas and meteorological parameters.

## D. RANGE (S) OF SYNOPTIC METEOROLOGICAL PARAMETERS OBTAINED FROM EMPIRICAL FREQUENCY DISTRIBUTIONS ASSOCIATED WITH CAT AND NON-CAT AREAS

A summary of the results of the analysis of the empirical frequency distributions is shown in Tables 1 through 4. There are three columns in each table. The first is the parameter, the second states whether or not the turbulent or non-turbulent areas were related to the parameter, and the third gives the range(s) of the parameter and the ratio of the percentage of turbulent to non-turbulent areas associated with the range of values. T or NT is used to indicate more occurrences of areas of turbulence or non-turbulence, respectively. For example, in Table 1 the height of the $300-\mathrm{mb}$ surface is related to the occurrence of turbulence and when the height $\geq 9.4 \mathrm{~km}$ there are more non-turbulent than turbulent cases in this range of heights. As another example, zonal wind speed is

Table 1. Limits of variables at 300 mb within which empirical frequency distributions differ for turbulent (T) and non-turbulent (NT) areas and the percentage of occurrence of turbulent and nonturbulent areas within the specified limits.

| Parameter | Empirical frequency distributions for $T$ and NT differ (yes or no) | Limits of parameters and the (percent) within limits wher frequency distributions for differ | ratio T/NT <br> the <br> and NT |
| :---: | :---: | :---: | :---: |
| (a) Measured |  |  |  |
| Height | yes | $\mathrm{H} \geq 9.4 \mathrm{~km}$ | NT(27/43) |
| Temperature | no |  |  |
| Zonal wind speed | yes | $\begin{aligned} & 0 \leq u<20 \mathrm{~ms}^{-1} \\ & u \geq 20 \mathrm{~ms}^{-1} \end{aligned}$ | $\begin{gathered} \mathrm{NT}(44 / 73) \\ \mathrm{T}(43 / 22) \end{gathered}$ |
| Meridional wind speed | no |  |  |
| Scalar wind speed | yes | $\begin{aligned} & V<20 \mathrm{~ms}^{-1} \\ & V \geq 30 \mathrm{~m} \mathrm{~s}^{-1} \end{aligned}$ | $\begin{array}{r} \mathrm{NT}(32 / 58) \\ \mathrm{T}(39 / 13) \end{array}$ |
|  | (b) Derived |  |  |
| Relative vorticity | yes | $\begin{aligned} & \zeta<-5 \times 10^{-5} \mathrm{~s}^{-1} \\ & -5 \times 10^{-5} \leq \zeta \leq 5 \times 10^{-5} \mathrm{~s}-1 \end{aligned}$ | $\begin{gathered} T(19 / 9) \\ \operatorname{NT}(61 / 78) \end{gathered}$ |
| Absolute vorticity | yes | $\eta \leq 3 \times 10^{-5} \mathrm{~s}^{-1}$ | NT (12/5) |
| Advection of temperature | yes | $-\overrightarrow{\mathrm{V}} \cdot \overrightarrow{\mathrm{V}} \mathrm{T}<-10 \times 10^{-5}{ }^{\circ} \mathrm{C} \mathrm{s}{ }^{-1}$ | T(15/4) |
| Advection of relative vorticity | yes | $-\overrightarrow{\mathrm{V}} \cdot \overrightarrow{\mathrm{V}} \mathrm{T} \zeta<-3 \times 10^{-9} \mathrm{~s}^{-2}$ | T(18/6) |
| Horizontal wind shear | yes | $\|\partial \vec{v} / \partial n\| \geq 45 \times 10^{-6} \mathrm{~s}^{-2}$ | T(18/9) |
| (c) Time rate-of-change |  |  |  |
| Height | no |  |  |
| Temperature | yes | $\begin{aligned} & \partial \mathrm{T} / \partial \mathrm{t}<0^{\circ} \mathrm{C} \mathrm{~s}^{-1} \\ & 20<\partial \mathrm{T} / \partial \mathrm{t} \leq 40 \times 10^{-6}{ }^{\circ} \mathrm{C} \mathrm{~s} \end{aligned}$ | $\begin{array}{r} T(29 / 14) \\ \mathrm{NT}(16 / 39) \end{array}$ |
| Zonal wind speed | no |  |  |
| Meridional wind speed | no |  |  |
| Scalar wind speed | yes | $\partial \mathrm{V} / \partial \mathrm{t}<-16 \times 10^{-5} \mathrm{~ms} \mathrm{~s}^{-2}$ | T(26/12) |
| Relative vorticity | no |  |  |
| Vorticity advection due to the coriolis force | no |  |  |
| Advection of temperature | yes | $\begin{aligned} & \|\partial(-\overrightarrow{\mathrm{v}} \cdot \vec{\nabla} \mathrm{~T}) / \partial \mathrm{t}\|>20 \times 10^{-10} \\ & { }^{\circ} \mathrm{C} \mathrm{~s} \mathrm{~s}^{-2} \\ & -10 \leq{ }^{-1} \mathrm{~s}^{\partial(-\overrightarrow{\mathrm{v}} \cdot \vec{\nabla} \mathrm{~T}) / \partial \mathrm{t} \leq 10 \mathrm{x}} \\ & 10^{-10}{ }^{\circ} \mathrm{C} \mathrm{~s}^{-2} \end{aligned}$ | $\begin{gathered} \mathrm{T}(39 / 22) \\ \mathrm{NT}(40 / 57) \end{gathered}$ |
| Advection of relative vorticity | no |  |  |
| Horizontal wind shear | no |  |  |

Table 2. Limits of variables at 200 mb within which empirical frequency distributions differ for turbulent (T) and non-turbulent (NT) areas and the percentage of occurrences of turbulent and nonturbulent areas within the specified limits.

| Parameter | Empirical frequency distributions for $T$ and NT differ (yes or no) | Limits of parameters and th (percent) within limits whe frequency distributions fo differ | ratio $\mathrm{T} / \mathrm{NT}$ the and NT |
| :---: | :---: | :---: | :---: |
| (a) Measured |  |  |  |
| Height | yes | H $\geq 12.0 \mathrm{~km}$ | NT(31/47) |
| Temperature | no |  |  |
| Zonal wind speed | yes | $\begin{aligned} & 0 \leq u<20 \mathrm{~m}^{-1} \\ & u \geq 20 \mathrm{~mm} \end{aligned}$ | $\begin{gathered} \operatorname{NT}(37 / 61) \\ T(54 / 33) \end{gathered}$ |
| Meridional wind speed | yes | $\mathrm{v}<-10 \mathrm{~mm} \mathrm{~s}^{-1}$ | T(34/21) |
| Scalar wind speed | yes | $\begin{aligned} & v<30 \mathrm{~m} \mathrm{~s}^{-1} \\ & v \geq 30 \mathrm{~m} \mathrm{~s}^{-1} \end{aligned}$ | $\begin{gathered} \operatorname{NT}(58 / 87) \\ T(42 / 14) \end{gathered}$ |
| (b) Derived |  |  |  |
| Relative vorticity | no | , |  |
| Absolute vorticity | no |  |  |
| Advection of temperature | no |  |  |
| Advection of relative vorticity | nô |  |  |
| Horizontal wind shear | no |  |  |
| (c) Time rate-of-change |  |  |  |
| Height | yes | $\partial \mathrm{H} / 8 \mathrm{t}<-5 \times 10^{-4} \mathrm{~mm} \mathrm{~s}$ | T(18/7) |
| Temperature | no |  |  |
| zonal wind speed | no |  |  |
| Meridional wind speed | \% |  |  |
| Scalar wind speed | yea | $\begin{aligned} & \partial v / \partial t<-16 \times 10^{-5} \mathrm{~m} \mathrm{~s}^{-2} \\ & \partial \mathrm{~V} / \partial t>15 \times 10^{-5} \mathrm{~m}^{-2} \end{aligned}$ | $\begin{array}{r} \operatorname{T}(17 / 10) \\ \operatorname{NT}(16 / 23) \end{array}$ |
| Relative vorticity | no |  |  |
| Vorticity due to the coriolis force | yes | $\begin{aligned} & \beta \mathrm{v}<-16 \times 10^{-11} \mathrm{~s}^{-1} \\ & -16 \leq \mathrm{Bv}<0 \times 10^{-11} \mathrm{~s}^{-2} \end{aligned}$ | $\begin{array}{r} \mathrm{T}(43 / 29) \\ \mathrm{NT}(19 / 35) \end{array}$ |
| Advection of temperature | yes | $\partial\left(-\vec{x} \cdot \overrightarrow{\nabla^{-2}} \mathrm{~T}\right) / \partial t>30 \times 10^{-10^{\circ}} \mathbf{c}$ | T(16/8) |
| Advection of relative vorticity | no |  |  |
| Horizontal wind shear | no |  |  |

Table 3. Limits of variables at 100 mb within which empirical frequency distributions differ for turbulent (T) and non-turbulent (NT) areas and the percentage of occurrence of turbulent and nonturbulent areas within the specified limits.

| Parameter | Empirical frequency distributions for $T$ and NT differ (yes or no) | Limits of parameters and the (percent) within limits wher frequency distributions for differ | ```ratio T/NT the and NT``` |
| :---: | :---: | :---: | :---: |
| (a) Measured |  |  |  |
| Temperature | yes | $\begin{aligned} & \mathrm{T}<-65{ }^{\circ} \mathrm{C} \\ & -65 \leq \mathrm{T}<-55{ }^{\circ} \mathrm{C} \end{aligned}$ | $\begin{gathered} \mathrm{NT}(17 / 33) \\ \mathrm{T}(75 / 58) \end{gathered}$ |
| zonal wind speed | yes | $\begin{aligned} & 0 \leq u \leq 12 \mathrm{~ms}^{-1} \\ & \mathrm{u}>12 \mathrm{~m} \mathrm{~s}^{-1} \end{aligned}$ | $\begin{gathered} \mathrm{NT}(39 / 54) \\ \mathrm{T}(56 / 40) \end{gathered}$ |
| Meridional wind speed | yes | $\mathrm{v}<-10 \mathrm{~ms}^{-1}$ | T(23/15) |
| Scalar wind speed | yes | $\begin{aligned} & V \leq 9 \mathrm{~ms}^{-1} \\ & \mathrm{~V} \geq 21 \mathrm{~m} \mathrm{~s}^{-1} \end{aligned}$ | $\begin{gathered} \mathrm{NT}(16 / 30) \\ \mathrm{T}(16 / 8) \end{gathered}$ |
| (b) Derived |  |  |  |
| Relative vorticity | yes | $\begin{aligned} & \zeta<0 \mathrm{~s}^{-1} \\ & \zeta>10 \times 10^{-6} \mathrm{~s}^{-1} \end{aligned}$ | $\begin{gathered} \operatorname{Nr}(35 / 52) \\ T(42 / 24) \end{gathered}$ |
| Absolute vorticity | yes | $\Pi>12 \times 10^{-5} \mathrm{~s}^{-1}$ | T $(22 / 9)$ |
| Advection of temperature | yes | $-\vec{\nabla} \cdot \vec{\nabla} \mathrm{T}<-4 \times 10^{-5}{ }^{\circ} \mathrm{C} \mathrm{s} \mathrm{s}^{-1}$ | T(24/13) |
| Advection of relative vorticity | yes | $-\vec{\nabla} \cdot \vec{\nabla} \zeta<-4 \times 10_{10}^{-10} \mathrm{~s}^{-2}$ <br> $-\vec{V} \cdot \nabla \zeta>4 \times 10^{-10} \mathrm{~s}^{-2}$ | $\begin{gathered} T(22 / 13) \\ \mathrm{NT}(17 / 5) \end{gathered}$ |
| Horizontal wind shear | yes | $\partial \overrightarrow{\mathrm{v}} / \partial \mathrm{n}>15 \times 10^{-6} \mathrm{~s}^{-1}$ | T $(29 / 16)$ |
| (c) Time rate-of-change |  |  |  |
| Temperature | yes | $\partial \mathrm{T} / \partial \mathrm{t}>40 \times 10^{-6}{ }^{\circ} \mathrm{C} \mathrm{s} \mathrm{s}^{-1}$ | T(26/14) |
| zonal wind speed ${ }^{\text {- }}$ | yes | $\begin{aligned} & \partial u / \partial t<-16 \times 10^{-5} \mathrm{~m}^{-2} \\ & 0 \leq \partial u / \partial t<11 \times 10^{-5} \mathrm{~m} \mathrm{~s}^{-2} \end{aligned}$ | $\begin{array}{r} \mathrm{T}(21 / 10) \\ \mathrm{NT}(28 / 47) \end{array}$ |
| Meridional wind speed | yes | $\partial_{v} / 8 \mathrm{t} ~>~ 20 \times 10^{-5} \mathrm{~m} \mathrm{~s}^{-2}$ | T(19/10) |
| Scalar wind speed | no | 多 |  |
| Relative vorticity | yes | $\begin{aligned} & \partial \zeta / \partial t \leq 30 \times 10^{-11} \mathrm{~s}^{-2} \\ & -10 \leq \partial \zeta / \partial \mathrm{t} \leq 30 \mathrm{l} \mathrm{~s}^{-11} \mathrm{~s}^{-2} \\ & \partial \zeta / \partial \mathrm{t}>30 \times 10^{-11} \mathrm{~s}^{-2} \end{aligned}$ | $\begin{array}{r} \mathrm{T}(33 / 20) \\ \mathrm{NT}(32 / 53) \\ \mathrm{T}(22 / 14) \end{array}$ |
| Vorticity due to the coriolis force | no |  |  |
| Advection of temperature | yes | $\|\partial(-\vec{v} \cdot \vec{\nabla} \mathrm{~T}) / \partial \mathrm{t}\|>10 \times 10^{-10^{-2}} \mathrm{C}$ | T(40/27) |
| Advection of relative vorticity | no |  |  |
| Horizontal wind shear | yes | $\begin{aligned} & \partial \vec{v}_{n} / \partial \mathrm{t}<-20 \times 10^{-11} \mathrm{~s}^{-2} \\ & -11<\partial \vec{v}_{\mathrm{n}} / \partial \mathrm{t}<0 \times 10^{-11} \mathrm{~s}^{-2} \end{aligned}$ | $\begin{gathered} \mathrm{T}(32 / 13) \\ \mathrm{NT}(6 / 26) \end{gathered}$ |

Table 4. Limits of variables obtained from 100 - and $200-\mathrm{mb}$ data within which empirical frequency distributions differ for turbulent (T) and non-turbulent (NT) areas and the percentage of occurrence of turbulent and non-turbulent areas within the specified limits.

related to the occurrence of turbulence, and the frequency distributions show that in the range of speeds between 0 and 20 m s , there are more non-turbulent than turbulent areas, and when the speed exceeds 20 m $s^{-1}$ there are more turbulent than non-turbulent areas. For all other speed ranges there was no significant difference in the percentage of occurrences of turbulent and non-turbulent areas.

Of the measured and derived parameters, there are only two which show a relationship with turbulence at all three levels. These are the zonal and scalar wind speeds. All other measured and derived parameters, except temperature and height (only two levels considered), are related to turbulence at two of the three levels.

There is only one parameter whose time rate-of-change is related to turbulence at all three levels, viz., the advection of temperature. The advection of relative vorticity is the only parameter whose time rate-ofchange is not related to the occurrence of turbulence at any level.

Temperature and scalar wind speed are the only parameters related to turbulence at two of the three levels.

The parameters involving the 100 - and $200-\mathrm{mb}$ levels are shown in Table 4. Of the derived quantities, vertical wind shear and the Richardson number are related to turbulence, and of the time rate-ofchange of the parameters only the Richardson number does not show any relationship with turbulence.

## E. EMPIRICAL AND JOINT PROBABILITIES OF CAT FOR SELECTED RANGES AND LIMITS OF SYNOPTIC METEOROLOGICAL VARIABLES BASED ON FREQUENCY DISTRIBUTIONS

The frequency distributions for each parameter associated with turbulent and non-turbulent areas were examined and ranges or limits of the variables isolated within which the distributions differed. Outside the ranges or limits chosen, turbulent and smooth conditions associated with the variable occurred an equal percent, or there was no systematic difference between the two frequency distributions. In the ranges where the frequency distributions differed, the variable was associated with either turbulent or non-turbulent conditions depending upon which condition was observed more frequently. In some cases, the frequency distributions of variables or their time rate-of-change did not differ for turbulent and non-turbulent conditions, e.g., the lapse rate of temperature, temperature, and the CAT Index. These variables were not considered further in the analysis.

Many theories have been derived and many approaches taken to explain the occurrence of CAT. Different theories use different variables and different combinations of variables. In general, no one theory is adequate to explain the formation and existence of CAT in all cases. For this reason, many investigators have considered numerous parameters singly and in combination. The association between turbulence and the parameters specified above is considered for ranges or limits of each variable where the distributions differ as well as for combinations of the variables.

Empirical probabilities were computed when CAT occurred for any combination of three variables for specified ranges or limits of the variables. Many combinations were considered, and those for which a percentage of $75 \%$ or greater in the case of turbulence, and $25 \%$ or less in the case of no turbulence, are presented in Table 5. This table includes the case number, the parameters considered for each case, ranges and limits of the parameters, percent verification of each parameter (the number of CAT occurrences divided by the number of cases when the stated conditions were observed), and the percent verification of each combination of parameters. The column for the percent verification of each parameter gives the percent of turbulent cases when the variables were observed within the stated ranges or limits, while the number of turbulent cases divided by the number of total cases is shown in parentheses. Similar information is given in the column for percent verification for combinations of parameters for the stated combinations. Each case will now be briefly discussed.

Table 5. Empirical probabilities expressed in percent of CAT associated with selected variables and combinations of variables over ranges where frequency distributions differed for CAT and NoCAT encountered by the XB-70 airplane in the stratosphere.

| Case | Parameters | Range of Parameters | Percent Verification of each Parameter | Percent Verification for Combinations of Parameters |
| :---: | :---: | :---: | :---: | :---: |
| '1. | a. Height <br> b. Zonal wind speed <br> c. Relative vorticity | $\begin{gathered} 300 \mathrm{mb} \\ \mathrm{H} \geq 9.4 \mathrm{kan} \\ 0 \leq \mathrm{u}<20 \mathrm{~m} \mathrm{~s}^{-1} \\ -5 \times 10^{-5} \leq 5 \leq 5 \times 10^{-5} \mathrm{~s}^{-1} \end{gathered}$ | $\begin{aligned} & 42(25 / 59) \\ & 42(41 / 98) \\ & 49(58 / 119) \end{aligned}$ | $a, b$ and $c-23(7 / 30)$ |
| 2. | a. Height <br> b. Scalar wind spead <br> c. Local temperature change | $\begin{aligned} & \mathrm{H} \geq 9.4 \mathrm{~km} \\ & \mathrm{~V}<20 \mathrm{~m} \mathrm{~s} \\ & 20 \times 10^{-1}<\frac{\partial T}{\partial t} \leq 40 \times 10^{-6} \\ & { }^{\circ} \mathrm{Ces}^{-1} \end{aligned}$ | $\begin{aligned} & 42(25 / 59) \\ & 40(30 / 75) \\ & 33(15 / 45) \end{aligned}$ | a and c - $21(4 / 19)$ |
| 3. | a, Zonal wind speed <br> b. Scalar wind speed <br> c. Relative vorticity | $\begin{aligned} & u \geq 20 \mathrm{~ms} \mathrm{~s}^{-1} \\ & \mathrm{v} \geq 30 \mathrm{~ms} \mathrm{~s}^{-1} \\ & \zeta<-5 \times 10^{-5} \mathrm{~s}^{-1} \end{aligned}$ | $\begin{aligned} & 71(41 / 58) \\ & 79(37 / 47) \\ & 72(18 / 25) \end{aligned}$ | $\begin{aligned} & a \text { and } b-80(24 / 30) \\ & b \text { or } c-76(50 / 66) \end{aligned}$ |
| 4. | a. Scalar wind speed <br> b. Relative vorticity <br> c. Advection of temperature | $\begin{aligned} & \mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}^{-1} \\ & \zeta<-5 \times 10^{-5} \mathrm{~s}^{-1} \\ & -\overrightarrow{\mathrm{V}} \cdot \overrightarrow{\mathrm{~V}} \mathrm{~T}<-10^{-4} \quad{ }^{\circ} \mathrm{C} \mathrm{~s}^{-1} \end{aligned}$ | $\begin{aligned} & 79(37 / 47) \\ & 72(18 / 25) \\ & 82(14 / 17) \end{aligned}$ | $\begin{aligned} & a \text { or } b-76(50 / 66) \\ & a \text { or } c=78(38 / 49) \\ & a, b \text { or } c-75(51 / 68) \end{aligned}$ |
| 5. | a. Scalar wind speed <br> b. Relative vorticity <br> c. Advection of relative vorticity | $\begin{aligned} & \mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}^{-1} \\ & \zeta<-5 \times 10^{-5} \mathrm{~s}^{-1} \\ & -\overrightarrow{\mathrm{V}} \cdot \vec{\nabla} \zeta<-3 \times 10^{-9} \mathrm{~s}^{-2} \end{aligned}$ | $\begin{aligned} & 79(37 / 47) \\ & 72(18 / 25) \\ & 77(17 / 22) \end{aligned}$ | $\begin{aligned} & a \text { or } b-76(50 / 66) \\ & a \text { or } c-76(41 / 54) \end{aligned}$ |
| 6. | a. Scalar wind speed <br> b. Relative vorticity <br> c. Horizontal wind shear | $\begin{aligned} & \mathrm{V} \geq 30 \mathrm{~ms}^{-1} \\ & 6<-5 \times 10^{-5} \mathrm{~s}^{-1} \\ & \|\partial \overrightarrow{\mathrm{~V}} / \partial \mathrm{n}\| \geq 45 \times 10^{-6} \mathrm{~s}^{-1} \end{aligned}$ | $\begin{aligned} & 79(37 / 47) \\ & 72(18 / 25) \\ & 62(23 / 37) \end{aligned}$ | $\begin{aligned} & a \text { or } b-76(50 / 66) \\ & a \text { or } c-80(43 / 54) \\ & a, b \text { or } c-75(51 / 68) \end{aligned}$ |
| 7. | a. Advection of temperature | $-\overrightarrow{\mathrm{V}} \cdot \vec{\nabla} \mathrm{T}<-10^{-4}{ }^{\circ} \mathrm{C} \mathrm{s}{ }^{-1}$ | 82 (14/17) | a or $\mathrm{b}-77(23 / 30)$ |
|  | b. Advection of relative vorticity | $-\overrightarrow{\mathrm{v}} \cdot \vec{\nabla}_{5}<-3 \times 10^{-9} \mathrm{~s}^{-2}$ | 77(17/22) | a or c - 76(28/37) |
|  | c. Horizontal <br> wind shear | $\|\partial \mathrm{V} / \partial \mathrm{n}\| \geq 45 \times 10^{-6} \mathrm{~s}^{-1}$ | 62 (23/37) | b or c - 75(30/40) |
| 8. | a. Scalar wind speed | $\mathrm{v} \geq 30 \mathrm{~m} \mathrm{~s}^{-1}$ | $79(37 / 47)$ | a and $c$ - $85(17 / 20)$ |
|  | b, Local temperature change | $\partial \mathrm{T} / \partial \mathrm{t}<0{ }^{\circ} \mathrm{C} \mathrm{s}{ }^{-1}$ | $68(28 / 41)$ |  |
|  | c. Local scalar wind change | $\partial \mathrm{V} / \partial \mathrm{t}<-16 \times 10^{-5} \mathrm{~s}^{-2}$ | 73(24/33) |  |

*The number outside parentheses is the percent of CAT cases occurring in the stated range of the variable, and those inside parentheses are the number of CAT cases divided by the total number of cases.

Table 5. (continued)

| Case | Parameters | Range of Parameters | Percent Verification of each Parameter | Percent Verification for Combinations of Parameters |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 300 mb (continued) |  |  |
|  | a. Local temperature change | $\partial \mathrm{T} / \partial \mathrm{t}<0{ }^{\circ} \mathrm{C} \mathrm{s}^{-1}$. | $68(28 / 41)$ | a arid c-78(14/18) |
|  | B. Local scalar wind change | $\partial \mathrm{V} / \partial \mathrm{t}<-16 \times 10^{-5} \mathrm{~s}^{-2}$ | 73 (24/33) |  |
|  | c. Local temperature advection change | $\|\partial(-\overrightarrow{\mathrm{V}} \cdot \vec{\nabla} \mathrm{T}) / \partial t\|>{ }^{\circ} \mathrm{C} \mathrm{C}^{20 \times 10^{-10}}$ | 069(37/54) |  |
|  |  | 200 mb |  |  |
| 10. | a. Zonal wind speed <br> b. Meridional wind speed | $\mathrm{u} 220 \mathrm{~m}^{\text {-1 }}$ | $66(51 / 77)$ | b and c-79(15/19) |
|  |  | $\mathrm{v}<-10 \mathrm{~ms}^{-1}$ | $66(33 / 50)$ |  |
|  | c. Scalar wind speed | $\mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}^{-1}$ | 78 (39/50) |  |
| 11. | a. Zonal wind speed | $\mathrm{u} \geq 20 \mathrm{~m} \mathrm{~s}^{-1}$ | 66(51/77) |  |
|  | b. Scalar wind speed | $\mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}$ | 78 (39/50) |  |
|  | c. Local height change | $\partial \mathrm{H} / \partial \mathrm{t}<-5 \times 10^{-4} \mathrm{~m} \mathrm{~s}^{-1}$ | $74(17 / 23)$ |  |
| 12. | a. Scalar wind speed | $\begin{aligned} & \mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}^{-1} \\ & \partial \mathrm{H} / \partial \mathrm{t}<-5 \times 10^{-4} \mathrm{~m} \mathrm{~s}^{-1} \\ & \partial \mathrm{~V} / \partial \mathrm{t}<-16 \times 10^{-5} \mathrm{~s}^{-2} \end{aligned}$ | 78 (39/50) |  |
|  | b. Local height change |  | $74(17 / 23)$ |  |
|  | c. Local scalar wind change |  | $50(13 / 26)$ |  |
| 13. | a Local height change | $\begin{aligned} & \partial H / \partial t<-5 \times 10^{-4} \mathrm{~m} \mathrm{~s}^{-1} \\ & \partial \mathrm{~V} / \partial \mathrm{t}<-16 \times 10^{-5} \mathrm{~s}^{-2} \end{aligned}$ | $74(17 / 23)$ |  |
|  | b. Local scalar wind change |  | $50(13 / 26)$ |  |
|  | c. Coriolis effect | $8 \mathrm{y}<-16 \times 10^{-11} \mathrm{~s}^{-2}$ | $63(40 / 63)$ |  |
|  |  | 100 mb |  |  |
| 14. | a, Absolute vorticity <br> b. Horizontal wind shear | $\eta>12 \times 10^{-5} \mathrm{~s}^{-1}$ | $75(21 / 28)$ | . |
|  |  | $\partial \mathrm{V} / \partial \mathrm{n}>15 \times 10^{-6} \mathrm{~s}^{-1}$ | $70(28 / 40)$ |  |
|  | c. Local horizontal wind shear change | $\partial \mathrm{V}_{n} / \partial t<-20 \times 10^{-11} \mathrm{~s}-2$ | 74 (29/39) |  |
| 15. | a. Zonal wind speed | $\mathrm{u}>12 \mathrm{~ms}^{\text {-1 }}$ | 63(52/83) | $b$ and $c-77(17 / 22)$ |
|  | b. Local relative vorticity change | $\|\partial \zeta / \partial t\|>30 \times 10^{-11} \mathrm{~s}-2$ | $68(42 / 62)$ |  |
|  | c. Local horizontal wind shear change | $\partial \vec{v}_{n} / \partial t<-20 \times 10^{-11} \mathrm{~s}^{-2}$ | 74(29/39) |  |

*The number outside parentheses is the percent of CAT cases occurring in the stated range of the variable, and those inside parentheses are the number of CAT cases divided by the total number of cases.

Table 5. (continued)

| Case | Parameters | Range of Parameters | Percent Verification of each Parameter | Percent Verification for Combinations of Parameters |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 100-200 mb |  |  |
|  | a. Vertical wind shear <br> b. Richardson number <br> c. Local lapse rate change | $\partial \overrightarrow{\mathrm{V}} / \partial \mathrm{z}<30 \times 10^{-4} \mathrm{~s}^{-1}$ | $45(36 / 80)$ | $b$ and c-23(7/30) |
|  |  | Ri>40 | $43(36 / 84)$ |  |
|  |  | $\begin{aligned} &-20 \times 10^{-9} \leq \frac{\partial \gamma}{\partial t} \leq 0 \\ &{ }^{0} \mathrm{Cm}^{-1} \mathrm{~s}^{-1} \end{aligned}$ | $54(41 / 76)$ |  |
| 17. | a. Richardson number | $\mathrm{Ri}>40$ | 43(36/84) | a and b - $23(7 / 30)$ |
|  | b. Local lapse rate change | $\begin{aligned} &-20 \times 10^{-9} \leq \frac{\partial \gamma}{\partial t} \leq 0 \\ &{ }^{0} \mathrm{Cm}^{-1} \mathrm{~s}^{-1} \end{aligned}$ | $54(41 / 76)$ | $a, b$ and $c-21(6 / 28)$ |
|  | c. Local CAT Index change | $0 \leq \partial I / \partial t \leq 40 \times 10^{-3} \mathrm{~s}^{-1}$ | 43(31/72) |  |
| 18. | a. Vertical wind shear | $\partial \overrightarrow{\mathrm{V}} / \partial z \geq 50 \times 10^{-4} \mathrm{~s}^{-1}$ | 73(27/37) | a and $\mathrm{b}-75(27 / 36)$ |
|  | b. Richardson number | $\mathrm{Ri} \leq 30$ | $65(46 / 71)$ | a or c - 75(40/53) |
|  | c. Local vertical wind shear change | $\partial \vec{v}_{\mathrm{H}} / \partial \mathrm{t}>10^{-7} \mathrm{~s}^{-2}$ | $83(15 / 18)$ |  |
| 19. | a. Richardson number | $\mathrm{Ri} \leq 30$ | $65(46 / 71)$ | b or c - 75 (33/44) |
|  | b. Local vertical wind shear change | $\partial \overrightarrow{\mathrm{v}}_{\mathrm{H}} / \partial t>10^{-7} \mathrm{~s}^{-2}$ | $83(15 / 18)$ |  |
|  | c. Local lapse rate change | $\|\partial \gamma / \partial t\| \geq 20 \times 10^{-9}{ }^{\circ} \mathrm{cm}^{-1} \mathrm{~s}^{-1}$ | 74(14/19) |  |
| 20. | a. Local vertical wind shear change <br> b. Local lapse rate change <br> c. Local CAT Index change | $\partial \vec{v}_{H} / \partial t>10^{-7} \mathrm{~s}^{-2}$ | $83(15 / 18)$ | $\begin{aligned} & a \text { or } b-75(33 / 44) \\ & a \text { or } c-81(29 / 36) \end{aligned}$ |
|  |  | $\|\partial \gamma / \partial t\| \geq 20 \times 10^{-9}{ }^{\circ} \mathrm{C} \mathrm{~m}^{-1} \mathrm{~s}^{-1}$ | 74 (14/19) | b and c-78(14/18) |
|  |  | $\|\partial I / \partial t\|>40 \times 10^{-3} \mathrm{~s}^{-1}$ | 81(21/26) | $\begin{aligned} & b \text { or } c-76(28 / 37) \\ & a, b \text { or } c-76(34 / 45) \end{aligned}$ |
|  |  | Mixed Layers |  |  |
| 21. | $\begin{aligned} & \text { a. Scalar wind speed } \\ & 300 \mathrm{mb} \end{aligned}$ | $\mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}^{-1}$ | 79(37/47) | a and b - 83(29/35) |
|  | b. Scalar wind speed 200 mb | $\mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}^{-1}$ | 78 (39/50) | a or c - $77(46 / 60)$ |
|  | $\begin{aligned} & \text { c. Scal.ar wind speed } \\ & 100 \mathrm{mb} \end{aligned}$ | $\mathrm{V}>21 \mathrm{~m} \mathrm{~s}^{-1}$ | 71(15/21) |  |

[^1]Table 5. (continued)

| Case | Parameters | Range of Parameters | Percent Verification of each Parameter | Percent Verification for Combinations of Parameters |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Mixed Layers (continued) |  |  |
| 22. | a. Scalar wind speed 300 mb | $\mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}^{-1}$ | 79 (37/47) | a and $\mathrm{b}-83(29 / 35)$ |
|  | b. Scalar wind speed 200 mb | $\mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}$ | 78 (39/50) | 2 and c-84(21/25) |
|  | c. Vertical wind shear 200-100 mb | $\partial \vec{V} / \partial z \geq 50 \times 10^{-4} s^{-1}$ | 73(27/37) | $a, b$ and c-83(19/23) |
| 23. | a. Scalar wind speed 200 mb | $\mathrm{V} \geq 30 \mathrm{~m} \mathrm{~s}^{-1}$ | 78 (39/50) |  |
|  | b. Advection of temperature 100 mb | $-\overrightarrow{\mathrm{V}} \cdot \vec{\nabla} \mathrm{T}<-4 \times 10^{-5}{ }^{\circ} \mathrm{C} \mathrm{s}^{-1}$ | 70 (23/33) |  |
|  | c. Vertical wind shear 200-100 mb | $\partial \overrightarrow{\mathrm{V}} / \partial z \geq 50 \times 10^{-4} \mathrm{~s}-1$ | 73 (27/37) |  |
| 24. | a. Local scalar wind speed change 300 mb | $\partial V / \partial t<-16 \times 10^{-5} \mathrm{~m} \mathrm{~s}^{-1}$ | $74(23 / 31)$ | $a$ and $b-83(15 / 18)$ |
|  | b. Scalar wind speed 200 mb | $\mathrm{V} 230 \mathrm{~m} \mathrm{~s}^{-1}$ | 78 (39/50) |  |
|  | c. Horizontal wind shear 100 mb | $\partial \overrightarrow{\mathrm{V}} / \partial \mathrm{n}>15 \times 10^{-6} \mathrm{~s}^{-1}$ | 70(28/40) |  |

[^2]Case 1: This case concerns the association between the variables and the absence of turbulence. Each of the variables considered separately does not differentiate well between CAT and no CAT; however, when all three variables occur within the stated ranges or limits simultaneously there is only a $23 \%$ chance that CAT will occur. While there is only approximately $15 \%$ of the total observations included in this category, there is a high probability that CAT will not occur when the stated conditions are observed.

Case 2: This case is similar to Case 1 with the exception that only two variables need to be considered in combination. The number of observations in this category is only about $10 \%$ of the total.

Case 3: This case differs from Cases 1 and 2 in that the probabilities indicate conditions favorable for CAT rather than its absence. Either of these variables considered alone may be used to explain a large percent of CAT occurrences within the specified ranges. The combinations of variables do not improve the percentages significantly, but the number of cases explained by the combination of variables $b$ and $c$ increases
considerably. This combination of variables explains $76 \%$ of the observations (approximately $1 / 3$ the total number) falling within the stated ranges or limits.

Case 4: Each of these variables differentiates between turbulent and smooth areas of approximately 70 and $80 \%$ of the observations which fall within the specified ranges when considered singly, and approximately $75 \%$ of a much larger number of observations when the variables are considered jointly.

Case 5: This combination of variables adds little to the cases considered above.

Case 6: The percentages shown for this combination of variables are approximately equal to those already discussed except the number of observations increases considerably for combinations of the variables. The number of observations considered within the range of each variable is approximately $15-25 \%$ of the total; however, when the variables are considered jointly the percentage of the total increases to 30-40. This is a significant increase in the percentage of the number of observations accounted for, although the percentage verification does not increase.

Case 7: While the percent verification does not increase significantly in this case, the number of CAT areas accounted for approximately doubles when combinations of variables are considered.

Case 8: For the combination of variables $a$ and $c$, the percentage verification increases over that for either of the variables considered alone. However, the number of observations decreases considerably when both variables are observed within the stated ranges. In this case, a slight improvement may be realized by considering two variables jointly, but the number of observations accounted for decreases.

Case 9: The percent verifications for variables a and c are 68 and 69, respectively, but when the variables are considered together the percent verification increases to $78 \%$ although the number of observations decreases by $50 \%$ to 18 , which is approximately $10 \%$ of the total number. Thus, the percent verification increases but the number of observations falling within the stated limits decreases.

Case 10: This case is similar to Case 9 in that the percent verification increased when variables $b$ and $c$ were considered in combination, but the number of observations falling within the stated limits decreased considerably.

Cases 11, 12, and 13: In each of these cases at least one variable had percent verification of 75 or greater within the stated ranges, but any possible combination of the variables did not improve the percent verification.

Cases 14 and 15: These cases do not show any particularly significant results except that the combination of variables $b$ and $c$ in Case 15 increases the percent verification significantly, but is accompanied by
a decrease in the number of observations when these variables occur simultaneously within the stated ranges.

Cases 16 and 17: The variables in these cases for the ranges as specified are more favorable for smooth than turbulent conditions. The only significant improvement in the percent verification noted was a combination of the Richardson number and local changes in the lapse rate of temperature which led to a significant decrease in the percent verification of CAT but, at the same time, a decrease was observed in the number of observations falling within the stated limits.

Case 18: The combinations of variables for this case did not significantly improve the percent verification. However, when variables a or $c$ were considered together, the number of observations increased significantly.

Case 19: The results of this case are similar to those for Case 18 in that the combination of variables $b$ or $c$ encompasses a much larger percentage of the observations, but the percent verification did not increase significantly.

Case 20: This case is interesting in that several combinations of the variables led to an increase in the number of observations encompassed, but the percent verification remained essentially unchanged.

Cases 21 through 24: The combinations of variables considered in these cases did not improve the percent verification significantly in most cases, and the number of observations accounted for by the combinations was generally lower than those for the individual variables.

With the exception of a very few cases, the data given in Table 5 show that single variables are associated with CAT in about the same way as multiple variables; however, more areas of turbulence are accounted for in many instances when variables are considered in combination. In the cases where the percent verification increased, the number of cases generally decreased. Thus, there is a trade-off between the percent verification, and the number of areas within which CAT would be expected for the stated conditions.

The best relationships between combinations of variables and non-CAT conditions are given by Cases 1 and 2 for the $300-\mathrm{mb}$ level, and Cases 16 and 17 for parameters determined from 100 and $200-\mathrm{mb}$ data. The number of occurrences for the stated combinations of variables in these four cases is not large; the combinations of the variables considered differentiate between turbulent and non-turbulent conditions for only approximately $15 \%$ of the observations. As shown in Table 5, the frequency distributions for turbulent and non-turbulent conditions show significant differences primarily when turbulence occurred rather than when turbulence did not occur.

The cases where variables or a combination of variables with a verification of at least $75 \%$, and where a large number of cases were included, are 3,6 , and 7 for the $300-\mathrm{mb}$ level, 10 for the $200-\mathrm{mb}$ level, 14 and 15
for the $100-\mathrm{mb}$ leve1, 18,19 , and 20 for variables based on data at the 100 - and $200-\mathrm{mb}$ levels, and 21 for mixed layers. In these cases, approximately one-fourth to one-third of the total number of observations are included. Cases 3, 10, and 21 show that scalar wind speed at the 100 m , $200-$, and $300-\mathrm{mb}$ levels is related to turbulence in about the same way as other variables or combinations of variables. The Richardson number has been found by many investigators to be a good indicator of CAT in the troposphere, but for the data shown here for the stratosphere the Richardson number, even when used in combination with other variables, is not a key parameter which differentiates between CAT and non-CAT conditions.

The variables in the lower stratosphere and upper troposphere which appear to be most important in differentiating between turbulent and nonturbulent conditions are scalar wind speed, vorticity, horizontal vector wind shear, vertical vector wind shear, the advection of relative vorticity, absolute vorticity, and the time ratemof-change of vorticity, horizontal wind shear, vertical wind shear, lapse rate of temperature, and the CAT Index. Fortunately, most of these variables are available or may be determined easily from synoptic data. In addition, many of them can be predicted with reasonable accuracy.

## F. VERIFICATION OF RESULTS AND A SUGGESTED PROCEDURE FOR FORECASTING CAT

An abundance of clear-air turbulence data in the stratosphere above $12.2 \mathrm{~km}(40,000 \mathrm{ft})$ does not exist. Some data were obtained, however, from about 20 flights of the YF-12A airplane flying in the same general area and altitudes as the $\mathrm{XB}-70$. Meteorological parameters associated with CAT and non-CAT areas for these flights were computed in the same manner as those for the XB-70 data, but because of the small sample size (about 20 areas each of CAT and non-CAT) it was not possible to establish frequency distributions as was done for the $X B-70$ data. Instead, the results obtained from the $\mathrm{XB}-70$ were checked as follows using YF-12A data. The number of parameters which exceeded the limits presented in Table 5 associated with CAT and non-CAT areas was counted at each pressure level and for the $100-200-\mathrm{mb}$ layer. It was found that when CAT occurred there were more limits exceeded than when CAT did not occur. The average number which was exceeded when CAT occurred for all layers was about 10 as compared to about 6 for the non-CAT areas. In addition, it was found that the number of parameters whose limits were exceeded near the flight altitudes was generally greater in CAT areas as compared with those in non-CAT areas. For example, when the flight level was between 100 and 200 mb the number of parameters whose limit was exceeded at 200 mb was about 8 -to-10 as compared with $2-$ to -6 when CAT did not occur. There were cases when these results were not obtained, but in these cases CAT was observed nearby (generally within 300 km ).

A suggested procedure for using the $\mathrm{XB}-70$ results to forecast CAT is as follows. Evaluate the parameters in Table 5, count the number of parameters exceeding the stated limits, and prepare charts showing the areal distribution of these numbers. Some indication of the altitude where the CAT would be expected can be estimated by comparing the relative number of limits exceeded at the $300-, 200-$, and $100-\mathrm{mb}$ levels.

Examples of this procedure for two $X B \infty 70$ flights are shown in Figs. 3 and 4. These figures contain isopleths drawn for the number of limits


Fig. 3. Analysis of the number of parameters exceeding specified limits for October 16, 1965. The flight track of the $\mathrm{XB}-70$ shows where turbulence was encountered.
exceeded for variables presented in Table 5, and the flight tracks of the airplane showing where turbulence was encountered. The parameters were evaluated from rawinsonde data encompassing the flight time. In both figures, most turbulence was encountered in regions where the number of limits exceeded is about 8 or more, and smooth flight conditions in regions of 6 or less. With the exception of the extensive turbulence encounter over Idaho in Fig. 4, the turbulent regions were encountered in or near regions where the maximum number of limits were exceeded. For both flights there was generally a greater percentage of exceedances near the flight altitude than below it, but additional research is needed before conclusions can be reached regarding the expected altitude of turbulence. Results from this technique are considered further in the composite forecasting method presented in Chapter VI.


Fig. 4. Analysis of the number of parameters exceeding specified limits for January 3, 1966. The flight track of the $\mathrm{XB}-70$ shows where turbulence was encountered.

# CHAPTER IV. FORECASTING CLEAR-AIR TURBULENCE WITHIN SUB-LAYERS OF THE STRATOSPHERE BY DISCRIMINANT FUNCTION ANALYSIS 

by<br>Terry Lee Clark<br>Center for Applied Geosciences<br>Texas A\&M University, College Station, Texas

## A. ABSTRACT

A procedure incorporating discriminant functions, derived from a form of linear regression, which would forecast the occurrences of clearair turbulence within $2.1-\mathrm{km}$ ( $7000-\mathrm{ft}$ ) sub-layers of the lower stratosphere (12.2-20.4 km or $40,000-67,000 \mathrm{ft}$ ) over the western United States was devised. The values of 69 synoptic-scale parameters corresponding to turbulent and non-turbulent regions over the western United States were obtained from the United States rawinsonde network. The turbulent and non-turbulent regions were determined from turbulence data obtained from 46 stratospheric flights of the $\mathrm{XB}-70$ aircraft during the period March 1965 to November 1967, and 23 stratospheric f1ights of the YF-12A aircraft during the period March 1970 to January 1972.

The regions associated with the $\mathrm{XB}-70$ data sample were grouped into one or more of five categories determined by the altitude of the aircraft at the time the turbulence or non-turbulence was reported. Discriminant function analysis was then employed to construct functions which could discriminate the turbulent from the non-turbulent regions. The best functions obtained for the sub-layers of the $\mathrm{XB}-70$ data sample were tested by using independent information from the YF-12A data sample. Five functions, which best discriminated the regions in a sub-layer for both samples, were selected for the procedure of forecasting turbulent regions. This procedure, for the most part, identified correctly over 85 per cent of the turbulent and non-turbulent regions in each of the five sub-layers.

Three different approaches were employed to investigate the possibility of forecasting the intensity of turbulence. One attempted to find a pair of synoptic-scale parameters of which simultaneous values would indicate the intensity of the turbulence predicted by the discriminant functions. Another examined the possibility of the values of the discriminant functions indicating the intensity of the predicted turbulence. The last approach attempted to construct discriminant functions which would indicate objectively the intensity of the predicted turbulence. This approach, which proved to be the most successful, produced a discriminant function which identified correctly 62.5 and 68.5 per cent of the moderate to severe turbulence and light turbulence reports, respectively. Discriminant function analysis proved useful in determining a procedure to forecast the intensity of clear-air turbulence.

## B. INTRODUCTION

## 1. Statement of the problem

clear-air turbulence (CAT), or turbulence formed by mechanisms other than those associated with convection and normally encountered in cloud-free areas, is a mesoscale atmospheric phenomenon which has been related to various mesoscale atmospheric parameters, such as vertical and horizontal wind shears, gradient Richardson number, and horizontal temperature gradient. This mesoscale phenomenon always has been a problem to aviation, since it can lead to discomfort for pilots and passengers and in extreme conditions produce vertical accelerations strong enough to damage the structure of the aircraft.

Since the advent of military and commercial stratospheric aircraft flights, an adequate procedure to forecast the spatial and temporal occurrences of stratospheric CAT is needed to warn aviators of the hazard. However, a successful forecasting procedure is difficult to develop without a firm foundation for the theory of CAT, and this has not been established. One of the reasons that an adequate foundation has not been established is that meaningful CAT data, especially stratospheric, are difficult to obtain systematically. Moderate or severe CAT over the United States in winter, the peak season for CAT, is encountered less than 5 per cent and light CAT is encountered between 10 and 15 per cent of over-all aircraft flight time (Endlich and Mancuso, 1967). Moreover, it is difficult to obtain representative data on the mesoscale atmospheric parameters associated with CAT. Also, it is unclear which of the many measurable mesoscale parameters should be incorporated into the forecasting procedure.

A forecasting procedure utilizing only the mesoscale parameters thought to be associated with CAT would be impractical for several reasons. For one, mesoscale parameters measured from aircraft would apply only to the localized regions in which they were measured. An exorbitant number of hours, measurements, recordings, and calculations would be necessary, therefore, to obtain the proper information to predict occurrences of CAT. Also, unlike synoptic-scale parameters, the values of mesoscale parameters change quickly with time and can be forecasted accurately for periods of less than 3 to 5 h (Robinson, 1967). This would require more than several mesoscale sampling missions each day.

## 2. Objectives

The objective of this research is to determine, from a statistical approach, algebraic functions involving selected synopticscale parameters which would indicate areas and altitudes where stratospheric CAT would occur. Although CAT is thought to be caused primarily by mesoscale parameters, synoptic-scale parameters are used, since their values are much easier to obtain on a regular basis and can be forecasted for much longer periods of time than mesoscale parameters. Moreover, it has been shown by Scoggins
et al. (1972) from statistical and synoptic approaches that there is an interrelationship between mesoscale and synoptic-scale atmospheric phenomena.

Discriminant function analysis, first developed by Fisher (1936), was chosen as the statistical approach, since it proved to be reasonably successful in previous studies (Panofsky and Brier, 1958; Miller, 1962; Cox, 1973). The functions were determined from aircraft CAT data sampled by an $\mathrm{XB}-70$ aircraft during the period March 1965 to November 1967 and were tested by independent CAT data sampled by a YF-12A aircraft during the period March 1970 to January 1972.

The research included investigations of several procedures of indicating the intensities of CAT. Three different procedures were examined. The first attempted to determine the intensity of the CAT by examining the simultaneous values of pairs of synopticscale parameters; another examined the numerical values of individual discriminant functions; and the third employed predictive functions derived from discriminant function analysis.

## C. BACKGROUND TO RESEARCH

## 1. Previous studies

In the last two decades, many articles have been written concerning the mechanisms and prediction of CAT. As should be expected, some of the results and conclusions reached by the various authors do not concur completely since a firm foundation of the theory of CAT has not been established.

One conclusion which many researchers support is that CAT is caused primarily by unstable shear-gravity or gravity-inertia waves breaking into small eddies and transferring kinetic energy downscale (Kuettner, 1952; Clodman, Morgan and Ball, (1961); Holmboe, 1963; Endlich and Mancuso, 1964; Thompson, 1973). This process is illustrated in Fig. 5. It is theorized that sheargravity waves will become unstable when the condition

$$
\left(\rho-\rho^{\prime}\right) \lambda<\frac{\rho \rho^{\prime \prime}\left(u^{\prime}-u\right)^{2}}{\rho+\rho^{\prime}} \frac{2 \pi}{g}
$$

is satisfied (Haltiner and Martin, 1957). (The lambda represents the wave length and the primed and unprimed quantities represent the conditions in the layer above and below, respectively, a surface of discontinuity.) In support of this theory, Hicks and Angell (1968) have shown that CAT occurred in relatively stable layers where considerable wind shear was present (conditions favoring breaking waves) after the presence of waves were discovered by radar in the same areas.


Stable gravity waves


Gravity waves becoming unstable


Breaking gravity waves and eddies


Braided phenomenon indicating turbulence
Fig. 5. Illustration of the stages of breaking gravity waves resulting in the formation of clear-air turbulence. The stages were detected by radar and reported by Hicks and Angell (1968).

According to another widely accepted theory, the motion becomes turbulent when the value of the Richardson number, which is the ratio of the buoyant force to the shearing stress, i.e.,

$$
\begin{equation*}
\operatorname{Ri}=\frac{g}{\bar{\theta}} \frac{\partial \bar{\theta} / \mathrm{O} \mathrm{z}}{|(\partial \stackrel{\rightharpoonup}{\mathrm{~V}} / \partial \mathrm{z})|^{2}} \tag{1}
\end{equation*}
$$

becomes smaller than some critical value. In this equation, $g$ is gravity, $\theta$ is potential temperature, $\vec{\nabla}$ is the average vector wind, $z$ is altitude, and a bar denotes an average. However, the critical number is uncertain, since the manner in which to calculate the Richardson number has many variations. Veazey (1970) indicated that from 31 studies utilizing measured data, the critical Richardson number varied from 0.5 to 5.0 , while Lumley and Panofsky (1964) believe the correct value is 0.25 .

Many studies have been undertaken based on using these two theories and others to relate atmospheric parameters to the formation of CAT. Endlich (1964) remarked that the sufficient conditions which lead to the formation of CAT have not been formalized, but certain mesoscale features appear adequate. They are a large vertical variation of wind speed and direction, the presence of an inversion, a sharp curvature of trajectory, and the presence of appreciable vertical motion. Ehernberger (1968) reaffirmed that wind velocity, vertical wind shear, and temperature parameters obtained from rawinsonde measurements were related to stratospheric CAT. In addition, Colson (1969) found a good relationship between relative vorticity and CAT, while Waco (1970) discovered that the vertical gradient of potential temperature within $0.3 \mathrm{~km}(1000 \mathrm{ft})$ of the turbulent layer correlated well with high-altitude CAT.

With these and other theories and correlations as the bases for their studies, many researchers have attempted to construct successful procedures to forecast CAT. The first procedures reflected the inaccessibility of computers and therefore were simplified. Harrison (1959), for instance, examined data reported by commercial aircraft to determine the probability of an aircraft encountering CAT. He based his procedure upon the horizontal wind shear and the relative position of the jet stream.

As computers became accessible, standard meteorological data became easier to analyze and utilize. As a result, procedures to forecast CAT became more numerous and complex. Over the last few years, statistical analysis has been used widely as a research tool in developing forecasting procedures. Waco (1970) used the Chisquared and Kolmogorov-Smirnov tests to determine the best atmospheric parameters which could be used in a forecasting procedure. Mancuso, Endlich, and Davies (1966), who found a 0.45 correlation coefficient between turbulence and the product of vertical wind shear and deformation, developed a technique to determine the climatology of turbulence. Cox (1973) used discriminant function analysis to determine functions, with synoptic-scale parameters as variables, which would discriminate occurrences and non-occurrences of stratospheric CAT.

## 2. Theory

The method of discriminant function analysis, a form of regression analysis, is hardly a new one, since Fisher (1936) developed it almost four decades ago. Since then, several studies have been undertaken by using the analysis to attempt to predict such non-numerical predictands as occurrences of precipitation (Panofsky and Brier, 1958), ceiling heights (Miller, 1962), and occurrences of CAT (Cox, 1973).

Discriminant function analysis formulates equations, composed of any number of terms involving parameters related to an event, which are capable of producing information identifying the occurrences and non-occurrences of that event. The greater the number of terms in the discriminant function, the greater the probability of obtaining an expression which perfectly discriminates Event 1 (the occurrence) from Event 2 (the non-occurrence) in a given data sample. However, it should be emphasized that the greater the number of terms in the discriminant function, the greater the probability of limiting the success of the discriminant function to the dependent sample only. In this research, the maximum number of terms considered was three.

Linear and non-linear discriminant function analyses are beneficial as research tools, since the ability of sele'cted combinations of variables and the resulting functions to discriminate Event 1 from Event 2 in a sample can be determined easily. Additionally, once the most successful combination of variables has been determined, the resulting discriminant function can be used as a forecasting implement. After the values of the pertinent atmospheric parameters have been substituted into the discriminant function, the value of the function would indicate to which event the case would belong. If the functional value exceeded zero, the case would be classified as an occurrence of Event 1. If the functional value was less than zero, the case would be classified as an occurrence of Event 2.
a) Linear discriminant function analysis. The general form of the linear discriminant function is

$$
\begin{equation*}
\mathrm{L}=\mathrm{c}_{\mathrm{o}}+\mathrm{c}_{1} \mathrm{x}_{1}+\mathrm{c}_{2} \mathrm{x}_{2}+\mathrm{c}_{3} \mathrm{X}_{3}+\ldots \mathrm{c}_{\mathrm{k}} \mathrm{X}_{\mathrm{k}}, \tag{2}
\end{equation*}
$$

where $X_{1}, X_{2}, X_{3}, \ldots X_{k}$ are numerical predictors and represent synopticmscale atmospheric parameters in this research. The coefficients $c_{1}, c_{2}, c_{3}, \ldots c_{k}$ are chosen in a manner to maximize the quantity

$$
\mathrm{T}^{2}=\left(\frac{\overline{\mathrm{L}}_{1}-\overline{\mathrm{L}}_{2}}{\mathrm{~S}_{\mathrm{L}}}\right)^{2}
$$

where $\bar{L}_{1}$ and $\bar{L}_{2}$ are the average functional values for the respective Events, or Groups, and $S_{\text {}}$ is the standard deviation of $L$ computed by pooling the sums of squares computed within each group.

The values of these coefficients were determined from the following set of equations:

$$
\begin{align*}
& \overline{c_{1} x_{1}}+c_{2} \overline{x_{1} x_{2}}+c_{3} \overline{x_{1} x_{3}}+\ldots+c_{k_{1}} \overline{x_{1} x_{k}}=\frac{N_{1} N_{2} d_{1}}{\left(N_{1}+N_{2}\right)^{2}}  \tag{3}\\
& c_{1} \overline{x_{2} x_{1}}+c_{2} \overline{x_{2}}+c_{3} \overline{x_{2} x_{3}}+\ldots+c_{k} \overline{x_{2} x_{k}}=\frac{N_{1} N_{2} d_{2}}{\left(N_{1}+N_{2}\right)^{2}}  \tag{4}\\
& c_{1} \overline{x_{3} x_{1}}+c_{2} \overline{x_{3} x_{2}}+c_{3} \overline{x_{3}^{2}}+\ldots+c_{k} \overline{x_{3} x_{k}}=\frac{N_{1} N_{2} d_{3}}{\left(N_{1}+N_{2}\right)^{2}}  \tag{5}\\
& \begin{array}{c}
\vdots \\
c_{1} \overline{x_{k} x_{1}}+c_{2} \overline{x_{k} x_{2}}+c_{3} \overline{x_{k} x_{3}}+\ldots+c_{k} x_{k}^{2}=\frac{N_{1} N_{2} d_{k}}{\left(N_{1}+N_{2}\right)^{2}},
\end{array} \tag{6}
\end{align*}
$$

where $x_{i}=X_{i}-\bar{X}_{1+2}$ is the deviation of the value of the parameter, $X_{i}^{i}$, from the pooled mean of Groups 1 and $2 ; d_{i}=\overline{X_{i}}-\overline{X_{i}^{\prime}}$ is the difference between the mean of the parameter $X_{i}$ of Group $1^{i}$ and the mean of the parameter $X_{i}$ of Group 2; and $N_{1}$ and $N_{2}$ are the total number of cases in the turbulent and non-turbulent Groups, respectively.

A part of the right-hand side of Eqs. (3) through (6), $\mathrm{N}_{1} \mathrm{~N}_{2} /\left(\mathrm{N}_{1}+\mathrm{N}_{2}\right)^{2}$, was used here in order to eliminate the need for a corrective term for the mean. If $N_{2} /\left(N_{1}+N_{2}\right)$ represents a predictand for all cases of Group 1 and $-\left(\bar{N}_{1} / N_{1}+N_{2}\right)$ represents a predictand for all cases of Group 2, the average value of the predictand is zero, since

$$
N_{1}\left(\frac{N_{2}}{N_{1}+N_{2}}\right)+N_{2}\left(\frac{-N_{1}}{N_{1}+N_{2}}\right)=0
$$

Therefore, the sum of the squares of the predictands is given by:

$$
N_{1}\left(\frac{N_{2}}{N_{1}+N_{2}}\right)^{2}+N_{2}\left(\frac{-N_{1}}{N_{1}+N_{2}}\right)^{2}=\frac{N_{1} N_{2}}{N_{1}+N_{2}}
$$

After the $k$ equations and $k$ unknowns are solved by determinantal methods, the coefficients are substituted into the following equation so that $c_{o}$, the corrective coefficient, can be determined:

$$
\begin{equation*}
c_{0}=-c_{1} x_{1}^{*}-c_{2} x_{2}^{*}-c_{3} x_{3}^{*}-\ldots-c_{k} x_{k}^{*}, \tag{7}
\end{equation*}
$$

where $x_{i} *=\left(\overline{X_{i}}+\overline{X_{i}{ }^{3}}\right) / 2$ is the mean of the sum of the means of the parameter $X_{i}^{i}$ of Groups 1 and 2. After the corrective coefficient has been calculated, the discriminant function of Eq. (2) is in a working form (Panofsky and Brier, 1958). When $\mathrm{L}=0$, in the case of a two-variable function, the resulting line in the $\mathrm{X}_{1} \mathrm{X}_{2}$ plane represents the linear discriminant function which best descriminates Events 1 and 2. Figure 6 illustrates figuratively the discrimination performed by an ideal, linear, discriminant function involving atmospheric parameters $X_{1}$ and $X_{2}$.
b) Non-linear discriminant function analysis. One dis-
advantage of the technique of using linear discriminant functions arises when the function discriminating Events 1 and 2 can discriminate best by becoming non-linear. The coefficients are determined from a set of equations similar to those which are used for the linear discriminant function analysis but containing powers of one or more of the variables. These equations assume the following form:

$$
\begin{align*}
& \overline{c_{1} x_{1}^{2}}+\overline{c_{2} x_{1} x_{2}^{2}}+c_{3} \overline{x_{1} x_{3}}+\ldots+c_{k} \overline{x_{1} x_{k}}=\frac{N_{1} N_{2} d_{1}}{\left(N_{1}+N_{2}\right)^{2}}  \tag{8}\\
& \overline{c_{1}} x_{2}{ }^{2} x_{1}+c_{2} x_{2}^{4}+c_{3} x_{2}{ }^{2} x_{3}+\ldots c_{k} x_{2}{ }^{2} x_{k}=\frac{N_{1} N_{2} d_{2}}{\left(N_{1}+N_{2}\right)},  \tag{9}\\
& c_{1} x_{3} x_{1}+\overline{c_{2} x_{3} x_{2}^{2}}+c_{3} x_{3}^{2}+\ldots c_{k} \overline{x_{3} x_{k}}=\frac{N_{1} N_{2} d_{3}}{\left(N_{1}+N_{2}\right)^{2}},  \tag{10}\\
& \overline{c_{1} x_{k} x_{1}}+c_{2}{c_{1} x_{2}{ }^{2}}^{\left(c_{3} x_{k} x_{3}\right.}+\ldots c_{k} x_{k}^{2}=\frac{N_{1} N_{2} d_{k}}{\left(N_{1}+N_{2}\right)^{2}} \tag{11}
\end{align*}
$$

Figure 7 illustrates figuratively the improvement in the discrimination when the non-linear function is used. The broken line from point A to $B$ represents the best linear discriminant function. This line did not discriminate perfectly occurrences of Events 1 and 2 , since


Fig. 6. Illustration of the discrimination of two events by an ideal, linear discriminant function.


Fig. 7. Illustration of the discrimination of two events by an ideal, non-linear discriminant function. The dashed line, $A B$, represents the best linear discriminant function.
it incorrectly identified two occurrences of Event 1 and one occurrence of Event 2. Theoretically, utilizing non-linear discriminant function analysis, in some cases, should improve the ability to discriminate occurrences and non-occurrences of CAT (Groups 1 and 2 , respectively), since only a few of the terms in turbulence theory are non-linear. An example is the square of the vertical wind shear in the denominator of the Richardson number, Eq. (1).

> D. DATA

## 1. Aircraft

The turbulence data employed in this research were provided by the NASA Flight Research Center, Edwards, California, and were obtained by two instrumented supersonic aircraft while in flight in the $12.2-20.4-\mathrm{km}(40,000-67,000-\mathrm{ft})$ layer of the atmosphere over the western United States. The $\mathrm{XB}-70$ aircraft, which has been flown at speeds up to Mach 3.0 and altitudes over 21.3 km ( $70,000 \mathrm{ft}$ ), obtained turbulence data from 46 flights during the period of March 1965 to November 1967 (Fulton, 1968). These data were used in this research as the dependent sample. Data from 23 flights of the YF-12A aircraft, obtained during the period of March 1970 to January 1972, were used in this research as the independent sample.

The aircraft flights were not distributed evenly over the months of the calendar. However, the monthly percentages of the flights generally corresponded to the monthly percentages of all occurrences of turbulence reported by the Air Weather Service (Starch, 1968). This fact enhances the value of the aircraft sample.

Each aircraft was instrumented with a NASA VGH (velocity-vertical acceleration-height) recorder which provided continually air speed, normal accelerations at the center of gravity of the aircraft, and aircraft altitude. The peak-to-peak normal accelerations, measured in g-units, were assumed to be direct indications of the intensity of the encountered turbulence. It was assumed that both aircraft would respond identically to turbulence. These normal accelerations were encountered by the two aircraft along planned routes, which differed with each mission. However, since the primary purpose of the missions was to test the aircraft, in a few cases alternative routes were scheduled if moderate or severe turbulence was thought to occur along the selected route (Wilson et al., 1971).

The flight routes of the $\mathrm{XB}-70$ aircraft and the encounters of turbulence were superimposed upon geographical maps of the western United States (Ehernberger, 1968). For every encounter of CAT, the time of encounter, peak-to-peak normal accelerations at the center of gravity of the aircraft, distance flown through
the turbulence, and pressure altitude were listed for each flight. The map of the data obtained from the $\mathrm{XB}-70$ aircraft on November 2 , 1965, is shown in Fig. 2. Similarly, maps were produced utilizing the information provided by the YF-12A aircraft.

Segments of the flight route, $\sim 200 \mathrm{~km}$ in length, were classified as "turbulent" if more than one occurrence of turbulence was encountered along that portion. Some other segments of similar length were classified as "non-turbulent" if no turbulence was encountered by the aircraft along that portion. Turbulent and non-turbulent regions encompassing individual segments were established. Efforts were undertaken to maximize both the number of classified segments of a flight route and the distance separating each classified segment. It was necessary to separate the classified segments of the flight routes as far as possible in order to minimize the interdependence of the values of the synoptic parameters characteristic of one segment with those of another. As a result of this procedure, the $46 \mathrm{XB}-70$ aircraft flights yielded 94 turbulent and 78 non-turbulent segments, while the 23 YF-12A flights yielded 18 turbulent and 22 non-turbulent segments.

## 2. Meteorological

Since most of the data obtained from the aircraft missions were collected during midday, the preceding 1200 GMT and succeeding 0000 GMT rawinsonde data for the corresponding XB-70 and YF-12A flight days were utilized to analyze $300-, 200-$, and $100-\mathrm{mb}$ constant-pressure maps. Although large portions of the flight routes were well above the $100-\mathrm{mb}$ surface, rawinsonde data above that level were not utilized since the accuracy of wind measurements above the $100-\mathrm{mb}$ level deteriorates. In addition, Scoggins and Incrocci (1973) concluded that occurrences of stratospheric CAT were correlated with upper tropospheric and lower stratospheric ( $9.1-16.2 \mathrm{~km}$ or $30,000-53,000 \mathrm{ft}$ ) conditions.

Values of 69 atmospheric parameters characterizing each turbulent and non-turbulent region were determined from the many constant pressure charts by averaging the values of the parameters observed in the region containing the segment. It was assumed that the mean values of the parameters were representative of the values observed in the regions. The 69 atmospheric parameters are listed in Chapter III, and in Appendices A and B.

Synoptic-scale parameters which involved partial derivatives were computed by utilizing a square grid of $158-\mathrm{km}$ spacing (illustrated by Fig. 1), and those which involved time changes were computed from the 1200 GMT to 0000 GMT time period. Values of all the parameters, except those involving rates of change, were determined from the 1200 GMT information since it was desired to characterize the state of the atmosphere before the turbulence was encountered. All the values which pertained to the XB-70 sample were stored on magnetic tape and those which pertained to the YF-12A sample were punched onto computer cards.

## E. ANALYSIS OF DATA

## 1. Stratification

Since one objective of this research was to determine altitudes where CAT would occur, it was necessary to categorize the data into groups representing atmospheric sub-layers. The synoptic data pertaining to the regions in a sub-layer could, therefore, be utilized to determine discriminant functions which would predict the occurrence of turbulence in that particular sub-layer. The sub-layer, especially for the sample of dependent (XB-70) data, needed to be large enough to insure adequate sub-sample sizes, and to possess a sufficient number of turbulent and non-turbulent regions from which statistical results could be drawn.

Sub-samples were obtained by establishing 2.1-km (7000-ft) thick sub-layers from the 12.2 - to $20.4-\mathrm{km}(40,000$ - to $67,000-\mathrm{ft})$ layer sampled by the two aircraft. The thickness of the sub-layers was chosen on the basis of the distribution of data in the vertical and the desire to minimize the number of sub-layers. It is unknown whether the results would have been improved if a different thickness was chosen. By overlapping each sub-layer with adjacent sub-layers by 0.61 km ( 2000 ft ), some of the regions and the appropriate synoptic data were used for more than one sub-layer. The number of regions in each sub-layer was increased to enhance the statistical significance of the data. The 112 turbulent and 100 non-turbulent regions from the $X B-70$ and YF-12A samples were separated into one or more of the following sub-layers:

$$
\begin{array}{ll}
12.2-14.3 & (40,000-47,000), \\
13.7-15.9 & (45,000-52,000), \\
15.2-17.4 & (50,000-57,000), \\
16.8-18.9 & (55,000-62,000), \text { and } \\
18.3-20.4 \mathrm{~km} & (60,000-67,000 \mathrm{ft}) .
\end{array}
$$

## 2. Determination of variables used

The determination of synoptic-scale atmospheric parameters used in the analyses of turbulence is difficult since our understanding of CAT mechanisms is limited drastically. To compound the problem, the process of determining appropriate variable combinations for use in the discriminant function analysis also is difficult. The variables in one combination should be uncorrelated and each variable should, ideally, demonstrate some bimodality with respect to turbulent and non-turbulent regions in order for the analysis to yield accurate results. However, most parameters are at least slightly correlated physically, temporally, or spatially, and few parameters from a large sample are found to demonstrate a satisfactory degree of bimodality.

A variable-combination selective process was used by Miller (1962). Out of 75 atmospheric parameters available to predict ceiling heights, Miller's process defined only five which contained enough discriminatory information. In addition, Miller noted that there was no reason to believe that the selected
predictors were the best set obtainable from all the available predictors. Such an approach was neither feasible in this study, because of constraints imposed by budgetary considerations, nor sufficiently promising to warrant consideration.

Ideally, linear discriminant functions constructed from all possible two- and three-variable combinations should be calculated from the dependent data sample and tested from the independent data sample in order to determine the most significant combinations of variables. However, this is far from being practical, since the process would involve 54,740 linear discriminant functions and many hours of computer time that were not available for this work.

The first variable combinations used in this research were adopted from Cox (1973), who utilized the resulting functions to attempt to forecast the occurrence of turbulence in the stratosphere without stratification of the data. These combinations were selected as the result of a statistical study. Correlation matrices comprised of correlation coefficients between all 69 variable combinations were selected on the basis of two requirements. The first was that the absolute value of the correlation coefficient for the combined turbulent and non-turbulent regions be less than 0.30, while the second was that the absolute difference between the absolute values of the correlation coefficients for the turbulent and non-turbulent regions be greater than or equal to 0.30 . Other two-variable and all three-variable combinations were chosen on the basis of their physical relationships to CAT.

## 3. Determination of linear discriminant functions

Based upon the theory of discriminant function analysis discussed previously, a computer program was designed to calculate the values of the coefficients once the combination of variables had been selected. The 112 combinations selected by Cox were used to construct 112 discriminant functions for each of the five sublayers. After the functions were constructed from XB-70 data, the computer was used to calculate the values of the functions by using simultaneous values of the proper variables from the dependent data sample. Theoretically, if the functional value exceeded zero, turbulence would be expected to occur; turbulence would not be expected to occur if the functional value was less than zero; and no conclusions would have resulted if the functional value equalled zero.

The initial indication of success of a discriminant function was based upon how well it identified both the turbulent and non-turbulent regions of the $\mathrm{XB}-70$ sample in the appropriate sublayer. The computer program calculated the percentage of the total number of turbulent and non-turbulent regions identified correctly. Any function was considered to have potential as a turbulent predictive equation if both of the turbulent and non-turbulent verification percentages exceeded 60 per cent.

The two-variable combinations, for which the discriminant functions showed an initial indication of success, were used with a third variable to form three-variable combinations. For example, if the discriminant function comprised of the two-variable combination, $A$ and $B$, discriminated rather well, functions comprised of combinations $A-B-C, A-B-D, A-B-E$, and so on were determined. The addition of the third variable usually yielded the same degree of success or improved the success of the twovariable combination. The three-variable functions which yielded results better than their two-variable counterparts were retained and the others were discarded.

The three-variable combinations, for which the discriminant functions indicated an initial success, were used again in an altered form. One variable at a time was changed in an attempt to improve the results. This process resulted in a fewer number of improvements than the one previously discussed. Attempts to improve the three-variable functions in a sub-layer ceased when at least five of them yielded results which identified correctly 70 per cent or more of the turbulent and nonturbulent cases.

## 4. Determination of non-linear discriminant functions

After the best linear discriminant functions were chosen for the five sub-layers, non-linear discriminant function analysis was employed. The computer program employed to construct linear discriminant functions was altered to construct non-linear functions composed of squared variables from the dependent data sample. Each of the three-variable combinations of the selected linear discriminant functions was used in this program three times, but each time a different variable in the combination was squared. The program again was altered so that discriminant functions comprised of more than one squared variable could be constructed.

As a result of this analysis, the discriminating line became a discriminating curve. A large majority of these discriminating curves yielded results that were worse than the discriminating lines. However, those non-linear functions which brought improvement were retained and their linear counterparts discarded.

## 5. Determination of predictive procedure for turbulence

The functions selected for the predictive procedure for each sublayer, excluding the 16.8 to $18.9-\mathrm{km}(55,000$ to $62,000-\mathrm{ft}$ ) sub-layer, were determined by the following procedure. Those linear and nonlinear functions which correctly discriminated at least 70 per cent of the turbulent and non-turbulent regions of the $X B-70$ sample for the sub-layers for which they were constructed were applied to the appropriate sub-layer of the YF-12A data. For each sub-layer, five of these discriminant functions, which produced the best results for the YF-12A sample, were selected. Those functions constructed
from the $X B-70$ sample that produced satisfactory results when applied to the YF-12A sample were considered to have a greater probability of discriminating turbulent regions when applied as a forecasting tool than those that did not. This assumes that the samples are representative.

A different procedure to determine the predictive functions used in the forecasting procedure was employed for the 16.8 to $18.9-\mathrm{km}(55,000$ to $62,000-f t$ ) sub-layer, since very few of the many discriminant functions constructed from the $\mathrm{XB}-70$ sample for this sub-layer produced acceptable results when applied to the YF-12A sample. Discriminant functions to be used in this sub-layer were determined from a combined sample of the $X B-70$ and YF-12A data. The percentage of the turbulent and non-turbulent regions identified correctly by each function for both of the $\mathrm{XB}-70$ and YF-12A data samples was calculated. The five functions selected for this sub-layer were required to produce satisfactory results for each of the two samples. However, no independent data were available to test the formulated functions as in the cases of the other sub-layers.

## 6. Procedure for predicting the intensity of turbulence

An accurate predictive procedure to forecast the areas and heights of CAT in the stratosphere is desired. Therefore, an attempt to establish an objective forecasting procedure was a primary objective of this research. However, once that procedure has been determined and proven to be successful, the question as to the intensity of the predicted turbulence remains unanswered. It is to the pilot's advantage to know the intensity of the turbulence. If turbulence was expected to occur along the desired route, the pilot could alter his planned route, or reduce the speed of the aircraft when approaching and flying through the predicted turbulent area. Under certain conditions, the influence of turbulence on the aircraft can be decreased by reducing the speed of the aircraft, since the force exerting normal acceleration upon the aircraft is proportional to the product of the density of the atmosphere at that level and the speed of the aircraft (Burnham, 1969).

Three different procedures were investigated, one observational and two statistical in nature. The first approach examined the simultaneous values of several selected pairs of parameters for several intensities of turbulence. The turbulent regions of a sub-layer were categorized into three groups according to the intensities of the turbulence reports. The "light turbulence" group consisted of regions where turbulence caused normal accelerations at the center of gravity of the aircraft of less than 0.30 g-units; the "moderate turbulence" group included those which caused accelerations equal to or greater than 0.30 and less than 0.50 g-units; while the "severe turbulence" group included those which caused accelerations equal to or greater than 0.50 g -units.

The values of selected pairs of parameters and the intensities of the turbulence encountered within each sub-layer were plotted on graphs. An example for the 16.8 to $18.9-\mathrm{km}(55,000$ to $62,000-\mathrm{ft}$ ) sub-
layer with the $300-\mathrm{mb}$ zonal wind speed and the $200-\mathrm{mb}$ temperature as the pair of synoptic-scale parameters is illustrated in Fig. 8. The lines separating turbulence of different intensities were drawn subjectively, From this figure, it can be seen that the turbulent regions are grouped in a general fashion according to the intensity of the țurbulence. However, since there was no objective procedure to choose which two variable combinations would be appropriate to indicate the intensity of the turbulence, another approach was pursued.

This approach utilized the values of the individual discriminant functions and the average value of the five chosen for each sub-layer. It was hoped that the values of the functions would indicate the intensity of the turbulence. The advantage of such a relationship is that the necessary information would already be available, since the functional values must be calculated to determine whether turbulence would occur.

The computed values of the five selected discriminant functions, which exceeded zero, as well as the arithmetic mean, for each sub-layer were plotted on a logarithmic scale and as a function of the intensity of the turbulence reported in that sub-layer. Only the functional values for the turbulent regions correctly identified by the discriminant function were plotted. The plots for the values of the functions for the 18.3 to $20.4-\mathrm{km}(60,000$ to $67,000-\mathrm{ft}$ ) sublayer are illustrated in Fig. 9. The small circles in this illustration represent the mean of the functional values for the intensity group and the solid lines represent the range within one standard deviation of the mean.

The plots showed that some of the discriminant functions tended to have increasing values for increasing intensities of turbulence. However, the overlap of the functional values in the groups of intensities was too great to distinguish the intensity of the expected turbulence. Therefore, it was concluded that the results from this approach were unacceptable as a procedure for forecasting the intensity of turbulence. This confirmed the results obtained by Cox (1973).

The final approach made direct use of discriminant function analysis. This procedure required that the regions of the $\mathrm{XB}-70$ and YF-12A aircraft data samples be separated into two groups unlike those used in the first discriminant function analysis. The regions where moderate or severe turbulence was reported were separated from those where light or no turbulence occurred.

From the combined $\mathrm{XB}-70$ and YF-12A data samples, linear and non-linear discriminant functions were constructed and evaluated. The function which proved to discriminate best the intensities of the turbulence involved a three-variable combination -- the squares of two zonal wind-speed terms, and a vertical shear term. The resulting non-linear discriminant function is


Fig. 8. Subjective discrimination of the intensities of the turbulence encountered by the $\mathrm{XB}-70$ and $\mathrm{YF}-12 \mathrm{~A}$ aircraft within the $16.8-18.9-\mathrm{km}(55,000-62,000-\mathrm{ft})$ sub-1ayer.

-Fig. 9. Logarithmic plots of the positive values and the mean values of the five discriminant functions selected for the 18.3-20.4-km (60,000-67,000-ft) sub-layer as a function of the intensity of the turbulence. The open circles represent the mean value of the indicated function for the indicated intensity of turbulence. The solid lines represent the range within one standard deviation of the mean. The dashed lines connect the means of each function for each intensity category.

$$
\begin{align*}
L_{I}= & -0.266+8.424\left(10^{-5}\right)\left(u_{3}\right)^{2} \\
& +28.84\left(\partial \vec{V}_{h} / \partial z\right)_{2-1}  \tag{12}\\
& +5.353\left(10^{-4}\right)\left(u_{1}\right)^{2}
\end{align*}
$$

The set of parameters used in this equation has been associated with the occurrence of CAT in the lower stratosphere (Ehernberger, 1968; Cox, 1973).

If CAT was predicted in a given sub-layer and if $L_{T}>0$, moderate to severe CAT would be expected; if $L_{T}<0$, light CAT would be expected; and if $L_{T}=0$, no predictive conclusions would be obtained. From this approach, out of the 56 moderate to severe turbulent regions and the 130 light or non-turbulent regions, 62.5 and 68.5 per cent, respectively, were identified correctly. The results indicate that discriminant function analysis is useful for the establishment of a procedure to predict the intensity of turbulence.

It should be noted, however, that the turbulence data used in this research was not well-suited for determining a procedure which forecasts the intensity of CAT. The pilots of the aircraft did not search for occurrences of moderate to severe CAT in areas of encountered light CAT. There is no guarantee that intensities of CAT other than those encountered by the aircraft were non-existent. All the intensities in regions of CAT must be disclosed in order to obtain a data sample suitable for use in determining discriminant functions capable of forecasting the intensity of CAT.

## F. RESULTS

The five functions selected for each of the five sub-layers are listed in Table 6. The definition of the symbols used in the functions are listed at the end of this table. The percentages of the turbulent (T) and non-turbulent (NT) regions identified correctly by the individual discriminant functions and the number of turbulent and non-turbulent regions in each sub-layer for the two samples are listed in Table 7. It is important to note that the vast majority of the discriminant functions formulated for the 12.2 to 14.3$\mathrm{km}(40,000$ to $47,000-\mathrm{ft}$ ) sub-layer incorrectly identified the only nonturbulent region for this sub-layer from the independent data sample; hence a zero verfication percentage resulted. Conversely,

Table 6. The five discriminant functions selected for each sub-layer.


Table 6. (continued)

|  | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $c$ | ${ }^{\text {c }}$ | $c_{2}$ | $c_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 15.2-17.4-km (50,000-57,000-ft) Sub-Layer |  |  |  |  |
| Fl | $\mathrm{V}_{3}$ | $\mathrm{T}_{2}$ | $\left(\vec{v}_{\mathrm{h}} / \partial z\right)_{2-1}$ | -0.548 | $2.379 \times 10^{-2}$ | $-4.828 \times 10^{-3}$ | $-6.731 \times 10^{1}$ |
| F2 | $\mathrm{v}_{3}$ | $\partial \zeta_{1} / \partial t$ | $\partial\left(\partial \vec{v}_{\mathrm{h}} / \partial \mathrm{z}\right)_{2-1} / \partial t$ | -0.318 | $1.395 \times 10^{-2}$ | $-1.547 \times 10^{8}$ | $8.229 \times 10^{5}$ |
| F3 | $\mathrm{H}_{2}$ | $\mathrm{V}_{2}$ | $\mathrm{v}_{2}$ | -1.461 | $9.413 \times 10^{-5}$ | $1.470 \times 10^{-2}$ | $-3.385 \times 10^{-2}$ $=$ $6.758 \times 10^{2}$ |
| F4 | $\mathrm{v}_{1}$ | $\mathrm{T}_{1}$ | $5_{2}$ | 1.110 | $2.685 \times 10^{-2}$ | 2.323x1 | .758x1 |
| F5 | $\mathrm{v}_{1}$ | $\mathrm{T}_{1}$ | $\left(\partial(-\vec{V} \cdot \vec{\nabla} \zeta)_{1} / \partial t\right)^{2}$ | 1.395 | $2.498 \times 10^{-2}$ | $2.740 \times 10^{-2}$ | $6.029 \times 10^{24}$ |

16.8-18.9-km (55,000-62,000-ft) Sub-Layer

| Fl |  | $(\partial \vec{V} / \partial n)_{1}$ | $5_{2}$ | -0.294 | $2.173 \times 10^{-2}$ |  | $1.198 \times 10^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{v}_{1}$ |  |  |  |  |  |  |
| F2 | $\mathrm{v}_{1}$ | $(-\vec{V} \cdot \vec{\nabla} \mathrm{~T})_{3}$ | $\Gamma_{2-1}$ | -0.227 | $1.969 \times 10^{-2}$ | $4.870 \times 10^{2}$ | $3.628 \times 10^{1}$ |
| F3 | $\mathrm{v}_{1}$ | $\Gamma_{2-1}$ | $\zeta_{2}{ }^{2}$ | -0.252 | $2.053 \times 10^{-2}$ | $4.217 \times 10^{1}$ | $4.660 \times 10^{6}$ |
| F4 | $\mathrm{v}_{1}$ | $\mathrm{u}_{1}$ | $\zeta_{2}$ | -0.316 | $3.575 \times 10^{-2}$ | $-1.563 \times 10^{-2}$ | $1.073 \times 10^{2}$ |
| F5 | $\partial \mathrm{T}_{1} / \partial t$ | วCi/วt | $(-\vec{V} \cdot \vec{\nabla})_{1}$ | -6.297 | $2.721 \times 10^{3}$ | -3.198 | $-2.829 \times 10^{3}$ |

Table 6 . (continued)

|  | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $c^{\circ}$ | $c_{1}$ | $c_{2}$ | $c_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 18.3-20.4 | 67,000-1 | t) Sub-Layer |  |  |
| Fl | $\mathrm{V}_{1}$ | $(\partial \vec{V} / \partial n)_{1}$ | $\zeta_{2}$ | -0.568 | $3.855 \times 10^{-2}$ | $4.598 \times 10^{3}$ | $9.611 \times 10^{2}$ |
| F2 | $\mathrm{V}_{1}$ | $\mathrm{v}_{1}$ | $\zeta_{2}$ | -0. 565 | $3.915 \times 10^{-2}$ | $-4.348 \times 10^{-3}$ | $1.271 \times 10^{3}$ |
| F3 | $\mathrm{H}_{3}$ | $\partial \mathrm{T}_{1} / \partial t$ | $\Gamma_{2-1}$ | 4.643 | $-5.067 \times 10^{-4}$ | $5.170 \times 10^{3}$ | $5.142 \times 10^{1}$ |
| F4 | $\mathrm{H}_{2}$ | $\partial \mathrm{Ci} / \partial \mathrm{t}$ | $(-\vec{V} \cdot \vec{\nabla} \mathrm{~T})_{1}$ | 6.171 | $-5.206 \times 10^{-4}$ | -5.892 | $2.493 \times 10^{2}$ |
| F5 | $\mathrm{V}_{1}$ | $\left(\partial \vec{V}_{h} / \partial z\right)_{2-1}$ |  | 3.204 | $-1.113 \times 10^{-2}$ | $-5.609 \times 10^{1}$ |  |

List of Symbols

| $V$ | Scalar wind speed | $\eta$ | Absolute vorticity |
| :---: | :--- | :--- | :--- |
| $u$ | Zonal wind speed | $T$ | Temperature |
| $v$ | Meridional wind speed | $\Gamma$ | Temperature lapse rate |
| $\partial \vec{V}_{h} / \partial z$ | Vertical vector wind shear | $H$ | Pressure height |
| $\partial \vec{V} / \partial n$ | Horizontal vector wind shear | $\beta$ | Coriolis parameter |
| $\zeta$ | Relative vorticity | Ri | Richardson number |
| Ci | $C A T$ Index developed by Colson and Panofsky (1965) |  |  |

Subscripts 1,2 , and 3 denote the $100-, 200-$, and $300-\mathrm{mb}$ levels, respectively.

Table 7. Verification percentages*of the turbulent ( $T$ ) and non-turbulent (NT) regions for the functions presented in Table 6. The number of turbulent and non-turbulent regions for each sub-layer is indicated.

| Fl |  | F2 |  | F3 |  | F4 |  | F5 |  | Number of Regions |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | NT | T | NT | T | NT | T | NT | T | NT | $T$ | NT |

$12.2-14.3 \mathrm{~km}\left(40-47 \times 10^{3} \mathrm{ft}\right)$

| $\mathrm{XB}-70$ | 83.3 | 90.0 | 81.8 | 90.0 | 83.3 | 80.0 | 81.8 | 70.0 | 78.8 | 70.0 | 33 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
| $\mathrm{YF}-12 \mathrm{~A}$ | 66.7 | 00.0 | 75.0 | 00.0 | 85.7 | 00.0 | 75.0 | 00.0 | 66.7 | 00.0 | 14 | 1 |

$13.7-15.9 \mathrm{~km}\left(45-52 \times 10^{3} \mathrm{ft}\right)$

| $\mathrm{XB}-70$ | 84.8 | 92.3 | 72.7 | 92.3 | 78.8 | 84.6 | 72.7 | 76.9 | 75.8 | 69.2 | 33 | 13 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{YF}-12 \mathrm{~A}$ | 53.8 | 00.0 | 93.3 | 100.0 | 92.3 | 100.0 | 69.2 | 100.0 | 61.5 | 100.0 | 15 | 1 |

$15.2-17.4 \mathrm{~km}\left(50-57 \times 10^{3} \mathrm{ft}\right)$

| $\mathrm{XB}-70$ | 76.1 | 88.2 | 78.3 | 82.4 | 69.6 | 88.2 | 80.4 | 70.6 | 78.3 | 70.6 | 46 | 17 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{YF}-12 \mathrm{~A}$ | 92.9 | 60.0 | 78.6 | 40.0 | 36.7 | 33.3 | 71.4 | 40.0 | 71.4 | 60.0 | 15 | 6 |

$16.8-18.9 \mathrm{~km}\left(55-62 \times 10^{3} \mathrm{ft}\right)$

| $\mathrm{XB}-70$ | 60.0 | 83.3 | 65.7 | 80.0 | 65.7 | 80.0 | 57.1 | 86.7 | 68.6 | 60.0 | 35 | 30 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{YF}-12 \mathrm{~A}$ | 80.0 | 41.7 | 70.0 | 50.0 | 70.0 | 58.3 | 80.0 | 58.3 | 60.0 | 75.0 | 11 | 13 |

$18.3-20.4 \mathrm{~km}\left(60-67 \times 10^{3} \mathrm{ft}\right)$

| $\mathrm{XB}-70$ | 72.7 | 75.0 | 72.7 | 70.0 | 69.7 | 70.0 | 69.7 | 67.5 | 60.6 | 62.5 | 33 | 40 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{YF}-12 \mathrm{~A}$ | 66.7 | 55.6 | 66.7 | 55.6 | 66.7 | 77.8 | 33.3 | 66.7 | 66.7 | 77.8 | 3 | 9 |

[^3]the majority of the discriminant functions formulated for the 13.7 to $15.9-\mathrm{km}$ ( 45,000 to $52,000-\mathrm{ft}$ ) sub-layer correctly identified the only non-turbulent region for this submlayer from the independent data; hence a 100 per cent verification for four of the five chosen discrim minant functions resulted.

The results of the individual discriminant functions determined in this research were much better than those obtained for the functions formulated by Cox (1973). Cox made no effort to stratify the synoptic and turbulence data before formulating discriminant functions. Instead, the complete dependent data sample was used to formulate discriminant functions, which attempted to identify turbulent regions in unspecified layers of the lower half of the stratosphere. He then stratified the turbulent and non-turbulent regions into three $3-\mathrm{km}$ ( $10,000-\mathrm{ft}$ ) sublayers in order to examine the verification percentages of the four discriminant functions selected. The combinations of the variables used in the functions, the ability of the functions to discriminate the regions, and the number of turbulent and non-turbulent regions in each of the two samples are listed in Table 8. Cox found that the functions discriminated best for the regions of the 13.8 to $16.8-\mathrm{km}$ ( 45,000 to $55,000-f t$ ) sub-layer and noted that nine of the ten variables used in these functions represented atmospheric conditions within this layer.

In every sub-layer, more than ten different variables have been shown to be related to stratospheric clear-air turbulence. It would be advantageous to consider more than three variables when determining whether turbulence should occur within a sublayer. Therefore, it was believed that the predictive capabilities of the discriminant functions considered collectively would be improved by incorporating the best five discriminant functions of each sub-1 ayer.

The forecasting procedure employing this concept was based upon the simultaneous values of the five functions of a sub-layer. If four or five of the values of the discriminant functions for a region in a sub-layer exceeded zero, clear-air turbulence would be expected to occur in that region of the sub-layer. If one or two of the values of the discriminant functions for a region in a sublayer were less than zero, no turbulence would be expected to occur in that region of the sub-layer. When only three of the values were either greater or less than zero, no predictive information was obtained.

The percentage of turbulent and non-turbulent regions for the $\mathrm{XB}-70$ (dependent) and YF-12A (independent) data samples in each sub-layer, correctly identified by the forecasting procedure, are shown in Table 9. Also shown for each sub-layer is the number of

Table 8. Summary of results obtained by Cox (1973).

| Function |  |  |  | Number of regions |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Fl}=\mathrm{Fl}\left(\mathrm{~V}_{3}{ }^{\dagger}, \mathrm{V}_{1},(\partial \overrightarrow{\mathrm{~V}} / \partial n)_{2}\right)$ |  |  |  |  |  |  |  |  |
| $\mathrm{F} 2=\mathrm{F} 2\left(\mathrm{u}_{3}, \mathrm{u}_{1},\left(\partial \overrightarrow{\mathrm{~V}}_{\mathrm{h}} / \partial \mathrm{z}\right)_{2-1}\right) \quad \mathrm{XB}-70 \quad 9305$ |  |  |  |  |  |  |  |  |
| $\mathrm{F} 3=\mathrm{F} 3\left(\mathrm{u}_{2},(\partial \overrightarrow{\mathrm{~V}} / \partial \mathrm{n})_{1}, \mathrm{~T}_{1}\right) \quad \mathrm{YF}-12 \mathrm{~A} \quad 16 \quad 21$ |  |  |  |  |  |  |  |  |
| $\mathrm{F} 4=\mathrm{F} 4\left(\mathrm{~V}_{1}, \zeta_{2}\right)$ |  |  |  |  |  |  |  |  |
| Verification percentages of Functions |  |  |  |  |  |  |  |  |
|  | F1 |  | F2 |  | F3 |  | F4 |  |
|  |  | NT | T | NT | T | NT | T | NT |
| Total $\mathrm{XB}-70$ sample | 61.7 | 71.8 | 62.8 | 62.8 | 62.8 | 61.5 | 64.9 | 57.7 |
| $\leq 13.8 \mathrm{~km}(45,000 \mathrm{ft})$ |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \mathrm{XB}-70 \\ & \mathrm{YF}-12 \mathrm{~A} \end{aligned}$ | 53.0 | * | 60.0 | * | 60.0 | * | 53.0 | * |
|  | * | * | * | * | * | * | * | * |
| $13.8-16.8 \mathrm{~km}(45,000-55,000 \mathrm{ft})$ |  |  |  |  |  |  |  |  |
| $\mathrm{xB}-70$ | 75.0 | 95.0 | 71.0 | 90.0 | 71.0 | 85.0 | 71.0 | 80.0 |
|  | 77.0 | 38.0 | 77.0 | 75.0 | 62.0 | 38.0 | 77.0 | 38.0 |
| $>16.8 \mathrm{~km}(55,000 \mathrm{ft})$ |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \mathrm{XB}-70 \\ & \mathrm{YF}-12 \mathrm{~A} \end{aligned}$ | 58.0 | 67.0 | 60.0 | 50.0 | 60.0 | 47.0 | 66.0 | 55.0 |
|  | * | 8.0 | * | 17.0 | * | 17.0 | * | 42.0 |
| †Subscripts 1, 2, 3 denote the 100-, 200-, and 300-mb levels, respectively. |  |  |  |  |  |  |  |  |

regions where no predictive conclusions (NPC) were obtained by the forecasting procedure. The results for both data samples were generally in good agreement, with the verification percentage exceeding eighty in most instances. Statistical variations in the relatively small sample sizes ( 10 to 60 ) in each sub-layer could easily account for the differences noted.

Table 9. Verification percentages (VP) of the turbulent and nonturbulent regions* in the sub-layers of the $\mathrm{XB}-70$ (depen. dent) and YF-12A (independent) samples for the turbulence forecasting procedure. Also listed is the number of regions where no predictive conclusions were obtained (NPC).

| Sub-Layer (km) | - Turb |  |  | lence |  |  |  | Non | -Tur | bulence |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | YF-12A |  |  | XB-70 |  |  | YF-12A |  |
|  | VP(\%) | N | NPC | VP(\%) | N | NPC | VP(\%) | N | NPC | VP(\%) N | NPC |
| 12.2-14.3 | 93.3 |  | 3 | 81.8 | 14 | 1 | 90.0 | 10 | 0 | 00.01 | 0 |
| 13.7-15.9 | 87.5 |  | 1 | 100.0 | 15 | 1 | 92.3 | 13 |  | 100.01 | 0 |
| 15.2-17.4 | 86.4 | 46 | 2 | 90.9 | 15 | 3 | 88.2 | 17 |  | 80.06 | 1 |
| 16.8-18.9 | 74.1 | 35 | 8 | 88.9 | 11 | 1 | 93.3 | 30 | 0 | 60.013 | 2 |
| 18.3-20.4 | 86.2 | 33 | 4 | 100.0 | 3 | 1 | 90.9 | 40 | 7 | 87.59 | 1 |

*Based on turbulence and non-turbulence encounters in each sub-layer. If, in a region defined as turbulent or non-turbulent, the aircraft was changing altitude the discriminate functions for each sub-layer penetrated by the aircraft were evaluated. This resulted in more encounters than regions.

## G. SUMMARY

The development of discriminant functions, with synopticscale parameters as variables, capable of predicting the areas and altitudes of stratospheric clearmair turbulence was the primary goal of this research. Also, predictive methods indicating the intensity of the predicted turbulence were investigated. The data employed in this study consisted of two samples of turbulence data obtained by the $\mathrm{XB}-70$ and $\mathrm{YF}-12 \mathrm{~A}$ aircraft, and 69 synoptic-scale parameters determined from rawinsonde data; discriminant function analysis was the primary analytical tool.

The samples of turbulence data were obtained from stratospheric flights ( 12.2 to 20.4 km or 40,000 to $67,000 \mathrm{ft}$ ) during the period March 1965 to January 1972. With each report of turbulence, the following information was provided: 1) geographical location; 2) time of the encounter; 3) peak-to-peak normal accelerations at the center of gravity of the aircraft; 4) distance flown in turbulence; and 5) pressure altitude. Since the encounters of turbulence were scattered along the flight routes, segments of the flight routes approximately 200 km in length were classified as turbulent or non-turbulent. As a result, 94 turbulent and 78 non-turbulent segments were defined from the $X B-70$ sample and 18 turbulent and 22 non-turbulent segments were defined from the YF-12A sample.

The values of 69 synoptic-scale parameters, assumed to represent atmospheric conditions along the turbulent and nonturbulent segments, were determined from data obtained from the United States rawinsonde network. The parameters involving partial derivatives were computed from a square grid having a spacing of $\sim .158 \mathrm{~km}$, and those involving time changes were computed over a 12-h time period encompassing each flight. All others were determined from 1200 GMT information. These values and the segments they represent were grouped into classes representing $2.1-\mathrm{km}$ (7000-ft) sub-layers of the stratosphere.

Two- and three-variable combinations of synoptic-scale parameters then were selected by a statistical process and by intuition. Discriminant function analysis was employed to formulate discriminant functions for the five sub-layers of the dependent, XB-70 aircraft, data sample. For each sub-layer, five functions that best discriminated the turbulent from the nonturbulent regions within that sub-layer were retained and the others were discarded. The occurrence of turbulence would be predicted in the sub-layer when four or more of the five appropriate functions had values greater than zero. If two or less had values greater than zero, turbulence would not be predicted. No predictive information would be available if three of the functions had values greater than or less than zero. This procedure, for the most part, correctly identified over 85 per cent of the turbulent and non-turbulent regions in each of the five sub-1ayers.

After the forecasting procedure was finalized, three different approaches were investigated to predict the intensity of the turbulence. The first attempted to find pairs of synopticscale parameters whose simultaneous values would indicate the intensity of the expected turbulence. One pair of parameters (the $300-\mathrm{mb}$ zonal wind speed and the $200-\mathrm{mb}$ temperature) was rather successful in grouping the intensities of the turbulence reported by both aircraft.

Another approach was examined since there was no objective manner to select the pairs of atmospheric parameters in the first approach. This approach examined the possibility of the functional values being correlated to the intensities of the turbulence. Although the mean of some of the values increased with increasing intensities, the functional values were not distributed well enough for this approach to be useful.

The last approach employed discriminant function analysis to formulate a function which would indicate the intensity of the turbulence. A function involving the squares of the 100 - and $300-\mathrm{mb}$ zonal wind speeds, and the vertical wind shear proved to be rather successful. Out of the 56 moderate or severe turbulent segments and the 130 light or non-turbulent segments, 62.5 and 68.5 per cent, respectively, were identified correctly. The results indicate that discriminant function analysis can be used as a technique to develop a procedure to forecast the intensity of turbulence.

## H. CONCLUSIONS

The results of this research indicate that there is, indeed, a relationship between selected combinations of synoptic-scale parameters of the upper troposphere and lower stratosphere and stratospheric CAT. They suggest further the possibility that synoptic-scale parameters influence the mesoscale features which are responsible for the occurrences of CAT. The discriminant functions formulated from selected combinations of some of these parameters were successful in discriminating between the turbulent and non-turbulent regions in sub-layers of the stratosphere. The percentages of the regions identified correctly were considerably improved over those resulting from the functions formulated from non-stratified data by $C o x$ (1973). This indicates that turbulent and non-turbulent segments of the $\mathrm{XB}-70$ and YF-12A samples were identified more accurately by discriminant functions formulated from stratified data samples than those from the entire sample. The functions formulated in this research could prove to be valuable for an objective forecasting procedure for stratospheric CAT.

There seems to be a possibility that the intensity of turbulence can be predicted by discriminant function analysis. A discriminant function which indicated the intensity of the expected turbulence was constructed and indicated correctly over 60 per cent of the moderate-or-severe turbulent and light. turbulent regions. Further research should improve the verification percentage.

The success of discriminant functions as predictors of CAT derived in this research will depend partly upon the degree of representativeness of the data samples used. It also will depend upon the effect of the unequal number of turbulent and non-turbulent regions in some of the sub-layers of the data samples. It also will depend on the quality of the data used for verfication and on the representativeness of off-track data to conditions along the track.

The variable combinations selected were chosen on the basis of their theoretical relationships to turbulence and as a result of a variable correlation analysis and intuition. Ideally, the variables in a combination should not be correlated with each other and should demonstrate some bimodality with respect to the occurrences and non-occurrences of turbulence regions. However, since the ideal criterion for the variable combination would have severely limited the number of combinations, an altered form was used. There is no certainty, however, that the variable combinations of the most successful discriminant functions formulated in this research are the best possible.

There are a few disadvantages in the nature of the turbulence data reported by the two aircraft that could have influenced the results. For one, most of the flights were in the Spring and very few in the Summer. Moreover, turbulence very likely could have existed in other altitudes of the regions where the aircraft reported no turbulence. Similarly, moderate or severe turbulence could have existed in other altitudes of the regions where the aircraft reported only light turbulence. The primary purpose of the aircraft missions was to test the handing and structure of the aircraft, and not to search for regions of turbulence (Wilson et al., 1971). Finally, it should be emphasized that the reported intensity of the turbulence was a function of the product of aircraft speed and air density at the flight altitude. Due to the high speed of the aircraft, stable gravity waves could have caused the aircraft to encounter normal accelerations in regions where no turbulence existed.

by<br>Norman Charles Possiel, Jr. Center for Applied Geosciences Texas AdM University, College Station, Texas

## A. ABSTRACT

This study concerns the importance of the curvature of the wind profile to the amplitude of mountain waves. Mechanisms favorable for clear-air turbulence (CAT) are discussed in relation to such wave motions.

Relationships between CAT encountered in the stratosphere by an-XB-70 aircraft over mountain-wave areas and the curvature of the wind profile in the troposphere are studied. Expected mountainwave areas are defined from topographical and tropospheric wind criteria. Areal fields of the vertical gradient of curvature are determined and related to the distribution of mountain-wave areas and turbulent and non-turbulent regions encountered by the XB-70. The results indicate that turbulent regions in the stratosphere are most likely over mountain-wave areas where the vertical gradient of curvature is positive, and that turbulent-free regions can be expected outside of mountain-wave areas where the vertical gradient of curvature is negative. These relationships were tested by using two independent $X B-70$ flights.

## B. INTRODUCTION

The development of supersonic military and commercial aircraft has led to an increase in concern about the occurrence of turbulence in the stratosphere. The United States and the Soviet Union are using supersonic aircraft in their military programs, and the AngloFrench Concorde is in commercial service. Test flights by the $X B-70$ supersonic aircraft over the western United States during 1967 and 1968 have provided a measure of the extent and intensity of stratospheric turbulence encounters (Ehernberger, 1968). These data are amenable to analysis aimed at revealing the nature of the turbulence.

With respect to the topography of the western United States, it has been suggested that mountain waves may play a fundamental role in the generation of stratospheric turbulence (Ehermberger, 1968; Foltz, 1967; Burnham, 1968). Mountain waves are quasi-stationary gravity waves with typical wavelengths of 1 to 25 km which form when the wind crosses a mountain ridge with speeds in excess of some critical value and the Scorer parameter decreases rapidly with height.

The rate of the vertical decrease of the Scorer parameter depends upon static stability and the curvature of the wind profile. While it is assumed generally that stability is the dominant factor, Scoggins and Incrocci (1973) have shown that curvature is of equal importance. When mountain waves form, the local structure of the atmosphere is modified; this may lead to conditions favorable for the formation of CAT (Foltz, 1967).

Results of the Sierra Wave Project (Holmboe and Klieforth, 1957) indicate that stratospheric turbulence is more intense and frequent over mountainous regions than over flat terrain. Indeed, turbulence encountered on 14 flights by the RAE PR9 Canberra aircraft in the stratosphere while flying through mountain waves over the western United States was reported to be as severe and extensive as that experienced near large thunderstorms (Burnham, 1968). Clearair turbulence, such as experienced by aircraft in the stratosphere, is believed to be caused by the breakdown of organized wave motions into turbulent flow, or by the encounter of the aircraft with a succession of waves while traveling at supersonic speeds. Turbulence encountered in the vicinity of thunderstorms, however, is due to horizontal variations in the vertical-motion field caused by buoyancy and wind shears associated with the local structure of the storm. This study will be concerned with clear-air turbulence caused by mechanical production since it is this type which is associated with mountain waves.

## 1. Statement of the problem

The prediction of the specific location of turbulence is a difficult problem because there is a large difference in scale between clearair turbulence (CAT) and the standard rawinsonde observations (Reiter and Foltz, 1967), which provide the only routine data at upper-tropospheric and lower-stratospheric altitudes. Even so, such data must be considered judiciously, because the soundings may not be taken within many miles of the track of the aircraft. Clearair turbulence is a mesoscale phenomenon with typical horizontal dimensions less than 150 km (Reiter, 1969). Rawinsonde observations, however, are made on a synoptic scale where stations are on the order of 400 km apart. Thus, any direct measurement of CAT by rawinsonde data is mainly fortuitous (Dutton and Panofsky, 1970). However, Scoggins et al. (1972), in a detailed study of several dynamic, kinematic, and thermodynamic atmospheric variables, suggested that it is possible to relate mesoscale phenomena to synoptic-scale conditions which, in turn, may often be determined adequately from rawinsonde data.

## 2. Objectives

Scoggins and Incrocci (1973) examined the relationships between mountain wave conditions and turbulence encountered by the $\mathrm{XB}-70$ in the stratosphere. They achieved some success in associating days with turbulence with characteristics of the vertical profile of the Scorer parameter, $\ell^{2}$, determined from rawinsonde data. In particular, they
found that the curvature term, which is a measure of the curvature of the wind with height, becomes important in the determination of the magnitude of $\ell^{2}$ when mountain waves were expected or observed. Therefore, the objectives of this research are to:
a) Examine, from a theoretical point of view, the influence of curvature on the formation and amplitude of mountain waves;
b) Examine and "clarify" the theoretical relationship between mountain waves and the generation of turbulence; and,
c) Establish the relationship between curvature and turbulence encountered by the $X B-70$ in the stratosphere over mountainous terrain.

## C. BACKGROUND TO PRESENT RESEARCH

## 1. Theoretical influence of curvature upon mountain waves

Corby and Wallington (1956), from Scorer's (1949) 1ee-wave
theory, derived an equation that expresses the maximum value of the amplitude of mountain waves, $A_{m}$ :

$$
\begin{equation*}
A_{m}=\frac{L^{2} \sin ^{2} \varphi}{\left(\ell_{s}^{2}+L^{2} \cos ^{2} \varphi\right)^{\frac{1}{2}}(n \pi-\varphi+\tan \varphi)}, \quad\left[m^{-1}\right] \tag{13}
\end{equation*}
$$

where
$L^{2}=\left(\ell_{i}^{2}-\ell_{s}^{2}\right)$,
i denotes a lower layer,
$s$ denotes an upper layer,
$\ell^{2}$ is the Scorer parameter $=\left(\frac{\beta}{U^{2}}-\frac{U^{\prime \prime}}{U}\right)\left[m^{-2}\right]$,
$\frac{\mathrm{g} \beta}{\mathrm{U}^{2}}$ is the stability term,
$\frac{U^{\prime \prime}}{U}$ is the curvature term (hereafter referred to as curvature),
$U$ is horizontal wind speed $\left[\mathrm{ms}^{-1}\right]$,
$U^{\prime \prime}$ indicates the second derivative of horizontal wind speed with respect to height, $z$,
$g \approx 9.8 \mathrm{~m} \mathrm{~s}^{-2}$
$\beta=\frac{1}{\vec{\theta}} \frac{\partial \vec{\theta}}{\partial z}$, where $\vec{\theta}$ is mean potential temperature in a layer $[K]$,
$\varphi$ is a phase angle between 0 and $\pi / 2$, and
$n$ is an integer with values of $1,2,3 \ldots$

From Eq. (13), Corby and Wallington state that lee waves having large amplitude will exist when $L^{2}$ is large. By examination of conditions which lead to large values of $\mathrm{L}^{2}$, the influence of curvature is revealed.

The variable, $L^{2}$, attains it largest value when:
a) $\ell_{s}^{2}$ approaches zero, and
b) $\ell_{i}{ }^{2}$ has a large positive value.

It is evident that $\ell^{2}$ will approach zero if the stability term is 2 small and the curvatựe term is large and positive. Similarly, $\ell_{i}{ }^{2}$ will have a large positive value if the stability term is large and the curvature term is large and negative.

In consideration of air mass characteristics, $L^{2}$ will thus attain its largest magnitude where the stability decreases and the curvature increases with altitude in the troposphere. This relationship is illustrated by several examples of vertical profiles of the stability term and the curvature term that were determined when mountain waves were expected (Fig. 10). Similar conditions were observed during the Sierra Wave Project (Holmboe and Klieforth, 1957) upstream of the ridge crest. Therefore, the curvature term is important in determining the magnitude of $\mathrm{L}^{2}$ and from Eq. (13) the mountain-wave amplitude. Moreover, since the curvature term generally varies more with altitude than the stability term, as shown in Fig. 10, the former may exert the greater influence.

## 2. Large-amplitude mountain waves in the stratosphere

Although Scorer's (1949) lee-wave theory characterizes wave motions in the troposphere, he later (Scorer, 1954) suggested that high level "nacreous" clouds may be induced by mountain-wave motions. Gotaas (1961) concluded, after considerable case studies and documentation, that these clouds must indeed be generated by mountain waves.

Corby and Sawyer (1958) and Hines (1960) state that a broad spectrum of waves can be generated by air flowing over irregular terrain. Some of these waves have large amplitude in the upper troposphere and lower stratosphere, and can be propagated horizontally in airstreams which contain favorable wind and stability conditions near the tropopause (Corby and Sawyer, 1958). Hines (1960) states that waves initiated by tropospheric wind disturbances can be propagated upward through the stratosphere to considerable heights. In addition, Sawyer (1960), in a numerical application of the basic wave equations, found that large-amplitude mountain waves can exist near the tropopause.

Eliassen and Palm (1961) state that mountain waves having a wavelength of at least 30 km are capable of being propagated from the mountain top into the stratosphere. Palm and Foldvik (1960), in their study of mountain-wave characteristics, found that a mountain ridge 700 m high can cause a 400 m displacement of the airstream at an altitude of 20 to 30 km . Further evidence of high-altitude


Fig. 10. Examples of the vertical profiles of the stability and curvature terms that were determined when mountain waves were expected.
mountain waves was found during the Sierra Wave Project when sail plane flights reached a height of 10 km during strong wave conditions (Holmboe and Klieforth, 1957).

## 3. Influence of wave motions upon energy transfer and the generation of turbulence

It has been suggested that energy of the tropospheric airstream may be propagated vertically by the spectrum of mountain-induced waves (Hines, 1960). Although the exact mechanism behind the transfer of energy is not known, wave energy is propagated with the speed of the group velocity of the wave pattern (Haltiner and Martin, 1957). Hines and Reddy (1967) state that this wave energy may be intensified by the wind and temperature structure at high leve1s, although no indication was given of any particular wind or temperature distributions which would favor intensification. However, for energy to be propagated to high levels of the atmosphere the wind direction must remain essentially constant from the surface to the level where the energy is absorbed (Eliassen and Palm, 1961).

Eliassen and Palm (1961) assert that wave energy propagated to high levels may be converted to turbulent energy. Reiter and Foltz (1967) offer the theory that the energy of standing lee waves may "cascade" downscale and "feed" small-scale motions which, in turn, may be experienced by aircraft as CAT. They also state that aircraft measurements have indicated that CAT found in thermally stable regions can be associated with the breakdown of organized waves into turbulent eddies.

Dutton and Panofsky (1970) state that large perturbations such as mountain waves may initiate atmospheric turbulence. From the theoretical discussion in this study, it was shown that largeamplitude mountain waves may be generated by an increase in curvature with height (increasing wind shear). In addition, an examination of the airflow through a lee-wave train indicates that sinking air between crests and troughs causes the formation of thermal inversions. The following discussion of CAT mechanisms shows how these same wind and stability conditions are favorable for the generation of turbulence.

One CAT mechanism is a large wind shear across a narrow thermal inversion (Lumley and Panofsky, 1964). The Richardson number, Ri, believed to be an important indicator of turbulent flow is defined by:

$$
\begin{equation*}
R i=\frac{g}{\bar{\theta}} \frac{\partial \bar{\theta} / \partial z}{\left|\left(\partial \stackrel{\rightharpoonup}{v} / \partial_{z}\right)\right|^{2}} \tag{14}
\end{equation*}
$$

where $\overrightarrow{\mathrm{V}}$ is the average vector horizontal wind, and the other variables are as previously defined. Lumley and Panofsky (1964) state that when Ri decreases below some critical value, $R i_{C}$, the generation of turbulence by wind shear exceeds its dissipation by buoyancy. The existence of turbulence, therefore, depends essentially upon the square of the wind shear since its dissipation by buoyancy is dependent upon the first power of the gradient of potential temperature (Dutton and Panofsky, 1970). For example, as air descends from the crest to the trough of a wave, an internal thermal discontinuity is formed; Dutton and Panofsky suggest that in the formation of this discontinuity both isotachs and isentropes will be compressed. At some stage in this process the Richardson number will decrease below the critical value and turbulence will begin.

The breakdown of unstable shear-gravity waves into turbulence is another mechanism for the generation of CAT. Shear-gravity waves may form as perturbations on an internal surface of thermal discontinuity embedded in wind shear (Haltiner and Martin, 1957). These conditions are similar to those expected in large-amplitude mountain waves. If the wind shear is strong enough across the discontinuity, the wave will become unstable and break down into turbulence (Dutton and Panofsky, 1970). From wave theory, when the last term (involving the radical) in the equation

$$
\begin{equation*}
c=\frac{\rho U+\rho * U *}{\rho+\rho *} \pm \sqrt{\frac{g \lambda(\rho-\rho *)}{2 \pi(\rho+\rho *)}-\frac{\rho \rho *(U-U *)^{2}}{(\rho+\rho *)^{2}}} \tag{15}
\end{equation*}
$$

where:

$$
\begin{aligned}
& * \text { denotes the upper layer, } \\
& \rho \text { is density }\left[\mathrm{gm} \mathrm{~cm}^{-3}\right], \\
& U \text { is horizontal wind speed }\left[\mathrm{m} \mathrm{~s}^{-1}\right], \\
& \mathrm{g} \approx 9.8 \mathrm{~m} \mathrm{~s}^{-2}, \text { and } \\
& \lambda \text { is the wave length }[\mathrm{m}],
\end{aligned}
$$

becomes imaginary, shear-gravity waves will be unstable.

Equation (15) was applied to rawinsonde data for 1200 GMT , Decem* ber 2, 1965, from Winnemucca, Nevada. The observed temperature, moisture, and wind speed profiles (Fig, 11) indicate that mountain waves were possible over the station at that time. A value for the radical term was calculated across the discontinuities at both the 625- and the $330-\mathrm{mb}$ levels. The results indicate that shear-gravity waves were likely to be stable at the $625-\mathrm{mb}$ level but unstable at the $330-\mathrm{mb}$ level. This does not necessarily mean that CAT would be occurring but it does imply that conditions were favorable for turbulence. It


Fig. 11. Temperature, moisture, and wind distributions with height observed at Winnemucca on Dec. 2, 1965, at 1200 GMT.
is important to note that the $X B-70$ encountered turbulence on that day at 1735 GMT at an altitude of $13.8 \mathrm{~km}(45,000 \mathrm{ft})$ above Winnemucca (turbulence encounter 非4 in Fig. 12).

The preceding discussion indicates that although the small-scale and rapid dissipation of turbulence prohibits a direct observation of turbulent flow, the statement that atmospheric wind and stability conditions associated with mountain waves are theoretically favorable for the generation of CAT is entirely plausible. Thus, since curvature is related to large-amplitude waves, and these waves are associated with conditions favorable for CAT, curvature may be an important parameter in the formation of CAT.
D. DESCRIPTION OF DATA

## 1. Meteorological data

Atmospheric data from rawinsonde ascents were available on microfilm for both 0000 GMT and 1200 GMT from the National Weather Service. Data from 27 rawinsonde stations across the western United States were analyzed both to determine expected mountain-wave areas and to perform calculations necessary for this study. The locations of the 27 stations are shown in Fig. 13.

## 2. Aircraft data

Data were available from $46 \mathrm{XB}-70$ test flights over the western United States from March 1965 to November 1967. The general extent of the area traversed by the aircraft is shown in Fig. 14. During most of these flights the aircraft cruised above $12.2 \mathrm{~km}(40,000 \mathrm{ft}$ ) and at supersonic speeds. Turbulence experienced by the aircraft was measured by a recorder which provided a time trace of the pressure, altitude and vertical accelerations at the center of gravity of the aircraft. The data used in this study consisted of the maximum normal acceleration, $a_{n_{\max }}$, for each encounter, together with the pressure-height and the distance flown in turbulence. An example of the form in which the aircraft data were obtained is presented in Fig. 12.

Since it was the objective of this research to study the interrelationships between mountain-wave areas, CAT and non-CAT regions, and the distribution of the vertical gradient of curvature, flight tracks covering a large area with portions over mountain-wave regions were considered to be germane to the study. Thus, the track length was measured by using a planimeter, and expected mountainwave areas were determined from the meteorological data. Seventeen flights were avail$a b l e$ where the $X B-70$ traveled at least $2 \times 10^{3} \mathrm{~km}$ and flew at least 100 km over each expected mountainwwave region during each flight. In addition, strong mountain waves were found on eight of the days, as determined by the characteristics of vertical ascent rates of rawinsonde balloons (Scoggins and Incrocci, 1973). Of the 17 flights, 15 were chosen for analysis, and two were used as independent test cases.

| Encounter number | $\begin{aligned} & \text { Greenwich } \\ & \text { lime } \end{aligned}$ | $\begin{gathered} \Delta \mathrm{an}_{\mathrm{n}} \mathrm{max}^{*} \\ \mathrm{~g} \text { units } \end{gathered}$ | Disiance in turbulence. <br> n. nii. (km) | $\begin{gathered} h_{p} \\ f t(m) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1750 Z | 0. 20 | 0.9 (1.7) | $45.7 \times 10^{3}\left(13.9 \times 10^{3}\right)$ |
| 2 | 17522 | . 15 | . 9 (1.7) | 45.5 (13.9) |
| 3 | 17552 | . 25 | 1.2 (2.2) | 45.0 (13.7) |
| 4 | 17352 | . 40 | 6.1 (11.3) | 45.2 (13.6) |
| 5 | 17562 | . 20 | 3.2 (5.9) | 45.6 (13.9) |
| 6 | 15032 | . 25 | 2.3 (4.3) | 46.6 (14.2) |
| 7 | 18032 | . 15 | 2.3 (4.3) | 46.2 (14.1) |
| 8 | 18047. | . 25 | 1.2 (2.2) | 46.3 (14.1) |
| 9 | 180:Z | .40 | 4.7 (8.7) | 50.2 (15.3) |
| 10 | 16082 | . 25 | 2.5 (4.6) | 49.8 (15.2) |
| 11 | 15092 | . 25 | 2.9 (5.4) | 49.4 (15.1) |
| 12 | 18132 | . 20 | 5.7(10.6) | 48.7 (14.8) |
| 13 | 18152 | . 40 | 2.6 (4.8) | 46.8 (14.3) |
| 14 | 1817 Z | .30 | 5.2 (9.6) | 52.1 (15.9) |
| 15 | 1817 Z | .45 | 2.0 (1.9) | 49.5 (15.1) |
| 16 | 1818 Z | . 30 | 7.2 (13.3) | 49.0 (14.9) |
| 17 | 18192 | . 15 | 2.3 (4.3) | 49.5 (15.1) |
| 18 | 18222 | . 30 | 4.1 (7.6) | 50.0 (15.2) |
| 19 | 18382 | . 20 | 1.1 (2.0) | 59.6 (18.2) |
| 20 | 18382 | . 20 | 5.5 (10.2) | 57.8 (17.6) |



Fig. 12. The $\mathrm{XB}-70$ flight track and turbulence data of December 2, 1965 (Ehernberger, 1968).


Fig. 13. Rawinsonde stations across the western United States.


Fig. 14. General areal extent of $\mathrm{XB}-70$ flights.

## E. ANALYSIS OF DATA

1. Grouping of the turbulence encounters

Turbulent and non-turbulent regions were defined along sections of each flight track according to the following criteria:
a) all turbulent and non"turbulent regions must be at least 200 km long;
b) all regions must be separated by at least 100 km ;
c) all turbulent regions must contain at least two turbulence encounters, or one encounter at least 200 km long;
d) all non-turbulent regions must not contain any turbulence encounters; and,
e) all non-turbulent regions must be at least 100 km from any isolated turbulence encounters.

The region-length requirement was designed to compensate for the difference in horizontal dimensions between CAT regions and the spacing of meteorological data so that the turbulent and smooth sections of the flight tracks could be related to synoptic-scale conditions. In addition, the distance between successive regions was maximized in an effort to minimize the interdependent influences between the regions. Moreover, non-turbulent regions were defined along sections free of turbulence, and turbulent regions were defined where a substantial amount of turbulence was encountered to insure
that any relationships between the two types of regions and specific meteorological conditions were representative. That is, the effects of any spurious encounters and any isolated encounters, which would not be reflected in rawinsonde data, were removed. Portions of any flight track not contained in either a turbulent or a non-turbulent region were not analyzed.

As an example, Fig. 15 shows the location of turbulent and nonturbulent regions for January 15, 1966. From the above set of criteria, 47 turbulent regions and 43 non-turbulent regions were defined for the 15 flight days.

## 2. The areal distribution of expected mountain waves

The terrain of the western United States is very conducive to the formation of mountain waves (Harrison and Sowa, 1966). The numerous sections of parallel ridges, such as those located over Nevada, Utah, and Idaho, together with the major ranges (the Rockies, Cascades, and Sierra Nevadas) serve to intensify and complicate wave patterns. The locations of the crests of these ridges are shown in Fig. 16.

To study the effects of mountain waves it is necessary to understand the atmospheric conditions which lead to their formation. Gazzola (1964) suggests general criteria for the vertical variation of wind speed and direction necessary to initiate waves of large amplitude. The criteria are:
a) a minimum wind speed of 7 to $15 \mathrm{~m} \mathrm{~s}^{-1}$ normal to and at the crest of the ridge;
b) wind direction which does not vary considerably with height; and
c) an increase in wind speed with height to the upper troposphere (10 to 12 km ).

In addition, Scoggins and Incrocci (1973) suggest a minimum wind speed of $10 \mathrm{~m} \mathrm{~s}^{-1}$ at the mountain ridge and an increase in speed with height. The following criteria were used in this study to define areas where conditions were favorable for the formation of mountain waves. These criteria are:
a) $700-\mathrm{mb}$ wind speed of at least $8 \mathrm{~m} \mathrm{~s}^{-1}$ normal to the mountain ridge;
b) wind direction variation of not more than 40 deg between 700 mb and 350 mb ; and
c) $350-\mathrm{mb}$ wind speed of at least $10 \mathrm{~m} \mathrm{~s}^{-1}$ normal to the mountain ridge.

Harrison and Sowa (1966) state that moderate waves have been found to carry CAT a distance of $280 \mathrm{~km}(150 \mathrm{~nm})$ downwind from the mountain crest. This distance is not a direct function of the height of the mountain since CAT has been found to accompany only lee waves of wavelength about 25 km or less, this being within the range normally generated by mountain ridges (Foltz, 1967). Based upon


Fig. 15. Turbulent and non-turbulent regions for January 15, 1966.


Fig. 16. The major mountain-ridge crests of the western United States.
this, the horizontal range of expected mountain-wave areas in this study was defined to extend from the mountain crest to 250 km ( 135 nm ) downwind. Thus, expected mountain-wave areas were determined for each flight day in consideration of the meteorological criteria, ridge locations, and downwind distance.

## 3. Evaluation of the vertical gradient of curvature

As shown by Scoggins and Incrocci (1973), the curvature term can be as important as the stability term to the magnitude of the Scorer parameter during mountain-wave conditions. Theoretically, an increase of curvature with height $\left(\Delta\left(U^{\prime \prime} / U\right)>0\right)$ is conducive to the formation of large-amplitude mountain waves since during these conditions, curvature ( $U^{\prime \prime} / \mathrm{U}$ ) acts to cause $\ell^{2}$ to decrease with altitude. Thus, CAT would be expected to occur where mountain-wave areas and positive values of $\Delta\left(U^{\prime \prime} / \mathrm{U}\right)$ coincide.

Fields of the areal extent of the vertical gradient of ( $U^{\prime \prime} / \mathrm{U}$ ) were defined for each of the 15 flight days to determine relationships between this term, conditions favorable for mountain waves, and CAT encountered by the $\mathrm{XB}-70$ in the stratosphere. Values of ( $U^{\prime \prime} / \mathrm{U}$ ) were determined at 3.0 and 7.6 km ( 10,000 and $25,000 \mathrm{ft}$ ). These two levels were chosen because they correspond closely with mountain crests and the altitude were the curvature term generally reaches a maximum value (Scoggins and Incrocci, 1973).

Figure 17 shows the procedure that was used to determine ( U "/U) and the vertical gradient of curvature, $\Delta\left(U^{\prime \prime} / U\right)$, for each flight day. In step 1 , values of scalar wind speed were determined at $1.5-\mathrm{km}$ ( $5000-\mathrm{ft}$ ) intervals from 1.5 to 9.1 km ( 5000 to $30,000 \mathrm{ft}$ ) for each rawinsonde station. The vertical wind shears were computed by finite differencing between successive levels as shown in step 2. In step 3, the curvature, $U^{\prime \prime}$, was computed for levels 2 and 5 as shown. The values of the curvature term, ( $U^{\prime \prime} / \mathrm{U}$ ), were computed as shown in step 4 by dividing each value of curvature by the wind speed at that leve1. A scalar analysis was then performed on the values of ( $U^{\prime \prime} / \mathrm{U}$ ) from the 27 stations for both levels. In step 5, the areal fields of $\Delta\left(U^{\prime \prime} / U\right)$ were determined by graphically subtracting the ( $U^{\prime \prime} / \mathrm{U}$ ) field at level 2 ( 3 km or $10,000 \mathrm{ft}$ ) from that at level 5 ( 7.6 km or $25,000 \mathrm{ft})$. By superimposing the expected mountain-wave areas on the turbulent and non-turbulent regions and the $\Delta\left(U^{\prime \prime} / U\right)$ fields, their interrelationships were established.

An example of the analysis is discussed for one typical flight. On March 15,1966 , the $\mathrm{XB}-70$ traveled $3700 \mathrm{~km}, 49$ per cent of which was flown over expected mountain-wave areas (Fig. 18). Two turbulent and five non-turbulent regions were defined along portions of the track, All the turbulent regions occurred in the mountain-wave areas from western California across western Nevada into southeast Oregon where $\Delta\left(U^{\prime \prime} / U\right)>0$. In addition, four of the non-turbulent regions occurred where $\Delta\left(U^{\prime \prime} / U\right)<0$ outside of any mountain-wave areas. Moreover, the remaining non-turbulent region occurred while the aircraft was flying over an extensive mountain-wave area,


Fig. 17. Procedure for determining the vertical gradient of the curvature term.

but where $\Delta\left(U^{\prime \prime} / U\right)<0$. Thus, areas of positive and negative values of the vertical gradient of curvature together with the location of areas expected to contain mountain waves appear to define sections of the flight track where turbulent and non-turbulent regions are likely to occur. These results are typical of the other flights analyzed.

## F. RESULTS

The results of the study are presented in Table 10 from which it was determined that 42 of the 47 turbulent regions occurred over mountain-wave areas and that 37 of these were located where the curvature term increased with height, i.e., where $\Delta\left(U^{\prime \prime} / U\right)>0$. In addition, the five turbulent regions which occurred outside of mountain-wave areas were located such that three occurred where $\Delta\left(U^{\prime \prime} / U\right)>0$ and two where $\Delta\left(U^{\prime \prime} / U\right)<0$. It also was determined that 31 of the 32 non-turbulent regions defined outside mountain-wave areas occurred where the curvature decreased with height, i.e., $\Delta\left(U^{\prime \prime} / \mathrm{U}\right)<0$. There were 11 non-turbulent regions defined within mountain-wave areas, and all 11 occurred where $\Delta\left(\mathrm{U}^{\prime \prime} / \mathrm{U}\right)<0$. The results indicate that CAT generally occurs in expected mountain-wave areas where $\Delta\left(\mathrm{U}^{\prime \prime} / \mathrm{U}\right)>0$, with smooth conditions outside mountainwave areas where $\Delta\left(U^{\prime \prime} / U\right)<0$.

The results were tested by using two independent flights. Meteorological data were examined for these days by using the same criteria as previously defined to determine where mountain waves were expected, and ( $U^{\prime \prime} / U$ ) was computed as before. The flight tracks were superimposed over the expected mountain-wave areas and the fields of $\Delta\left(U^{\prime \prime} / U\right)<0$.

On March 24, 1966, (Fig. 19), three turbulent and three nonturbulent regions were defined. The two turbulent regions located within the expected mountain-wave area occurred where $\Delta\left(\mathrm{U}^{\prime \prime} / \mathrm{U}\right)>0$, whereas the one turbulent region located outside of the expected mountain-wave area occurred where $\Delta\left(U^{\prime \prime} / U\right)<0$. In addition, the three non-turbulent regions were located outside of the expected mountain-wave area where $\Delta\left(U^{\prime \prime} / U\right)<0$. All three turbulent regions defined on April 1, 1966, (Fig. 20), were located in expected mountain-wave areas where $\Delta\left(\mathrm{U}^{\prime \prime} / \mathrm{U}\right)>0$. Moreover, the two nonturbulent regions occurred outside expected mountain-wave areas where $\Delta\left(U^{\prime \prime} / U\right)<0$.

In summary, these two cases show that the turbulent regions inside mountain-wave areas were located where $\Delta\left(U^{\prime \prime} / U\right)>0$, and that all the non-turbulent regions both inside and outside mountain-wave areas were located where $\Delta\left(U^{\prime \prime} / \mathrm{U}\right)<0$. Thus, these two independent test cases support the results given in Table 10 , i.e., CAT in the stratosphere generally occurs where mountain waves are expected and the curvature increases with height, while smooth conditions generally are observed outside these areas and

Table 10. The sign of $\Delta\left(U^{\prime \prime} / U\right)$ for the turbulent and non-turbulent regions occurring within and outside of expected mountain-wave areas.

| Flight Date | Turbulent |  |  | Non-Turbulent |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\qquad$ |  | $\begin{gathered} \text { Outside } \\ \text { Mountain-Wave } \\ \text { Areas } \\ \hline \end{gathered}$ | InsideMountain-WaveAreas |  | $\begin{gathered} \text { Outside } \\ \text { Mountain-Wave } \\ \text { Areas } \\ \hline \end{gathered}$ |  |
|  | $\Delta\left(\frac{\mathrm{U}^{\prime \prime}}{\mathrm{U}}\right)>0$ | $\Delta\left(\frac{\mathrm{U}^{\prime \prime}}{\mathrm{U}}\right)<0$ | $\Delta\left(\frac{U^{\prime \prime}}{U}\right)>0 \quad \Delta\left(\frac{U^{\prime \prime}}{U}\right)<0$ | $\Delta\left(\frac{U^{\prime \prime}}{U}\right)>0$ | $\Delta\left(\frac{U^{\prime \prime}}{U}\right)<0$ | $\Delta\left(\frac{U^{\prime \prime}}{U}\right)>0$ | $\Delta\left(\frac{U^{\prime \prime}}{U}\right)<0$ |
| April 20, 1965 | 4 | 1 |  |  |  |  |  |
| June 16, 1965 | 5 |  |  |  |  |  | 1 |
| July 01, 1965 |  |  | 1 |  | 4 |  | 2 |
| Oct. 14, 1965 | 2 |  |  |  | 1 | 1 | 2 |
| Oct. 16, 1965 | 1 |  | 1 |  |  |  | 2 |
| Nọv. 02, 1965 | 1 |  | 1 |  |  |  | 4 |
| Dec. 02, 1965 | 3 |  |  |  |  |  | 2 |
| Jan. 03, 1966 | 4 |  | 1 |  |  |  | 1 |
| Jan. 12, 1966 | 2 |  | 1 |  |  |  | 3 |
| Feb. 09, 1966 | 2 |  |  |  |  |  | 4 |
| Mar. 10, 1966 | 3 | 1 |  |  | 1 |  | 1 |
| Mar, 15, 1966 | 2 |  |  |  | 1 |  | 4 |
| Mar. 17, 1966 | 2 | 2 |  |  | 4 |  |  |
| Mar. 19, 1966 | 3 |  |  |  | . |  | 4 |
| April 26, 1966. | 3 | 1 |  |  |  |  | 1 |
| Totals | 37 | 5 | $3 \quad 2$ | 0 | 11 | 1. | 31 |
|  | 42 |  | 5 | 11 |  | 32 |  |
|  | 47 |  |  | 43 |  |  |  |
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Fig. 19. XB-70 flight track for March 24, 1966.
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Fig. 20. XB-70 flight track for Apri1 1, 1966.
where curvature has a negative change with height.
To substantiate further the validity of the results, the 17 flights were separated by a random process into two sub-samples consisting of 8 and 9 flights, respectively, Each sub-sample was analyzed in the same manner as the complete sample of 17 . It was found that the results for each sub-sample varied by 10 per cent or less within each category, and by less than 10 per cent when compared to the totals presented in Table 10. This indicates that the results of Table 10 are not biased by sample size, but are an accurate representation of what might be expected from any number of flights.

## G. SUMMARY AND CONCLUSIONS

The purpose of this research was to relate stratospheric turbulence encountered by the $\mathrm{XB}-70$ airplane over the mountainous regions of the western United States to expected mountain-wave areas and changes in the curvature of the wind profile with height. A theoretical investigation indicates that a positive change of curvature with height in the troposphere contributes to largeamplitude lee waves. Such large-amplitude waves may be important in the transfer of energy upward into the stratosphere and may create conditions favorable for the generation of CAT in that region of the atmosphere.

The theoretical results then were applied to actual atmospheric conditions during $\mathrm{XB}-70$ flights in the stratosphere. The distribution of the vertical gradient of curvature $\Delta\left(U^{\prime \prime} / U\right)$ was determined for the western United States for 15 flight days. Ninety independent turbulent and non-turbulent regions were defined from the $X B-70$ data, and expected mountain-wave areas were determined from topographical criteria and tropospheric wind conditions from each flight day. The turbulent and non-turbulent regions together with the mountain-wave distributions were examined in relation to the field of $\Delta\left(U^{\prime \prime} / \mathrm{U}\right)$ for each day.

It was determined that 37 out of 42 turbulent regions over expected mountain-wave areas were located where $\Delta\left(U^{\prime \prime} / U\right)>0$, and that 31 out of 32 non-turbulent regions outside of expected mountain-wave areas occurred where $\Delta\left(U^{\prime \prime} / U\right)<0$. In addition, $\Delta\left(U^{\prime \prime} / U\right)$ was negative for all non-turbulent regions within expected mountain-wave areas. Two independent cases were analyzed and both were found to support these results. Moreover, essentially the same results were obtained from an analysis of two random subsamples of the data.

In conclusion, the results of this study show that the curvature of the wind profile is an important tropospheric variable in the determination of stratospheric CAT regions. In addition, CAT regions are likely to occur where the curvature increases with height in the troposphere in areas where mountain waves are expected, and that turbulent-free regions are most likely to occur outside mountain-wave areas where the curvature decreases with altitude.

## A. INTRODUCTION

The ultimate purpose of this research was to develop an objective CAT forecasting procedure for the western part of the United States. The procedure incorporates the three techniques discussed previously. The first technique, statistical analysis, is based upon critical values of 25 synoptic parameters. The number of parameters in a region which exceeds the critical values was considered to be proportional to the probability of the occurrence of CAT in that region. The discriminant function method was based upon the values of five different functions, with synoptic parameters as variables, for each of five overlapping sublayers between 12.2 and $20.4 \mathrm{~km}(40,000$ and $67,000 \mathrm{ft})$. The number of positive functional values in a sub-layer was considered to be proportional to the probability of the occurrence of CAT in that sub-layer. The last technique was based upon Scorer's curvature-of-the-wind-profile term in the $3.0-7.6-\mathrm{km}(10,000-25,000-\mathrm{ft})$ layer. It was assumed that regions where the gradient of the curvature was positive were regions where large-amplitude mountain waves and stratospheric CAT would occur.

In order to be practical, the CAT forecasting procedure must require minimal manual effort, expense, and time. In addition, the meteorological data required for the analysis must be readily available. Therefore, a computer program was written to carry out the procedure. This computer program: (1) computed, from standard rawinsonde data, the numerous fields of synoptic parameters (for 1200 and succeeding 0000 GMT) required for the procedure; (2) applied the three CAT forecasting techniques to the grid points; and
(3) printed a grid map with the results of the three techniques. Once the rawinsonde data have been obtained and read into the computer, the forecast can be completed within a short time. The computer program is presented in Appendix $C$.

## B. APPROACH

## 1. Method of analysis

a) Data input. To minimize the time required to arrive at a forecast, the amount of data input was minimized. Synoptic parameters were determined from 1200 and succeeding 0000 GMT atmospheric data obtained from 26 stations of the western United States rawinsonde network. The geographical locations of the rawinsonde stations are shown in Fig. 13. Although some of the stations are not located in the forecast region, the measurements obtained from them should improve the meteorological parameters computed for the forecast region.

The atmospheric data employed by the CAT forecasting procedure consist of the geopotential heights and temperatures at the $300 \%$; 200~, and $100-\mathrm{mb}$ levels and the wind velocity at the $100-\mathrm{mb}$ level (hereafter referred to as primary parameters), and wind speeds at $1.5 \mathrm{~km}(5,000-\mathrm{ft})$ intervals in the 1.5 to $9.1-\mathrm{km}(5,000$ to $30,000-\mathrm{ft})$ layer.
(b) Determination of synoptic fields. The fields consisted of values of parameters representing points separated approximately 158 km on an $18 \times 18 \mathrm{grid}$ over the western half of the United States. The $18 \times 18 \mathrm{grid}$ and that portion of the grid located in the forecast region are illustrated in Fig. 21.


Fig. 21. The $18 \times 18$ grid employed for the determination of the fields of the synoptic parameters, and the $11 \times 11$ grid (denoted by the square) employed for the forecasting procedure. (The two outer rows of grid points have been omitted.)

The determination of the synoptic fields began by converting the geographical coordinates (latitude and longtitude) of the rawinsonde stations into grid coordinates (row and column). The values of the primary parameters extracted from the rawinsonde data were assigned to the respective positions on the grid. A double-linear interpolation process was then employed to assign values of the parameters to all the points on the grid. Six iterations were performed for the curvature-term technique, while only four were needed for the remaining two techniques. The value of a parameter at a point was determined by those values obtained from the rawinsonde stations included in the scan radius. A scan radius of 3.0 was used to determine the wind fields at and below $9.1 \mathrm{~km}(30,000 \mathrm{ft})$, while a scan radius of 4,0 proved to be more suitable for the fields of the remaining parameters. A smoothing process using a system of weights illustrated in Fig. 22 was employed to improve the representativeness of the fields. The other details are shown in the computer program in Appendix C .

| C | B | C | Statistical Analysis and Discriminant Function Analysis |
| :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & A=6.400 \times 10^{-1} \\ & B=8.000 \times 10^{-2} \end{aligned}$ |
| B | A | B | $C=1.000 \times 10^{-2}$ |
|  |  |  | Curvature Analysis |
| C | B | C | $A=9.801 \times 10^{-1}$ |
| - | - | - | $B=4.950 \times 10^{-3}$ |
|  |  |  | $C=2.500 \times 10^{-5}$ |

Fig. 22. The weighting system employed in the smoothing process to determine the value at point $A$.

Only one field was required for the technique involving the curvature-of-the-wind term from Scorer's parameter. This term was computed at 26 points on the grid corresponding to the location of the rawinsonde stations using information extracted from the rawinsonde data obtained from these stations. The details of this calculation are discussed in the preceeding chapter. The field was then determined for each grid point by interpolating and smoothing the 26 values.

After the fields required for the curvature technique were completed, the fields for the remaining two techniques were determined. 'First, the 1200 and succeeding 0000 GMT fields of the primary parameters were determined for the $300-, 200-$, and $100-\mathrm{mb}$ geopotential surfaces. The values on these primary fields were used directly in the statistical and discriminant function techniques and/or used to determine the fields of other parameters.

The geostrophic wind fields for the $300-$ and $200-\mathrm{mb}$ geopotential surfaces were determined from the corresponding geopotential height fields. Therefore, the winds at these two levels were not required as data input. The winds at these levels are in geostrophic balance most of the time so the fields of the zonal and meridional winds were calculated from the geostrophic wind equation:

$$
\begin{equation*}
u \text { or } v=\frac{g}{f} \frac{\Delta H}{2 \Delta n} \tag{17}
\end{equation*}
$$

where $n$ is along either $x$ or $y, f$ is the coriolis parameter, $g$ is gravity, and $H$ is geopotential height. The scalar wind speeds at 200 and 300 mb were determined by the square root of the sum of the squares of the two wind components at each grid point:

$$
\begin{equation*}
v_{i j}=\left[\left(u_{i j}\right)^{2}+\left(v_{i j}\right)^{2}\right]^{\frac{1}{2}} \tag{18}
\end{equation*}
$$

The fields of the zonal and meridional wind components at the $100-\mathrm{mb}$ level were determined by first computing the values of the components for each rawinsonde station. These components were calculated from the velocity vector at the 100 mb level, which was part of the input data. Unlike the other wind fields, the $100-\mathrm{mb}$ wind fields were determined by interpolating and smoothing the wind data plotted at the rawinsonde stations.

The fields of all variables required in the forecasting procedure were computed for each grid point from values of the primary parameters as previously described. Table 11 sumarizes all the fields required.

Table 11. List of parameters required in forecasting procedure.

| $\mathrm{H}_{3,2,1}$ | $\left(\partial \vec{V}_{h} / \partial z\right)_{2-1}$ | $\partial \Gamma_{2-1} / \partial t$ |
| :---: | :---: | :---: |
| $\mathrm{T}_{3,2,1}$ | $(\partial \vec{V} / \partial \mathrm{n})_{3,1}$ | $\partial(-\vec{V} \cdot \vec{\nabla} T)_{3,2} / \partial t$ |
| $(-\vec{V} \cdot \stackrel{\rightharpoonup}{\nabla})_{3,2,1}$ | $\beta \mathrm{v}_{3,2,1}$ | $\partial \mathrm{Ci} / \partial \mathrm{t}$ |
| $\Gamma_{2-1}$ | $\mathrm{v}_{1.5,3.0,4.6,6.1,7.6,9.6}$ | $\partial V_{3,2} / \partial t$ |
| Ri | $6_{3,2,1}$ | $\partial(\partial v / \partial n)_{1} / \partial t$ |
| Ci | $\eta_{1}$ | $\partial\left(\partial \vec{v}_{h} / \partial z\right)_{2-1} / \partial t$ |
| $\mathrm{v}_{3,2,1}$ | $(-\vec{v} \cdot \vec{\nabla} \zeta)_{3}$ | $\partial\left(\mathrm{pv}_{2}\right) / \partial \mathrm{t}$ |
| $u_{3,2,1}$ | $\partial \mathrm{H}_{2} / \partial t$ | $\partial \zeta_{1} / \partial t$ |
| $\mathrm{v}_{3,2,1}$ | $\partial \mathrm{T}_{3,1} / \partial \mathrm{t}$ | $\partial(-\vec{v} \cdot \vec{\nabla} \zeta)_{3,1} / \partial t$ |

## Explanation of Symbols

| V | Scalar wind speed, | i] | Absolute vorticity |
| :---: | :--- | :---: | :--- |
| $u$ | Zonal wind speed | T | Temperature |
| $\partial \overrightarrow{\mathrm{V}}_{\mathrm{h}} / \partial z$ | Vertical vector wind shear | $\Gamma$ | Temperature lapse rate |
| v | Meridional wind speed | H | Pressure height |
| $\partial \mathrm{V} / \partial \mathrm{n}$ | Horizontal vector wind shear | $\beta$ | Coriolis parameter |
| $\zeta$ | Relative vorticity | Ri | Richardson number |
| Ci | CAT Index developed by Colson and Panofsky (1965) |  |  |

Subscripts 1,2 , and 3 denote the $100-, 200-$, and $300-\mathrm{mb}$ levels respectively, and subscripts $1.5,3.0,4.6,6.1,7.6$, and 9.6 denote the height in km.
c) Application of the techniques. In the curvature technique, it was postulated that large-amplitude mountain waves would form in areas where positive values of the curvature term occurred. Since theory predicts that large-amplitude mountain waves are associated with positive values of the curvature term, and since CAT may be associated with these waves, CAT was predicted when the value of the term exceeded zero:

The statistical analysis technique was applied to every grid point on the pertinent fields. At each grid point, the values were compared to the critical values of the 25 chosen parameters. Both the critical values and the significant parameters were chosen by statistical methods (see Chapter III). At every grid point, the number of parameters having values in the critical, or turbulent, range (either greater than or less than the critical value, depending upon the parameter) was determined. It was reasoned that the greater the number of parameters having values in the critical range, the greater the likelihood of the existence of CAT. It was found that areas of CAT generally corresponded to regions where 8 or more of the significant parameters had values in the critical range, while areas of non-CAT generally corresponded to regions where 6 or less of the significant parameters had values in the critical range.

The discriminant function analysis technique was applied to each grid point on the pertinent fields of synoptic parameters. The values of the 25 discriminant functions (five for each of the $2.1-\mathrm{km}$ ( $7,000-\mathrm{ft}$ ) sub-layers discussed in detail in Chapter IV) were computed at each grid point where the computer program determined the number of discriminant functions, in each of the five sub-layers, having values greater than zero. It was assumed that the greater the number of positive functional values in a sub-layer of a region, the greater the likelihood of CAT in that sub-layer.

The purpose of the forecasting procedure resulting from all three techniques was to indicate geographical areas where a supersonic aircraft flying in the lower stratosphere was likely to encounter CAT. Therefore, the discriminant function analysis technique was used in a manner to give a forecast for the entire layer. The computer program determined the number of sub-layers having more than three out of the five discriminant functions with positive values. It was reasoned that the greater this number, the greater the likelihood that an aircraft flying through the stratosphere would encounter CAT.

The group of discriminant functions in the $16.8-18.9-\mathrm{km}(55,000-$ $62,000-\mathrm{ft}$ ) sub-layer tended to underforecast CAT. To improve results, this sub-layer was considered to have more than three functions with positive values if the sub-layer below (15.2-17.4-km or $50,000-57,000$ ft ) and the sub-layer above (18.3-20.4-km or $60,000-67,000 \mathrm{ft}$ ) both had more than three functions with positive values. This did not alter the forecast for this layer often, but brought the results more in agreement with adjacent layers.

## 2. Development of the composite CAT forecasting procedure

The three forecasting techniques were applied to the meteorological fields on days of selected aircraft flights. Only those days where flight tracks extended over a large portion of the western United States were considered. These days were more suited for the purpose since the ranges of values of the synoptic parameters were greatest along the longer tracks. Moreover, these days provided more encounters of CAT for given synoptic conditions. The forecast procedure developed, therefore, considers this greater range of values as well as greater geographical domain. A flow chart of the computer program is given in Appendix $C$.

Thirty-six days on which extensive aircraft flight tracks were available were selected. Of these, 6 flights occurred in the winter months; 16 in the spring months; 3 in the summer months; and 11 in the autumn months. Most of the flight tracks extended over California, Nevada, Idaho, Utah, and Arizona.

The necessary fields of parameters for these flight days were determined, and results of all three techniques at each grid point were produced for each flight day. An example of the grid map is illustrated in Fig. 23. The numerical results correspond to the technique identified in the legend in the lower portion of the figure.

The maps with the numerical results were compared to the geographical maps containing the areas and heights where the aircraft encountered CAT. As explained earlier, the results of the techniques are assumed to be related to the occurrence of CAT in the stratosphere. The comparison of the maps provided a method which determined, for each technique, those values of the numerical results associated with the occurrence and non-occurrence of CAT.

It was found that CAT areas were generally associated with a value of the curvature greater than or equal to $-1.0 \times 10^{-7} \mathrm{~m}^{-2}$, and non-CAT areas with smaller values. Areas where 7 or more of the significant parameters, selected by statistical analysis, had critical values were generally associated with CAT, and 5 or less with non-CAT conditions. The areas of the map where only 6 parameters had critical values were considered to be grey areas or areas where there were equal probabilities of the aircraft encountering CAT or no CAT. The areas of the map where 3 of 5 discriminant functions in 3 or more layers exceeded zero generally corresponded to CAT, and the remaining areas to non-CAT. The critical values for each technique are summarized in Table 12.

For most of the days employed, each technique identified the CAT and non-CAT areas reasonably well. However, at some grid points, the forecasts resulting from the techniques did not agree. Therefore, a procedure for combining the techniques to give the best results was required.

The procedure for combining the three techniques was based upon a consensus of the results of the three techniques at each grid point．Generally，a CAT forecast resulted when 2 or 3 techniques said＂yes，＂and a no－CAT forecast resulted when 2 or 3 said＂no．＂ However，if the statistical forecast technique identified a grid point to be in a grey zone，the forecast resulting from the procedure was considered the same as that given by the technique involving the analysis of the curvature term．This procedure was followed because the curvature technique appeared to provide slightly better results than those for the other two techniques．This caused the forecasting procedure to weight the curvature technique slightly more than the others．Examples of CAT forecasts resulting from various combinations of the three techniques are given in Table 13.

| －19 | 16. | －12． | 11. | 27. | 33. | 35. | 29. | －2． | －34． | －41． |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 59 | 59 | 49 | 312 | 512 | 512 | 411 | 411 | 412 | 311 | 39 |
| －8． | －6． | －6． | －6 | 2. | 23. | 4 | 37. |  | －30． | －34． |
| 59 | 58 | 38 | 25 | 312 | 511 | 510 | 412 | 412 | 410 | 3 |
| －0． | 1. | －0． | －4． | －7． | －8． | 15. | 31. | 23. | －8． | －19． |
| 58 | 36 | 25 | 24 | 25 | 29 | 210 | 311 | 510 | 59 | 56 |
| ， | 9 | 11. | 9. | －2． | －22． | －19． | 4 | 10. | －2． | －11． |
| 57 | 28 | 28 | 37 | 38 | 27 | 29 | 29 | 29 | 3 | 36 |
| 12. | 15 | 23. | 22. | 10. | －18． | －33． | －20． | －9． | －7． | －12． |
| 410 | 311 | 312 | 28 | 19 | 28 | 26 | 26 | 25 | 25 | 25 |
| 10. | 14. | 24. | 25. | 18. | 1. | －23． | －24． | －12． | －3 | －5． |
| 411 | 511 | 512 | 59 | 39 | 29 | 28 | 26 | 25 | 25 | 25 |
| 5. | 6. | 13. | 21. | 22. | 18. | －5． | －25． | －9． | 15. | 20. |
| 47 | 47 | 410 | 59 | 58 | 57 | 36 | 25 | 25 | 35 | 35 |
| 3. | －0． | 2. | 17. | 25. | 23. | 0 | －19． | － | 22. | 23. |
| 46 | 45 | 45 | 46 | 57 | 57 | 26 | 34 | 34 | 34 | 44 |
| －4． | －9． | －4． | 16. | 29. | 30. | 25. | 33. | 41. | 31. | 9. |
| 47 | 47 | 4.5 | 45 | 44 | 44 | 44 | 44 | 45 | 45 | 45 |
| －12． | －11． | 0. | 27. | 41. | 54. | 99. | 99. | 99. | 54. | －4． |
| 47 | 46 | 46 | 46 | 45 | 44 | 44 | 44 | 44 | 44 | 44 |
| －15． | －7． | 16. | 41. | 50. | 73. | 99. | 99. | 99. | 70. | －5． |
| 57 | 46 | 46 | 46 | 44 | 44 | 44 | 45 | 45 |  | 44 |

X非1
X非2 X非3
X非1：Vert．Grad．of Curvature Term（ $\times 10^{-8} \mathrm{~m}^{-2}$ ）
X非2：Discriminant Function Analysis
X非3：Statistical Analysis Method

Fig．23．Results of the three forecasting techniques．

Table 12. Critical values that distinguish between CAT and non-CAT for each technique.

| Technique | Values for CAT | Values for non-CAT |
| :--- | :---: | :---: |
| Statistical <br> Analysis | $\geq 7$ | $\leq 5$ |
| Discriminant <br> Function <br> Analysis | $\geq 3$ | $\leq 2$ |
| Curvature <br> Analysis | $\geq-1.0 \times 10^{-7} \mathrm{~m}^{-2}$ | $<-1.0 \times 10^{-7} \mathrm{~m}$ |

Table 13. Examples of forecasts from various combinations of the three technigues.

| Statistical Analysis | VALUES <br> Discriminant <br> Function <br> Analysis | Curvature Analysis | Forecast |
| :---: | :---: | :---: | :---: |
| $\leq 5$ | $\geq 3$ | $\geq-1.0 \times 10^{-7} \mathrm{~m}^{-2}$ | CAT |
| 6 | $\geq 3$ | $\geq-1.0$ | CAT |
| 6 | $<3$ | $\geq-1.0$ | CAT |
| $\geq 7$ | $\geq 3$ | $\geq-1.0$ | CAT |
| $\geq 7$ | $<3$ | $\geq-1.0$ | CAT |
| $\geq 7$ | $\geq 3$ | $<-1.0$ | CAT |
| $\leq 5$ | $<3$ | $\geq-1.0$ | non-CAT |
| $\leq 5$ | $<3$ | $<-1.0$ | non-CAT |
| $\leq 5$ | $\geq 3$ | $<-1.0$ | non-CAT |
| 6 | $<3$ | $<-1.0$ | non-CAT |
| 6 | $\geq 3$ | $<-1.0$ | non-CAT |
| $\geq 7$ | $<3$ | $<-1.0$ | non-CAT |

In certain instances, the forecasting procedure weighted the results of one technique more than the others. Certain extreme numerical values were defined for each technique. These extremes are listed in Table 14. If the numerical result of one technique reached an extreme value, the forecast was based on that technique only. If the numerical results for two or more techniques reached extreme values, and the suggestions from those techniques did not agree, the forecast neglected the extreme values and was determined in the manner discussed above.

## C. VERIFICATION PROCEDURE

Two turbulence data samples were employed to test the forecasting procedure. The first sample was composed of CAT and non-CAT data from $23 \mathrm{XB}-70 \mathrm{flight}$ days, and the second sample was composed of $10 \mathrm{XB}-70$ flight days and $3 \mathrm{YF}-12 \mathrm{~A}$ flight days. The verification rates of the two samples were later compared. These samples were selected for use in verification because the aircraft tracks were extensive. The extensive flights enabled large areas of CAT and non-CAT occurring on the same day to be identified. The data for all the days were included in the development of the combined forecasting method.

Table 14. Extreme values of the numerical results from the three techniques.

| Technique | Extreme values associated with CAT | Extreme values associated with non-CAT |
| :---: | :---: | :---: |
| Statistical Analysis | $\geq 12$ | $\leq 3$ |
| Discriminant Function Analysis | 5 | 0 |
| Curvature Analysis | $\geq 4.5 \times 10^{-7} \mathrm{~m}^{-2}$ | $\leq-4.5 \times 10^{-7} \mathrm{~m}^{-2}$ |

The verification procedure began by determining, for each day, the total distance the aircraft encountered CAT and the total distance the aircraft experienced smooth flight. The total distance the aircraft flew through CAT was determined by summing the distances of all the CAT encounters. The total distance of non-CAT was estimated from the flight tracks. The non-CAT portions and the CAT encounters were separated by a distance of at least 150 km . This was done in consideration of the resolution of the synoptic data employed.

The CAT forecast maps were then compared to the flight track maps containing CAT encounters. The distances of CAT and non-CAT encounters and those forecasted were determined for each day. For both samples, the verification rates of the forecasting procedure were determined by the ratios of the summation of the distances of all the verified CAT encounters $\left(\sum_{i}\left(T_{V}\right)_{i}\right)$ and the summation of the distances of all the verified non-CAT portions $\left(\sum_{i}\left(N T V_{i}\right)\right.$ each divided by the summation of the distance of the actual CAT encounters $\left(\underset{i}{ } T_{i}\right)$ and non-CAT portions $\left(\sum_{i}(N T)_{i}\right)$, respectively. In equation form:

$$
\begin{align*}
\text { CAT Verification Percentage } & =\frac{\sum_{i}\left(T_{V}\right)_{i}}{\sum_{i}(T)_{i}}  \tag{16}\\
\text { Non-CAT Verification Percentage } & =\frac{\sum_{1}\left(N T_{V}\right)_{i}}{\sum_{i}(N T)_{i}} \tag{17}
\end{align*}
$$

The results are presented in the following section,
In addition, the verification percentages were determined for the forecasting procedure for each of the five, $2.1-\mathrm{km}(7000-\mathrm{ft}$ ) thick sublayers of the stratosphere. These rates would indicate the sub-layer where the forecasting procedure most accurately predicted the occurrence of CAT.

The CAT encounters were categorized into groups determined by the altitude of the aircraft at the time CAT was encountered. The CAT verification rates were then determined for each sub-layer from the CAT encounters in that particular sub-layer and Eq. 16. The results are discussed in the following section.

This verification procedure was not performed for the non-CAT portions of the flight tracks, due to the definition of the non-CAT portions. According to the definition established, non-CAT portions were portions of the flight track where the aircraft did not encounter CAT within a distance of approximately 150 km . The non-CAT sample sizes in some of the sub-layers were insufficient since, in most cases, the aircraft did not fly through the lowest sub-layers for long distances.

The verification rates for the CAT and non-CAT areas of the first sample (comprised of $23 \mathrm{XB}-70$ flight tracks) are presented in Table 15. Those for the second sample (comprised of $10 \mathrm{XB}-70$ and 3 YF-12A flight tracks) are presented in Table 16. In addition, the CAT and non-CAT verification percentages are presented for each day.

In the first sample, 3910 km of CAT was encountered, 3120 km of which was correctly forecasted. The aircraft experienced smooth flights totaling approximately $25,600 \mathrm{~km}, 15,050 \mathrm{~km}$ of which was correctly forecasted. In the second sample, 2900 km of CAT was encountered and 2290 km were forecasted correctly. The aircraft experienced smooth flights totaling approximately $17,000 \mathrm{~km}$ in this sample and 7825 km were forecasted correctly.

When the non-CAT portions above $18.3 \mathrm{~km}(60,000 \mathrm{ft})$ were not considered, the non-CAT verification rates for both samples were improved. The improved non-CAT verification rates for the two samples are presented in Tables 17 and 18. The verification percentages increased by $7.5 \%$ and $9.1 \%$ for the first and second samples, respectively. This improvement in the non-CAT verification rate may have resulted from inadequate data above 18.3 km , or CAT patches were not encountered even though they existed, or CAT existed at altitudes below 18.3 km .

The CAT verification percentages for the five, $2.1-\mathrm{km}$ (7000-ft) thick sub-layers of the larger sample are presented in Table 19. Most of the CAT encountered occurred in the $15.2-17.4-\mathrm{km}(50,000-57,000-\mathrm{ft})$ and the $16.8-18.9-\mathrm{km}(55,000-62,000-f t)$ sub-layers. The CAT verification percentages for these two sub-layers ( $91.9 \%$ and $82.7 \%$, respectively) were higher than those for the remaining sub-layers. The lowest CAT verification percentage resulted for the lowest sub-layer (12.2-14.3-km or 40,000-47,000-ft sub-layer), which contained the least CAT (see Table 19), and is also more subject to variation between the stratosphere and troposphere.

Table 15. Verification rates of the forecasting procedure for the first sample of 23 flight tracks.

| Date | no. of turbulent km correctly forecasted | total no. of turbulent km | no. of non-turb. km correctly forecasted | total no. of non-turb. km |
| :---: | :---: | :---: | :---: | :---: |
| March 4, 1965 Apri1 20, 1965 Apri1 28, 1965 May 7, 1965 June 16, 1965 July 1, 1965 July 27, 1965 September 22, 1965 October 14, 1965 October 16, 1965 October 26, 1965 November 2, 1965 November 30, 1965 December 1, 1965 December 2, 1965 December 11, 1965 January 3, 1966 January 12, 1966 February 9,1966 March 10, 1966 March 15, 1966 March 17, 1966 March 19, 1966 | 52.6 296.2 0.0 170.9 93.4 0.0 0.0 33.0 23.7 194.5 0.0 0.0 0.0 14.4 94.5 15.0 374.6 205.0 171.2 39.8 425.3 254.7 662.0 | $\begin{array}{r} 209.5 \\ 306.6 \\ 14.0 \\ 170.9 \\ 177.5 \\ 170 \\ 4.1 \\ 129.0 \\ 42.6 \\ 194.5 \\ 1.7 \\ 28.8 \\ 3.7 \\ 14.4 \\ 116.6 \\ 24.6 \\ 489.6 \\ 205.0 \\ 171.2 \\ 151.5 \\ 467.7 \\ 257.1 \\ 712.7 \\ \hline \end{array}$ | 0.0 0.0 1550.0 0.0 100.0 650.0 2250.0 100.0 1200.0 500.0 1350.0 1500.0 700.0 950.0 500.0 1250.0 0.0 100.0 1400.0 300.0 550.0 100.0 0.0 | 0.0 0.0 1550.0 0.0 250.0 1850.0 2250.0 450.0 1500.0 1100.0 1900.0 1500.0 1700.0 1900.0 550.0 1800.0 750.0 850.0 1750.0 750.0 1200.0 750.0 1100.0 |
| Totals | 3120.8 | 3910.3 | 15,050.0 | 25,600.0 |
| \% correctly for | sted |  |  |  |

Table 16. Verification rates of the forecasting procedure for the second sample of 13 flight tracks.
$\left.\begin{array}{|l|c|c||c|}\hline \text { Date } & \begin{array}{c}\text { no. of turbulent } \\ \text { km correctly } \\ \text { forecasted }\end{array} & \begin{array}{c}\text { total no. } \\ \text { of turbulent } \\ \text { km }\end{array} & \begin{array}{c}\text { no. of non-turb. } \\ \text { km correctly } \\ \text { forecasted }\end{array}\end{array} \begin{array}{c}\text { total no. } \\ \text { of non-turb. } \\ \text { km }\end{array}\right]$

Table 17. Verification rates of the forecasting procedure for the nonCAT portions of the first sample excluding the non-CAT portions above $18.3 \mathrm{~km}(60,000 \mathrm{ft})$.

| Date | no. of non-turbulent km, 18.3 km ( 60 k ft ) or below, correctly forecasted | total no. of non-turb. $\mathrm{km}, 18.3 \mathrm{~km}(60 \mathrm{k} \mathrm{ft})$ or below |
| :---: | :---: | :---: |
| March 4, 1965 | 0.0 | 0.0 |
| April 20, 1965 | 0.0 | 0.0 |
| April 28, 1965 | 1550.0 | 1550.0 |
| May 4, 1965 | 0.0 | 0.0 |
| June 16, 1965 | 0.0 | 0.0 |
| July 1, 1965 | 350.0 | 750.0 |
| July 27, 1965 | 950.0 | 950.0 |
| September 22, 1965 | 0.0 | 0.0 |
| October 14, 1965 | 250.0 | 250.0 |
| October 16, 1965 | 550.0 | 1100.0 |
| October 26, 1965 | 1350.0 | 1900.0 |
| November 2, 1965 | 1500.0 | 1500.0 |
| November 30, 1965 | 700.0 | 1700.0 |
| December 1, 1965 | 950.0 | 1900.0 |
| December 2, 1965 | 500.0 | 550.0 |
| December 11, 1965 | 300.0 | 450.0 |
| January 3, 1966 | 0.0 | 0.0 |
| January 12, 1966 | 0.0 | 0.0 |
| February 9, 1966 | 50.0 | 450.0 |
| March 10, 1966 | 150.0 | 450.0 |
| March 15, 1966 | 0.0 | 0.0 |
| March 17, 1966 | 0.0 | 300.0 |
| March 19, 1966 | 0.0 | 0.0 |
| Totals | 9150.0 | 13,800.0 |
| \% correctly forecasted |  | 6.3\% |

Table 18. Verification rates of the forecasting procedure for the nonCAT portions of the second sample excluding the non-CAT portion above $18.3 \mathrm{~km}(60,000 \mathrm{ft})$.

| Date | no. of non-turbulent km, 18.3 km ( 60 k ft ) or below, correctly forecasted | total no. of non-turb. $\mathrm{km}, 18.3 \mathrm{~km}(60 \mathrm{kft})$ or below |
| :---: | :---: | :---: |
| March 24, 1966 | 1000.0 | 1000.0 |
| March 31, 1966 | 200.0 | 300.0 |
| April 4, 1966 | 450.0 | 550.0 |
| April 5, 1966 | 700.0 | 1200.0 |
| April 8, 1966 | 300.0 | 300.0 |
| April 12, 1966 | 0.0 | 300.0 |
| April 13, 1966 | 425.0 | 700.0 |
| April 26, 1966 | 0.0 | 150.0 |
| October 11, 1966 | 325.0 | 325.0 |
| November 2, 1970 | 0.0 | 375.0 |
| March 26, 1970 | 0.0 | 150.0 |
| May 7, 1970 | 800.0 | 2975.0 |
| May 27, 1970 | 950.0 | 950.0 |
| Totals | 5150.0 | 9275.0 |
| \% correctly forecasted 5 |  | . $5 \%$ |

Table 19. CAT verification rates for the five, $2.1-\mathrm{km}(7000-f t)$ thick sub-layers of the first sample.

| Date | Altitude layer (km) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 12.2-14.3 | 13.7-15.9 | 15.2-17.4 | 16.8-18.9 | 18.3-20.4 |
| Mar 41965 | $52.6 \mid 187.1$ | 27.4 68.0 | 0.0 0.0 | 0.0 0.0 |  |
| May 71965 | 92.7 92.7 | 39.3 \| 39.3 | 51.5 51.5 | 31.3 \| 31.3 | 0.0 0.0 |
| Apri1 201965 | 67.1 77.5 | 62.8 ${ }^{62.8}$ | 131.1 131.1 | $\left.107.5\right\|^{107.5}$ | 0.0 0.0 |
| April 281965 | $0.0 \mid 0.0$ | 0.0 0.0 | 0.0 0.0 | 0.0 , 14.0 | 0.0 0.0 |
| June 161965 | 12.312 .3 | 7.17 .1 | 42.2 42.2 | $31.1 \quad 115.2$ | 38.9 38.9 |
| July 11965 | $0.0 \mid 0.0$ | 0.0 14.4 | 0.0 15.7 | 0.0 0.0 | 0.0 0.0 |
| July 271965 | $0.0 \mid 0.0$ | 0.0 0.0 | 0.0 0.0 | 0.0 0.0 | 0.0 4.0 |
| Sept 221965 | $0.0 \quad 9.1$ | 0.0 0.0 | 0.0 29.0 | 33.0 55.6 | $33.0 \mid 90.9$ |
| Oct 141965 | 0.000 | 0.0 15.0 | 23.7 \| 39.8 | 0.0 \| 2.8 | 0.0 \| 0.0 |
| Oct 161965 | 24.0 24.0 | 54.1 54.1 | $\left.103.6\right\|^{103.6}$ | 107.1107 .1 | 0.0 , 0.0 |
| Oct 261965 | 0.0 1.7 | 0.0 1.7 | 0.0 0.0 | 0.0 0.0 | $0.0 \mid 0.0$ |
| Nov 21965 | 0.0 0.0 | 0.0 2.2 | 0.0 25.6 | 0.0 26.6 | $0.0 \mid 0.0$ |
| Nov 301965 | 0.01 .1 | 0.0 3.7 | 0.0 2.6 | 0.0 - 0.0 | 0.0 - 0.0 |
| Dec 11965 | 2.82 .8 | 5.2 5.2 | 0.0 0.0 | 6.46 .4 | 0.0 0.0 |
| Dec 21965 | 0.0\| 38.4 | 82.9 94.8 | 18.3 25.9 | 2.0 12.2 | $0.0 \mid 0.0$ |
| Dec 111965 | 0.0\| 4.8 | 0.0 1.9 | 0.0 0.0 | 0.0 4.8 | 13.1 13.1 |
| Jan 31966 | 0.0 0.0 | 56.5156 | 40.4 40.4 | 252.6 367.6 | 155.5180 .5 |
| Jan 121966 | 43.743 .7 |  | 43.2 43.2 | $5.9 \mid 5.9$ | 67.2 ¢7.2 |
| Feb 91966 | 29.1 \| 29.1 | 73.4 73.4 | 97.8 97.8 | 92.5 92.5 | $0.0 \mid 0.0$ |
| Mar 31966 | 18.9 20.9 | $\begin{array}{lll}0.0 & 14.3\end{array}$ | 0.012 .4 | 9.4 20.1 | $20.9,107.6$ |
| Mar 151966 | 40.140 .1 | 0.0 0.0 | 139.7 139.7 | 223.0 223.0 | 102.8145 .2 |
| Mar 171966 | $0.0 \mid 0.0$ | $0.0 \mid 0.0$ | $9.6 \mid 9.6$ | 38.9 38.9 | 210.8 214.9 |
| Mar 191966 | $0.0 \mid 0.0$ | 0.0 1. 0.0 | 530.1 530.1 | 449.9 449.9 | 97.4 97.4 |
| Totals | 383.3 585.2 | 412.8 518.5 | 1231.21340 .2 | $1390.6 \quad 1681.4$ | $739.6 \quad 959.8$ |
| \% verified | 65.9\% | 79.6\% | 91.9\% | 82.7\% | 77.1\% |

## CHAPTER VII. SUMMARY AND COMMENTS

The ultimate objective of this research was the development of a method for forecasting clear air turbulence (CAT) over the mountainous regions of the western United States at altitudes of $12-20 \mathrm{~km}$. The only meteorological data available for these altitudes were rawinsonde soundings taken by the National Weather Service at 0000 GMT and 1200 GMT daily. These data were taken from the teletype records and transmitted by the National ${ }^{\text {Wh}}$ Weather Service and stored in the Texas A\&M University Meteorological Archives.

Information regarding regions of turbulence used in the research was taken from $46 \mathrm{XB}-70$ and $22 \mathrm{YF}-12 \mathrm{~A}$ flights. Each of these flights originated and terminated at Edwards Air Force Base, California, and most flights covered quite a large area. Turbulence encounters were recorded on VGH recorders from which the horizontal dimensions, maximum vertical accelerations, and the number of the turbulence patches could be determined. From this information turbulent and non-turbulent regions were specified which had horizontal dimensions of approximately 200 km for each flight. Each turbulent region usually consisted of a number of turbulent patches while each non-turbulent region was free of turbulence. There were 94 turbulent and 78 non-turbulent regions defined for the $\mathrm{XB}-70$ data, and 22 turbulent and 18 non-turbulent regions defined for the YF-12A data. These data and the rawinsonde soundings constituted the principal data source for this research.

Synoptic charts were prepared from the rawinsonde data for the 100-, $200-$, and $300-\mathrm{mb}$ levels at 0000 and 1200 GMT on each flight day and analyzed in the usual manner. A square grid with grid points spaced at approximately 158 km was superimposed on the synoptic charts and values of height and temperature extracted from the 200 - and $300-\mathrm{mb}$ levels, and temperature and wind data from the $100-\mathrm{mb}$ level. These parameters form the basic meteorological data which were used to calculate all parameters considered in the study. A total of 69 parameters classified as measured, derived, or time rate-of-change was used in the research. The measured parameters consisted of wind, temperature, and height; the derived parameters included such items as vorticity and advection, and the time rate-of-change was computed for all measured and derived parameters. Empirical probability distributions were then computed for each parameter associated with the turbulent and non-turbulent regions. The distributions were then analyzed by inspection and limits noted where the distributions differed in a systematic way and included at least $10 \%$ or more of the total number of observations. The ranges thus established were used to compute conditional probabilities, and to relate parameters and combinations of parameters to regions of CAT and non-CAT.

The meteorological parameters discussed above and associated with regions of CAT and non-CAT were used in a discriminant function analysis to relate CAT and non-CAT areas to meteorological parameters. The atmosphere was divided into $2.1-\mathrm{km}$ ( 7000 -ft) layers between 12.2 and $20.4 \mathrm{~km}(40,000$ and $67,000 \mathrm{ft}$ ) altitude and discriminant functions prepared for each layer. A large number of discriminant functions were prepared, and the five best for each layer were chosen and used in combination in the development of the forecasting procedure. This technique differentiated between CAT and
non-CAT areas for approximately $80 \%$ of the regions and indicates some possibility for distinguishing probable areas of CAT as a function of altitude.

It is well established that CAT is associated with well-developed mountain waves. Conditions favorable for mountain waves were specified and changes in the Scorer parameter with altitude were related to the turbulent and non-turbulent areas. This method gave results comparable to the discriminant function method and the statistical method in that it distinguished between turbulent and non-turbulent regions for approximately $80 \%$ of the cases.

The three methods described above, i.e., empirical probability distributions, discriminant function analysis, and mountain-wave theory were combined to form a CAT forecasting procedure. This procedure utilizes all three methods, and a CAT and non-CAT forecast is based upon the agreement of at least two of the methods, or when one gives a strong indication of the presence or absence of CAT and the others show no clear distinction. The percentage verification for the CAT and non-CAT areas for this combined procedure was approximately the same as the verifications for the individual method; however, it is believed that the statistical confidence of this forecast is far superior to the methods considered individually. With the limited amount of data available it was not possible to perform an adequate and independent evaluation of the techniques. The methods were checked from sub-samples of data drawn from the data available, and the results for individual days appear to confirm the conclusions reached from the total sample.
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## APPENDIX A

Computer Program for the Computation of Synoptic Meteorological Parameters

Most of the flight altitudes for the $46 \mathrm{XB}-70$ flights considered in this report were between the 300 - and $100-\mathrm{mb}$ levels. Synoptic charts were analyzed for the $300-, 200-$, and $100-\mathrm{mb}$ constant-pressure surfaces in the usual manner and data obtained from the analyzed charts or by interpolation for each grid point.

The computer program presented here was used to compute the following parameters at each grid point shown in Fig. 1 in the text.

1. Richardson number (Ri)
2. Horizontal wind shear $\left(\partial \vec{v}_{n} / \partial_{n}\right)$
3. Lapse rate of temperature ( $\partial \mathrm{T} / \mathrm{\partial} \mathrm{z}$ )
4. Advection of relative vorticity ( $-\overrightarrow{\mathrm{V}} \cdot \vec{\nabla} \zeta$ )
5. Advection of temperature $(-\overrightarrow{\mathrm{V}} \cdot \vec{\nabla} \mathrm{T})$
6. Temperature (T)
7. CAT Index (I)
8. Zonal wind component (u)
9. Meridional wind component (v)
10. Scalar wind speed (V)
11. Relative vorticity ( $\zeta$ )
12. Absolute vorticity ( 7 )
13. Product ( $\beta \mathrm{V}$ )
14. Contour heights (H) (200 and 300 mb only)
15. Vertical vector wind shear ( $\left.\partial \vec{V} / \partial_{z}\right)$
16. Advection of absolute vorticity $(-\vec{V} \cdot \vec{\nabla}(\zeta+f))$
17. Time rate-of-change of each of the above parameters over the $12-h r$ period encompassing each flight.

In addition to the parameters listed above, the horizontal gradient of temperature on each constant-pressure surface also was computed; however, the computation of this parameter was accomplished separately and is not included in the computer program.

For those familiar with FORTRAN programming, it is not difficult to follow the procedures employed in the computations. Each of the above items is referred to as an equation in the computer program and each equation is referred to in the coding. The finite-difference equations will not be presented for each parameter, however, the following example will be given.

Consider the advection ot temperature ( $-\overrightarrow{\mathrm{V}} \cdot \vec{\nabla} \mathrm{T}$ ) referred to as Eq. 5 in the computer program. By definition of a vector dot product

$$
\begin{equation*}
-\vec{V} \cdot \vec{\nabla} T=-u \frac{\partial T}{\partial x}-v \frac{\partial T}{\partial y} \tag{A-1}
\end{equation*}
$$

where $u$ and $v$ are the zonal ( $W-E$ ) and meridional ( $\mathrm{S}-\mathrm{N}$ ) wind components, respectively, and $x$ and $y$ are the orthogonal horizontal coordinates with $x$ positive toward the east and $y$ positive toward the north. Assuming $u$ and $v$ as components of the geostrophic wind (this assumption was made for the 200- and $300-\mathrm{mb}$ levels but not for the $100-\mathrm{mb}$ level where the wind components were taken from analyzed charts), Eq. A-1 may be written

$$
\begin{equation*}
-\vec{V} \cdot \vec{\nabla} T=-\frac{g}{f} \frac{\partial H}{\partial y} \frac{\partial T}{\partial x}-\frac{g}{f} \frac{\partial H}{\partial x} \frac{\partial T}{\partial y} \tag{A-2}
\end{equation*}
$$

where $H$ represents the geopotential height of the constant-pressure surface, $g$ is the acceleration due to gravity, and $f$ is the coriolis parameter. Equation A-2 written in finite-difference form, where the finite differences are over an interval of $2 \Delta x$ ( $\Delta x$ is the distance between points in Fig. 1 (see text) in either the $x$ - or $y$-direction), becomes
$-\vec{\nabla} \cdot \vec{\nabla} T=\frac{-g}{4 f(\Delta x)^{2}} \quad\left(H_{i, j+1}-H_{i, j-1}\right)\left(T_{i+1, j}-T_{i-1, j}\right)+\left(H_{i+1, j}-H_{i-1, j}\right)\left(T_{i, j+1}-T_{i, j-1}\right)$.

The computed value of advection is associated with the mid-point of the array of points used in Eq. A-3. The subscripts $i$ and $j$ refer to points in the array shown in Fig. 1 with $i$ beginning with one in the lower lefthand corner and increasing toward the right (along the x-axis), and $j$ beginning with one at the same place and increasing toward the top of the figure (along the $y$-axis).


```
            REAL
    * integer
    - LABEL(7,40) : LABELP(7.40) , NAME1(26) NAME2{26)
    * NAME 3(26), NAME4(26), KAUX(11:11) : ASTRIK
    DATA ASTRIK /%* %/
    COMMON AUXl
CONSTANTS
    IE = 11
    JE = 11
    IS = IF - I
    JS = JE - 1
    B39 = 1.78F-11
    DX = 1.6272E05
    F35 = 0.835E-04
    G = 9.80616
    CDK = 1.0/(4.0*DX*DX)
    CDX1 = 1.0/(2.0*OX)
    KOUNT =0
    100 CONTINUE
        KOUNT = KOUNT + 1
        IF(KOUNT.GT.2)
    - READ all data at one reference time ..
    IFIKOUNT.FQ.11 TIME REFERENCE = 00
    IFIKOUNT.EQ.2) TIME REFERENCE =. +12
C -- }100\mathrm{ MB. LEVEL --
    1.01 READ(5,10) INDEX, (LABEL(1,I),I=1,40)
    10 FORMAT(11,40A1)
        IF(LABEL(1,1).EQ.ASTPIK) GO TO 9999
        CALL READX(KAUX,IE,JE).
        DO 105 J = 1, JE
            DO 105 1 = 1, 1E
            kaux(I,J)= - KaUX(I,j)
            CALL SMOOTH(KAUX,Tl,IE,JE)
    WRITE(6,!1) INDEX, (LABEL(:,I),I=1,40)
    11 FOPMAT(/1H1,I1,7X,40A1///)
            CALL PRIMT(Tl,AUX,IF,JFI
            EEAD (5,!0) INDE-X, (LABEL(2,1),I=1,40)
            CALL READXIKAUX,IE,JEI
            CALL SMODTH(KAUX,UI,IE,JFI
            WRITE(6,I!) INDEX, (LABEL(2,1),I=1,40)
            FEAO(5,10) INDEX, (LABEL(7,1),I=1,40)
            CALL READX(KAUX,IE,JEI
            CALL SMDDTH(KAIJX,VI,IE,JF)
            OC 110 I = 1, IE
                DJ 110 J = 1, JE
                U1(I,J) = J`(I,J)/2.94254
```

```
    110 VI|I,J) = VIII%J)/1.94254
        CALL PRINT(UI,AUX,IE,JE)
        WRITE(6,I1) INDEX, (LABEL(3,II,I=1,40)
        CALL PRINTIVI,AUX,IE,JEI
C
C --200 MB. LEVEL.
    READ(5,10) INDEX, (LABEL(4,I),I=1,40)
    CALL READX(KAUX,IE,JE)
    CALL SMOOTH(KAUX,H2,IE,JE)
    CALL SMOO(H2,AUX,IE,JE)
    WRITE(6,12) INDEX; (LABEL(4,I),I=1,40)
    CALL PRINT(HZ,AUX,IE,JE)
    12 FORMAT//IHL,II,7X;4OA1,5X, HEIGHT GIVEN IN TENS OF METERS*///I
    READ(5,10) INDEX, (LABEL(5,1),I=1,40)
    CALL RFADX(KAUX;IE,JE)
    OD 115I= I, IE
        DO 115 J = 1, JE
    115 KAUX(I,J)=-KAUX\I;J)
    CALL SMOOTH(KAUX,T2,IË,JE)
    WRITE(6,11) INDEX; (LABEL(5,I),I=1,40)
    CALL PRINT(T2,AUX,IE,JE)
C C --300 MB. LEVEL
C
    READ(5,10) INDEX, (LABEL(6,1),I=1,40)
    CALL READX(KAUX,IE,JE)
    CALL SMOOTH(KAUX,H3,IE,JE)
    CALL SMOO(H3,AUX,IE,JE)
    WRITE(6,:2) INDEX, (LABEL(6,I),I=1,40)
    CALL PRINT(H3,AUX,IE,JEI
    RFAO(5,10) INDEX, (LABEL(7,I),I=1,40)
    CALL READX(KAUX,IE,JE)
    DO 120I I = L,IE
            OO 120 J = 1; JE
    120 KAUXII,J)=-KAUX(I,J)
        CALL SMOOTH(KAUX,T3,IE,JE)
        WRITE(6,11) INDEX, (LABEL(7,I),I=1,40)
        CALL PRINT{T3,AUX,IE,JE)
C
C
COMPUTATION OF THE FIELOS
C
    DO 125 J=2, JS
    125 F(J) = F35 + 839*(FLOAT(J-1) * DX)
C
C --100 MB. LEVEL--
```

C

```
150C=1,0/(2.0 * DX)
    00 200 J =2. JS
        00'200I=2,IS
        TX = Tl(I+1,j) - TI(I-I,J)
        TY = T1(I,J+1) - TI(I, J-1)
        VX=V1(I+1,J)' - V1(I-I,J)
        UY = U1(I,J+1) - UL(1,J-1)
        ATI(I,J)=C*{-U1(I,J)*TX-V1(1,J)*TY) EQ. 5
        ZETAL(I,J) = C * (VX - UY)
        EQ. 11
        ETAL(I,J)= ZETAI(I,J) + F(J)
        BVI(I,J)= B39 VI (I,J)
200
    VSI(I;J)=SQRT(U\II;J)**2 + VI|I,J)**2)
        EQ. 12
        EQ. 13
    CALL EXTRAP(VSI.IE,JE)
    CALL EXTRAP(BVI,IE,JE)
    CALL EXTRAP(ETAI,IE,JE)
    CALL EXTRAP(ZETAI,IE.JE)
    CALL EXTRAP(ATI,IE,JE)
    DO 250 J = 2, JS
        DO 2.50 I = 2. IS
        ETAX = ETAI(I+1,J) - ETAL(I-1,J!
        ETAY = ETAI(I,J+I) - ETAI(I,J-I)
        ZETAX = 2FTAl(I+l,J) - 2ETA1(I-1,J)
        ZETAY = ZETA!(I,J+1) - LETA)(I,J-1)
    VX = VSI(I+1,J) - VSI(I-1;J)
    VY = VS!(1,J+1)-.VSI(I,J-)
            EI(I;J)=C *( -U!(I,J)*ETAX - VI(I;J)*ETAY
                                    EQ. }1
            AZI(I,J)=C * (-UI{I,JI*LETAX - VI(I,J)*ZETAY)
EQ. 
250 VNI(I,J)=C* (VI(I,J)*VX - UI(I,J)*VY)/VSI(I,J)
    CALL EXTRAP(El,IE,JE)
    CALL EXTRAP(AL!,IE,JE).
    CALL EXTRAP(VNI,IE,JE)
    DO 275 I = 1, 26
275 NAMEI(I) = LABEL(1,I+14)
    WRITE(6,)7) NAMEI
    17 FOQMAT('IADVECTION FRIJM -VEC V.NABLA T",5X,26A1///)
    CALL PRINT(ATI,AUX,IE,JE)
    WRITE(6,18) NAME1
    18 FORMAT\'1ZETA',5X,26AI///I
    CALL PRINT(ZFTA!,AUX,IE,JE)
    WRITE(6,19) NAMEl
    19 FORMAT('IETA',5X,26A1///)
    CALL PDINT(ETAI,AUX,IE,JE)
    WRITE(S,20) NAMEI
    20 FORMAT('2BV',5X,26A)///)
    CALL PRINT(BVI,AUX,IE,JE)
    WRITFIG,211 NAME1
    21 FORMATI'IVS rWIND SCALAR',5X,26A1///]
```

```
        CALL PRINT(VSI,AUX,IEqJE)
        WRITE(6,22) NAMEI
    22 FORMAT('IE FROM -VEC V.NABLA(ZETA+F)%,5X,26AL///)
    CALL PRINT(EI,AUX,IE,JEI
    WRITE(6,23) NAMEI
    23 FORMAT('IAZ ,FROM -VEC V.NABLA(ZETAI',5X,26A1///1
    CALL PRINT(AZI,AUX,IE,JE)
    WRITE(6,24) NAMEL
    24 FORMATI'IVN,GRAD(SPEED), DV/DN* 5X, 26AI///1
    CALL PRINT(VNI,AUX,IE,JE)
C
C
    --200 mb level--
    DO 300 J = 2, JS
    C = G/(4.0*F(J) * DX**2) * 10.0
    C1 = G/(F(J)*DX**2) * 10.0
    C2 = B39 * G/(2.0*F(J)*0X)*10.0
    C3 = G/(2.0*F(J)*DX)*10.0
        00 300 I = 2, IS
    ZY = H2(I,J+1) - H2(I,J-1)
        2X = H2(I+1,J)-H2(I-1,J)
    TX = T2(I+1,J) - T2(I-1,J)
    TY = T2(1,J+1) - T2(I,J-1)
        ATZ(I,J)=C*(-ZY*TX - 2X*TY) EO: 5
        ZETA2(I,J) = Cl * (H2(I+1,J) + H2(I-1,J) + H2II,J+1) + H2(I,J
    - -1)-4.0 * H2(I,J))
        EQ. 11
        ETA2(I,J) = ZETA2(I,J) + F(J) EQ. 12
        BV2(I,J)=C2* 2X EQ. 13
        U2(I,J) =-C3 * 2Y
        v2(I,J) = C3 * 2X
        EQ. }
300 VS2(I,J)= SQRT( UZII,J)**2 + V2(I,J)**2)
        EQ. 09
EQ. }1
    CALL EXTRAP(VSZ,IE,JE)
    CALL EXTRAP(AT?,IE,JE)
    CALL EXTRAP(ZETAZ,IE,JE)
    CALL EXTRAP(ETAZ,IE,JE)
    CALL EXTRAP(BVZ,IE,JE)
    CALL EXTRAP(UZ,IE,JF)
    CALL EXTRAP{V2,IE,JE)
349 DO 350 J = 2, JS
    C = G/(4.0 * F(J) * DX**2) * 10.0
        DO 350 I = 2, IS
        ZX=H2(I+1,J)-H2(I-1,J)
        ZY = H2(I,J+1) - H2(I,J-1)
        ETAX = ETAZ(I+1,J)- ETAZ(I-1,J)
        ETAY = ETA2(I,J+1) - ETA2(I,J-1)
        ZETAX = ZETA2(I+1,J) - ZETA2(I-1,J)
        zETAY = ZETAZ(I,J+1) -ZETAZ(I,J-1)
        vx = vS2(I+1;J) - vS2(I-I;J)
```

```
            VY = VS2{l,j+1) - VS2(1,J-1)
            E2(I,J)=C * ZY*ETAX - ZX*ETAY
                                    EQ. }1
            AZ2\I&J} = C * ( ZY*ZETAX - ZX*ZETAY 
                                    EO.4
                    VABS = SQRT( ZX**2 + ZY**2 )
                    VN2(I,J) = ((2X*VX + ZY*VY)/VABS) * CDXI
                            EQ. 2
    350
    CALL EXTFAP(VN2,IE,JE)
    CALL EXTRAP(EZ,IE,JE)
    CALL EXTRAP(AL2,IE,JE)
    370 DO 375 1 = 3, 26
    375 NAMEI(I) = LABEL(4,I$14)
    WRITE(6,17) NAME1
    CALL PRINT(AT2,AUX,IE,JE)
    WRITE(6,18) NAMEI
    CALL PRINTIZETAZ,AUX,IE,JEI
    WRITE{6,19} NAMEI
    CALL PRINT(ETAZ,AUX,IE,JF)
    WRITE{S,201 NAMEI
    CALL PRINT(BV2,AUX,IE,JE)
    WRITE{6,25) NAMEI
    25 FORMAT( '1U BY GEOSTROPHIC WIND FORMULA',5X,26A1///1
    CALL PRINT(UZ,AUX,IE,JE)
    WRITE(6,26) NAMEI
    26 FORMAT( 'lV BY GEOSTROPHIC WIND FORMULA',5X,26A1///1
        CALL PRINT(V2,AUX,IE,JE)
        WRITE{6,21) NAMEI
    CALL PRINTIVS2,AUX:IEgJEI
    WRITE(6,22) NAMEI
    CALL PRINT(E2,AUX,IE,JE)
    WRITF(6,23) NAMF1
    CALL PRINT(AZ2,AUX,IE,JE)
    WRITE(6,24) NAME1
    CALL PRINT(VN2,AUX,IE,JEI
C
390 DO 400 J = 2. JS
    C=G/(4.0*F(J)*nX**2)*10.0
    C1 =G/{F(J) * DX**2) * 10.0
    C2 = B39*G/(2.0 * F(J) * nX) * 10.0
    C3 = G/(2.0*F(J)*0X)* 10.0
            DO 400 I = 2. IS
            LY = H3(1:J+1)-H3(I,N-1)
            2X=H3(I+I,J) - H3(I-1,J)
            TX=T3(I+1;J)-T3(I-1;J)
            TY = T3(I,J+1) - T3(I,J-1)
            AT3(1,J) = C * (-2Y*TX-2X*TY) EQ. 5
            ZFTA3(I,J)=C1 * (H3II+I,J) +H3(I-1:J) + H3(I;J+I) +H3(I,J
            -1)-4.0*H3(I,J)| EQe 11
```

```
    ETA3(I,J)= 2ETA3{I,J) +F(J) FQ. 12
    V#(I ل) = C2**
    UZ(I;J)=-C3 2Y
FQ. }1
V3(],J) = C3* 2X
400
VS3(I,J) = SQRT(U3(I,J)**2 +V3(I,J)**2 1
    CALL EXTFAP(VS3,IE,JE)
    CALL FXTRAP( AT 3,IE,AE)
    CALL EXTRAP(ZETA3,IE,JEI
    CALL EXTRAD(ETA3,IE,JE)
    CALL EXTRAP(BV3,IE,JE)
    CALL EXTRAP(U3,IE,JE)
    CALL EXTRAD(V3, IE,JE)
449 00 450 J = 2, J5
    C=G/( 4.0*F(J) *DX**2 )*10.0
        DO 450 I = 2, IS
    2X = H3(I+l,J) - H3(I-1,J)
    ZY = H3(I,J+1)-H3(I,J-1)
    ETAX = ETA3(I+1,J) - ETAB(I-1,J)
    ETAY = ETA3(I,J+1) - ETA3(I,J-1)
    ZETAX = 2ETA3(1+1,J)- ZETA3(I-1,J)
    ZETAY = 2ETA3(I,J+1) - ZETA3(I,J-1)
    VX = VS3(I+1;J) - VS3(I-I,J)
    VY = VS3(I,J+1) - VS3(I,J-1)
    E3(I,J) = C * (ZY*ETAX - ZX*ETAY) EQ. 16
    AL3(I,J)=C* (ZY* ZETAX - ZX*ZETAY) EQ. 4
    VABS = SQRT( ZX**2 + 2Y**2 )
    VN3(I,J) = {| 2X*VX + ZY*VY)/VABS) * CDXI EQ. 2
    CALL EXTRAP(VN3,IE,JE)
    CALL EXTRAP{E3,IE,JE)
    CALL EXTRAP{AZ3,IE,JE)
470 DO 475 I = 1, 26
475 NAME1(1) = LABEL(6,I+14)
    WRITE (6,17) NAMEI
    CALL PRINTIAT3,AUX,IE,JEI
    WRITE(6,18) NAMEI
    CALL PRINT(ZETA3,AUX,IE,JE)
    WRITE{6,19) NAME!
    CALL PRINT(ETAB,AUX,IE,JE)
    WRITE(6,20) NAMEL
    CALL PRINT(BV3,AUX,IE,JE)
    HRITE{6,25) NAMEI
    CALL PRINT(U3,AUX,IE,JE)
    WRITE(6,26) NAMEI
    CALL PRINT(V3,AUX,IE,JE)
    WRITE(6,21) NAMEI
    CALL PQINTIVS3,AUX,IE,JE)
    WRITE(6,22) NAMEI
    CALL PRINT(E3,AUX,IE,JE)
```

```
        WRITE{6,23) NAMEI
        CALL PRINTIAZ3,AUX,IE,JEI
        WRITE(6,24) NAME1
        CALL PRINT( VNO,AUX,IE,JE:
C
499 D0 500 1 = 1, IE
        DO 500 J = 1, JE
                DZ(I,J)=20.3*((T1(I,J)+T2(I,J))/2.0+273.0)
                TZ(I,J)=(TI(I,J) - T2(I;J))/OZ(I;J)
                UV2(I;J)=(UI(I;J)-U2(I,J))**2 + (VI(I;J)-V2(I;J))**2
                VZ(I,J)= SQRT(UV2(I,J)I/DZ(I,J)
                RI(I,J)=(9.8/(DZ(I,J)/20.3))*((TZII,J)+0.00976)/(UVZ(I,J)
                /(02(I,J)**2i)
                                    EQ. 1
    500* IX(I,J)=UV2(I,J)*{I.0-2.O*RI(I,J)I EQ. 7
        DO 525I= 1, 26
        NAMEI(1)= LABEL(1,1+14)
    525 NAME2(I) = LABEL(4,I I +14)
        WRITE(6,27) NAMF1, NAME2
        27 FORMATI'1OT/CZ DEG. CFL./MX1OE-03'.5X,26A1, & ,.26Al///1
        CALL PRINTITL,AUX,IE,JEI
        WRITE(6,28) NAME1, NAME2
        28 FORMATI'1OV/OZ SFC-1 X 1OF-03',3X,26A1,' & ,.26A1///)
        CALL PPINTIVZ,AUX,IE,JEI
        WRITE(6,29) NAMEI, NANE2
        29 FOFMAT ('1RICHAROSON NUMBER", 3X,26AL;' & .,26A1////)
        *. BOUND RICHARDSDN NUMBFR FIELD BY 99.0
        00 535 1 = 1, IF
        DO 535 J = 1, J!
        AUXI(I,J)= RI(I,J)
        IF(ABS(AUXI(I,J)).LT.99.0) GO TO 535
        IF(AUXI(I.J).GT.0.0) AUX)(1.J)=99.0
        IF(AUXI(I,J).LT.0.0) AUXI(I,J) = -99.0
    535 CONTINUE
        CALL PRINT(AUXI,AUX,IE,JE)
        WRITE(6,30) NAYFI, NAME2
        30 FORMAT('LCAT INDEX',3X,26A],' & ",26A1 /// /
            CALL PRINT(IX,AUX,IE,JE)
C
C --TRANSFER OF STMPAGE IF KOUNT = 1--
C
        IFIKOUNT.FQ.21 GOTM 600
    549 00 550 1=1. IF
        OO 550 J = !, J%
        RID(I,NI)=RI(T,J)
        VN\P(I,J)= VNI(I;J)
        VN2P(I,J)= VN2(I;J)
```

```
        VN3P(I,J) = VN3(I,J)
        TZP(I,J)= TZ(I,J)
        AZ1P(I;J) = AZI(I,J)
        AL2P(I,J) = AL2(I,J)
        AL3P(I,J) = AL3(I,J)
        ATIP(I,J) = ATI(I,J)
        AT2P(I,J) = AT2(I,J)
        AT3P(I,J)=AT3(I,N1
        TlP(I,J)=Tl(I,J)
        T2P(I,J)=T2(I,J)
        T3P(I,J) = T3(I,J)
        IXP(I,J)=IX(I;J)
        U!P(I;J) = U\(1;J)
        U2P(I,J)=U2(I,J)
        U3P(I;J) = U3(I;J)
        V1P(I,J) = V1(I,J)
        V2P(I,J)=V2(I,J)
        V3P(I;J)=V3(1,J)
        VSIP(I,J) = VSI(I,J)
        VS2P(I,J) = VS2(I,J)
        vS3P(I,J)= VS3(I,N)
        2FTAIP(I,J) = ZETAI(I,J)
        LETA2P(I,J) = ZETA2(I,J)
        LETABP(I,J) = ZETAB(I,J)
        ETAlP(I,J) = ETA1(I,J)
        ETA2P(I,J) = ETAZ(I,J)
        FTA3P(I,J)= ETA3(I,J)
        BVIP(I,J) = BVIII,J)
        BV2P(I,J)= BV2(I,J)
        BV3P(I,J) = BV3(I,J)
        H2P(I,J) = H2(I,J)
        H3P(I,J)=H3(I,J)
        VZP(I,J) = VZ(I,J)
        EIP(I,J) = EI(I,J)
        E2P(I,J) = E2(I,J)
    550 E3P(I,J) = E3(I,J)
    555 00 560 I = 1, 7
    DO 560 J = 1, 40
    560 LABELP(I,J) = LABEL(I;J)
        GO TO 100
C
c --COMPUTATION OF RATE OF CHANGE DF.PARAMETERS--
C
    600 CONTINUE
C. -- }100\mathrm{ MBS.--
    00 610 1 = 1, 26
    NAME1(I) = LABELP(1,1+14)
610 NAMEZII) = LABEL(1,I+14)
```

```
    WRITE(6,40) NAMEI, NAMF2
    40 FOFMAT/'ID TEMP/DT',5X.26AL, & ,26AL/// /
    CALL DIFF(T1,TIP)
    CALL PRINTIAUXI,AUX,IE,JE:
    WRITF(6,41) NAMEI, NAME2
    41 FORMATI'ID U/DT',5X,26A1, E . 26A1 /// /
    CALL DIFF(UL,UIP)
    CALL PRINT(AUXI,AUX,IF,JE)
    WRITE(6,42) NAMEI, NAME2
    42 FORMAT(:1D V/OT',5X,26A1, G .26A1 /// )
    CALL DIFFI VI,VIPI
    CALL PRINTIAUXI,AUX,IE,JEI
    WRITE(6,43) NAMEI, NAMEL
    43 FURMAT("ID WIND SCALAR/DT*,5X,26A1,' & *,26A1 /// /
    CALL DIFF(VSI,VSIP)
    CALL PRINT(AUX:,AUX,IE,JE)
    WRITE(6,44) NAMEI, NAMEZ
    44 FORMAT('1D BV/DT',5X,26A1,' E ',26A1 ////
    CALL DIFF(BV1, BVIP)
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,45) NAMEI, NAME2
    45 FORMATI'ID HCRILONTAL WIND SHEAR/DT*,5X,26A1,0 E . 26AL/// %
    CALL DIFF(VN1,VN1P)
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,46) NAME1, NAME2
    FOPMAT|'LD ZFTA/DT',5X,26A1,' E ',,26AL /// /
    CALL DIFF(ZETA1, ZETAIP)
    CALL PRINTIAUXI,AUX,IE,JEI
    WRITF(6.47) NAME1, NAME2
    47 FORMATI'1 D ETA/DT',5X,26A1,* & *,26A1 ///)
    CALL DIFF(ETAI,ETAIP)
    CALL PRINT(AUXI,AUX,IE,JE:
    WRITF(6,48) NAMEL, NAME2
    48 FORMATI'ID ADVECTION OF ZETA/DT'.5X,26A1." & .,26AL ///1
    CALL DIFF(ALI,AZIP)
    CALL PRINT(AUX:,AUX,IE,JE)
    WRITE(6,49) NAMEI, NAME2
    49 FORMAT|'ID AOVECTION OF ETA/DT'.5X.26Al." & ..26A1 ///1
    CALL DIFF(FI,ELP)
    (ALL PRINT(AUXI,AUX,IE,JE)
    WRITE{6,50) NAMF1, NANE2
    50 FORMATI'1D ADVECTION OF TEMP./DT'.5X.26A1.' E *.26AI /// 1
    CALL DIFF(AT?,ATIP)
    CALL PRINT(AUX?, AUX,IE,JE)
    --200 MBS.--
    ON 620I=1,26
```

```
    NAMEL(I) = LABELP(4,I+14)
    620
    NAME2(I) LABELI,I+14)
    WRITE(6,40) NAMEI, NAME2
    CALL DIFF(T?,T2P)
    CALL PRINT(AJXI,AUX,IE,JEI
    WRITE(6,51) NAME1, NAME2
    51 FORMAT(:1 0 HEIGHT/DT* 5X.26AL, & *.26A1 /// )
    CALL DIFF(H2,H2P)
    * CONVERT HEIGHT FROM TENS OF METERS TO METERS .a
    OO 625 I = I. IE
    00 625 J = 1, Jc
    625 AUXI(I;J) = AUXI(I,J) * 10.0
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,41) NAME1, NAME2
    CALL DIFF(U2,UZP)
    CALL PRINTIAUXI,AUX, IE,JES
    WRITE(6,42) NAME1, NAME2
    CALL DIFF(V2,VOP)
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,43) NAME1, NAME2
    CALL DIFF(VS2,VS2P)
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,44) NAMEL, NAME2
    CALL DIFF(BV2,BV2P)
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,45) NAME1, NAME2
    CALL DIFF(VN2,VN2P)
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,46) NAME1, NAME 2
    CALL DIFF(ZETAZ,ZETA2P)
    CALL. PRINT(AUXI, AUX,IE,JE)
    WRITE(6,47) NAMEL, NAME2
    CALL DIFF(FTA2,ETA2P)
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE{6,48) NAME1, NAMEZ
    CALL DIFF{AL2,AZ2P}
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,49) NAMEl, NAME2
    CALL DIFF{E2,E2P)
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,50) NAME1. NAME2
    CALL DIFF(AT2,AT2P)
    CALL PRINT(AUXI,AUX,IE,JE)
C
C
--300 MBS.--
DO 630 1=1, 26
NAME1|I) = LABELP(6,I+14)
```

```
    630 NAME2\II = LABEL(6,1+14)
        WRITE(6.40) NAME1, NAME2
        CALL DIFF(T3,T3P)
        CALL PRINTIAUXI,AUX,IE,JE:
        WRITE(6,51) NAME1, NAME2
        CALL DIFF(H3,H3P)
C
    - CONVERT HEIGHJ FROM TENS OF METERS TO METERS **
        DO 635 I = 1, IE
        00 635 J = 1. JE
    635 AUXI(I;J) = AUXI(I;J) * 10.0
        CALL PRINT(AUXI,AUX,IE,JE)
        WRITE(6,4!) NAME1. NAME2
        CAILL DIFF(U3,U3P)
        CALL PRINT\AUX!,AUX,IE,JE)
        WRITE(6,42) NAME1, NAMEZ
        CALLL DIFF(V3,V3P)
        CALL PRINT(AUXI,AUX,IE,JE)
        WRITE(6,43) NAME1, NAME2
        CALL DIFF(VS3,VS3P)
        CALL PRINT(AUXI,AUX,IE,JE)
        WRITE(6,44) NAMFI, NAME2
        CALL DIFF(BV3,8V3P)
        CALL PRINT(AUXI, AUX,IE,JF)
        WRITF(6,45) NAME1, NAME2
        CALL DIFF(VN3,VN3P)
        CALL PRINT(AUXI,AUX,IE,JEI
        WPITE(6,46) NAMEI, NAME2
        CALL DIFF(ZETA3,ZETABP)
        CALL PRINT(AUXI,AUX,IE,JFI
        WRITE(6,47) NAME!. NAME2
        CALL DIFF(ETA3,FTA3P)
        CALL PRIMT(AUXI,AUX,IE,JE)
        WRITE(6,48) NAYE.1, NAMF2
        CALL DIFF(AZ3,AZ3P)
        CALL PRIMT (AUXI, AUX, IF,JE)
        WRITE(6,49) NAME1, NAME?
        CALL DIFF(E3,53P)
        CALL PRINT {AUX:, AUX,IE,JE:}
        WRITE(6,50) NAMEI, NAME2
        CALL DIFF(AT3,AT3P)
        CALL PRINT(AUXI, AUX,IE,JE)
C --100 & 200 MB LEVELS TOGETHER--
    DO 640 I = i. 26
    NAMEI{I)= LABFLP(1,I+14)
    NAME2(1)=LABELP(4,I+14)
    NAME3(I)=L^BEL(I,I+$4)
```

```
    640 NAME4(I) = LABEL(4,1+14)
        WRITEI6,53) NAME1, NAME2, NAME3, NAME4
    53 FDRMATI'1D VFRT. WIND SHEAR/DT*,3X,' FROM *,26A1,2X,26A1/ 28X, 'E
        0,26A1.,2X,26Al/1/ ,
        CALL DIFF(VZ,VZP)
        CALL PRINT(AUXI,AUX,IE,JE)
        WFITE(6,54) NAME1, NAME2, NAME3, NAME4
    54 FORMATI:ID LAPSE RATE OF TEMP./DT:,3X," FROM ',26Al,2X,26A1/28X,*.
        -& ,,26A1,2X,26A1 //1/ 
        CALL DIFF(TZ,TLP)
        CALL PRINTIAUXI,AUX,IE,JE)
        WPITE(E,55) NAME1, NAME2, NAME3, NAME4
    55 FORMAT('1D RICHARDSON NUMBER/DT:, FROM , 25A1, 2X, 26A1/28X,"& 26
        -A\, 2X,26A1 ///1)
        CALL DIFF(RI,RIP)
C BOUND D RIIDT BY 99.0
        00 650 I = 1. IE
        DO 650 J = 1, JE
        IF(ABSIAUXI(I,J)).LT .97.0) GO TO 650
        IF(AUXI(I,J),GT.O.0) AUXI(I, J) = 99.0
        IF(AUXI(I,J).LT.0.0) AUXI(I.J) = -99.0
650 CONTINUE
    CALL PRINT(AUXI,AUX,IE,JE)
    WRITE(6,56) NAME1, NAME2, NAME3, NAME4
    56 FORMAT\'1 D CAT INDEX/OT', 'FROM *, 26A1,2X,26A1/28X.' & '.26AL,2X
    - 26A1 /// )
        CALL DIFF(IXXIXP)
        CALL PRINT(AUXI,AUX,IE,JE)
        GO TO 100
9999 WRITE(6,60)
    60 FORMAT(/1HI.60X,'END OF FILE`/1HX)
        STOP
        END
```

        SUBROUTINE SMOOI A, b, ie, JE I
        DIMENSIGN A(IE,JEI, B(IE,JE)
        DO \(4001=1\), If
        OO \(400 \mathrm{~J}=1\), JE
        \(B(I, J)=0.0\)
        \(\mathrm{K}=0\)
        IFI I.EQ. 1 , GO TO 100
        \(B(I ; J)=B(I, J)+A(I ; J)+A(I-I ; J)\)
        \(K=k+2\)
    100 IF ( I.EQ.IE) GO TO 200
        \(B(I, J)=B(I, J)+\Delta(I, J)+A(I+1, J)\)
        \(K=K+2\)
    200 IF ( J.EQ. 1 ) GO TO 300
$B(I, J)=B(I, J)+A(I, J)+A(I ; J-1)$
$K=K+2$
300 IF (J.EQ.JE) GOTO 400
$B(I, J)=B(I, J)+A(I, J)+A(I ; J+1)$
$K=K+2$
$400 \mathrm{~B}(\mathrm{I}, \mathrm{J})=\mathrm{B}(\mathrm{I}, \mathrm{J}) / F \operatorname{LOAT}(\mathrm{~K})$
DO $500 \mathrm{I}=1 . \mathrm{IE}$
DO $500 \mathrm{~J}=1 \mathrm{JE}$
$500 \mathrm{~A}(I, J)=B(I, J)$
RETURN
END

```
    SUBFOUTINE EXTRAPI A, IE, JE)
    DIMENSION A(IE,JE)
    IS = IF-1
    JS = JE - 1
    DO 201 = 2, 1S
    A(I,1) =(3.0 * A(I,2) - A(I, 3))/12.0
20A(I,JE)=(3.0*A(I,JS) - A(I,JE-2I)/2.0
    DO 30 J = 2. JS
    A(1,J) ={ 3,0 * A(2,J) - A(3,J))/2.0
30 A(IE,J) = (3.0* * ITS,J) - A(IE-2,J))/2.0
A(1,1) = 0.5 * (A(1,2) * A(2,1) )
A(I,JE) = 0.5 *(A(2;JE) + A(I,JS))
A(IE,I) = 0.5 * (A(IS,I) + A(IE,2) )
A(IE,JE) = 0.5 * (A(ISqJE) + A(IE,JS) )
RETURN
END
```

    SUBROUTINE DIFF(A,AP)
    RFAL A(11,11) AP(1).11) , AUX1(11.11)
COMMON AUXI
$I E=11$
$J E=21$
On $101=1$, IE
$0010 \mathrm{~J}=1 . \mathrm{JF}$
10 AUXIII;J) $=(A(I, J)-A P(I ; J)) / 43200.00$
RETURN
END
SUBROUTINE READXIL, IE, JEI
DIMENSION LIIE,JEI
$J E 1=J E+1$
DO $10 \mathrm{~J}=1 . \mathrm{JE}$
$J A=J F 1-J$
$10 \operatorname{PEAD}(5,1) \quad(L(I, J A), I=1, I E)$
1 FORMAT (1114)
RETURN
END
SUBROUTINE SMOOTHI L, A, IE, JE I
DIMENSION L(IE,JE), A(IE,JE)
DO 400 I $=1$. IE
DO $400 \mathrm{~J}=\mathrm{JE}$
AII;J) $=0.0$
IDIV $=0$
IFI I.EQ.1) GO TO 100
$A(I, J)=A(I, J)+$ FLOAT $(L I, J)+L(I-I ; J))$
$\operatorname{IDIV}=10 I V+2$
100 IFI I.EQ.IE $\quad$ GO TO 200
$A(I, J)=A(I, J)+$ FLCAT $(L(I, J)+L(I+1, J))$
$10 I V=10 I V+2$
200 IFI J.EQ. I 1 GO TO 300
$A(I, J)=A(I, J)+F L O A T(L I I ; J)+L(1, J-1)$
IDIV $=1$ IDIV +2
300 IF J.EQ.JE $\quad$ GO TO 400
$A(I, J)=A(I ; J)+$ FLOAT $(L(I ; J)+L(I ; J+I))$
IOIV = IDIV + 2
$400 A(I ; J)=A(I, J) / F L D A T(I D I V)$
RETURN
END

```
        SUBROUTINE SCALEI A, II* JJ, R 
C. SEARCH THE EXTPEMA AND REDUCE TO THE SCALE 100-0.
        DIMENSION A{II,JJ\
        AMAX = -1,E+19
        AMIN = I*E+19
        DO 5 I = 1. II
            00 5 J = 1: JJ
            IF(A(I,J) - AMAX) 2, 2,1
            AMAX = A(I,J)
            II=1
            Jl=J
            IF( A(I,J) - AMIN) 3.4.4
            AMIN = A(I:J)
            12=1
            J2=J
            CONTINUE
5 CONTINUE
    R=( AMAX - AMIN)
    IF( AMAX ) 30, 8,9
    8 IF( AMIN) 30, 32,35
    9 IF(AMIN ) 20,10,10
    10C = AMAX
    GO TO 40
    20 IFI AMAX & AMIN | 30, 10;10
    30C= ABSIAMINI
    GO TO 40
    32 WRITE(6,33)
    33 FORMATI NO SCALING PFRFDRMED :
    GO TO 55
    35 MA = 1
    WPITE(6.37)
37 FORMAT( WARNING. AMAX .LE. AMIN* I
    GO TO 42
40 IFI C.LT.1.0 C = C/10.0
    ALO = ALOGIO(C)
    MA = INT(ALO)
42 IX = 1 - MA
    IY = -IX
    FACTOR = 10.0**IX
    IF( FACTOR.FQ.J.O) GO TO }3
    OO 50 I = 1. II
    DO 50 K = 1, JJ
    50A(I,K)=A(I,K) * FACTOR
    55 WRITE(6,EO) AMAX, II, JI, AMIN, I2, J2, R
    60 FORMATI' M\triangleXIMUM I K MINIMUM I K RANGE'/
        -1P E16.B, 2I3, E\6.8, 2I3, OPF16.8)
        WRITE(6,65) IY
    65 FORMAT(: UNITS JF F:,IT)
        RETURN
        END
```

    SUBROUTINE PRINT ( \(P\), A, II, JJ )
    C: PRINTING DF SCALAR FIELDS
DIMENSION A(II:JJ) P(II,JJ)
001 I $=1,11$
DO $1 \mathrm{~J}=1 . \mathrm{JJ}$
$1 \quad A(I, J)=P(I, J)$
$R=1.0$
CALL SCALEI A, II, JJ, R I
DO $2 \mathrm{~J}=1 . \mathrm{JJ}$
$J 1=J J+1-J$
WRITE(6,3) (AII,JI),I=1,II)
2 CONTINUE
3 FORMAT( //1X.11F5.1)
RETURN
ENO

Frequency Distributions for Synoptic Meteorological Parameters

The synoptic meteorological parameters were classified as measured, derived, or time rate-of-change. Empirical frequency distributions and a brief discussion of these for each parameter are presented below. The number of cases in each distribution associated with turbulent areas is 94 and the number associated with non-turbulent areas is 78. Percentages of the total number of cases in each class interval are given in parentheses.

## 1. Measured Parameters

a. Height. Frequency distributions for the height of the 300- and $200-\mathrm{mb}$ levels are shown in Table 1 . When the height of the $300-\mathrm{mb}$

Table 1. Empirical frequency distributions of the height of the 300and $200-\mathrm{mb}$ surfaces associated with turbulent and nonturbulent areas.

level is low, the frequency of areas with and without turbulence is about the same, but as the height increases to a value of 9.4 km and higher there were nearly twice as many areas without turbulence as there were with turbulence. In this range of heights, 44 percent of the total number of areas without turbulence occurred while only 27 percent of those with turbulence occurred in this range. The height of the $200-\mathrm{mb}$ level is associated with areas with and without turbulence in about the same way as the $300-\mathrm{mb}$ level. When the $200-\mathrm{mb}$ level is below 12 km there is no significant difference between the areas with and without turbulence; however, 46 percent of the cases without turbulence occurred
when the height was 12 km or greater as compared to 31 percent of the cases with turbulence in this height range. Thus, when the height of these pressure levels exceeds the stated values, there are more cases without turbulence than there are with turbulence.
b. Temperature. The frequency distributions of temperature at the $300-200-$, and $100-\mathrm{mb}$ levels are presented in Table 2. Temperature does not distinguish between areas with and without turbulence at the 300 - and $200-\mathrm{mb}$ levels, and not in a clear way at the $100-\mathrm{mb}$ level. At 100 mb , a range of temperature between -55 and $-65^{\circ} \mathrm{C}$ contain 74 percent of the cases with turbulence as compared to 58 percent without turbulence. When the temperature was lower than $-65^{\circ} \mathrm{C}, 33$ percent of the cases were associated with non-turbulent areas while only 17 percent were associated with turbulent areas. From these distributions, the temperature at 100 mb can be used to a limited extent as a predictor of CAT.

Table 2. Empirical frequency distributions of temperature at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.

| Areas | $\mathrm{T}_{300}{ }^{\circ} \mathrm{C}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s - 35.0 | $\begin{array}{r} -37.9 \\ \text { to } \end{array}$ | $\begin{array}{r} 39.9 \\ \text { to } \\ -38.0 \end{array}$ | $\begin{array}{r} -4.9 \\ \text { to } \\ -40.0 \end{array}$ | $\begin{array}{r} -43.9 \\ t 0 \\ -42.0 \end{array}$ | $\begin{array}{r} -45.9 \\ t 0 \\ -44.0 \end{array}$ | $\begin{array}{r} -47.9 \\ 10 \\ -46.0 \end{array}$ | $\geq-48.0$ |
| Tuibulent | 0 (0) | 3 (3) | 7 (7) | 13(14) | 19(20) | 13 (14) | 15(16) | 24(26) |
| Non-turbulent | 5(6) | 4(5) | $1(1)$ | 15(19) | 15(19) | 10(13) | 9 (12) | 19(24) |


| Areas | $\mathrm{T}_{2} 00{ }^{\circ} \mathrm{C}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-65.1$ | $\begin{aligned} & -65.0 \text { to } \\ & -60.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & -60.0 \text { to } \\ & -55.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & -55.0 \text { to } \\ & -50.1 \\ & \hline \end{aligned}$ | z -50.0 |
| Turbulent | 4 (4) | 38 (40) | 22 (23) | 17 (18) | 13(14) |
| Non-turbulent | 5 (6) | 25 (32) | 18(23) | 23(29) | 7 (9) |


| Areas | $\mathrm{T}_{100}{ }^{\circ} \mathrm{C}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5-65.1 | $\begin{aligned} & -65.0 \text { to } \\ & -60.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & -60.0 \text { to } \\ & -55.1 \end{aligned}$ | $\begin{aligned} & -55.0 \text { to } \\ & -50.1 \end{aligned}$ | $\geq-50.0$ |
| Turbulent | 26(17) | 42 (45) | 28 (30) | 8 (9) | 0 (0) |
| Non-turbulent | 26(33) | 28 (36) | 17(22) | 7(9) | $0(0)$ |

c. Wind. Frequency distributions for the zonal wind component associated with turbulent and non-turbulent areas are presented in Table 3 for the $300-, 200-$, and $100-\mathrm{mb}$ levels. At $300 \mathrm{mb}, 73$ percent of all the cases without turbulence occurred when the wind component was between 0 and $19 \mathrm{~m} \mathrm{~s}^{-1}$ (a component toward the east). Forty-three percent of the cases with turbulence occurred when the zonal wind component was 20 $\mathrm{m}^{-1}$ or greater as compared to only 22 percent of the non-turbulent cases. Very few cases with or without turbulence occurred when the zonal wind component was negative. At $200 \mathrm{mb}, 61$ percent of the non turbulent cases occurred when the wind component was between 0 and 19 $\mathrm{m} \mathrm{s}^{-1}$ while only 37 percent of the turbulent cases occurred in this
range. The trend was reversed for the higher wind speeds as indicated by the fact that 55 percent of the turbulent cases occurred when the wind speed was $20 \mathrm{~m} \mathrm{~s}^{-1}$ or greater as compared to only 33 percent of the non-turbulent cases. A trend similar to that shown by the distributions at the 300 - and $200-\mathrm{mb}$ levels is present also at the $100-\mathrm{mb}$ level. Fifty-four percent of the non-turbulent cases occurred when the wind component was between 0 and $12 \mathrm{~m} \mathrm{~s}^{-1}$ as compared with 39 percent of the cases with turbulence. Fifty-six percent of the cases with turbulence were associated with a wind speed of $12 \mathrm{~m} \mathrm{~s}{ }^{-1}$ and greater while only 40 percent of the non-turbulent cases were associated with this range.

Table 3. Empirical frequency distributions of the zonal wind component at 300,200 , and 100 mb associated with turbulent and nonturbulent areas.
(a) 300 mb

| Axeas | ${ }^{300} \mathrm{~m}^{-1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & -40 \text { to } \\ & -31 \end{aligned}$ | $\begin{aligned} & -30 \text { to } \\ & -21 \end{aligned}$ | $\begin{aligned} & -20 \text { to } \\ & -11 \end{aligned}$ | $\begin{aligned} & -10 \text { to } \\ & -1 \end{aligned}$ | 0-9 | $\begin{aligned} & 10- \\ & 19 \end{aligned}$ | $\begin{aligned} & 20- \\ & 29 \end{aligned}$ | $\begin{aligned} & 30- \\ & 39 \end{aligned}$ | 240 |
| Turbulent | 0 (0) | 1(1) | 4 (4) | 7(7) | 14(15) | 27 (29) | 23(24) | 17(18) | 1(1) |
| Non-turbulent | $0(0)$ | $0(0)$ | 1(1) | $3(4)$ | 27 (35) | 30(38) | 14(18) | $3(4)$ | O(0) |

(b) 200 mb

| Areas | $\mathrm{n}_{200} \mathrm{~m}^{\text {s }}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-31$ | $\begin{aligned} & -30 \text { to } \\ & -21 \end{aligned}$ | $\begin{aligned} & -20 \text { to } \\ & -11 \end{aligned}$ | $\begin{aligned} & -10 \text { to } \\ & -1 \end{aligned}$ | 0-9 | $\begin{aligned} & 10- \\ & 19 \end{aligned}$ | $\begin{aligned} & 20- \\ & 29 \end{aligned}$ | $\begin{aligned} & 30- \\ & 39 \end{aligned}$ | $\geq 40$ |
| Turbulent | 0 (0) | 1(1) | 2(2) | 5(5) | 12(13) | 23 (24) | 31 (33) | 19(20) | 1(1) |
| Non-turbulent | 0 (0) | $0(0)$ | $0(0)$ | 5(6) | 13(17) | 34 (44) | 18 (23) | 8 (10) | O(0) |

(c) 100 mb

| Areas | ${ }^{1} 100{ }^{11} 3^{-1}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $<-4.0$ | $\begin{gathered} -4.0 \text { to } \\ 0.0 \end{gathered}$ | $\begin{aligned} & 0.0- \\ & 4.0 \end{aligned}$ | $\begin{aligned} & 4.1 \\ & 8.0 \end{aligned}$ | $\begin{array}{r} 8.0 \\ 12.0 \end{array}$ | $\begin{aligned} & 12.1- \\ & 16.0 \end{aligned}$ | $\begin{aligned} & 16.1- \\ & 20.0 \end{aligned}$ | > 20.0 |
| Turbulent | 2(2) | $4(4)$ | 10(11) | 11 (12) | 15(16) | 24(26) | 14 (15) | 14 (15) |
| Non-turbulent | $0(0)$ | 5 (6) | 15(19) | 7(9) | 20(26) | 16(21) | 10(13) | 5 (6) |

Frequency distributions of the meridional wind component at the 300 , , 200-, and $100-\mathrm{mb}$ levels are presented in Table 4 . Only the distribution for 200 mb shows a preferred range in speed of this component for the areas with or without turbulence. Thirty-one percent of the cases with turbulence were associated with wind speeds less than $-10 \mathrm{~m} \mathrm{~s}^{-1}$, while 21 percent were associated with non-turbulence. A large range in the magnitude of this wind component was observed and, as might be expected, the frequency distributions show a predominance of cases for areas with, as well as those without, turbulence with a magnitude within $10 \mathrm{~m} \mathrm{~s}^{-1}$ of zero meridional wind speed.

The percentage frequencies of scalar wind speed associated with turbulent and non-turbulent areas at the $300-, 200-$, and $100-\mathrm{mb}$ levels are shown in Table 5 . At 300 mb , 58 percent of the non-turbulent cases occurred when the wind speed was less than $19 \mathrm{~m} \mathrm{~s}^{-1}$ while only 32 percent

Table 4. Empirical frequency distributions of the meridional wind component at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

| Areas | ${ }^{400}{ }^{\text {m }}{ }^{-1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & -40 \text { to } \\ & -31 \end{aligned}$ | $\begin{aligned} & -30 \text { to } \\ & -21 \end{aligned}$ | $\begin{aligned} & -20 \text { to } \\ & -11 \end{aligned}$ | $\begin{aligned} & -10 \text { to } \\ & -1 \end{aligned}$ | 0.9 | $\begin{aligned} & 10- \\ & 19 \end{aligned}$ | $\begin{aligned} & 20- \\ & 29 \end{aligned}$ | $\begin{aligned} & 30- \\ & 39 \end{aligned}$ | 240 |
| Turbulent | 9 (10) | 8 (9) | 15(16) | 22 (23) | 25(27) | 6 (6) | 6 (6) | 1(1) | 2(2) |
| Non-turbulent | $2(3)$ | 5(6) | 11 (14) | 25 (32) | 21 (27) | 12(15) | 1(1) | 1(1) | $0(0)$ |

(b) 200 mb

| Areas | $\mathrm{v}_{200} \cdot \mathrm{~m}^{-1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq 31$ | $\begin{aligned} & -30 \text { to } \\ & -21 \end{aligned}$ | $\begin{aligned} & -20 \text { to } \\ & -11 \end{aligned}$ | $\begin{aligned} & -10 \text { to } \\ & -1 \end{aligned}$ | 0-9 | $\begin{aligned} & 10- \\ & 19 \end{aligned}$ | $\begin{aligned} & 20- \\ & 29 \end{aligned}$ | $\begin{aligned} & 30- \\ & 39 \end{aligned}$ | 240 |
| Turbulent | 5(5) | 6(6) | 22(23) | 20(21) | 26(28) | 8 (9) | 5(5) | 2(2) | 0 (0) |
| Non-turbulent | 1(1) | 5 (6) | 11 (14) | 30(38) | 17(22) | 9 (12) | 4(5) | $1(1)$ | O(0) |

(c) 100 mb

| Areas | $\mathrm{v}_{100} \mathrm{~ms}^{-1}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \$ 31 | $\begin{aligned} & -30 \text { to } \\ & -21 \end{aligned}$ | $\begin{aligned} & -20 \text { to } \\ & -11 \end{aligned}$ | $\begin{aligned} & -10 \text { to } \\ & -1 \end{aligned}$ | 0-9 | $\begin{aligned} & 10- \\ & 19 \end{aligned}$ | $\begin{aligned} & 20- \\ & 29 \end{aligned}$ | 230 |
| Turbulent | 4(4) | S(5) | 13(14) | 28 (30) | 28 (30) | 5 (5) | 3(3) | 8 (9) |
| Non-turbulent | 1(1) | 1(1) | 10(13) | 28 (36) | 24 (31) | 4(5) | 4(5) | 6 (8) |

of the cases with turbulence occurred in this range. Wind speeds in excess of $30 \mathrm{~m} \mathrm{~s}^{-1}$ at the $300-\mathrm{mb}$ level were associated with 41 percent of the cases with turbulence as compared to only 13 percent without turbulence. Similar results were observed at the $200-\mathrm{mb}$ level where 52 percent of the cases without turbulence were associated with wind speeds less than $19 \mathrm{~m} \mathrm{~s}^{-1}$ as compared to only 24 percent with turbulence. Forty-two percent of the cases with turbulence were associated with wind speeds of $30 \mathrm{~m} \mathrm{~s}^{-1}$ and greater as compared to only 14 percent of the non-turbulent cases. At the $100-\mathrm{mb}$ level, 30 percent of the non-turbulent cases were associated with wind speeds less than $9 \mathrm{~m} \mathrm{~s}^{-1}$ as compared to 16 percent of the turbulent cases. Fifty percent of the cases with turbulence occurred when the wind speed was greater than $15 \mathrm{~m} \mathrm{~s}^{-1}$ as compared to 35 percent of the cases without turbulence.

There appears to be little doubt that the zonal wind component and the scalar wind speed are associated with turbulent and non-turbulent areas. When the magnitude of either of these becomes great, turbulence is more likely, and when the scalar wind speed, in particular, is below 20 $\mathrm{m} \mathrm{s}^{-1}$ the flight is more likely to be smooth at the levels examined.

Table 5. Empirical frequency distributions of the scalar wind speed at 300, 200 , and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

|  | $V_{300} \mathrm{mg}^{-1}$ |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Areas | $0-9$ | $10-19$ | $20-29$ | $30-39$ | $40-49$ | $50-59$ |  |
| Turbulent | $3(3)$ | $27(29)$ | $27(29)$ | $18(19)$ | $10(11)$ | $7(7)$ | $2(2)$ |  |
| Non-turbulent | $14(18)$ | $31(40)$ | $23(29)$ | $6(8)$ | $4(5)$ | $0(0)$ | $0(0)$ |  |


| Areas | $\mathrm{V}_{200} \mathrm{~m}^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0-9 | 10-19 | 20-29 | 30-39 | 40-49 | 250 |
| Turbuient | 3(3) | 20(21) | 32 (34) | 28 (30) | 9 (10) | $2(2)$ |
| Non-turbulent | 9(12) | 31 (40) | 27(35) | 9 (12) | $1(1)$ | $1(1)$ |

(c) 100 mb

| Areas | $\mathrm{v}_{100} \mathrm{~ms}^{-1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0-3.1 | $\begin{aligned} & 3.1- \\ & 6.0 \end{aligned}$ | $\begin{aligned} & 6.1- \\ & 9.0 \end{aligned}$ | $\begin{array}{r} 9.1- \\ 12.0 \end{array}$ | $\begin{aligned} & 12.1- \\ & 15.0 \end{aligned}$ | $\begin{aligned} & 15.1- \\ & 18.0 \end{aligned}$ | $\begin{aligned} & 18.1- \\ & 21.0 \end{aligned}$ | $\begin{aligned} & 21.1-1 \\ & 24.0 \end{aligned}$ | 224.0 |
| Turbulent | 0 (0) | 4 (4) | 11 (12) | 15(16) | 17(18) | 18 (19) | 14(15) | 10(11) | 5(3) |
| Non-turbulent | 0 (0) | 13(17) | 10(13) | 12(15) | 16(21) | 12(14) | 10(13) | 2(3) | 4(5) |

## 2. Derived Parameters

a. Relative vorticity. Frequency distributions of relative vorticity at the $300-$, 200-, and $100-\mathrm{mb}$ levels are shown in Table 6. There are no clear distinctions between turbulent and non-turbulent areas at 200 mb , although a large percentage ( $78 \%$ ) of the non-turbulent areas at 300 mb had values of relative vorticity between -5 and $5 \times 10^{-5} \mathrm{~s}^{-1}$ compared with 61 percent of the turbulent cases in this range. Nineteen percent of the turbulent and 9 percent of the non-turbulent cases were associated with values $<-5 \times 10^{-5} \mathrm{~s}^{-1}$. The distributions at 100 mb show 52 percent of the non-turbulent areas to be associated with values of relative vorticity below $-5 \times 10^{-6} \mathrm{~s}^{-1}$ (anticyclonic vorticity) as compared to 35 percent of the areas with turbulence in this range. When the relative vorticity was cyclonic (positive), 42 percent of the turbulent areas were associated with values $>10^{-5} \mathrm{~s}^{-1}$ as compared to 24 percent of the non-turbulent areas. Thus, relative vorticity at 100 and 300 mb is associated with turbulent and non-turbulent areas and may be useful as a predictor, but at 200 mb the association is poor or non-existent.
b. Absolute vorticity. Frequency distributions of absolute vorticity at the $300-, 200-$, and 100 mb levels are shown in Table 7. This variable does not distinguish clearly between the turbulent and non-turbulent areas at 300 and 200 mb , but does at 100 mb . Sixty-nine percent of the non-turbulent areas were associated with values of the absolute vorticity $\leq 10^{-4} \mathrm{~s}^{-1}$, while 41 percent of the turbulent areas were associated with these values. A comparison of Tables 6 and 7 shows that absolute vorticity at 100 mb is a better indicator of turbulence than relative vorticity.

Table 6. Empirical frequency distributions of relative vorticity at 300, 200, and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

| Arens | $6300 \times 10^{-5} \mathrm{~s}^{-1}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s-10.1 | $\begin{array}{r} -10.0 \\ -10 \\ -5.1 \end{array}$ | $\begin{gathered} -5.0 \\ \text { to } \\ -0.0 \end{gathered}$ | $\begin{array}{r} 0.0 \\ t 0 \\ 5.0 \end{array}$ | $\begin{array}{r} 5.1 \\ t 0 \\ 10.0 \end{array}$ | $\begin{gathered} 10.1 \\ \text { to } \\ 15.0 \end{gathered}$ | 215.1 |
| Turbulent | 1(1) | 17(18) | 37 (39) | 21 (22) | 7(7) | 4(4) | 7(7) |
| Non-turbulent | 0 (0) | 7(9) | 36(46) | 25(32) | 5(6) | 3(4) | 2(3) |

(b) 200 mb

| Arcas | $6_{200} \times 10^{-5} \mathrm{~s}^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-10.0$ | $\begin{gathered} -10.0 \text { to } \\ -\quad 5.1 \end{gathered}$ | $\begin{aligned} & -5.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0 \text { to } \\ & 5.0 \end{aligned}$ | $\begin{gathered} 5.1 \text { to } \\ 10.0 \end{gathered}$ | 210.0 |
| Turbutent | 2(2) | 13(14) | 36 (38) | 25 (27) | 12(13) | 6(6) |
| Non-turbulent | 1(1) | 12(15) | 29(37) | 23 (29) | 7 (9) | 6 (8) |

(c) 100 mb

| Arcas | $6_{100} \times 10^{-6} \mathrm{~s}^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-5.1$ | $\begin{aligned} & -5.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0 \text { to } \\ & 5.0 \end{aligned}$ | $\begin{gathered} 5.1 \text { to } \\ 10.0 \end{gathered}$ | $\begin{aligned} & 10.1 \text { to } \\ & 15.0 \end{aligned}$ | 215.1 |
| Turbulent | 21 (22) | 12(13) | 13(14) | $9(10)$ | 11(12) | 28 (30) |
| Non-turbulent | 24 (31) | 16(21) | $9(12)$ | 10(13) | 4(5) | 15 (19). |

Table 7. Empirical frequency distributions of absolute vorticity at 300, 200 , and 100 mb associated with turbulent and non-turbulent areas.

| Areas | ${ }_{300} \times 10^{-5} \mathrm{~s}^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq 0.0$ | $\begin{aligned} & 0.0 \text { to } \\ & 3.0 \end{aligned}$ | $\begin{aligned} & 3.1 t o \\ & 6.0 \end{aligned}$ | $\begin{aligned} & 6.1 \text { to } \\ & 9.0 \end{aligned}$ | $\begin{array}{r} 9.1 \\ 12.0 \end{array}$ | 212.1 |
| Turbulent | 2(2) | 9 (10) | 13(14) | 28(30) | 12(13) | 30(32) |
| Non-turbulent | $0(0)$ | 4(5) | 14(18) | 23(29) | 15(29) | 22(28) |

(b) 200 mb

| Areas | $7_{200} \times 10^{-5} \mathrm{~s}^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq 0.0$ | $\begin{aligned} & 0.0 \text { to } \\ & 5.0 \end{aligned}$ | $\begin{gathered} 5.1 \\ 10.0 \end{gathered} \text { to }$ | $\begin{aligned} & 10.1 \text { to } \\ & 15.0 \end{aligned}$ | $\begin{aligned} & 15.1 \text { to } \\ & 20.0 \end{aligned}$ | $\geq 20.0$ |
| Turbulent | 3(4) | 14 (15) | 33(35) | 26(28) | 10(11) | 8 (9) |
| Non-turbulent | 1(1) | 13(17) | 29(37) | 23(29) | 7(9) | 5(6) |

(c) 100 mb

| Areas | $\eta_{100} \times 10^{-5} 8^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq 6.1$ | $\begin{aligned} & 6.0 \text { to } \\ & 8.0 \end{aligned}$ | $\begin{gathered} 8.1 \text { to } \\ 10.0 \end{gathered}$ | $\begin{aligned} & 10.1 \text { to } \\ & 12.0 \end{aligned}$ | $\begin{aligned} & 12.1 \text { to } \\ & 14.0 \end{aligned}$ | $\geq 14.0$ |
| Turbulent | 1(1) | 12(13) | 24 (26) | 36 (38) | 21(22) | 0(0) |
| Non-turbulent | $0(0)$ | 10(13) | $36(46)$ | 25(32) | 7(9) | $0(0)$ |

c. Advection of temperature. Frequency distributions of the advection of temperature at the $300-, 200 \mathrm{~m}$, and $100 \cdots \mathrm{mb}$ levels are shown in Table 8. This table shows that the advection of temperature is not strongly related to the turbulent or non-turbulent areas at the $200-\mathrm{mb}$ level, and at the $300-$ and $100-\mathrm{mb}$ levels only for strong cold advection. At $300 \mathrm{mb}, 15$ percent of the turbulent and 4 percent of the non-turbulent cases were associated with values $<-10^{-4}{ }^{\circ} \mathrm{C} \mathrm{s}^{-1}$, and at $100 \mathrm{mb}, 24$ percent of the turbulent and 13 percent of the non-turbulent cases were associated with values $<-4 \times 10^{-5}{ }^{\circ} \mathrm{C} \mathrm{s}^{-1}$.

Table 8. Empirical frequency distributions of the advection of temperature at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

| Areas | $(-\overrightarrow{\mathrm{V}} \cdot \overrightarrow{\mathrm{V}})_{300} \times 10^{-5}{ }^{\circ} \mathrm{C} \mathrm{E}{ }^{-1}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - -20.1 | $\begin{array}{r} -20.0 \\ 10 \\ -10.1 \\ \hline \end{array}$ | $\begin{array}{r} -10.0 \\ 10 \\ -\quad 0.0 \end{array}$ | $\begin{array}{r} 0.0 \\ 10 \\ 10.0 \\ \hline \end{array}$ | $\begin{gathered} 10.1 \\ 10 \\ 20.0 \\ \hline \end{gathered}$ | $\begin{gathered} 20.1 \\ \text { to } \\ 30.0 \\ \hline \end{gathered}$ | $\geq 30.1$ |
| Turbulent | 6(6) | 8 (9) | 24(26) | 46(49) | $8(9)$ | 1(1) | 1(1) |
| Non-turbulent | 1 (1) | 2(3) | 33(42) | 34(44) | 5(6) | 2(3) | $1(1)$ |


| Areas | $(-\overrightarrow{\mathrm{v}} \cdot \overrightarrow{\mathrm{\nabla} T})_{200} \times 10^{-5}{ }^{\circ} \mathrm{c} \mathrm{s}{ }^{-1}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-30.1$ | $\begin{gathered} -30.0 \\ \text { to } \\ -20.1 \\ \hline \end{gathered}$ | $\begin{gathered} -20.0 \\ \text { to } \\ -10.1 \end{gathered}$ | $\begin{array}{r} -10.0 \\ \text { to } \\ 0.0 \\ \hline \end{array}$ | $\begin{gathered} 0.1 \\ \text { to } \\ 10.0 \\ \hline \end{gathered}$ | $\begin{gathered} 10.1 \\ \text { to } \\ 20.0 \\ \hline \end{gathered}$ | 220.1 |
| Turbulent | 3(3) | 4(4) | 16(17) | 24(26) | 29(31) | 12(13) | 6 (7) |
| Non-turbulent | 1(1) | 4(5) | 4(5) | 22(28) | 31 (40) | 10(13) | 6 (8) |

(c) 100 mb

|  | $(-\overrightarrow{\mathrm{V}} \cdot \overrightarrow{\nabla T})_{100} \times 10^{-5}{ }^{\circ} \mathrm{C} \mathrm{s}^{-1}:$ |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Areas | $\leq-8.1$ | -8.0 to | -4.0 to | 0.0 to | 4.1 to |  |
|  |  | -4.1 | -0.0 | 4.0 | 8.0 | 28.1 |  |
| Turbulent | $5(5)$ | $18(19)$ | $34(36)$ | $26(28)$ | $7(7)$ | $4(4)$ |  |
| Non-turbulent | $3(4)$ | $7(9)$ | $32(41)$ | $25(32)$ | $7(9)$ | $4(5)$ |  |

d. Advection of relative vorticity. Frequency distributions of the advection of relative vorticity at the $300-, 200$-, and $100-\mathrm{mb}$ levels are shown in Table 9. The distributions do not show a clear relationship between this variable and areas with or without turbulence at the $200-\mathrm{mb}$ level, although there is a tendency for strong negative advection to be associated with turbulence. At 300 mb , 18 percent of the cases with turbulence were associated with values $<-3 \times 10^{-9} \mathrm{~s}^{-2}$, while there was only 6 percent of the non-turbulent cases observed in this range. At the $100-\mathrm{mb}$ level, there is a tendency for positive advection to be associated with turbulent areas. Seventeen percent of the turbulent cases were associated with values of the advection of relative vorticity $>4 \times 10^{-9} \quad \mathrm{~s}^{-2}$ as compared to only five percent of the non-turbulent cases in this range. Hence, the advection of relative vorticity at any of the levels considered does not clearly distinguish between turbulent and non-turbulent areas.

Table 9. Empirical frequency distributions of the advection of relative vorticity at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.

| Areas | $\left(-\overrightarrow{\mathrm{V}} \cdot \vec{\nabla} 0_{0}{ }_{300} \times 10^{-9} \mathrm{~s}^{-2}\right.$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-9.1$ | $\begin{aligned} & -9.0 \text { to } \\ & -6.1 \end{aligned}$ | $\begin{aligned} & -6.0 \text { to } \\ & -3.1 \end{aligned}$ | $\begin{aligned} & -3.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0- \\ & 3.0 \end{aligned}$ | $\begin{aligned} & 3.1- \\ & 6.0 \end{aligned}$ | $\begin{aligned} & 6.1- \\ & 9.0 \end{aligned}$ | $\begin{array}{r} 9.1- \\ 12.0 \end{array}$ | 212.1 |
| Turbulent | 3 (3) | 5(5) | 9 (10) | 40(43) | 27(29) | 6(6) | 1(1) | 2(2) | 2(2) |
| Non-turbulent | 0 (0) | 1 (1) | 4(5) | 40(51) | $28(36)$ | 4(5) | 0 (0) | $0(0)$ | 1(1) |

(b) 200 mb

| Areas | $\left(-\vec{v} \cdot \vec{\nabla}_{6}\right)_{200} \times 10^{-9} \mathrm{~s}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-12.1$ | $\begin{aligned} & -12.0 \text { to } \\ & -9.1 \end{aligned}$ | $\begin{aligned} & -9.0 \text { to } \\ & -6.1 \end{aligned}$ | $\begin{aligned} & -6.0 \text { to } \\ & -3.1 \end{aligned}$ | $\begin{aligned} & -3.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0- \\ & 3.0 \end{aligned}$ | $\begin{aligned} & 3.1- \\ & 6.0 \end{aligned}$ | $\begin{aligned} & 6.1- \\ & 9.0 \end{aligned}$ | $\geq 9.1$ |
| Turbulent | $0(0)$ | 4(4) | 6(6) | 6(6) | $38(40)$ | 28(30) | 7 (7) | 4(4) | 1(1) |
| Non-turbulent | $0(0)$ | 0 (0) | 4(5) | 4(5) | 31 (40) | 29 (37) | 7(9) | 3(4) | $0(0)$ |

(c) 100 mb

| Areas | $\left(-\vec{v} \cdot \vec{\nabla} \sigma_{100} \times 10^{-10} \mathrm{~s}^{-2}\right.$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-16.0$ | $\begin{aligned} & -16.0 \text { to } \\ & -12.1 \end{aligned}$ | $\begin{array}{r} -12.0 \\ -8.1 \end{array}$ | $\begin{aligned} & -8.0 \text { to } \\ & -4.1 \end{aligned}$ | $\begin{aligned} & -4.0 \mathrm{to} \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0- \\ & 4.0 \end{aligned}$ | $\begin{aligned} & 4.1- \\ & 8.0 \end{aligned}$ | $\begin{aligned} & 8.1- \\ & 12.0 \end{aligned}$ | 212.1 |
| Turbulent | $0(0)$ | 0 (0) | 7 (7) | 14(15) | 31 (33) | 26 (28) | 8 (9) | 7(7) | 1(1) |
| Non-turbulent | $0(0)$ | 2(3) | 1(1) | 7 (9) | 42(54) | 22(28) | 4(5) | $0(0)$ | 0 (0) |

e. Horizontal wind shear. Frequency distributions of horizontal wind shear at the $300-, 200-$, and $100-\mathrm{mb}$ levels are shown in Table 10 . These distributions do not show a strong relationship between horizontal wind shear and turbulence, although at 300 mb 18 percent of the turbulent as compared with 9 percent of the non-turbulent areas occurred when the magnitude of the shear equalled or exceeded $45 \times 10^{-6} \mathrm{~s}^{-1}$. At 100 mb , 29 percent of the turbulent and 16 percent of the non-turbulent areas were associated with values $\geq 16 \times 10^{-6} \mathrm{~s}^{-1}$ (cyclonic shear).
f. Vertical wind shear. Frequency distributions of vertical wind shear computed from $200-$ and $100-\mathrm{mb}$ data are shown in Table 11 . The percentages for turbulent and non-turbulent cases for values less than $3.0 \times 10^{-3} \mathrm{~s}^{-1}$ are 38 and 56 , respectively. Twenty-nine percent of the turbulent areas were associated with vertical vector wind shears that exceeded $5 \times 10^{-3} \mathrm{~s}^{-1}$ as compared to only 13 percent for the non-turbulent areas.
g. Lapse rate of temperature. Frequency distributions for the lapse rate of temperature between the 200 - and $100-\mathrm{mb}$ levels are presented in Table 12. These distributions do not show any strong differences between turbulent and non-turbulent conditions.
h. CAT Index. Frequency distributions of the Colson-Panofsky CAT Index are shown in Table 13. There are no significant differences between the distributions for turbulent and non-turbulent areas. Based on this data sample, this index does not distinguish well between turbulent and non-turbulent areas.

Table 10. Empirical frequency distributions of horizontal wind shear at 300,200 , and 100 mb associated with turbulent and nonturbulent areas.

(b) 200 mb

| Areas | $(\lambda \vec{V} / \lambda n)_{200} \times 10^{-6} \mathrm{~s}^{-1}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-45.0$ | $\begin{aligned} & -44.9 \text { ع0 } \\ & -30.0 \end{aligned}$ | $\begin{aligned} & -29.9 \text { to } \\ & -15.0 \end{aligned}$ | $\begin{gathered} -14.9 \text { to } \\ 0.0 \end{gathered}$ | $\begin{gathered} 0.1- \\ 15.0 \end{gathered}$ | $\begin{aligned} & 15.1- \\ & 30.0 \end{aligned}$ | $\begin{aligned} & 30.1- \\ & 45.0 \end{aligned}$ | $\geq 45.1$ |
| Turbulent | 3(3) | 9(10) | 16(17) | 18(19) | 22(23) | 14(15) | 8(9) | 4(4) |
| Non-turbulent | 5(6) | 4(5) | 14 (18) | 15(19) | 14(18) | 15(19) | 6(8) | 5 (6) |


| Areas | $(\mathrm{D} \text { / } / \partial \mathrm{n})_{100} \times 10^{-6} \mathrm{~s}^{-1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-12$ | $\begin{aligned} & -11 \text { to } \\ & -7 \end{aligned}$ | $\begin{aligned} & -6 \text { to } \\ & -1 \end{aligned}$ | 0-5 | $\begin{gathered} 6- \\ 10 \end{gathered}$ | $\begin{aligned} & 11- \\ & 15 \end{aligned}$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | $\begin{aligned} & 21= \\ & 25 \end{aligned}$ | $\geq 26$ |
| Turbulent | 6(6) | $5(5)$ | 12(13) | 14(15) | 18(19) | 11(12) | 16(17) | 7 (7) | 5(5) |
| Non-turbulent | 4(5) | 6 (8) | 10(13) | 19(24) | 14(18) | 13(17) | 7 (9) | 3(4) | $2(3)$ |

Table 11. Empirical frequency distributions of vertical vector wind shear between 200 and 100 mb associated with turbulent and non-turbulent areas.

| Areas | $(\partial \mathrm{v} / \partial z)_{200-100} \times 10^{-4} \mathrm{~s}^{-1}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0-9.9 | $\begin{aligned} & 10.0- \\ & 19.9 \end{aligned}$ | $\begin{aligned} & 20.0- \\ & 29.9 \end{aligned}$ | $\begin{aligned} & 30.0- \\ & 39.9 \end{aligned}$ | $\begin{aligned} & 40.0- \\ & 49.9 \end{aligned}$ | $\begin{aligned} & 50.0- \\ & 59.9 \end{aligned}$ | 260.0 |
| Turbulent | 5(5) | 23(24) | 8(9) | 21(22) | 10(11) | 9(10) | 18(19) |
| Non-turbulent | 8(10) | 21(27) | 15(19) | 15(19) | 9 (12) | 3(4) | 7(9) |

Table 12. Empirical frequency distributions of the lapse rate of temperature between 200 and 100 mb associated with turbulent and non-turbulent areas.

| Areas | $(\partial \mathrm{T} / \mathrm{\partial z})_{200-100} \times 10^{-4}{ }^{\circ} \mathrm{C} \mathrm{m}{ }^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-20.1$ | $\begin{aligned} & -20.0 \text { to } \\ & -10.1 \end{aligned}$ | $\begin{aligned} & -10.0 \mathrm{to} \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0 \text { to } \\ & 10.0 \end{aligned}$ | $\begin{aligned} & 10.1 \text { to } \\ & 20.0 \end{aligned}$ | $\geq 20.1$ |
| Turbulent | 20(21) | 20(21) | 21(22) | 28 (30) | 3 (3) | 2(2) |
| Non-turbulent | 22(28) | 18(23) | 17(22) | 15(19) | 6(8) | $0(0)$ |

Table 13. Empirical frequency distributions of the CAT Index associated with turbulent and non-turbulent areas.

| Areas | Car Index ( $\times 10^{3}$ ) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-20.1$ | $\begin{gathered} -20.0 \\ \text { to } \\ -18.1 . \end{gathered}$ | $\begin{array}{r} -18.0 \\ \text { to } \\ -16.1 \end{array}$ | $\begin{gathered} -16.0 \\ \text { to } \\ -14.1 \\ \hline \end{gathered}$ | $\begin{array}{r} -14.0 \\ \text { to } \\ -12.1 \end{array}$ | $\begin{array}{r} -12.0 \\ t 0 \\ -10.1 \\ \hline \end{array}$ | $2-10: 0$ |
| Turbulent | $0(0)$ | 11(12) | 23(24) | 27(29) | 18(19) | 12(13) | 3(3) |
| Non-turbulent | $1(1)$ | 5(6) | 20(26) | 19(24) | 16(21) | 12(15) | 5(6) |

i. Richardson number. Frequency distributions of the Richardson number are shown in Table 14. This parameter was computed from the wind shear and temperature lapse rate computed from the 200 - and $100-\mathrm{mb}$ data. The Richardson number distinguishes turbulent and non-turbulent areas only when the Richardson number is small or large. When its value is below 20, more cases with turbulence were observed than without ( 32 and 21 percent, respectively). When its value exceeded 40 , more areas without turbulence were observed than with turbulence ( 62 and 44 percent, respectively). In the range between 20 and 40 , turbulent and non-turbulent areas occurred with about the same frequency.

Table 14. Empirical frequency distributions of the Richardson number associated with turbulent and non-turbulent areas.

|  | RI |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Areas | $0.0-$ | $10.1-$ | $20.1-$ | $30.1-$ | $40.1 \%$ | $60.1-$ |  |
|  | 10.0 | 20.0 | 30.0 | 40.0 | 60.0 | 80.0 | 100.0 |  |
| Turbulent | $15(16)$ | $15(16)$ | $16(17)$ | $7(7)$ | $9(9)$ | $7(7)$ | $26(28)$ |  |
| Non-turbulent | $7(9)$ | $9(12)$ | $9(12)$ | $5(6)$ | $10(13)$ | $10(13)$ | $28(36)$ |  |

## 3. Time Rate-of-Change of Parameters

The time rate-of-change of parameters was computed from rawinsonde data measured before and after each flight of the XB-70. The rawinsonde times were 1200 GMT on the day of each flight, and 0000 GMT the following day. Most of the flights occurred between 1600 and 2100 GMT.
a. Height of constant-pressure surfaces. Frequency distributions of the time rate-of-change of height of the 300 - and $200-\mathrm{mb}$ surfaces are shown in Table 15. The height of the $100-\mathrm{mb}$ surface is not included in the table since it was not included in the computations. The frequency distributions do not show any preferred values of changes in height at the $300-\mathrm{mb}$ level associated with turbulent or non-turbulent areas. At 200 $\mathrm{mb}, 18$ percent of the turbulent areas were associated with values $<-5 \mathrm{x}$ $10^{-4} \mathrm{~m} \mathrm{~s}^{-1}$ as compared with 7 percent of the non-turbulent areas in this range.

Table 15. Empirical frequency distributions of the time ratemof-change of height of the $300-$ and $200-\mathrm{mb}$ surfaces associated with turbulent and non-turbulent areas.

| Areas | $(\partial \mathrm{H} / \partial \mathrm{t})_{300} \times 10^{-4} \mathrm{~m} \mathrm{~B}^{-1}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & -21.0 \text { to } \\ & -17.0 \end{aligned}$ | $\begin{aligned} & -16.0 \text { to } \\ & -12.0 \end{aligned}$ | $\begin{aligned} & -11.0 \text { to } \\ & -7.0 \end{aligned}$ | $\begin{aligned} & -6.0 \text { to } \\ & -1.0 \end{aligned}$ | $\begin{aligned} & 0- \\ & 5.0 \end{aligned}$ | $\begin{array}{r} 6.0 \\ 10.0 \end{array}$ | $\begin{aligned} & 11.0- \\ & 15.0 \end{aligned}$ |  | $\begin{aligned} & 16.0- \\ & 20.0 \end{aligned}$ | 221.0 |
| Turbulent | 4(4) | 2(2) | 7(7) | 12(13) | 22(23) 13 | 3(14) | 13(14) |  | 7) | 14(15) |
| Non-turbulent | 2(3) | 0 (0) | 6 (8) | 10(13) | 17(22) 15 | 5 (19) | 15(19) |  |  | 9 (12) |
| (b) 200 mb |  |  |  |  |  |  |  |  |  |  |
|  | $(2 \mathrm{H} / \partial \mathrm{t})_{200} \times 10^{-4} \mathrm{~m}^{\text {x }} \mathrm{s}^{-1}$ |  |  |  |  |  |  |  |  |  |
| Areas | $\leq 15.1$ | $\begin{aligned} & -15.1 \text { to } \\ & -10.1 \end{aligned}$ | $\begin{aligned} & -10.0 \\ & -5.1 \end{aligned}$ | $\begin{aligned} & -5.0 t \\ & -0.1 \end{aligned}$ | - 0.0-5.0 | $\begin{gathered} 5.1- \\ 10.0 \end{gathered}$ |  | $\begin{aligned} & 20.1- \\ & 15.0 \end{aligned}$ | $\begin{aligned} & 15.1- \\ & 20.0 \end{aligned}$ | 220.1 |
| Turbulent | 4(4) | 1(1) | 12(13) | 5 (5) | 16(17) | 17(18) |  | 15(16) | 11 (12) | 13(14) |
| Non-turbulent | $0(0)$ | 1(1) | 5(6) | 7(9) | 13(17) | 18(23) |  | 12(15) | 15(19) | 7(9) |

b. Temperature change on constant-pressure surfaces. Frequency distributions for the time rate-of-change of temperature at the 300-, $200-$, and $100-\mathrm{mb}$ surfaces are shown in Table 16 . At $300 \mathrm{mb}, 39$ percent of the cases without turbulence were associated with an increase in temperature with time between values of 20 and $40 \times 10^{-6}{ }^{\circ} \mathrm{C} \mathrm{s}^{-1}$ as compared with only 16 percent of the areas with turbulence in this range. Twentynine percent of the areas with turbulence were associated with a decrease of temperature with time as compared with 14 percent of the areas without turbulence. When the temperature increase was between zero and 20 or greater than $40 \times 10^{-6}{ }^{\circ} \mathrm{C} \mathrm{s} \mathrm{s}^{-1}$, there were no systematic differences in the frequencies associated with turbulent or non-turbulent areas. At the $200-\mathrm{mb}$ level, there were no significant differences in the frequency distributions between the turbulent and non-turbulent areas. At 100 mb , 26 percent of turbulent and 14 percent of non-turbulent cases were associated with values $24.0 \times 10^{-5}{ }^{\circ} \mathrm{C} \mathrm{s}^{-1}$. Thus the local ratemof-change of temperature does not distinguish well between turbulent and non-turbulent areas at the 200 - and $100-\mathrm{mb}$ levels, but does within certain intervals at the $300-\mathrm{mb}$ leve1.
c. Zonal wind component on constant-pressure surfaces. Frequency distributions for the zonal (west to east) wind component are shown in Table 17 for the $300-, 200-$, and $100-\mathrm{mb}$ levels. The zonal wind component is positive for a west wind and negative for an east wind. When the local rate-of-change is negative, the component is becoming more westerly or less easterly, (change vector points toward the west) and when it is positive the component is becoming more easterly or less westerly (change vector points toward the east). Although some slight differences are indicated at 100 mb , the distributions in Table 17 do not indicate any significant differences between turbulent and non-turbulent areas. Therefore, this parameter does not appear to distinguish between areas with or without turbulence.

Table 16. Empirical frequency distributions of the time rate-of-change of temperature at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

| Areas | $(\partial T / \partial t){ }_{300} \times 10^{-6} \cdot \mathrm{C} \mathrm{s}^{-1}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $s-10.1$ | $\begin{gathered} -10.0 \\ t 0 \\ -0.0 \end{gathered}$ | $\begin{array}{r} 0.0 \\ t 0 \\ 10.0 \end{array}$ | $\begin{gathered} 10.1 \\ \text { to } \\ 20.0 \end{gathered}$ | $\begin{gathered} 20.1 \\ \text { to } \\ 30.0 \end{gathered}$ | $\begin{gathered} 30.1 \\ \text { to } \\ 40.0 \end{gathered}$ | $\geq 40.1$ |
| Turbulent | 21(22) | 7(7) | 14(15) | 18(19) | 8 (9) | 7 (7) | 19(20) |
| Non-turbulent | 8 (10) | 3(4) | 14(18) | $8(10)$ | 13(17) | 17(22) | 15(19) |

(b) 200 mb

| Areas | (dT/dt) $200 \times 10^{-6}{ }^{\circ} \mathrm{ces}^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s-10.1 | $\begin{aligned} & -100.0 \text { to } \\ & -50.0 \end{aligned}$ | $\begin{aligned} & -50,0 \\ & -00,0 \end{aligned}$ | $\begin{aligned} & 00.0 \\ & 50.0 \end{aligned}$ | $\begin{array}{r} 50.1 \\ 100.0 \end{array}$ | $\geq 100.1$ |
| Turbulent | 6(6) | $8(9)$ | 26(28) | $38(40)$ | $9(10)$ | 7(7) |
| Non-turbulent | 4(5) | 4(5) | 25 (32) | 29(37) | 11(14) | 5(6) |

(c) 100 mb

| Areas | (dT/dr) $1_{100} \times 10^{-6}{ }^{\circ} \mathrm{cs}^{-1}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $5-10.1$ | $\begin{array}{r} -10.0 \\ \text { to } \\ -0.0 \end{array}$ | $\begin{array}{r} 0.0 \\ 10.0 \\ 10.0 \end{array}$ | $\begin{gathered} 10.1 \\ \text { to } \\ 20.0 \end{gathered}$ | $\begin{gathered} 20.1 \\ \text { to } \\ 30.0 \end{gathered}$ | $\begin{gathered} 30.1 \\ \text { to } \\ 40.0 \end{gathered}$ | 240.1 |
| Turbulent | 23(24) | 10(11) | 5(5) | 13(14) | 12(13) | 7(7) | 24 (26) |
| Non-turbulent | 20(26) | 7(9) | 6(8) | 13(17) | 14(18) | 7(9) | 11(14) |

Table 17. Empirical frequency distributions of the time rate-of-change of the longitudinal wind component at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

|  | ( $\mathrm{Ju} / \mathrm{dt})_{300} \times 10^{-5} \mathrm{~ms}^{-2}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Areas | $\leq-41$ | $\begin{aligned} & -40 \text { to } \\ & -31 \end{aligned}$ | $\begin{aligned} & -30 \text { to } \\ & -21 \end{aligned}$ | $\begin{aligned} & -20 \text { to } \\ & -11 \end{aligned}$ | $\begin{aligned} & -10 \text { to } \\ & -1 \end{aligned}$ | 0-9 | $\begin{aligned} & 10- \\ & 19 \end{aligned}$ | $\begin{gathered} 20- \\ 20 \end{gathered}$ | $\begin{aligned} & 30- \\ & 39 \end{aligned}$ | 240 |
| Furbulent | 5(5). | 2(2) | 7 (7) | 12(13) | 18(19) | 24 (26) | 14 (15) | 7 7) | 1(1) | 4(4) |
| Non-turbulent | $1(1)$ | 3(4) | 5 (6) | 7 (9) | 17(22) | 21 (27) | 14(18) | 7(9) | 2(3) | 1(1) |

(b) 200 mb

| Areas | $(\partial u / \partial t)_{200} \times 10^{-5} \mathrm{me}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-17$ | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $\begin{aligned} & -11 \text { to } \\ & -7 \end{aligned}$ | $\begin{aligned} & -6 \text { to } \\ & -1 \end{aligned}$ | 0-5 | $\begin{gathered} 60 \\ 10 \end{gathered}$ | ${ }_{15}^{11-}$ | $\begin{aligned} & 160 \\ & 20 \end{aligned}$ | 221 |
| Turbulent | 13(14) | 7(7) | 11(12) | 11(12) | 11(12) | 15(16) | 9 (10) | 4(4) | 13(14) |
| Non-turbulent | 13(17) | 6 (8) | 6 (8) | 8 (10) | 11(14) | 4(5) | 9 (12) | 8 (10) | 13(17) |

(c) 200 mb

| Areas | $(\partial u / \partial t)_{100} \times 10^{-5} \mathrm{~ms}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-17$ | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $\begin{aligned} & -11 \text { to } \\ & -7 \end{aligned}$ | $\begin{aligned} & -6 \text { to } \\ & -1 \end{aligned}$ | 0-5 | $\begin{gathered} 6- \\ 10 \end{gathered}$ | $.11-$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | 221 |
| Turbulent | 20(21) | 2(2) | 10(11) | 23(24) | 17(18) | 9(10) | 6(6) | 1(1) | 6(6) |
| Non-turbulent | 8 (10) | $3(4)$ | 7(9) | 15(19) | 23(29) | 14(18) | 1(1) | 3(4) | 4(5) |

d. Meridional wind component on constantmpressure surfaces.

Frequency distributions of the meridional (south to north) wind component for the $300-, 200$, and $100-\mathrm{mb}$ levels are shown in Table 18: negative values indicate the meridional wind component as becoming more northerly (increasing toward the north) while positive values indicate it is becoming more southerly (increasing toward the south). The frequency distributions in Table 18 do not show any systematic differences between turbulent and non-turbulent areas.

Table 18. Empirical frequency distributions of the time rate-of-change of the meridional wind component at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

| Areas | (Cv/ $/ \mathrm{t})_{300} \times 10^{-5} \mathrm{~ms}^{-2}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-41$ | $\begin{aligned} & -40 \text { to } \\ & -31 \end{aligned}$ | $\begin{aligned} & -30 \text { to } \\ & -21 \end{aligned}$ | $\begin{aligned} & -20 \text { to } \\ & -11 \end{aligned}$ | $\begin{aligned} & -10 \text { to } \\ & -1 \end{aligned}$ | 0-9 | $\begin{aligned} & 10- \\ & 19 \end{aligned}$ | $\begin{aligned} & 20- \\ & 29 \end{aligned}$ | $\begin{aligned} & 30- \\ & 39 \end{aligned}$ | $\geq 40$ |
| Turbulent | 6(6) | 5(5) | 5(5) | 12(13) | 17(18) | 16(17) | 16(17) | 5(5) | 4 (4) | B(9) |
| Non-turbulent | -6(8) | 1(1) | 7(9) | 11(14) | 7(9) | 19(24) | 15(19) | 4(5) | $4(5)$ | 4(5) |

(b) 200 mb

| Areas | $(\partial v / \partial t)_{200} \times 10^{-5} \mathrm{~ms}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-17$ | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $\begin{aligned} & -11 \text { to } \\ & -7 \end{aligned}$ | $\begin{aligned} & -6 \text { to } \\ & -1 \end{aligned}$ | 0-5 | ${ }_{10}^{6}$ | $\begin{aligned} & 11- \\ & 15 \end{aligned}$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | 221 |
| Turbulent | 19(20) | 6(6) | 12(13) | 5(5) | 16(17) | 8 (9) | 8(9) | 4(4) | 16(17) |
| Non-turbulent | 18 (23) | 7(9) | 5(6) | 9 (12) | 12(15) | 4(5) | 5(6) | 4(5) | 14(18) |

(c) 100 mb

| Areas | $(\partial v / \partial t)_{100} \times 10^{-5} \mathrm{mms}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-17$ | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $\begin{gathered} -11 \\ -7 \end{gathered}$ | $\begin{aligned} & -6 \text { to } \\ & -1 \end{aligned}$ | 0.5 | ${ }_{10}^{6-}$ | $\begin{aligned} & 11- \\ & 15 \end{aligned}$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | 221 |
| Turbulent | 6(6) | 6(6) | 6(6) | 16(17) | 22(23) | 11(12) | 5(5) | 4(4) | 18(19) |
| Non-turbulent | 2(3) | $3(4)$ | 8 (10) | 22(28) | 13(17) | 12(15) | 8 (10) | 2(3) | $8(10)$ |

e. Scalar wind speeds on constant-pressure surfaces. Frequency distributions of the time rate-of-change of scalar wind speed at the 300-, 200-, and 100 mb levels are shown in Table 19 . These distributions are similar to those shown in Tables 17 and 18 inasmuch as they do not distinguish between turbulent and non-turbulent areas except possibly for large negative values at 300 and 200 mb . It is clear from Tables 17, 18, and 19 that the local rate-of-change of component or scalar wind speeds does not distinguish between turbulent and non-turbulent areas.
f. Relative vorticity on constant-pressure surfaces. Frequency distributions for the time rate-of-change of relative vorticity at the 300-, 200-, and $100-\mathrm{mb}$ levels are shown in Table 20. The distributions associated with turbulent and non-turbulent areas at the 300 - and $200-\mathrm{mb}$ levels do not show any significant differences. At the $100-\mathrm{mb}$ level, 33 percent of the areas with turbulence were associated with rates-of-change less than $20 \times 10^{-11} \mathrm{~s}^{-2}$ as compared with 20 percent of the non-turbulent areas in this range. There were 53 percent of the non-turbulent areas associated with changes in the relative vorticity between -10 to $+30 \times 10^{-11}$ $s^{-2}$ as compared with only 32 percent of the areas with turbulence associated

Table 19. Empirical frequency distributions of the time rate-of-change of the scalar wind speed at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

| Areas | $(\partial V / \partial r)_{300} \times 10^{-5} \mathrm{ma}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s -17 | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $-11 \text { to }$ | $\begin{aligned} & -6 \text { to } \\ & -1 \end{aligned}$ | 0-5 | ${ }_{10}^{6-}$ | $\begin{aligned} & 11- \\ & 15 \end{aligned}$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | 221 |
| Turbulent | 24(26) | 6(6) | $8(9)$ | $9(10)$ | 9(10) | 13(14) | 5(5) | 8(9) | 12(13) |
| Non-turbulent | 9(12) | 5(6) | 10(13) | 9(12) | 10(13) | 10(13) | 7(9) | 7(9) | 11(14) |

(b) 200 mb

| Areas | $(\partial \mathrm{V} / \partial \mathrm{t})_{200} \times 10^{-5} \mathrm{ma}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-17$ | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $\begin{aligned} & -11 \text { to } \\ & -7 \end{aligned}$ | $\begin{aligned} & -6 \text { to } \\ & -1 \end{aligned}$ | 0.5 | $\begin{gathered} 6- \\ 10 \end{gathered}$ | $\begin{aligned} & 11- \\ & 15 \end{aligned}$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | 221 |
| Turbulent | 16(17) | 8(9) | 7(7) | 9(10) | 18 (19) | 11 (12) | 10(11) | 4(4) | 11 (12) |
| Non-turbulent | 8 (10) | $8(10)$ | 3(4) | 9(12) | 16(21) | 10(13) | 6 (8) | 5(6) | 13(17) |

(c) 100 mb

| Areas | $(\partial \mathrm{V} / \partial \mathrm{t})_{1.00} \times 10^{-5} \mathrm{mg}^{-2}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-12.1$ | $\begin{aligned} & -12.0 \text { to } \\ & -9.1 \end{aligned}$ | $\begin{aligned} & -9.0 \text { to } \\ & -6.1 \end{aligned}$ | $\begin{aligned} & -6.0 \text { to } \\ & -3.1 \end{aligned}$ | $\begin{aligned} & -3.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0^{\circ}- \\ & 3.0 \end{aligned}$ | $\begin{aligned} & 3.1- \\ & 6.0 \end{aligned}$ | $\begin{aligned} & 6.1- \\ & 9.0 \end{aligned}$ | $\begin{gathered} 9.1- \\ 12.0 \end{gathered}$ | $\geq 12.0$ |
| Turbulent | 4(5) | 5(5) | 7 (7) | 14(15) | 23 (24) | $11(12)$ | 12(13) | $8(9)$ | 3(3) | 7(7) |
| Non-turbulent | $3(4)$ | 5(6) | 5(6) | 5(6) | 18 (23) | 16(21) | 12(15) | 7 (9) | 4(5) | $3(4)$ |

Table 20. Empirical frequency distributions of the time rate-of-change of relative vorticity at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.

| Areas | $1(\lambda / 20)^{(1000} \times 10^{-10} 8^{-2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5-30.1 | $\begin{aligned} & -20.1 \text { to } \\ & -30.0 \end{aligned}$ | $\begin{aligned} & -10.1 \mathrm{co} \\ & -20.0 \end{aligned}$ | $\begin{aligned} & -0.0 \text { to } \\ & -10.0 \end{aligned}$ | $\begin{aligned} & 0.0 \text { to } \\ & 10.0 \end{aligned}$ | $\geq 10.1$ |
| Turbulent | 1(1) | 10(11) | $5(5)$ | 30(32) | 35 (37) | 13(14) |
| Non-turbulent | 3(4) | 2(3) | 10(13) | 28 (36) | 27(35) | 8 (10) |

(b) 200 mb

| Areas | $(\partial ¢ / \partial t)_{200} \times 10^{-10} \mathrm{~s}^{-2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-30.1$ | $\begin{aligned} & -20.1 \text { to } \\ & -30.0 \end{aligned}$ | $\begin{aligned} & -10.1 \text { to } \\ & -20.0 \end{aligned}$ | $\begin{aligned} & -0.0 \text { to } \\ & -10.0 \end{aligned}$ | $\begin{gathered} 0.0 \text { to } \\ 10.0 \end{gathered}$ | $\geq 10.1$ |
| Turbulent | 0 (0) | 5(5) | 12(13) | 35 (37) | 29 (31) | 13(14) |
| Non-turbulent | 2(3) | 4(5) | 14(18) | 25 (32) | 25(32) | 8 (10) |

(c) 100 mb

| Areas | $(a / / a t){ }_{100} \times 10^{-11} \mathrm{e}^{-2}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 5-30.1 | $\begin{aligned} & -20.1 \mathrm{to} \\ & -30.0 \end{aligned}$ | $\begin{aligned} & -10.110 \\ & -20.0 \end{aligned}$ | $\begin{aligned} & -0.0 \text { to } \\ & -10.0 \end{aligned}$ | $\begin{gathered} 0.0- \\ \cdot 10.0 \end{gathered}$ | $\begin{aligned} & 10.1= \\ & 20.0 \end{aligned}$ | $\begin{aligned} & 20.1-1 \\ & 30.0 \end{aligned}$ | $\geq 30.1$ |
| Turbulent | 21 (22) | 10(11) | 13(14) | 12(13) | 8 (9) | 8 (9) | 1(1) | 21(22) |
| Non-turbulent | 9(12) | 6 (8) | 11(14) | 18(23) | 10(13) | 7(9) | 6(8) | 11(14) |

with this range. The frequency distributions associated with turbulent and non-turbulent areas are quite different at 100 mb , but do not show any significant difference at the 300 - and $200-\mathrm{mb}$ levels.
g. Vorticity due to the coriolis force on constant-pressure surfaces. Frequency distributions of the rate-of-change of vorticity due to the coriolis force at the $300-, 200-$, and $100-\mathrm{mb}$ levels are shown in Table 21. These distributions do not distinguish between turbulent and non-turbulent areas at 300 or 100 mb , but at 200 mb there were 43 percent and 29 percent of turbulent and non-turbulent cases, respectively, for values $<-1.6 \mathrm{x}$ $10^{-10} \mathrm{~s}^{-2}$, and 20 percent and 35 percent for turbulent and non-turbulent cases, respectively, for values between zero and $-1.6 \times 10^{-10} \mathrm{~s}^{-2}$.

Table 21. Empirical frequency distributions of the time rate-of-change of vorticity due to the coriolis force at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.
(a) 300 mb

| Areas | $\mathrm{Bv}_{300} \times 10^{-11} \mathrm{~B}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s-17 | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $\begin{aligned} & -11 t 0 \\ & -1 \end{aligned}$ | $\begin{aligned} & -6 t 0 \\ & -1 \end{aligned}$ | 0-5 | $\begin{gathered} 6- \\ 10 \end{gathered}$ | $\begin{aligned} & 11- \\ & 15 \end{aligned}$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | 221 |
| Turbulent | 32 (34) | 6(6) | 8 (9) | $9(10)$ | 11(12) | 7 (7) | 6 (6) | 7(3) | 8 (9) |
| Non-turbulent | 19(24) | 8 (6) | 12(15) | 9 (12) | 7 (9) | $9(12)$ | 4(5) | 2(3) | 10(13) |

(b) 200 mb

| Areas | $8 \mathrm{v}_{200} \times 10^{-11} \mathrm{~s}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s - 17 | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $\begin{aligned} & -11 \text { to } \\ & -7 \end{aligned}$ | $\begin{aligned} & -6 \text { to } \\ & -1 \end{aligned}$ | 0.5 | $10$ | $\begin{aligned} & 11- \\ & 15 \end{aligned}$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | $\geq 21$ |
| Turbulent | 40(43) | 6(6) | 8 (9) | 4 (4) | 11(12) | S(5) | 8(9) | 4(4) | 8 (9) |
| Non-turbulent | 23(29) | $8(10)$ | 9(12) | 10(13) | 4(5) | 4 (5) | 5(5) | $8(10)$ | 7(9) |

(c) 100 mb

| Areas | $\mathrm{Ev}_{100} \times 10^{-11} \mathrm{~s}^{-2}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-17$ | $\begin{aligned} & -16 \text { to } \\ & -12 \end{aligned}$ | $\begin{aligned} & -11 \text { to } \\ & -7 \end{aligned}$ | $\begin{aligned} & -6 t 0 \\ & -1 \end{aligned}$ | 0.5 | $10$ | $\begin{aligned} & 11- \\ & 15 \end{aligned}$ | $\begin{aligned} & 16- \\ & 20 \end{aligned}$ | 221 |
| Turbulent | 13(14) | 8 (9) | 12(13) | 15(16) | 18(19) | 15(26) | 7(7) | 1(1) | 5(5) |
| Non-turbulent | 8 (10) | 8 (10) | 8 (10) | 15(19) | 17(22) | 10(13) | $4(5)$ | 5 (6) | $3(4)$ |

h. Advection of temperature on constant-pressure surfaces. Frequency distributions for the time rate-of-change of the advection of temperature at the 300-, 200-, and $100-\mathrm{mb}$ levels are shown in Table 22. Negative values indicate a decrease in the rate of advection (less warm or more cold) while positive values indicate an increase in the rate of advection (less cold or more warm). At 300 mb , there are more turbulent than nonturbulent areas associated with magnitudes exceeding $\pm 20 \times 10^{-10}{ }^{\circ} \mathrm{C} \mathrm{s} \mathrm{s}^{-2}$. In addition, 56 percent of the cases without turbulence occurred between $\pm 10^{-9}{ }^{\circ} \mathrm{C} \mathrm{s}^{-2}$ as compared to 40 percent of the areas with turbulence in this range. Thus at 300 mb the distributions show definite differences between turbulent and non-turbulent areas. These differences are not reflected as clearly in the distributions at 200 and 100 mb although there

Table 22. Empirical frequency distributions of the time rate-of-change of the advection of temperature at 300,200 , and 100 mb associated with turbulent and non turbulent areas.

| Areas | $\partial\left(-\vec{v} \cdot \mathrm{~V}_{5}\right) / 3 \mathrm{t}{ }_{300} \times 10^{-10}{ }^{\circ} \mathrm{c} \mathrm{s}^{-2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-20.1$ | -20.0 to -10.1 | -10.0 to -0.0 | ${ }^{0.0}{ }^{\text {co }}$ to | 10.1 20.0 | $\therefore 20.1$ |
| Turbulent | 22(23) | 10(11) | 19(20) | 19(20) | 9(10) | 15(16) |
| Non-turbulent | 11 (14) | 10(13) | 22(28) | 23(29) | 6(8) | 6(8) |

(b) 200 mb

| Areas | $\partial(-\vec{v}, \overrightarrow{\mathrm{~V}}) / \partial \mathrm{t}{ }_{200} \times 10^{-10}{ }^{\circ} \mathrm{C} \mathrm{s}^{-2}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-30.1$ | $\begin{array}{r} -30.0 \\ t 0 \\ -20.1 \end{array}$ | $\begin{array}{r} 20.0 \\ t 0 \\ -10.1 \end{array}$ | $\begin{array}{r} -10.0 \\ \text { to } \\ -\quad 0.0 \end{array}$ | $\begin{gathered} 0.0 \\ 10 \\ 10.0 \end{gathered}$ | $\begin{gathered} 10.1 \\ \text { to } \\ 20.0 \end{gathered}$ | $\begin{gathered} 20.1 \\ 10 \\ 30.0 \end{gathered}$ | $\geq 30.1$ |
| Turbulent | 18(19) | 12(13) | 7(7) | 13(14) | 10(11) | 15(16) | 4(4) | 15(16) |
| Non-turbulent | 13(17) | $6(8)$ | 6(8) | 15(19) | 13(17) | 11(14) | $8(10)$ | 6(8) |

(c) 100 mb

| Areas | $\partial(-\vec{v} \cdot \overrightarrow{\mathrm{~F}} \mathrm{~T}) / \partial \mathrm{t}{ }_{100} \times 10^{-10}{ }^{\circ} \mathrm{C} \mathrm{B}^{-2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s-10.1 | $\begin{aligned} & -10.0 t 0 \\ & -5.1 \\ & \hline \end{aligned}$ | $\begin{aligned} & -5.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0 \text { to } \\ & 5.0 \\ & \hline \end{aligned}$ | $\begin{array}{r} 5.1 \text { to } \\ 10.0 \\ \hline \end{array}$ | 210.1 |
| Turbulent | 18(19) | 15(16) | 17(18) | 14(15) | 10(11) | 20(21) |
| Non-turbulent | 10(13) | 11(14) | 24 (31) | 12(15) | 10(13) | 11 (14) |

is, in general, a tendency for a greater percentage of the turbulence cases to be associated with large values in the rate-of-change of advection, both positive and negative, than for the areas without turbulence. In summary, at the 200 - and $100-\mathrm{mb}$ levels the time rate-ofchange of the advection of temperature does not appear to distinguish between turbulent and non-turbulent areas except for large magnitudes.
i. Advection of relative vorticity on constant-pressure surfaces. Frequency distributions of the time rate-of-change of the advection of relative vorticity at the $300-, 200-$, and $100-\mathrm{mb}$ levels are shown in Table 23. None of these distributions shows any features which distinguish between turbulent and non-turbulent areas.
j. Horizontal wind shear on constant-pressure surfaces. Frequency distributions of the time rate-of-change of horizontal wind shear at the $300-, 200-$, and $100-\mathrm{mb}$ levels are shown in Table 24 . Fifty-four percent of the cases without turbulence were associated with values between zero and $-9.9 \times 10^{-10} \mathrm{~s}^{-2}$, while 41 percent of the cases with turbulence occurred in this range. There were no apparent differences at 200 mb . At the $100-\mathrm{mb}$ level, 32 percent of the turbulent areas were associated with changes in the horizontal wind shear $\leq 20 \times 10^{-10} \mathrm{~s}^{-2}$ as compared with only 13 percent of the areas without turbulence. For values between -10 and $1 \times 10^{-11} \mathrm{~s}^{-2}, 26$ percent of the cases without turbulence fell in this range compared with only 6 percent of the areas with turbulence. In Table 24, negative values indicate that the horizontal wind shear is becoming more anti-cyclonic with time while positive values indicate that it is becoming more cyclonic with time. Thus the occurrence of turbulence,

Table 23. Empirical frequency distributions of the time rate-of-change of the advection of relative vorticity at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.

| Areas | $\vec{a}\left(-\vec{v} \cdot \vec{v}_{\sigma}\right) / 2 t_{300} \times 10^{-14} \mathrm{~s}^{-3}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s -20.1 | $\begin{aligned} & -20.0 \text { to } \\ & -15.1 \end{aligned}$ | $\begin{aligned} & -15.0 \mathrm{co} \\ & -10.1 \end{aligned}$ | $\begin{aligned} & -10.0 \text { to } \\ & -5.1 \end{aligned}$ | $\begin{aligned} & -5.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0- \\ & 5.0 \end{aligned}$ | $\begin{gathered} 5.1 * \\ 10.0 \end{gathered}$ | $\begin{aligned} & 10.0- \\ & 15.0 \end{aligned}$ | $\begin{aligned} & 15.1, \\ & 20.0 \end{aligned}$ | $\geq 21.0$ |
| Turbulent | 1(1) | 2(2) | 4(4) | 8(9) | 30(32) | 26(28) | 9(10) | 8 (9) | 3(3) | $3(3)$ |
| Non-turbulent | $3(4)$ | $0(0)$ | 6(8) | 4(5) | 25 (32) | 24 (31) | 7(9) | 6(8) | 1(1) | 2(3) |

(b) 200 mb

| Areas | $\partial(-\vec{v} \cdot \vec{\nabla} \sigma) / \partial t_{200} \times 10^{-14} \mathrm{a}^{-3}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-20.1$ | $\begin{aligned} & -21.0 \text { to } \\ & -14.1 \end{aligned}$ | $\begin{aligned} & -14.0 \text { to } \\ & -7.1 \end{aligned}$ | $\begin{aligned} & -7.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0- \\ & 7.0 \end{aligned}$ | $14.0^{7.1-}$ | $\begin{aligned} & 14.1- \\ & 21.0 \end{aligned}$ | $\geq 21.1$ |
| Turbulent | 6(6) | 2(2) | 9 (10) | 35(37) | 18(19) | 14(15) | 3(3) | 7 (7) |
| Non-turbulent | 4(5) | 5(6) | 11(14) | 21(27) | 21(27) | 10(13) | 3(4) | 3(4) |

(c) 100 mb

| Areas | . $\quad \partial\left(-\vec{v} \cdot \ddot{\nabla}_{\square}\right) / \partial \mathrm{r}_{100} \times 10^{-15} \mathrm{~s}^{-3}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | < 5 -15.1 | $\begin{aligned} & -15.0 \text { to } \\ & -10.1 \end{aligned}$ | $\begin{aligned} & -10.6 \text { to } \\ & -5.1 \end{aligned}$ | $\begin{aligned} & -5.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0- \\ & 5.0 \end{aligned}$ | $\begin{gathered} 5.1- \\ 10.0 \end{gathered}$ | $\begin{aligned} & 10.1- \\ & 15.0 \end{aligned}$ | $\geq 15.1$ |
| Turbulent ${ }^{\text {a }}$ | $9(10)$ | 4(4) | 12(13) | 19(20) | 20(21) | 15(16) | 7(7) | 8 (9) |
| Non-turbulent | $6(8)$ | 3(4) | 7(9) | 17(22) | 23(29) | 6(8) | 9(12) | 7(9) |

Table 24. Empirical frequency distributions of the time rate-of-change of the horizontal wind shear at 300,200 , and 100 mb associated with turbulent and non-turbulent areas.

| Areas | $\left(3 \vec{v}_{n} / \partial t\right)_{300} \times 10^{-10} \mathrm{~s}^{-2}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-15.0$ | $\begin{aligned} & -14.9 \text { to } \\ & -10.0 \end{aligned}$ | $\begin{aligned} & -9.9 \text { to } \\ & -5.0 \end{aligned}$ | $\begin{gathered} -4.9 \text { to } \\ 0.0 \end{gathered}$ | $\begin{aligned} & 0.1 \text { - } \\ & 5.0 \end{aligned}$ | $\frac{5.1-1}{10.0}$ | $\begin{aligned} & 10.1- \\ & 15.0 \end{aligned}$ | 215.1 |
| Turbulent | 4(4) | 4(4) | 11(12) | 27(29) | 30 (32) | 11(12) | 5(5) | $2(2)$ |
| Non-turbulent | 2(3) | 2(3) | 14(18) | 28 (36) | 20(26) | 11(14) | 1(1) | 0 (0) |

(b) 200 mb

| Areas | $\left(\vec{v}_{n} / \partial t\right)_{200} \times 10^{-10} \mathrm{~s}^{-2}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-15.0$ | $\begin{aligned} & -14.9 \text { to } \\ & -10.0 \end{aligned}$ | $\begin{aligned} & -9.9 . t 0 \\ & -5.0 \end{aligned}$ | $\begin{aligned} & -4.9 \text { to } \\ & 0.0 \end{aligned}$ | $\begin{aligned} & 0.1- \\ & 5.0 \end{aligned}$ | $\begin{gathered} 5.1- \\ 10.0 \end{gathered}$ | $\begin{aligned} & 10.1- \\ & 15.0 \end{aligned}$ | $\geq 15.1$ |
| Turbulent | 3(3) | 4(4) | 17(18) | 23(24) | 36 (38) | 7 (7) | 4 (4) | $0(0)$ |
| Non-turbulent | 4(5) | 5(6) | 15(19) | 22(28) | 22 (28). | 9 (12) | 1(1) | $0(0)$ |


| Areas | $\left(\partial \vec{v}_{n} / \partial \mathrm{t}\right)_{100} \times 10^{-11} \mathrm{~s}^{-2}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-41$ | $\begin{aligned} & -40 \text { to } \\ & -31 \end{aligned}$ | $\begin{aligned} & -30 \text { to } \\ & -21 \end{aligned}$ | $\begin{aligned} & -20 \text { to } \\ & -11 \end{aligned}$ | $\begin{aligned} & -10 \text { to } \\ & -1 \end{aligned}$ | 0-9 | $\begin{aligned} & 10- \\ & 19 \end{aligned}$ | $\begin{aligned} & 20- \\ & 29 \end{aligned}$ | $\begin{aligned} & 30- \\ & 39 \end{aligned}$ | $\geq 40$ |
| Turbulent | 8 (9) | 8 (9) | 13(14) | 16(17) | 6(6) | 16(17) | $9(10)$ | 8(9) | 3(3) | 7(7) |
| Non-turbulent | $3(4)$ | $3(4)$ | 4(5) | 14(18) | 20(26) | 14(18) | 11(14) | 4(5) | 3(4) | 2(3) |

particularly at the $100-\mathrm{mb}$ leve1, is associated with conditions which lead to larger anti-cyclonic horizontal wind shear, while areas without turbulence occur more frequently for small negative changes in the horizontal wind shear which do not exceed $10^{-11} \mathrm{~s}^{-2}$.
k. Vertical wind shear. Frequency distributions of the rate-of-change of vertical wind shear between the 200 - and $100-\mathrm{mb}$ levels are shown in Table 25. Sixteen percent of the turbulent areas are associated with a rate-of-change which exceeds $10^{-7} \mathrm{~s}^{-2}$ as compared with only 4 percent of the cases without turbulence. Thus, when the vertical wind shear is increasing rapidly with time, turbulence may be expected to occur more frequently than smooth conditions.

Table 25. Empirical frequency distributions of the time rate-of-change of vertical wind shear between 200 and 100 mb associated with turbulent and non-turbulent areas.

|  | $\left(\partial \vec{v}_{H}^{*} / \partial t\right)_{200-100} \times 10^{-8} \mathrm{~s}^{-2}$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Areas | $\leq-20.0$ | $\begin{aligned} & -20.0 \text { to } \\ & -15.1 \end{aligned}$ | $\begin{aligned} & -15.0 \text { to } \\ & -10.1 \end{aligned}$ | $\begin{aligned} & -10.0 \text { to } \\ & -5.1 \end{aligned}$ | $\begin{gathered} -5.0 \text { to } \\ 0.0 \end{gathered}$ | $\begin{aligned} & 0.0- \\ & 5.0 \end{aligned}$ | $\begin{gathered} 5.1- \\ 10.0 \end{gathered}$ | $\begin{aligned} & 10.1- \\ & 15.0 \end{aligned}$ | $\begin{aligned} & 15.1- \\ & 20.0 \end{aligned}$ | 221.0 |
| Turbulent | 1 (1) | 0 (0) | 3(3) | 5(5) | 31(33) | 26 (28) | 13(14) | 8 (9) | 5(5) | 2(2) |
| Non-turbulent | $0(0)$ | 1(1) | $0(0)$ | 4(5) | 33 (42). | 27(35) | 10(13) | 2(3) | 0 (0) | $1(1)$ |

1. Lapse rate of temperature. Frequency distributions for the time rate-of-change of the lapse rate of temperature between 200 and 100 mb are shown in Table 26. Forty-nine percent of the non-turbulent cases were associated with negative values between 0 and $-2 \times 10^{-8}{ }^{\circ} \mathrm{C} \mathrm{m}^{-1} \mathrm{~s}^{-1}$ as compared with 29 percent of the turbulent cases. The trend is reversed for large positive values ( $\geq 2.0 \times 10^{-8}{ }^{\circ} \mathrm{Cm}^{-1} \mathrm{~s}^{-1}$ ) where 15 percent and 6 percent, respectively, are associated with turbulent and non-turbulent conditions. Thus, the occurrence of turbulence is associated with conditions leading to a more stable lapse rate of temperature, and less turbulence to conditions leading to a larger lapse rate of temperature. The lapse rate was defined previously as $\mathrm{dT} / \mathrm{dz}$ which differs in sign from the usual definition. The time rate-of-change of the lapse rate of temperature is related to the occurrence of turbulence and should be a useful parameter for the determination of areas where turbulence would be expected.

Table 26. Empirical frequency distributions of the time rate-of-change of the lapse rate of temperature between 200 and 100 mb associated with turbulent and non-turbulent areas.

| Areas | ( $\partial \mathrm{Y} / \partial \mathrm{t})_{200-100} \times 10^{-9}{ }^{\circ} \mathrm{cm}^{-1} \mathrm{~s}^{-1}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-20.1$ | $\begin{aligned} & -20.0 \text { to } \\ & -10.1 \end{aligned}$ | $\begin{aligned} & -10.0 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0 \text { to } \\ & 10.0 \end{aligned}$ | $\begin{aligned} & 10.1 \text { to } \\ & 20.0 \end{aligned}$ | $\geq 20.0$ |
| Turbulent | 7(7) | 9(10) | 18(19) | 37(39) | 9 (10) | 14(1.5) |
| Non-turbulent | 3 (4) | 13(17) | 25 (32) | 24(31) | 8 (10) | 5 (6) |

m. CAT Index. Frequency distributions of the rate-of-change of the CAT Index are shown in Table 27. This index was computed from vertical wind shear and the lapse rate of temperature each computed from the 200and $100-\mathrm{mb}$ data. Twenty-five percent of the turbulent areas are associated with values $\leqslant-20 \times 10^{-3} \mathrm{~s}^{-1}$, while 14 percent of the areas without turbulence are associated with these values of the CAT Index. Fifty-two percent of the non-turbulent areas are associated with positive values between zero and $4.0 \times 10^{-2} \mathrm{~s}^{-1}$ as compared with 31 percent of the turbulent areas in this range.

Table 27. Empirical frequency distributions of the time rate-of-change of the CAT Index associated with turbulent and non-turbulent areas.

| Areas | $\partial$ (CaT Index)/at $\times 10^{-3} a^{-1}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | s $\mathbf{6 0 . 1}$ | $\begin{aligned} & -60.0 \\ & \text { to } \\ & -40.1 \end{aligned}$ | $\begin{array}{r} -40.0 \\ t 0 \\ -20.1 \\ \hline \end{array}$ | $\begin{array}{r} -20.0 \\ t 0 \\ -0.0 \end{array}$ | $\begin{gathered} 0.0 \\ \text { to } \\ 20.0 \\ \hline \end{gathered}$ | $\begin{gathered} 20.1 \\ t 0 \\ 40.0 \\ \hline \end{gathered}$ | $\begin{gathered} 40.1 \\ \text { to } \\ 60.0 \end{gathered}$ | 260.1 |
| Turbulent | $3(3)$ | 5 (5) | 16(17) | 28 (30) | 25 (27) | 4 (4) | 7(7) | 6(6) |
| Non-turbulent | $1(1)$ | 1(1) | 9(12) | 23(29) | 24 (31) | 16(21) | 2(3) | $2(3)$ |

n. Richardson number. Frequency distributions of the time rate-ofchange of the Richardson number are shown in Table 28. The Richardson number was computed from vertical wind shear and lapse rate of temperature taken from the 200 - and $100-\mathrm{mb}$ levels. The distributions do not show any significant differences and hence local changes in the Richardson number on this thickness scale cannot be used to distinguish between turbulent and non-turbulent areas.

Table 28. Empirical frequency distributions of the time rate-of-change of the Richardson number associated with turbulent and nonturbulent areas.

| Areas | $\partial \mathrm{Ri} / \partial \mathrm{t} \times 10^{-2} \mathrm{~s}^{-1}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\leq-0.8$ | $\begin{aligned} & -0.8 \mathrm{to} \\ & -0.6 \end{aligned}$ | $\begin{aligned} & -0.5 \text { to } \\ & -0.3 \end{aligned}$ | $\begin{aligned} & -0.2 \text { to } \\ & -0.0 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 0.2 \end{aligned}$ | $\begin{aligned} & 0.3- \\ & 0.5 \end{aligned}$ | $\begin{aligned} & 0.6- \\ & 0.8 \end{aligned}$ | 20.8 |
| Turbulent | 5 (5) | 4 (4) | 9 (10) | 35 (37) | 29 (31) | 5(5) | 0 (0) | 7 (7) |
| Non-turbulent | 8 (10) | 1(1) | 2(3) | 27 (35) | 28 (36) | 5(6) | $0(0)$ | 7(9) |

## APPENDIX C <br> Computer Program for Combined Forecasting Procedure

The computer program presented here provides combined results from each forecasting technique presented in the text. An example of the product (output) of the program also is given in the text.

A block (flow) diagram is given in Fig. B-1 followed by the FORTRAN program. After reading the text it should not be difficult to follow the program logic.


Fig. B-1. Block diagram of computer program.

## COMPUTER PROGRAM






| 0153 |  |  | $T X=A P(1+1, J, M M N)-A P\{[-1,3, M M M)$ |
| :---: | :---: | :---: | :---: |
| 0154 |  |  |  |
| 0155 |  |  |  |
| 0156 |  |  |  |
| 0157 |  |  | ZFTAY = ZETA(I, J-1, M) - ZETA(I.J+1,M) |
| C159 |  |  |  |
| 0159 |  |  | CATE $=$ (AT(2)-AT(5))/CDTIME |
| 0150 |  |  | O.T3 $=$ (AT(1)-AT(4))/DOTIME |
| 0101 |  |  | DAZ1 $=(A Z(3)-A Z(5)) / O T I M E$ |
| 01E? |  |  | $C A ? 3=(A Z(1)-A Z(4)) / D T I M E$ |
|  | $c$ |  | CALCULATES BETAOV AT 200 MB AT OC 2 AND ALL LEVELS AT 12 z AND |
|  | $c$ |  | STORES THEM IN EV ARRAY |
| 0163 |  |  | DO $3 \mathrm{M}=2.6$ |
| 0154 |  |  | $N H=2 * M+24$ |
| 0105 |  |  | (FIM.EO.3) GO 3 |
| -165 |  |  | $\mathrm{eV}(\mathrm{m})=(1.78 \mathrm{~F}$-11)*AP(1,J,MM) |
| $01 \in 7$ |  |  | CCNTINUE |
| 2169 |  |  | CgVa = (BV(2)-ev(5))/otime |
|  | c |  | CAISCULATES TEMDFRATURE LAPSE RATE, VERTICAL SHEAR, RICHARDSCN NUMBER |
|  | c |  | AM, CAT INOFX FUH 200-100 NB LAYER FOR BOTH TIME PERIUDS |
| 0180 |  |  | SH:2l $=$ AP(J.J.E) - AP(J.J.9) |
| $0: 70$ |  |  |  |
| C171 |  |  |  |
| 0172 |  |  | $\vee X V Y=(A P(1, J, 35)-A O(1, J, 33) \ * * 2+(A P(1, J, 36)-A P(1, J, 34)) * * 2$ |
| -:73 |  |  |  |
| 0174 |  |  | STOZ = (AO(1.J.1p)-AC(1.J.22) $/$ /DHiz |
| 0175 |  |  | COTCR = (CTCZI-OTOZ)/DTIME |
| 0175 |  |  | CVOzi $=(A F(1, J . Q)-A P(1, J, 12) 3 / D H 121$ |
| の177 |  |  |  |
| 0178 |  |  | Onve\% = \{OVOZ1-DVEL)/CTIME |
| 0:70 |  |  | fil $\quad=2 C .3+((A)(1, J, 10)+A P(1 . J .6)!/ 2.0+273.0)$ |
| 0180 |  |  |  |
| ก181 |  |  |  |
| 01 m |  |  | DIt= 9.9 * 20.3 * (R2) + 0.0097C) * R1/R3 |
| 0183 |  |  |  |
| 0184 |  |  | Q2 2 ( AP(1, J,2:)-AP(1, J, 101)/R1 |
| 0185 |  |  |  |
| 0108 |  |  | RI $=9.8$ - $20.3+(12+0.00976) * R 1 / R 3$ |
| 0197 |  |  | C1t $=$ VXVY1* (1.0-2.0*RI1) |
| 0180 |  |  | C! = VXVY* (1.0-2.0*W! |
| 0197 |  |  | กCI $=$ (CII-C!)/CTImF |
|  | $c$ |  | CALCIMATES TINE CHANGES OF TEMSERATUPE FOR 100 AND 300 Mg LFVELS. |
|  | 6 |  | SCALAR WIND AT 2 CO AND JCO MES LEVELS. ANO HEIGHT OF 200 MB LEVEL |
| 0100 |  |  |  |
| 0101 |  |  | OT3 = (AP( [, J.2)-AP(I, J, (4) 3 /DTINE |
| 0192 |  |  | nV2 $=(A D(!, J, A)-A P(1, J, 20)) /$ OTIME |
| 6193 |  |  | OV3 $=(A O(1, J, A)-A P(1, J, 10)) / D T 1 M E$ |
| 0194 |  |  | ) H (2 $=(A F(1, J, 5)-A D(1, J, 17)\} / D T I M E$ |





```
COO1
0002
0003
0004
0005
000%
0007
0008
0007
0010
0011
0012
0013
C)14
00t5
001%
0017
0018
3019
0020
0021
0421
0023
0024
0025
0025
c
00:7
0029
0029
0920
0070
0.31
0032
    SurgrouTINE SMDOTH{A,B,C}
    DIMENSIUN A(18.18),E(18,18
    c
    COMMOM/GFIDIJ/ISTART.JSTART.IEND,JENO
    SMOCTTH INTERIOR POINTS
    C
    JI = JSTART + I
J2=JEND - 1
I!=ISTART + I
I2 = IEND - 1
C2 = C* (1.-C)/2.
Cz=C*C/4.
CA = 1.-4**C2-4**C3
CA =1.-4**C2-4.*C3
001 J=J1.J2
00 1 t=11.12
```



```
* +C 3*(A(1-1,J-1)+A(!-1,j+1)+A(1)+1,J+1)+A(1+1,J-1)?
* CON*(A
1 CONTINUE 
K= JSTART
L = JEND
M = ISTART
M=ISTAR
N=ILND
B(0i,K) - A(I,K)&C+C1:(A{!-L,N) +A(:+1,K))
```



```
00 3 J=J1.J2
日(M, J)=A(M,J)*C+C1*(A(N,J-1)&A(M,J+1))
3日(N,J)=A(N,J)*C+C1*(A(N,J-1)+A(N,J+1))
SMC.OTH CRANERS
B(N,K)=A(M,K)*C+CI*(A{M,K+1) +A(M+1,K))
B(Y,K)=A(N,K)*C+C1#(A(N-1,K)+A(N,K+1))
B(N,K)=A(N,K)*C+CI*(A(N-1,K)+A(N,K+1))
E(M,L)=A(M,L)*C+C1*(A(M,L-1)+A(M*1,L))
0032 FETURN
END
```

FORTRAN IV GLEVFL 21

| 0 COL |  | SUIBFDUTINE EXTRAP（A，IB，JB，［E，JE） |
| :---: | :---: | :---: |
| 0002 |  | DIUENSION A（18，18） |
| 0.903 |  | $10=1 B+1$ |
| coor |  | $J C=J H+1$ |
| 0005 |  | $15=1 \mathrm{E}-1$ |
| 0006 |  | JS＝JE－1 |
| 0007 |  | $0020 \quad 1=10,15$ |
| 0009 |  | A（I，Ju）$=(3,0 * A(1 . J D)-A(1 ., J D+1)) / 2.0$ |
| 0007 | 20 | $A(t, J E)=(3,0$＊$A(I, J S)-A(I * J E-2) 1 / 2.0$ |
| 0010 |  | DO $30 \mathrm{j}=50 . \mathrm{JS}$ |
| 0011 |  |  |
| 0012 | 30 | $A(I t, J)=(3.0 * A(I S . J)-A(I E-2, J)) / 200$ |
| 0013 |  | $A(18 . J S)=0.5 *(A(18 . J D)+A\{1 D . J 日))$ |
| 0014 |  | $A(13, J E)=0,5 *(A(T 0, J E)+A(19, J S)\}$ |
| $0 \geqslant 15$ |  | A（IE．JE）$=0.5 *(A(I S, J \mathrm{~S})+\mathrm{A}($ IE．JD）$)$ |
| 2015 |  | $A(I E, J$ ，$)=0 . E *(A(I S . J E)+A(I E, J S))$ |
| 0017 |  | GE TURN |
| cosis |  | ENO |

```
FORTRAN IV GLEVEL 21 UVCMP DATE \(=75205 \quad 14 / 57 / 30\)
```


FORTRAN IVGLEVEL 21 INTAP DATE $=75205$ 14/57/30

| 0001 | SUGROUTINE INTRP(A,FI,FJ, DINT) |
| :---: | :---: |
| 0007 | OIMENSION A(18.18) |
| 0003 | $I I=F I$ |
| 0004 | $J J=F J$ |
| 0005 | Ct=Fil - FLOAT(1t) |
| coes | DJ=FJ - FLOAT\JJ! |
| 0 CO | 21=A(11.JJ) |
| cces | Z2=A(titicul) |
| 0009 | z3=A(11.JJ+1) |
| 0010 | $\underline{L a=\lambda(1 I+1, ~ J J+1) ~}$ |
| 0011 | Z5=71 + (z2-Z1)*01 |
| 0012 | 25=23 + (24-23)*DI |
| 3013 | D\NT $=25+(70-25) * D J$ |
| c014 | FEETUQN |
| cols | END |


| Foftran iv g level. | 21 DEGRID | DATE $=75205$ | 14/57/30 |
| :---: | :---: | :---: | :---: |
| 0001 | SUBROUTINE DEGRIO(OLAT, DLON,FI,FJ) |  |  |
| cooz | CNST $=.2679492$ |  |  |
| 0003 | FAC2 $=.3487812 \mathrm{E} 02$ |  |  |
| 0004 | FAC1 $=$. $2802625 E 02$ |  |  |
| 0005 | $A L A T=190 .-$ OLAT)/57.29578 |  |  |
| 0006 | $R=F A C 1 *(T A N(A L A T / 2.) / C N S T) * * 0.716$ |  |  |
| 0007 | $A L O N=(1250-D L O N) * 0.715 / 57.29578$ |  |  |
| 0008 |  |  |  |
| coos | FJ $=1.0$ + R\#COS $(A L O N)-$ FAC2 |  |  |
| 0010 | RETURN |  |  |
| 0011 | END |  |  |




U.S. AIR PORCE VAFB TECHNICAL UBRARY


[^0]:    ${ }^{1}$ Director, Center for Applied Geosciences, and Professor of Meteorology
    ${ }^{2}$ Research Graduate Assistant now employed by Environmental Protection Agency

[^1]:    *The number outside parentheses is the percent of CAT cases occurring in the stated range of the variable, and those inside parentheses are the number of CAT cases divided by the total number of cases.

[^2]:    ${ }^{2}$ The number outside parentheses is the percent of CAT cases occurring in the stated range of the variable, and those inside parentheses are the number of CAT cases divided by the total number of cases.

[^3]:    *Because of missing meteorological data some percentages are based on a number of regions less than shown in the table; however, in no case was the number reduced by more than 3 .

