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1. INTRODUCTION

HAL/S is a programming language developed by Intermetrics, Inc., for
the flight software of the NASA Space Shuttle program. HAL/S is intended to
satisfy virtually all of the flight software requirements of the Space Shuttle,

To achieve this, HAL/S incorporates a wide range of features, including appli-
cations-oriented data types and organizations, real time control mechanisms,
and constructs for systems programming tasks,

As the name indicates, HAL/SM is a dialect of the original HAL
language previously developed by Intermetrics (see Reference 1) and of the
HAL/S dialect, alsc developed by Intermetrics (see Reference 2). Changes
have been incorporated to adapt the language to the MOSS environment.

HAL/SM is a higher order language designed to allow programmers,
analysts, and engineers to communicate with the computer in a2 form approxi-
mating natural mathematical expression. Parts of the English language are
combined with standard notation to provide a tool that readily encourages
programming without demanding computer hardware expertise.

Data Types and Computations

HAL/SM provides facilities for manipulating a number of different
data types., Its integer, scalar, vector, and matrix types, together with the
appropriate operators and built-in functions, provide an extremely powerful
tool for the implementation of guidance and control algorithms. Bit and
character types are also incorporated, '

HAL /SM permits the formation of multi-dimensional arrays of homo--
geneous data types, and of tree-like structures which are organizations of

non-homogeneous data types.

Real Time Control

HAL/SM is a real time control language. Defined blocks of code
called tasks can be scheduled for execution in a variety of different ways, A
wide range of commands for controlling their execution is also provided,
including mechanisms for interfacing with external interrupts and other
environmental conditions,

Error Recovery

HAL/SM contains an elaborate run time error recovery facility which
allows the programmer freedom (within the const raints of safety) to define
his own error processing procedures, or to leave control with the operating
system.



System Language

HAL/SM contains a numbef of features especially designed to facilitate
its application to systems programming. Thus, it substantially eliminates
the necessity of using an assembler language.

Program Reliability

Program reliability is enhanced when software can, by its design,
create effective isolation between various sections of code, while maintaining
ease of access to commonly used data, HAL/SM is a block oriented language
in that blocks of code may be established with locally defined variables that
are not visible from outside the block. Separately compiled task blocks can
be executed together and communicate through one or more centrally managed
and highly visible data pools. In a real time environment, HAL/SM couples
these precautions with locking mechanisms preventing the uncontrolled usage
of sensitive data or areas of code.

The formal Specification of HAL/SM is contained in Sections 3 through
10 of this document. Section 2 introduces the notation to be used in the
remainder. '

The global structure of HAL/SM is presented in Section 3. Data declara-
tion and referencing are presented in Sections 4 and 5 respectively. Section 6 is
devoted to the formation of different kinds of expressions. Sections 7 through
10 show how these expressions are variously used in executable statements,

Section 7 gives the specification of ordinary executable statements
such as IF statements, assignments, and soon. Section 8 deals with real
time programming. Section 9 explains the HAL/SM error recovery system
and Section 10 the HAL/SM 1/0 capability.

Finally, Section 11 is devoted to system language features of HAL/SM.
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2., SYNTAX DIAGRAMS AND HAL/SM PRIMITIVES

In this Specification, the syntax of the HAL/SM language is represented
in‘the form of syntax diagrams, These are to be read in conjunction with the
associated sets of semantic rules, Sometimes the semantic rules modify or
restrict the meaning inherent in the syntax diagrams. Together the two pro-
vide a complete, unambiguous description of the language, The syntax dia-
grams are mutually dependent in that syntactical terms referenced in some
diagrams are defined in others, There are, however, a basic set of syntactical
terms for which no definition is given, These are the HAL/SM '"primitives. "

This section has two main purposes: to explain how to read syntax
diagrams, and to provide definitions of the HAL/SM primitives, Various
aspects of HAL source text which impact upon the meaning of the diagrams are
also discussed briefly.
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2.1 The HAL/SM Syntax Diagram

Syntax diagrams are, essentially, flow diagrams representing the
formal grammar of a language. By tracing the paths on a diagram, various
examples of the language construct it represents may be created. In this
Specification, the Syntax Diagrams, together with the associated Semantic
Rules, provide a complete and unambiguous definition of the HAL/SM language.
The syntax diagrams are, however, not meant to be viewed as constituting
a "working' grammar (that is, as an analytical tool for compiler construction).

A typical example of a syntax diagram is illustrated below, Following
the diagram, a set of rules for reading it correctly is given., The rules apply
generally to all syntax diagrams presented in the ensuing sections.

WAIT statement @

®

GO~

( WAIT ) “L > f
‘1—@\‘ - time value |

-—-b-—— — - : S-—
(clock T~ e
@ »___\ L
. — _’___z
e > — — — — - — e —— —

event exp |- —O—(THEN —(WALT
0

@ example;

NOW: WAIT UNITL EVENT A & EVENT_B, THEN WAIT 30 MSECS;
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Rules

1, Every diagram defines a syntactical term. The name of the term
being defined appears in the hexagonal box (D). The title of the syntax
diagram @ is usually a discursive description of the syntactical term,
In the case illustrated, the language construct depicted is a particular-
ization of the syntactical term defined (a "WAIT statement' is an ex-

ample of @ ).

2. " To generate samples of the construct, the flow path is to be followed
from left to right from box to box, starting at the point of juncture of
the definition box @ » and ending when the end of the path @ is reached.

3. The path is moved along until it arrives at a black dot () . No "backing
up'' along points of convergence such as @ is allowed. A black dot
denotes that a choice of paths is to be made. The possible number of
divergent paths is arbitrary.

4, Potentially infinite loops such as ® may sometimes be encountered.
Sometimes there are semantic restrictions upon how many times such
loops may be traversed.

5. Every time a box is encountered, the syntactical term it represents is
added to the right of the sequence of terms generated by moving along
the flow path. For example, moving along the path paralleling the
dotted line generates the sequence "WAIT FOR <clock= <time value~;'
(see rule 7.) :

6. Boxes with squared corners, such as @ , represent syntactical terms
defined in other diagrams. Boxes with circular ends, such as @ s
represent HAL/SM primitives. Circular boxes, such as @ , contain
special characters (see Section 2,2},

7. In the text accompanying the syntax diagrams, boxes containing lower
case names are represented by enclosing the names in the delimiters
<>, Thus box @ becomes <time value> . Upper case names are
reserved words of the language.

8. The example given at @ is an example of HAL/SM code which may be
generated by applying the syntax diagram (since some boxes such as @
for example, are defined in other syntax diagrams, reference to them
may be necessary to complete the generative process).

-5-



2.2 The HAL/SM Character Set

The HAL/SM character sét consists of the 52 upper and lower case
alphabetic characters, the numerals zero through nine, and other symbols.
The restricted character set is the set necessary for the generation of con-

structs depicted by the syantax diagrams.

The extended character set includes,

in addition, certain other symbols legal in such places as comments of com-

piler listing annotation.

The following table gives a complete list of the characters in the extended

set, with a brief indication of their principal usage.

NHKXxE<CHLEDODHOZEZP A" HOaHdEHOT QW »

L= - B I o TR O T « I

alphabetic alphabetic special characters
i )
k =
! & operators
m #
n @
o $
P , e
q literals >
T =
8 * operators,
t I ERP designators
identifiers, | u + '
literals, v -
reserved w .
words x s
Yy
z

pseudo-alphabetic

- identifiers

¢ text generation
excape

1t

separators

separ‘ator 8
ERP designators

delimiters

additional extended-set

numeric symbols

0 f
1 ]
: ¢
2| identifiers }
5 literals !
6 ?
7

8

9




2.3 HAL/SM Primitives

HAL/SM syntax diagrams ultimately express all syntactical elements
in terms of a small number of special characters and predefined primitives.
Primitives are constructed from the characters comprising the HAL/SM
restricted character set, There are three broad classes of primitives:
"regerved words, ' "jdentifiers, !' and "literals. "

2.3.1 Reserved Words

As their names suggest, reserved words are names recognized to have
standard meanings within the language and which are unavailable for any other
use, They are constructed from alphabetic characters alone. Reserved words
fall into two categories: keywords and built-in function names. In the syntax
diagrams, and in the accompanying text, reserved words are indicated by
upper case characters.

2,3.2 Identifiers

An identifier is a name assigned by the programmer to be a variable,
label, or other entity, Before its attributes are defined, it is syntactically
known as an <ddentifier>. Each valid<identifier>must satisfy the following
rules:

(o) the total number of characters must not exceed 32,

o the first character must be alphabetic,

o any character except the first may be alphabetic or numeric, and
o any character except the first or the iast may be a '"break char-

acter™ (_).

The definition of an <identifier> generally establishes its attributes, and, in
particular, its type, Thereafter, because its type is known, it is given one
of the following syntactical names, as appropriate:

<label>
< § var name>
where: § = arith (arithmetic)
char (character)
bit
event
structure

<flag>

<template name=>
-



The manner in which its attributes are established is discussed in Section 4.
The manner in which it is thereafter referenced is discussed in Section 5,

2.3.3 ERP Designators

An ERP designator is a name used to specify an External Reference
Point. The ERP designator must be a duplicate of an ERP name defined in the
Measurement and Control Definition (M&CD)., The ERP designator is syntacti-
cally known as an «<erp designator> . The following rules must be satisfied by
the <erp designator> .

o - The total number of characters must not exceed 31;

o The first and last characters must be angle brackets; the_first
character being " <' (less than) and the last character being ">
(greater than);

0 Any character except the first and last may be alphabetic or
numberic; and

o Any character except the first and last may be any of the following
symbols:
* (asterisk) - {(minus)
b (blank) . (period)
, {comma) | + (plus)
= (equals) _ | / (slash)

2.3.4 Literals
Literals are groups of characters expressing their own values, During the
execution of a body of HAL code their values remain constant, Different rules

apply for the formation of literals of differing type.

Rules for Arithmetic Literals

1. No distinction is made between integer-and scalar-valued literals, They
take on either integer or scalar type according to their context. Similarly,
no distinction is made between single and double precision. Consequently,
arithmetic literals can be represented by the single syntactical form
<number> .



2.

The generic form of a < number> is:

1 ddddddd. dddddddd <exponents> -

where d = decimal digit,

Any number of decimal digits to be an implementation dependent maxi«
mum, including none, may appear before or after the decimal point. The
sign and decimal point are both optional, Any number of < exponents > to
an implementation dependent maximum may optionally follow.

The-form of any of the « exponents= may be

B <powers 2 <power >

>
E <power» ~ 10 = Power

-
H <power > ~16 =Power

where <power> is a signed integer number. The valid range of values
of <power> is implementation dependent.,

Examples:
0.123E16B-3

45.9
-4

Rules for Bit Literals

Literals of bit type are denoted syntactically by =<bit literal> ,
They have one of the forms shown below:

BIN « repetition > 'bbbbbbb'
where b = binary digit

OCT «<repetition> 'ocoooooo'

 where o = octal digit

HEX < repetition> 'hhhhhhh!'

where h = hecadecimal digit



DEC <repetition > 'ddddddd’
where d = decimal digit
‘The < repetition= is optional and consists of a parenthesized positive
integer number., It indicates how many times the following string is to

be used in creating the value, The number of digits lies between 1 and
an implementation dependent maximum.

10~



3. The following abbreviated formg are allowed:
OPEN = TRUE = ON = BIN'1'
CIL.OSED = FALSE = OFF z BIN'0!
Examples:

BIN'11011000110"
HEX(3)'F

Rules for Character Literals

1, . Literals of character type are denoted syntactically by %:cha.r literal> ,
2. They have one of the two following forms
'ccececc?

CHAR <repetition> 'cccecce!

where ¢ is any character in the HAL/SM extended character set, The
< repetition> consists of the parenthesized positive integer literal, It
indicates how many times the following string is to be used in creating
the value. The number of characters lies between zero and an imple-
mentation dependent maximum, '

3. A null character literal (zero characters long) is denoted by two
adjacent apostrophes.,

4. Since an apostrophe delimits the string of characters inside the literal,
an apostrophe must be represented by two adjacent apostrophes; i.e.,
the representation of '"dog's" would be 'DOG''S',

5, Within a character literal, a special "escape' mechanism may be
employed to indicate a character other than one in the HAL/SM
extended character set, A '"¢'' is defined to be the '"escape' character
within this context., In accordance with an implementation dependent
mapping scheme, HAL/SM characters will be assigned alternate char-
acter values, Inclusion of these alternate values in a string literal
is achieved by preceding the appropriate HAL/SM character by the
proper number of 'Yescape' characters. The specified character with
the ""escape' character(s) preceding it will be interpreted as a single
character whose value is defined by the implementation.

Since ”¢” is used as the '"escape' character, specification of the
character "¢" as a literal itself must be done via the alternate character

-11-



mechanism; i.e., an implementation will designate an alternate value for
some HAL/SM character to be the character "¢",

Examples:
1 t
'ONE TWO THREE!
IDOGI’ !ST
'AB¢AD! The implication is that ¢A and ¢¢A have been
defined as alternate characters,

TAB¢¢AD!

Rules for Dimensioned Literals

1, Literals which are considered as dimensioned are denoted syntactically
by < dim literal>, '

2. The form of dimensioned literals is:
< number> <diménsion> '
where < dimension> is-a set of engineering units found in Table 2-1,
Examples:

10V
4MOHM

Rules for Time Literals

1. Literals which represent time values are denoted syntactically by
<time literal=>,

2. They hajre one of the forms shown below:
< number> DAY or <npumber> DAYS
< ﬁumber::- HR or <number>> HRS
<number=> MIN or <number> MINS
<number> SEC or <number> SECS

<number> MSEC or <number> MSECS

-12-



Engineering Units

13-

FUNCTION
TYPE BASIC UNIT x100 | x10® | xi0® | x1073] x1076 | x10712
voits dc volts vDC
volts ac/dc volt V- KV MV Uy
current ac/dc{ ampere Z . MA UA
, hertz HZ KHZ MHZ
frequency pulses per
: . second PPS KPPS
day DAY
time hour HR
- minute MIN :
_ second SEC - MSEC USEC
resistance -ohm OHM KORM MOHM .
~jnductance henry H - MH UH
capacitance farad FD UFD PFD
watt W KW MW W
power voltage, VAR, KVA DBM
current or DBW, KVAR :
power DB
ratio percent PCT
pounds per PSIG
square inch PSIA
PSI
pressure milTimeters
of mercury MMHG
inches of
mercury INHG
millibars MB
inch IN
foot FT ‘
distance meter M KM MM
- ‘nautical r
mile NM
feet per FT/
: second SEC
velocity meters per M/
second SEC
knot KT
mach no. MACH
degree DEG
arcmin ARCMIN
angle _arcsec _{ARCSEC
' radian RAD MRAD
revolution REV
degrees
centigrade DEGC
temperature degrees
fahrenheit DEGF
meters/sec/
acceleration sec M/S/S
feet/sec/sec F/S/S
mass grams G
gallons/minute [GPM
flowrate cubic feet/min |CFM
' pounds/hour LB/HR
Table 2-1




< number= DAYS «number> HRS <« number> MINS <number>

SECS <number> MSECS or any substitution of the above forms
in this order,

When any «number > is zero, the associated unit may be omitted.
Examples:
3 DAYS
10 MINS 30 SECS
1 DAY 20 HRS 10 MINS 22 SECS
2.3.5 Display Control Word Value List
The display control word value list is a list of display options used to
define a display control word (a word which identifies how C&D data is to be
displayed). To form the display control word value list the dlsplay options
are specified in the feollowing order:
< color> ,
<character size> ,
<blink data>,
<intensity- , and

<output format-. .

The display options are identified by the following forms:

color ORANGE

RED

GREEN p———

-14-




character 1o
size ‘ .

-15-



r@HARAC TER)‘j
_( INTEGER )4
output

format
- f—@ECIMAL %

e (Pmemc e (Cmmany
{OCTAL }*
L_éEXIDECIM@—‘

The display options must be specified above; however, a term may be omitted
by inserting a comma followed by the next term in the sequence. '

-

L.

Example:
RED, , BLINK OFF, , TIME

The display control word value list is denoted syntactically by «<«dcw value list>.
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2.4 One-and Two-Dimensional Source Formats

In preparing HAL source text, only the single line format may be
used, In the single line or 1-dimensional format, exponents and subscripts
are written on the same line as the operands to which they refer, In the
multiple line or 2-dimensional format, exponents are written above the line
containing the operands to which they refer, and subscripts are written
below it. The second format is used by the compiler when producing the
formatted compilation listing.

Rules for Exponents

1, In the syntax diagrams, the l-dimensional format is assumed for
clarity. The operation of taking an exponent is denoted by the
operator ¥¥,

Examples:

,AJ-——4>A#$J

K
AT o AkTERK
2. Operations are evaluated right to left (see Section 6, 1.1).

Rules for Subscripts

1, In the syntax diagrams, the 2-dimensional format is assumed for
clarity. Two special symbols are used to denote the descent to a
subscript line, and the return from it.

@ descent to subscript line

return from subscript line

Effectively they delimit the beginning and end of a subscript
expression respectively.

2, The 1-dimensional format of a subscript expression consists of
delimiting it at the beginning by ${ and at the end by a right parenthesis.

Example:

AK+2 —— A$(K+2)

-17-



For certain simple forms of subscript, the parentheses may be
omitted. These forms are:

o a single « humber=
o a single <arith var name= (see Section 5, 3).
Example:

AJ---—-;:- AS$JT

_18-



2.5 Comments and Blanks in the Source Text

Any HAL source text consists of sequences of HAL/SM primitives
interspersed with special characters. It is obviously of great importance
for a compiler to be able to tell the end of one text element from the begin-
ning of the next. In many cases the rules for the formation of primitives
are sufficient to define the boundary. In others, a blank character is re-
quired as a separator. Blanks are legal in the following situations:

o between two primitives;
o  between two special characters; and
o between a primitive and a special character.

Blanks are necessary (not just legal) between two primitives. With respect
to string (bit and character) literals, the single quote mark serves as a legal
separator.

Comments may be imbedded within HAL source text wherever blanks
are legal. A comment is delimited at the start by the character pair /*, and at
the end by the character pair */, Any characters in the extended character
set may appear in the comment (except, of course, for * followed by /).

There are implementation dependent restrictions on the overflow of imbedded
comments from line to line of the source text.
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3. HAL/SM BLOCK STRUCTURE AND ORGANIZATION

The largest syntactical unit in the HAL/SM language is the '""unit of
compilation. " In any implementation, the HAL/SM compiler accepts "source
modules!" for translation, and emits ""object modules'' as a result. Each
source module consists of one unit of compilation, plus compiler directives
for its translation.

At run time, an arbitrary number of object modules are combined to
form an executable job. (A job is executable within the framework of an

executive operating system, and a run time utility library.) Generally, a
job contains three different types of object modules:

o] ‘task modules - characterized by being independently executable.

o external PROCEDURE and FUNCTION modules - characterized by
being callable from other modules.

o COMPOOQOL modules - forming common data pools for the
program complex,

Each module originates from a unit of compilation of corresponding type.

PRECEDING PAGE BLANK NOT FILMED
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3.1

The Unit of Compilation

Each unit of compilation consists of a single TASK, PROCEDURE,

FUNCTION, or COMPOOL block of code, possibly preceded by one or more
block templates. Templates, in effect, provide the code block with informa-
tion about other code blocks with which it will be combined in object module

form at run time.

Syntax

Soones | '
compila -~
tion ' task ' procedure

unit of compilation

function
block —

i template block
. - it y compool
> l . V' [block
function
template
task
—1block
procedure
template
function
g procedure
1 compool
_|compoo ; | task
template

Semantic Rules

1.

A TASK <compilation> is one containing a < task block™, Its object
module in the program complex may be activated by MOSS (see Section
8), or by other means dependent on the operating system. The<task
block= is described in Section 3. 2.

A PROCEDURE or FUNCTION < compilation> is one containing a

< procedure block> or < function block>, respectively. Its object
module in the program complex is executed by being invoked by other
task, procedure, or function modules. Both<procedure block™ s and
< function block=>> s are described in Section 3. 3,
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A COMPOOL < compilation> is one containing a < compool block=>
specifying a common data pool potentially available to any TASK,
PROCEDURE or FUNCTION module in the program complex. The
< compool block> is described in Section 3. 6.

The code block in any < compilation> except a COMPOOL < compilation >
may contain references to data in a COMPOOL < compilation>, refer-
ences to other< task block> s, and invocations of external < procedure
block> 8 or < function block™> g in other« compilation>s. A <com-
pilation> making such references must precede its code block with a
block template for each such <task block> , < procedure block>,

< function block> or < compool block> referenced. Block templates

are described in Section 3.7.
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3.2 The TASK Block

The TASK block delimits a main, independently executable body of
HAL/SM code,

Syntax
TASK block
ﬂ . = statementi—
| task __decla.re N - ‘ |
header group ) ( |closing
update
Example: ' ~block —1
ALPHA: TASK;
DECLARE Q;
. : function
. —|block [
CALL BETA ASSIGN (Q);
. __procedurg |
block
BETA: PROCEDURE ASSIGN (W);
DECLARE W;
W =W+ 1: ‘ critical
CLOSE BETA; —|section
hlock
CLOSE ALPHA;
Semantic Rules
1. The name of the <task block> is given by the<label=prefacing the
block.
2. The < task block™ is delimited by a< task header> statement at the

beginning, and a < closing> at the end. These two delimiting state-
ments are described in Section 3.8.1 and 3, 8.4, respectively.
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The contents of a < task block> consist of 2 < declare group> used
to define data local to the < task block>, followed by any number of
executable < statement >s.

The normal {flow of execution of the « statement> s in the block is
sequential; various types of < statement> s may modify this normal
sequencing in a well-defining way.

PROCEDURE, FUNCTION, CRITICAL SECTION, and UPDATE blocks
may appear nested within a < task block> . The blocks may be inter-
spersed between the « statement> s of the <task block™>, and with the
exception of the UPDATE and CRITICAL SECTION blocks, are not
executed in-~line.

Execution of a < task block> is accomplished by scheduling it as a task
under the control of MOSS (see Section 8),
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3.3 PROCEDURE and FUNCTION Blocks

PROCEDURE and FUNCTION blocks share a common purpose in

serving to structure HAL/SM code into an interlocking modular form.,

The

major semantic distinction between the two types of block is the manner of

their invocation,

Syntax

: PROCEDURE
§ FUNCTION
CRITICAL

@ . . header

declare
group

Example:
NEW: PROCEDURE;
1=1;
CLOSE NEW;

block

—tstatement

-—-vj

update

block 1

procedure

block ——1

function
block

)

critical

section }J

block

closing

Semantic Rules

1. The name of the block is given by the <label> prefacing the block.
The definition of a block label is considered to be in the scope of
the outer block containing the block in question.
be unique within any compilation unit.

Block names must

2. The block is delimited at its beginning by a header statement char-

acteristic of the type of block, and at the end by a <closing> .

The

delimiting statements are described in Section 3. 8.1 through 3. 8. 4.
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The contents of the block consist of 2 < declare group> used to
declare data local to the block, followed by any number of executable
< gtatement=s,

The normal flow of execution of the « statement> s in the block is
sequential; various types of <statement> s may modify this normal
sequencing in a well-defined way.

The block may contain further nested PROCEDURE, FUNCTION,
CRITICAL SECTION, and UPDATE blocks. The nested blocks may
appear interspersed between the <statement> s of the outer block and,
except for the UPDATE and CRITICAL SECTION blocks are not executed
in-line. A consequence of this rule is that PROCEDURE and FUNCTION
blocks may be nested within each other to an arbitrary depth.

Execution of a <« procedure block> is invoked by the CALIL statement
(see Section 7.4). Execution of a < function block=is invoked by the
appearance of its name in an expression (see Section 6.4).

In the <declare group> of a PROCEDURE or FUNCTION block which
forms the outermost code block of a < compilation unit>, some imple-
mentations may require all formal parameters to be declared before
any local data.
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3.4 The UPDATE Block

The UPDATE block is used to control the sharing of data by two or more
real titme processes. Its functional characteristics in this respect are described
in Section 8,

Syntax
UPDATE block
update
block statement
update declare J 7 _ losi
7 bl —lheader [ [group w > crosing:
o ' procedurd
. . - block [
function
“{block )
Semantic Rules
1. If present, the <label> prefacing the <update block> gives the name of

the block., If<label> is absent, the <update block=> is unnamed.

2. - The block is delimited at its beginning by an <«update header> statement,
and at the end by a <closing= . The delimiting statements are described
in Sections 3,8.1 and 3. 8. 4.

3, The contents of the block consist of a <« declare group> used to declare
data local to the < update block=, followed by any number of executable
< statement> s, '

4, The normal flow of execution of the < statement=> s in the block is
sequential; various types of < statement> s may modify this normal
sequencing in a well-defined way.

5,  Only PROCEDURE and FUNCTION blocks may be nested within an

<updated block~ . The nested blocks may appear interspersed between
the < statement> s of the block, and are not executed in- 11ne.
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An <update block>> is treated like a <statement> in that it is executed
in-line, In this respect it is different from other code blocks.

The following « statement=> s are expressly forbidden inside an < update
bleck> in view of its special protective function:

o I/O statements (see Section 10);

0 invocations of <procedure block>> s or « function block=> s not
themselves nested within the <update block>; and

o real time programming statements.
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3.5

The CRITICAIL SECTION Block

The CRITICAL block is used to define the beginning and end of a

CRITICAL SECTION (that section of a task for which the MOSS critical
processing mode must be invoked).

Syntax

critical CRITICAL blOCk statement
block u )
critical ' declare ) | closin
leader group > £ I~
update

—1 block [

procedure;
- block ]

function
] block .}

Semantic Rules

1-

If present, the<label> prefacing the < critical block> gives the name
of the block, If<label>is absent, the <critical block> is unnamed.

The block is delimited at its beginning by a < critical header> statement, _
and at the end by a <closing= . The delimiting statements are described
in Sections 3.8.1 and 3.8, 4,

The contents of the block consist of a < declare group> used to declare
data local to the <critical block>, followed by ahy number of executable
< statement> s,

The normal flow of execution of the <statement> s in the block is

sequential; various types of «gtaternent> s may modify this normal
sequencing in a well-defined way.
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The block may contain further nested PROCEDURE, FUNCTION, and
UPDATE blocks. The nested blocks may appear interspersed between
the «statement> s of the outer block and except for the UPDATE block
are not executed in-line, A consequence of this rule is that PROCEDURE
and FUNCTION blocks may be nested within each other to an arbitrary
depth.

A <« critical block™ is treated like a « statement> in that it is executed

in-line. In this respect it is different from other code blocks except
for the <update block=> .
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3.6 . The COMPOOL Block

The COMPOOL block specifies data in a common data pool to be
shared at run time by a number of TASK, PROCEDURE or FUNCTION

modules.

Syntax

COMPOOL block

compool declare losi
header group closing
Semantic Rules
1. The name of the block is given by the <label> prefacing the block.
2. The block is delimited at its beginning by a « compool header> state-~

ment, and at its end by a <closing= . The delimiting statements are
described in Sections 3.8.1 and 3,8, 4. '

3. The contents of the block consist merely of a < declare group> used to
define the data constituting the compool. In no sense is a < compool

block> to be regarded as an executable body of code,

4, The maximum number of <compool block> s existing in a program
complex is implementation dependent.
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3.7 Block Templates

In a <compilation> , block templates are used to provide the outer-
most code block of the <compilation> with information concerning external
code or data blocks., Depending upon the implementation, the translation of
TASK, PROCEDURE, FUNCTION, and COMPOOL <compilation> s may
automatically generate the corresponding block templates, to be included in
other < compilation> s by compiler directive, |

There are four kinds of block templates, TASK, PROCEDURE, FUNC-
TION, and COMPOOL templates, all being syntactically similar {sece Section
3. 1)-

Syntax

TASK
p PROCEDURE
template
8 FUNCTION template
COMPOOL
| |declare | closing |-
. EXTERNAL 8§ header group

Example:
ETA: EXTERNAL COMPOOL;
DECLARE S8 SCALAR;
CLOSE ETA;

Semantic Rules

1, The = label> of the template constitutels the template name, It is the
same name as that of the code block to which the template corresponds.

2. The block template is delimited at its beginning by a header statement
identical with the header statement of the corresponding code block,
and at the end by a <closing> . The delimiting statements are described
in Sections 3.8.1 through 3. 8. 4.

3. The contents of the block template consist only of a <declare group= ,
which has the following significance:

o in a < task template>, the ««declare group> contains no statements.

All information about external programs is contained in the<task
header= .

o in a <compool templatex , the <«declare group=is used to declare

a common data pool identical with that of the corresponding<compool

block> ;
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o in a < procedure template> or < function template> , the
<declare group> is used to declare the formal parameters
of the corresponding <procedure block> or < function block>
(see Sections 3.8.2 and 3. 8. 3). |

The keyword EXTERNAL preceding the header statement of the block
templete distinguishes it from an otherwise identical code block. To
a HAL/SM compiler the keyword is, in effect, a signal to prevent
the compiler from generating object code for the block and setting
agide space for the data declared. |
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3.8 Block Delimiting Statements

Both code blocks and block templates are delimited at the beginning
by a header statement characteristic of their type, and at the end by a
< closing> statement. In all code blocks except for the COMPOOL block, the header
statement is the first statement of the block to be executed on entry. A COMPOOL
"block, contairling only declarations of data, is, of course, not executable at all,

3.8.1 Simple Header Statements
Simple header statements are those which specify no parameters to be

passed into or out of the block., They arethe COMPOQOL, TASK, CRITICAL
SECTION and UPDATE header statements.

Syntax

UPDATE | header\Peader .
TASK statements :
CRITICAL ~- CRITICAL SECTION @”

update
header
- | UPDATE } U
task ‘ .
header ACCESS
(s e G
ompool
header ACCESS
-

( COMPOOL }“* * O

RIGID W
-l
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Semantic Rulés

1. The type of the code block or template is determined by the type of the
header statement, which is in turn indicated by one of the keywords
COMPOOL, TASK, CRITICAL SECTION, and UPDATE,

2. The keyword ACCESS causes managerial restrictions to be placed
upon the usage of the block in question. The manner of enforcement

of the restriction is implementation dependent.

3. The keyword RIGID causes COMPOQOL data to be organized in the
order declared and not rearranged by the compiler.

3.8.2 The PROCEDURE Header Statement

The PROCEDURE header statement delimits the start of a < procedure
block> or «procedure template> .

Syntax

PROCEDURE header statement

REENTRANT

ACCESS

exarmnple:
PROCEDURE ASSIGN (B);
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Semantic Rules

1-

The keywbrd PROCEDURE identifies the start of a < procedure block>,
or <procedure template> . It is optionally followed by lists of "formal
parameters' which correspond to "arguments' in the invocation of the
procedure by a CALL statement (see Section 7, 4), '

The < identifier> s in the list following the PROCEDURE keyword are
called "input parameters' because they may not appear in any context

‘inside the code block which may cause their values to be changed.

The <identifier> s in the list following the ASSIGN keyword are called
"assign parameters' because they may appear in contexts inside the
code block in which new values may be assigned to them. They may,
of course, also appear in the same contexts as input parameters,

Data declarations for all formal parameters must appear in the <declare
group> of the <« procedure block> or <procedure template> .

If the « procedure header> statement does not specify the keyword
REENTRANT, then only one real time process (see Section 8) may be
executing the «procedure block> at any one time; however there is no
enforcing protective mechanism. If the keyword REENTRANT is
specified, then two or more processes may execute the «procedure
block> "simultaneously. "

The keyword REENTRANT indicates to the compiler that reentrancy
is desired. However, other attributes and conditions may conflict with
this overall objective. The following effects should be noted:

o STATIC data is allocated. statically and initialized statically,
There is only one copy of STATIC data which must be shared by
all processes simultaneously executing the block. Hence, in
coding REENTRANT blocks, care must be taken not to assume
that STATIC variables participate in the reentrancy.

o} AUTOMATIC data is allocated dynamically and initialized
dynamically. Every process simultaneously executing the block
gets its own initialized copy of the data on entry into the block.
In general, all local data in a REENTRANT block should be
declared with the AUTOMATIC attribute.

o} Procedures and functions defined within a REENTRANT block
must also possess the REENTRANT attribute if they too declare

local data which is required to participate in the reentrancy.

In addition, for reentrancy to be preserved, the following rules must
be observed:
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o UPDATE blocks¥*, CRITICAL SECTIONS8, and inline functions
within a REENTRANT block may not declare any local data,

STATIC or AUTOMATIC.

0 A procedure or function called by a REENTRANT block must
itself also be REENTRANT.

7. The keyword ACCESS may be attached to the < procedure header » of
a < procedure template> and its corresponding external <«procedure
block> . It denotes that managerial restrictions are to be placed on
which < compilation> s may reference the <procedure block>. The
manner of enforcement is implementation dependent.

3.8.3 The FUNCTION Header Statement

The FUNCTION header statement delimits the start of a <function
block> or <function template> .

S.y_nta.x

FUNCTION header statement

type
spec

3 FUNCTION *]

— ACCESS example:

FUNCTION (A) SCALAR REENTRANT;

*Any use of UPDATE blocks and LOCK data should be carefully analyzed with
respect to unfavorable interactions with REENTRANT blocks.
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Semantic Rules

1. The keyword FUNCTION identifies the start of a < function block> or
< function template >. It is optionally followed by a list of 'formal
parameters' which are substituted by corresponding '"arguments" in the
invocation of the <function block> (see Section 6. 4).

2. The <identifier> s in the list following the FUNCTION keyword are
"input parameters' since they may not appear in any context inside
the <function block> which may cause their values to be changed.

3. Data declarations for all the formal parameters must appear in the
<declare group> of the < function block> or <function template> .

4, A <type spec> identifies the type of the < function block™> or < function
template> . A <function block> may be of any type except event, A
formal description of the type specification given by <type spec>is
given in Section 4. 7.

5. If the < function header> statement does not specify the keyword ‘
REENTRANT, then only one real time process (see Section 8) may be
executing the « function block> at any one time; however, there is no
enforcing protective mechanism. If the keyword REENTRANT is
specified, then two or more processes may execute the <function
block > "simultaneously. "

6. The keyword REENTRANT indicates to the compiler that reentrancy
is desired., However, other attributes and conditions may conflict
with this overall objective, The following effects should be noted:

o STATIC data is allocated statically and initialized statically,
There is only one copy of STATIC data which must be shared by
all processes simultaneously executing the block. Hence, in
coding REENTRANT blocks, care must be taken not to assume
that STATIC variables participate in the reentrancy.

o AUTOMATIC data is allocated dynamically and initialized
dynamically, Every process simultaneously executing the block gets
its own initialized copy of the data on entry into the block., In
general, all local data in a REENTRANT block should be declared
with the AUTOMATIC attribute.

o PROCEDURES and FUNCTIONS defined within a REENTRANT
block must also possess the REENTRANT attribute if they too

declare local data which is required to participate in the reentrancy.

In addition, for reentrancy to be preserved, the following rules must
be observed: ‘
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o UPDATE blocks*, CRITICAL SECTIONS#, and inline functions
"within a REENTRANT block may not declare any local data,
STATIC or AUTOMATIC.

o A procedure or function called by a REENTRANT block must
itself also be REENTRANT.

7. The keyword ACCESS may be attached to the <function header> of a
< function template > and its corresponding external < function block>,
It denotes that managerial restrictions are to be placed on which
< compilation > s may reference the <function block>. The manner
of enforcement is implementation dependent.

3.8.4 The CLOSE Statement

For all code blocks and block templates, the CLOSE statement is the
<closing=> dehnnter of the block.

Syntax

closing of block

closing

example:

ALL _DONE: CLOSE;

Semantic Rules

1. The <closing> of a code block or block template is denoted by the
CLOSE keyword followed by an optional <label> ., If present, «<label>
must be the name of the block,

2. Execution of the CLOSE staternent causes a normal exit from a TASK,
PROCEDURE, CRITICAL or UPDATE block, and a run time error from
a FUNCTION block. Exit from a FUNCTION block must be achieved
via the RETURN statement (see Section 7. 5).

3. The <closing> of a TASK, PROCEDURE, FUNCTION, CRITICAL, or
UPDATE block may be labeled as if it were a «statement>, The
<closing> s of COMPOOL blocks and block templates cannot be labeled,

& Any use of UPDATE blocks and LOCK data should be carefully analyzed :
with respect to unfavorable interactions with REENTRANT blocks. '
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3.9 Name-Scope Rules

By using the code blocks described, and by taking advantage of their
nesting property, the modularization of HAL/SM <compilation> s may be
effected, An important consequence of the nesting property is the need to
determine the ''name-scope' over which names defined in a code block are
potentially known, Names (i.e., < identifier> s) to which name-scope rules
apply are generally either labels or variable names, '

General Rules

1, The name-scope of a code block encompasses the entire contents of
the block including all blocks nested within it.

2, A name defined in a name-scope is known, and therefore able to be
referenced, throughout that name-scope, including all nested blocks not
redefining it, A name defined in a name-scope is not known outside that
name-scope,

3. Names defined in all common data pools used by a < compilation> are
considered to be defined in one name-scope which encloses the outer-

most code block of the <compilation> .

Qualifications

1, The name of a code block is taken to be defined in the name-scope
immediately enclosing the block. A PROCEDURE or FUNCTION label
defined at the outermost level of compilation can be invoked from any-
where within the compilation,

2. The < label> of a statement is effectively unknown in blocks contained
in the name-scope where the <label> is defined. This is because a
code block cannot be branched out of by using a GO TO statement (see
Section 7.7).

3. Block labels must be unique throughout a unit of compilation.

4, Under particular Ilimited circumstances described in Section 4. 3., the
names of structure template nodes and terminals need not be unique.
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Example:

outer
name
scope

inner
name T
scope

—

ALPHA: TASK;
DECLARE X; X known everywhere
DECLARE Y; this Y known everywhere except in BETA.

.

BETA: PROCEDURE; <——-_-—BETA. is known everywhere;
DECLARE Y; _- new Y known in BETA only
DECLARE Z; Z known in BETA only

—_—

CLOSE BETA;

-

DELTA: Y = 0; <—— DELTA not known in BETA

L2

CLOSE ALPHA;
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4, DATA AND OTHER DECLARATIONS

The HAL:/SM language provides a comprehensive set of data types. To
encourage clarity and decrease the frequency of errors of omission, all data
is required to be declared in specific areas of a HAL compilation calied
'"declare groups.' Occasionally the demands of a particular algorithm also
require other kinds of declarations to be made, Figure 4-1 summarizes the
relationship among the types and organizations,
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HAL DATA TYPES AND ORGANIZATIONS

TYPES ORGANIZATIONS
B ookl
arithmetic string ' array structure
. ek
scalar character — individual array
types '
#
integer bit combina~
' | tion of
types
R
%
1 vector .
special
——
matrix
flag

event

display
control
word

* Component Subscripting (see Section 5. 3. 5) Allowed,
#%  Array Subscripting Allowed.,
#F%  Structure Subscripting Allowed.

Figure 4-1
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4,1

The Declare Group

A <delcare group=>is a collection of data and other declarations. The

position of <declare group> s within code blocks and block templates has
been described in Section 3.

Syntax

declare group

il

replace
statement

' 3
4

> >

structure
template

declare
|

statement

Semantic Rules

1.

A <declare group> may simply be empty, or it may contain <replace
statement> s, «structure template> s, and <declare statement> s.
The form of each of these constructs is defined in this section.

The name-scope (see Section 3,9) of< identifier > s defined in é

< declare group> is the code block containing the <declare group>
and potentially all code blocks nested within it.
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4,2 The REPLACE Statement

The REPLACE statement is used to define an identifier text substitution
which is to take place wherever the identifier is referenced within the same
name-scope after its definition, The REPLACE statement constitutes a
""source macro' definition,

4.2.1 Form of REPLACE statement

replace statement

()
-/

replace
statement

REFLACE identifier

r

O-C= -0
examples: '

REPLACE ALPHA BY "J+1"; | |
REPLACE BETA (X, ANGLE) BY "SIN (X ANGLE) - EXP (X)/X";

General Semantic Rules

1. The <identifier> following the keyword REPLACE is called the REPLACE
name.
2. A REPLACE name may not appear as a formal parameter in a

< procedure header> or <function header> ,

3. A REPLACE name in an inner code block is never "replaced!' as a
result of another REPLACE statement located in an outer code block,

4, Nested replacement operations to some implementation dependent

depth are allowed (i.e., the < text> of a <replace statement> may
contain a further <identifier> to be replaced).
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Semantic Rules: Simple Replacements

1. A simple replacement is a REPLACE statement with no parameter
list following the <1dent1f1er>

2. :+ Whenever it is r‘eferenc‘ed, an<identifier > defined in a simple
REPLACE statement is to be replaced by <text> of the definition
asg if < text> had been written directly instead of the source macro
reference. Enclosing the reference within ¢ signs (e.g., $ALPHAS)
makes the < text > visible in the compiler listing, w

3. < text> may consist of any HAL/SM characters exceptinstances of an
unpaired double quote (') character., A double quote character (") is

indicated within « text> by two such characters in succession ('),

Semantic Rules:' Parametric Replacements

-1, - - A paraimetric replacement is defined by a REPLACE statement with
a list of one or more parameters following the < identifier> . The
maximum number of parameters allowed is an implementation
dependent limit, Each parameter is itself a HAL/SM statement: its
name may therefore be duplicated by names used for other <identifier> s
- in the name-scope containing the REPLACE" statement.

2. The <text> of a parametric REPLACE statement is composed of any
HAL/SM characters except instances of an unpaired double quote (')
character. A double quote character may be indicated within <text>
by coding two such characters in succession, . The <text> may contain,

" but is not required to contain, instances of the parameters of the
REPLACE statement,

4,2.2 Referencing REPLACE Statements

Syntax

parametric replace reference

parametric\,
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Semaﬁtic Rules

1.

A reference to a parameiric REPLACE statement consists of the
REPLACE name followed by a series of wargument> 8 enclosed in
parentheses, The REPLACE name must have been defined pre-
viously within the name-scope of the reference, The number of

< argument> s must correspond to the number of parameters of the
REPLACE statement heing referenced. Enclosing the reference within
¢ signs {e.g., CBETA(A, B)¢) makes the< text > v151ble in the com-
piler listing,

The <argument> s supplied in a parametric REPILACE reference are
substituted for each occurrence of the corresponding parameter within
the source macro definition's <text>. Note that if the parameter in
question does not occur within the source macro definition <text> ,
the < argument > is ineffective. <text> substitution is always completed
before parsing.

Example:

REPLACE BETA (X, ANGLE) BY"SIN (X, ANGLE) - EXP(X)/X";

Z = BETA (Y, ALPHA); WILL GENERAT'—E SIN (Y ALPHA) - EXP (Y)/Y

In general, the <argument> s supplied in a parametric REPLACE
reference comprise « text> gseparated by commas (subject to the
specific exceptions listed below), As such, they conform to the pre-
ceding semantic rules for < text> with the following emendations,

o Blanks are significant in <argument> s. Only the commas used
to separate< argument> s are excluded from the < text>values
substituted into the macro definition,

o) The «<text> string compnsmg an<argument> may be empty. The
value substituted in such a case is a null string.

o) Within each< argument> there must be an even number of
apostrophe characters ('), The effect of this rule is to require
that each character literal used must be completely contalned
within a single <«argument> .

o Within each«< argument> there must be an even number of quotation
mark characters {"'). The effect of this rule is to require that the
substitution of a nested REPLACE statement include the ent1re text
of the repla.cement within a single < argument>, o
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o Within each <argument> there must be a2 balanced number of
left and right parentheses: for each opening left parenthesis
there must be a corresponding right parenthésis. :

o Commas are not separators between <argument> s under the
following circumstances:

- within a character literal,
- within REPLACE< text>, or

nested within parentheses.

4,2.3 Identifier Generation
New identifiers may be generated by enclosing a reference to a simple
REPLACE statement within ¢ signs, The effect is to make visible in the com-
piler listing, the catenation of the REPLACE < text> with the characters
surrounding the construct. For example, REFLACE ABLE BY "BAKER!"; then:
1) X = ¢ABLE<’5YZ
becomes X = BAKERYZ
2) CALL P__{:ABLE{:(Q, R, S);
becomes CALL PBAKER(Q, R, S);

¢ signs are taken in pairs, thus ¢XcYcZc is interpreted as ¢X{YEZE.

4,2.4 Identifier Generation with Macro Parameters

New identifiers may be generated for text substitution within a source
macro text by enclosing references to macro parameters within (:: signs, The
effect is the compile-time catenation of the corresponding macro argument with
the characters surrounding the <::-enclosed parameter {a blank is considered as
a character).

Example:
REPLACE ABLE(X,Y) BY
P = ¢X¢QRSHY;
CALL SUB_¢X¢;'";

Then the reference ABLE(V,A) causes the following substitutions:

P = VQRS+HA;
CALL SUB_V;
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Enclosing the entire reference within { signs, i.e., (ABLE(V, A-)%: makes
the text with the new identifiers visible in the compiler listing (see Section
4. 20 2)1 ' '
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4.3 The STRUCTURE Template

In HAL/SM, a STRUCTURE is a hierarchical organization of generally
nonhomogeneous data items. Conceptually the form of the organization is a
"tree, "' with a '""root, !' "branches, ! and with the data as ''leaves.,' The defini-
tion of the "tree organization' (the manner in which root is connected to
branches, and branches to leaves) is separate from the declaration of a
structure having that organization. The tree organization is defined by a
<structure template> described below. The description of the declaration
of structures is deferred to later subsections.

Figure 4-2 illustrates a typical tree organization.

Interpretations
1. The "template name!' is at the root of the tree organization.
2. The named "leaves!" and "forks." in the branches are at numbered

levels below the root. Leaves and forks are called "structure terminals"
and "minor structures’ respectively.

3. The 'tree walk' shown can provide an unambiguous linear description
of the tree organization. The syntactical form of the < structure
template = corresponding to a tree organization calls for the names of
minor structures and structure terminals to be defined in the same
‘order that the tree walk passes them on the left, as indicated by the
arrow at ¥ in Figure 4-2,

4, The tree organizations of two templates are considered to be equivalent
for the purposes of various HAL/SM statement contexts only if the
tree forms are identical, and the type and attributes of all nodes in the
tree agree. An implication of this rule becomes apparent: if two
corresponding terminal nodes of otherwise equivalent structures reference
different structure template names, then the structure templates con-
taining these terminal nodes are not identical.

The syntactical form of a <structure template> is now given,
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TREE DIAGRAM FOR A TYPICAL STRUCTURE
TEMPLATE

® . structure terminal
C  minor structure

I\ template name

start of end of
tree walk . o~ . tree walk
A

- NAME
- 1
- - Z
= "branch” )
- - 3
.'Ieaf"
—— e 4

Figure 4-2
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gtructure template statement

DENSE RIGID ‘

( identifier ‘f - v O-
ATIGNED

e B C g Ty o N

() -
NP -

STRUCTURE,

©

General Rules

1. The <template name> of the «<structure template= is given by the
<identifier > following the keyword STRUCTURE.

2. - - The operational keywords DENSE and ALIGNED denote default data

packing attributes to be applied to all< identifiers> declared with the
< structure template> . At each level of a <structure template= ,

either the DENSE or ALIGNED packing attribute is in effect, subject
to modification by use of DENSE and ALIGNED as minor <attributes> ,
The choice used in the <structure template= gives the default value for

. the whole template, This packing attribute is thén inherited from higher

" to lower levels in the structure unless the «attributes> of a minor
Structure or terminal element modify the choice. Details of the
allocation algorithm used for DENSE and ALIGNED data are implementa-
tion dependent, - : . :
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3. The keyword RIGID causes data to be organized in the sequential order
declared within the «<structure template=> . This attribute is then inherited
from higher to lower levels in the structure. Details of the allocation
algorithm used for RIGID are implementation dependent. (Note that
the absence of the keyword RIGID permits compiler reorganization of
data). :

4. In each definition< number> is a positive integer specifying the. level
of the tree at which the definition is effective,

5. The level of definition in conjunction with the order of definition is

sufficient to distinguish between a minor structure and a structure
terminal,
6. In the form «<identifier> <attributes~> , <identifier> is the name of

the minor structure or structure terminal defined. The applicable
< attributes> are described in Section 4. 5. '

7. If the < attributes> specify a structure template <type spec> (see
Section 4, 7), then the template of the structure is being included as
part of the template being defined,

8. The minor structures and structure terminals of the _templé.te (the .
forks and leaves) are sequentially defined following the colon,. The

order of definition has already been described.

9. Each definition of a minor structure or structure termmal is separated
from the next by a comma.

Name Uniqueness Rules

1. The <template names> may duplicate <identifiers> of any other kind
within a given name- scope, but may not duplicate other < template
names= ., ,

2. In 2 given name-scope, if a <template name> is used exclusively
in qualified structure declarations, duplications of the < identifiers> used
for nodes may occur under the following circumstances:.

o Any <identifier> used for a node in one template may-duplicate
an < identifier> used for a node in another template,

o Any < identifier> used for a node in a given template may duplicate
another < identifier> used for a different node in the same template,
provided that a qualified reference can distinguish the two nodes.

3. In a given name-scope, if a template is ever used for a non-qualified

structure variable declaration, the duplications allowed under rule #2 mthxn
that template become illegal,
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Examples:
A, definition of a template Z

STRUCTURE Z:
1 A SCALAR,
1 B VECTOR(4),
1cC,
2 D MATRIX(4, 4),
2 E BIT(3);

B. definition of a template Y
“with Z nested within it

STRUCTURE Y::
1F,
2 X Z-STRUCTURE,
2 G INTEGER,
1 H CHARACTER (10);

C. equivalent form of template Y without nesting

STRUCTURE Y;
1F,
e x
3 A SCALAR,
3 B VECTOR(4),
3G,
4 D MATRIX(4, 4),
4 E BIT(3),
2 G INTEGER,
1 H CHARACTER(10);
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4.4 The DECLARE Statement

The DECILARE statement is used to declare data narmes and labels
and to define their characteristics or « attributes> ,

Syntax

declaration statement

N
N

—_ DECLARE - : identifier attributes

example:
attributes

DECLARE INTEGER, A, B ARRAY (5);

Semantic Rules

i. Each<identifier> and its following < attributes> constitute the
declaration of a data name or label -Each definition is separated
from the next by a comma., '

2. The generic characteristics if any, of all widentifier> s to be declared
are given by the '"factored'" <attributes> immediately following the
keyword DECLARE. The<attributes> of a particular <1dent1f1er>
must not conflict with the factored <attributes> .

3. The name-scope of any of the < identifier> s defined in a =« declare
statement> is the code block containing the <declare group= of which
the <declare statement> is a part (see Section 3.9). In any name-scope
all such «identifiers> must be unique, '

4, There are two forms of < attributes> ; data declara,ti{re, and label

declarative, The form determines whether a.n<1dent1f1er> is defined
as a data name or a label,

~56-



4.5 Data Declarative Attributes

Data declarative attributes are used to define an<identifier> to be a
data name or part of a structure template, and to describe its characteristics.
If < attributes> appears in a«< declare statement> , the <identifier> defined is
a "simple variable, ' or a "major structure' with predefined template. If
< attributes> appears in a <structure template> , the < identifier> defined

is either a minor structure, or a structure terminal.

very similar properties to simple variables,

Syntax

Structure terminals have

-.data declarative attributes

o

()

arith exp @ 7

type épec

Example:
- ARRAY (5) SCALAR STATIC

{AUTOMATIC]

{ sTATIC \_
./

( DENSE ). _

*( ALIGNED }

- RIGID -

L 4

number

initialization

example:

ARRAY (5) SCALAR STATIC
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General Semantic Rules

1.

The< type spec:» determines the type and possibly the precision of
the <identifier=> to which the < attributes> are attached. Type speci-
fications are discussed in Section 4.7.

An optional array specification can precede the <type spec>. It
starts with the keyword ARRAY; the following parenthesized list
specifies the number of dimensions in the array, and the size of each
dimension. The number N of < arith exp> s gives the number of
dimensions of the array. < 'arith exp> is an unarrayed integer of _
scalar expression computable at compile time. The value is rounded -
to the nearest integer, and indicates the number of elements in a
dimension, Its value must lie between 2 and an implementation-
dependent maximum. The maximum value of N is implementation
dependent. A single asterisk denotes a linear array, the number of
elements of which is unknown at compile time,

Following the s type spec> a number of minor attributes applicable
to the <identifier> can appear. These are:

o STATIC/AUTOMATIC - the appearance of one of these keywords
is mutually exclusive of the other. STATIC and AUTOMATIC
refer to modes of initialization of an< identifier> , not to the
allocation of its storage (except in reentrant procedures and
functions where these keywords refer to both allocation and
initialization). The AUTOMATIC attribute causes an<identifier=
with the < initialization= attribute to be initialized on every entry
into the code block containing its declaration, The STATIC
attribute causes such an< identifier> to be initialized only on
the first entry into the code block. Thereafter its value on
any exit from the code block is guaranteed to be preserved for
the next entry into the block. STATIC data is not reinitialized
whenever a program is reentered (executed again)., Values are
preserved in this way even though a STATIC <identifier> has no’
<initialization> ., Preservation of values is not guaranteed for
AUTOMATIC < identifier>s., In the case of reentrant procedures and

functions, the STATIC attribute implies compile time allocation and static

initialization, and the AUTOMATIC attribute implies dynamic
allocation and initialization upon each entry to the block, If
neither keyword appears, then STATIC is assumed.

o DENSE/ALIGNED - The appearance of one of these keywords

is mutually exclusive of the other. Although legal in other
contexts, the keywords are only effective when appearing as

< attributes> in a < sfructure template>, DENSE and ALIGNED
refer to the storage packing density to be employed when a
<structure var name=is declared using the template. If neither .
keyword appears, then ALIGNED is assumed, |
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o ACCESS - this attribute causes implementation dependent
managerial restrictions t6 be placed upon the usage of the
< identifier> as a variable in assignment contexts. The
manner of enforcement of the restrictions is implementation
dependent.

o LLOCK - this attribute causes use of the <identifier> to be re-
stricted to the interior of UPDATE blocks, and to assign
argument lists. The < number> indicates the ""lock group"
of the < identifier> and lies between 1l and an implementation-
dependent maximum, A '"*" indicates the set of all lock groups.
The purpose of the attribute is described in Section 8, 14,

o < initialization> - this attribute describes the manner in which
the values of an <identifier> are to be initialized. It is
_ descrlbed in Sectmn 4, 8

o RIGID - Although legal on other contexts, the keyword is only
effective when appearing as an< attribute> in a < structure
template> or in a COMPOOL, It causes data to be organized
in the order it is defined within the < structure template> ,

Restrictions for Simple Variables and Major Structures

1, ‘The asterisk form of array specification can only be applied to an
< identifier> if it is a formal parameter of a procedure or function.
"* The'actual length of the array is supplied by the corresponding
“argument of an invocation of the procedure or function.

2. An array specification is illegal if the < identifier > is defined by the
<type spec> to be a major structure.

3. . The ACCESS attribute may only be applied to <identifier> names
declared in a < compool block> or <compool template> ., The LOCK
attribute may only be applied to < identifier> names declared in
a < compool block> , < compool template> or< program block>,
or to the assign parameters of procedure blocks.

4, The attributes DENSE, ALIGNED, and RIGID are illegal for major
structures. .

5.  The «<initialization> attribute may not be applied to formal parameters
‘of procedures and functions or any< 1dent1fler> of EVENT or FLAG
type.
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Restrictions for Structure Tei’minals

The asterisk form of array specification is not allowed.

The < identifier> may not be defined to be a major structure
by the <type spec>, Otherwise, the type specification is the
same as for simple variables.

The appearance of any minor attributes except DENSE, ALIGNED,
and RIGID is illegal, Appearances of DENSE and ALIGNED override
such appearances on the minor structure levels or on the <structure
template> name itself,

Restrictions for Minor Structures

1,

The <type spec> for a minor structure name must be empty (see
Section 4. 7).

No array specification is allowed.

No attributes except DENSE, ALIGNED and RIGID are allowed.
Appearances of DENSE and ALIGNED at any level of the structure
override such appearances at higher levels or on the «structure
template> name itself. The appearance of RIGID causes structure .

terminals within the minor structure to be organized in the order in

which they are declared. However, RIGID at the minor structure
level will not affect the order of data within an included template
specified by a structure template <type spec> .

Example:

STRUCTURE Y:
1 A SCALAR,
1 B VECTOR(4),
1 D MATRIX(4, 4);

STRUCTURE Z RIGID;
1 F BIT(13),
1 G Y-STRUCTURE,
1 H CHARACTER(10);

The .order within Z will be: F,G,H, but the order within G will
not necessarily be as declared by Y. '
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4,6 Label Declarative Attributes

A label declarative attribute defines an <identifier> to be 2
< label> of some specific type.

Syntax

label declarative attributes

rocmmin)— (o {(Ormer )
FUNCTION type spec
example;
FUNCTION VECTOR(4) ACCESS |
NONHAL(L);

Semantic Rules

1. The form FUNCTION< type spec> is used to define the name and
type of a < function block=., Such a definition is only required if
the function is referenced in the source before the occurrence of
its block definition.

Functions requiring definition this way are subject to the following

restrictions:
o they must have at least one formal parameter, and
o none of their formal parameters may be arrayed.

The type specification of the function declared is given by <type spec>
{see Section 4.7)., A function may be of any type except EVENT or
FLAG.

2. The NONHAL (<« number = ) indicates that an external routine written
in some other language is being declared. NONHAL ( < number> ) may
be a factored attribute applied to a list of label declarations. The
<humber= is an implementation dependent indication of the type of
NONHAL linkage.

3. The form JOB is used to define the name of a job, The< identifier>
being defined must be limited to eight characters or less and must be
identical to the MOSS Job ID specified in JCL, This form may only
be specified in program level declarations.
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The keyword ACCESS may be attached to the JOB label< attribute=> .
It denotes that managerial restrictions are to be placed on which
< compilation> s may reference the job identifier. The manner of

enforcement is implementation dependent,
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4,7 Type Specification

The type specification or < type spec> provides a means of defining
the type (and precision where applicable) of data names and parts of structure
templates.
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Szntax

type specification

-

arith exp

@m0

%2

—t

(-

arith exp

—(Eee )-0—

arith exp

—() ——

MATRIX

MmN\
VECTOR

SINGLE

o
(“scarar )

INTEGER

o
-(D—

BIT

arith exp

l

-
DOUBLE

CHARACTER)—({

EVENT

o
((rrac )

\tae
BOOLEAN

SOOPEEAN -
N

DCw

o

ETRUCTURE o
name

exa,mples:‘
MATRIX(2, 2)DOUBLE
Z-STRUCTURE (15)

hrith exp

()
&)
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General Semantic Rules

1,

If <type spec>is empty (i.e., there is no specification present) then
the interpretation is as follows: '

o If the «type spec> is that of a simple variable or structure
. terminal, then the implied type is SCALAR with SINGLE precision,

o. The < type spec> is otherwise that of a minor structure of a-
_structure template.

If the < type spec> is empty except for the keyword SINGLE or DOUBLE,
the implied type is SCALAR with the indicated precision,

The precision keywords only apply to VECTOR, MATRIX, SCALAR,
and INTEGER <type spec> s. In the last case SINGLE implies a
halfword integer, and DOUBLE a fullword integer. In the absence of
a precision keyword, SINGLE is presumed.

Any<arith exp> in a <type spec> is an unarrayed integer or scalar
expression computable at compile time, Its value is rounded to the
nearest integer.

Rules for Integér and Scalar Types

].-

Integer and Scalar types are i_ndicate'c_i by the keywords INTEGER and
SCALAR respectively, Note that scalar type can be indicated implicitly
as described in General Semantic Rules 1 and 2.

[

Rules for Vector and Matrix Types

'1-

3.

Matrix type is indicated by the keyword MATRIX. If present, the two
< arith exp > s in parentheses give the row and column dimensions of
the matrix respectively. In the absence of such a size specification, a
3-by-3 matrix is implied.

Vector type is indicated by the keyword VECTOR. If present, the

parenthesized« arith exp> indicates the length of the vector. In the
absence of a length specification, a 3-vector is implied.

The row and column dimensions of a matrix, and the length of a vector

~may range between 2 and an implementation dependent maximum.

Rules for Character Types

1.

Character type is indicated by the keyword CHARACTER, A character
variable is of varying length; the parenthesized <arith exp> following
the keyword CHARACTER denotes the maximum length that the char-
acter variable may take on., A length must be specified.
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The working length of a character data type may range from zero
(the "null" string) to the defined maximum length.

The defined maximum length has an upper limit which is implementation
dependent.

The asterisk form of character maximum length specification must be
applied to an< identifier> if it is a formal parameter of a procedure
or function. The actual length information of the character string is
supplied by the corresponding argument in the invocation of the pro-
cedure or function.

Rules for Bit and Boolean and Types

1,

2.

The keyword BIT indicates type. The following parenthesized<arith exp>
gives the length in bits. Its value may range between 1 and an imple-
mentation dependent upper limit,

The keyword BOOLEAN indicates a bit type of 1-bit length,

Rules for Structure Type

1.

The conditions for the<type spec> indicating a minor structure are
described in General Semantic Rule 1,

The phrase <template name=> -STRUCTURE defines ancidentifier> to be
a major structure whose tree organization is described by a previously
defined template called < template name=> .

The parenthesized expression or asterisk optionally following the keyword
STRUCTURE specifies the structure to have multiple copies, The

value specifies the number of copies, which may range from 2 to an
implementation dependent maximum.

The copy specification may only be an asterisk if the structure is a formal
parameter of a procedure or function. The actual number of copies is
supplied by the corresponding argument of an invocation of the procedure
or function, :

If the <identifier> name defined is the same as the <template name=> of
the template of the structure, then the structure is said to be unqualified.
Otherwise the structure is said to be qualified, Templates used for
non-qualified declarations may not contain nested structure references.
Section 5.2 contains material on some further implications of structure
qualification,

If the < type spec> of a function is STRUCTURE then no specification of
multiple copies ig allowed. ‘
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7. If the <type spec> of a structure terminal is STRUCTURE, then no
specification of multiple copies is allowed.

Rules of Event and Flag Types

1, The keyword EVENT indicates an event type, similar to BOOLEAN,
but which differs in that it has real time programming implications
_(see Section 8), An< identifier> of event type may not be used as an
input format parameter, nor may it be a structure terminal,

2. The keyword FLAG indicates a flag type, which is used for real time
programming (see Section 8). Flag types are not actual variables
and may only be used as described in Section 8,

3. An < identifier > of flag types may only be declared in the declare group
in a COMPOOL block and may not be arrayed, a structure terminal,

nor used as a formal parameter,

Rules for DCW Types

1. The keyword DCW indicates a display control word type, which is used
for Control and Display console communications.

2. An <identifier> of DCW type is used to specify the color, character

"size, blink status, intensity, and output format characteristics associated
with C&D display information.
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4,8 Initialization

The <initializatiorr>attribute specifies the initial values to be applied
to an < identifier>. The circumstances under which the attribute is legal
have been described in Section 4.5,

Syntax

initialization specification

L

nitializa-
tion

4+

CONSTANT

/_\ dew value list ——O
() [O A

[ initial list

xpression

—

arith exp @‘O_initial list ( ) |

O -
example:

INITIAL (2#(1, 3#5))

CGeneral Semantic Rules

1. The < initialization>starts with the keyword INITIAL or CONSTANT.
If it starts with CONSTANT, the value of the< identifier> initialized

may never be changed. It is illegal for<identifier> s with CONSTAN'T
< initialization>> to appear in an assignment context,
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The simplest form of an <initial list> is a sequence of one or more
<expression> s computable at compile time.

A simple «<initial list> of the form given in Rule 2 may be enclosed in
parentheses, and preceded by <arith exp> #, where < arith exp> is any
unarrayed integer or scalar expression computable at compile time.
The value, rounded to the nearest integer, is a repetition factor for
the initial values contained within the parentheses. This repeated

< initial list> may itself become a component of an<initial list>, and
so0 on to some arbitrary nesting depth.

In addition to preceding a parenthesized <initial list>, < arith exp> #
may also precede certain unparenthesized items denoted collectively
in the syntax diagram by g. These items are:

o a single literal,

o a single unsubscripted variable name,

o [«dcw value list> ], and

o blank (i.e., the component(s) of the <identifier> should not be
initialized).

The presence of an asterisk at the end of the <initial list>implies the
partial initialization of an <identifier> , :

The order of initialization is the "natural sequence'' specified in Section
5. 5.

Rules for Integer and Scalar Types

1-

If the < identifier> has no array specification, the« initial list> must
contain exactly one value,

If the <identifier> has an array specification, then one of the following
must hold:

o the number of values in the <initial list> is exactly one, in which
case all elements of the array are initialized to that value;

o} the number of values in the < initial list> is exactly equal to the
number of array elements to be initialized;

o the < initial list> ends with an asterisk, in which case the number

of values must be less than the number of array elements to be
initialized, and partial initialization is indicated.
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An <expression> must be an unarrayed integer or scalar expression
computable at compile time. Type conversion between integer and
scalar is allowed where necessary.

Rules for Vecto# and Matrix Types

1,

If the < identifier> has no array specification, then one of the following
must hold:

the number of values in the <initial list> is exactly one, in which
case all components of the vector or matrix are initialized to that
value;

the number of values in the<initial list>is exactly equal to the
number of components to be initialized; or

the «winitial list> ends with an asterisk, in which case the number
of values must be less than the number of components to be
initialized, and partial initialization is indicated,

If the <identifier> has an array specification, then one of the following

&)

" must hold: -

the number of values in the < initial list> is exactly one, in which
all the components of all the array elements of the vector or
matrix are intitialized to that value;

the number of values in the <initial list> is exactly equal to the
number of components of the vector or matrix, in which case every
array element takes on the same set of values;

the number of values in the < initial list> is equal to the total
number of components in all array elements; or

the < initial list> ends with an asterisk, in which case the number
of values must be less than the total number of components in all
array elements, and partial initialization is indicated.

An < expression> must be an unarrayed integer or scalar expression
computable at compile time, Type conversion between integer and
scalar is allowed where necessary.

Rules for Bit, Boolean, Event, Flag and Character Types

1.

If the< identifier> has no array specification, the < initial list >must
contain exactly one value.
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2. If the <identifier> has an array specification, then one of the following
must hold: '

o the number of values in the < initial list>is exactly one, in
which case all elements of the array are initialized to that value;

o the number of values in the <initial list> is exactly equal to the
number of array elements to be initialized; or

o the «initial list> ends with an asterisk, in which case the number
of values must be less than the number of array elements to be

initialized, and partial initialization is indicated.

3. If an <identifier> of bit or Boolean type is beiﬁg initialized, <« expression=>
must be an unarrayed < bit exp~ computable at compile time.

4, If an < identifier=> of character type is being initialized, <expression=
must be an arrayed < char exp> computable at compile time,.

5. Event types may not be initialized. They are implicitly initialized to
zero or a "false' condition.

6. i Flag types may r;ot'_bé initialized.

Rules for Structure Types

1. Only a major structure <identifier> may be initialized.

2. If the < identifier>= has only one copy, then one of the following must
hold:
o the number of values in the< initial list> is equal to the total

number of data elements in the whole structure; or
o the < initial list> ends with an asterisk, in which case the
number of values must be less than the number of data elements
in the whole structure, and partial initialization is indicated.
3. If the«< identifierhas multiple copies, then one of the following must hold:
o] the total number of values in the <initial list> is exactly equal
to the total number of data elements in one copy of the structure,

in which case each copy is identically initialized;

o the number of values in the < initial list> is equal to the total
number of data elements in all copies of the structure;
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o the < initial list=> ends with an asterisk, in which case the number
of values must be less than the total number of data elements in
all the copies of the structure, and partial initialization is
indicated.

3. The type of each <expression> must be legal for the type of correspond-
ing structure terminal initialized (see the Semantic Rules for initializa-

tion of simple variables of each type).

Rules for DCW Types

1. If the <identifier> has no array specification and is to assume a default
< dcw value list>, no <initial list> is needed. The <dcw value list>
defaults to: GREEN, 5MM, BLINK OFF, 4, and EBCDIC INTEGER.

2. If the <identifier> has no array specification, the <initial list> must
contain exactly one <dcw value list>,

3. If the <identifier> has an array specification, then one of the following
must hold:

o the number of <dcw value list> s in the <initial list >is exactly
one, in which case all elements of the array are initialized to
that value; :

) the number of <dcw value list> s is exactly equal to the number of
array elements to be initialized; or

o the< initial list> ends with an asterisk, in which case the number

of «dcw value list> s must be less than the number of array
elements to be initialized, and partial initialization is indicated.
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5, DATA REFERENCING CONSIDERATIONS

Central to the HAL/SM language is the ability to access and change the
values of variables. Section 4 dealt comprehensively with the way in which
data names are defined. This section addresses itself to the various ways
these names can be compounded-and modified when they are referenced.
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5.1 Referencing Simple Varijables

In Section 4.5 the term "simple variable' was introduced to describe
a data name which was not a structure, or part of one. When a simple variable
is defined in a < declare group= , it is syntactically denoted by the <identifier>
primitive. Thereafter, since its attributes are known, it is denoted syntactically
by the « g var name> primitive, where g stands for any of the types arithmetic,
bit, character, dcw, or event, '
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5.2 Referencing Structures

When an<identifier> is declared to be a structure, its tree organization
is that of the template whose <template name> appears in the structure declara-
tion (see Section 4.7). References to the structure as a whole (the '""major
structure'’), are obviously made by using the declared <identifier> , which
syntactically becomes a < structure var name> , The way in which parts of
the structure (its minor structures and terminals) are referenced depends on
whether the structure is "'qualified' or "unqualified' (see Section 4, 7).

o If a structure is "unqualified, ! then any part of it, either minor

structure or structure terminal, may be referenced by using the
_ name of the part as it appears in the <structure template>. If

a minor structure is referenced, the name becomes syntacti-
cally a < structure var name> . If a structure terminal is
referenced, then syntactically the name becomes a < g var names ,
where g stands for any of the types arithmetic, bit, character, or
decw as specified in its <attributes> in the template.

o} If a structure is '"qualified, " then any part of it, either minor
structure or structure terminal, is referenced as follows. First
the major structure name is taken. Then starting at the template
name, the branches of the template are traversed down to the
minor structure or structure terminal to be referenced. On
passing through every intervening minor structure, the name is
compounded by right catenating a period followed by the name of
the minor structure passed through. The process ends with the
catenation of the name of the minor structure or structure
terminal to be referenced. If a minor structure is being refer-
enced, the resulting '"qualified" name becomes syntactically a
< structure var name> , If a structure terminal is referenced,
then syntactically it becomes a < g var name> , where g stands
for any' of the types arithmetic, bit, character, or dew, as
specified in its <attributes> in the template.

Example:

STRUCTURE A:
1 B,
2 C,
3 E VECTOR(3),
3 F SCALAR, structure template
Z G,
3 H BIT(1),
3 1 INTEGER,
1 J BIT(16);

DECLARE A A-STRUCTURE, - '"unqualified"
Z A-STRUCTURE; - "qualified"
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A, references to parts of structure A -
G- 1 J
B. references to corresponding parts of structure Z -

Z.B. G Z.B.G.I Z,J
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5.3 Subscripting

For the remainder of this section, a data name with known « attributes>
is denoted syntactically by < g var name> , where g stands for any of the
types arithmetic, bit, character, event, decw or structure. It is convenient to
introduce the syntactical term g var> to denote any subscripted or un-
subscripted < g var name=> .

Syntax
arith
g var bit
§ char variables

structure
event

d

~) § var name C:Z
example: : AN
b .
Ay 70 10 | (S subscript

It is also useful to introduce the syntactical termm <variable> as a collective
definition meaning any type of «<g§ var>,

Syntax

variable )
~— dew var

variable event var

bit var

arith var

Y y bit pseudo-
var

char var

structure
L var
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Semantic Rules

1. A < bit pseudo-var> is a reference to the SUBBIT pseudo-variable,
An explanation of its inclusion as a « variablex is given in Section

6.6.4,
5.3.1 Classes of Subscripting

In HAL/SM there are three classes of subscripting which may be
potentially applied to « § var name> s: structure, array, and component
subscripting.

o Structure subscripting can be applied to arithmetic, bit,
character and dew variables which are terminals of a struc-
ture which has multiple copies. It can also be applied to the
major and minor structure variable names of such a struc-
ture. Structure subscripting is denoted syntactically by
< structure sub> .

o Array subscripting can be applied to any arithmetic, bit,
character, dcw, and event variables which are given an
array specification in their declaration. This includes both
simple variables and structure terminals., Array subscripting
is denoted syntactically by <array subx>.

o] Component subscripting can be applied to simple variables and
structure terminals which have one or more component
dimensions (i. e., which are made up of distinct components).
The applicable types are vector, matrix, bit and character.
Component subscripting is denoted syntactically by <component
subx> . '

The three classes of subscript are combined according to a well-defined set
of rules.
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subscript ]
subscript construct
' component
sub
~ 3
3 -
~ M 7 array sub
component
sub
-
.
structure N component
sub - ’ sub
.
array sub component
' . ' sub
example:.

LJ,K:L
O

Semantic Rules

1-

The syntax diagram shows 10 different ways of combining the three
classes of subscripting, Table 5-1 shows when each of these combina-
tions is legal for simple variables and structure terminals.

In the case of a «wstructure var name> relating to a major structure
with multiple copies, or to a minor structure of such a major structure,

the following forms are legal:

s
S;

No subscript is possible if the major structure has no multiple copies.
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LEGAL COMBINATIONS FOR SIMPLE VARIABLES AND STRUCTURE

TERMINALS
Interpretation of < § var namex>
Unarrayed Arrayed Unarrayed Arrayed :

Data Simple Simple Structure Structure
Type Variable Variable Terminal @ Terminal @
INTEGER A S S
SCALAR none A: , S; S;A
pcw S;A:
VECTOR C A: S; | S;
MATRIX A:C - H e S;A:
BIT S;A:C
CHARACTER|

VENT none A

@ It is assumed that the structure has multiple copies. If not,

corresponding columns for simple variables apply.

< component subz> —= C
< array sub= - A

<structure sub> --=> S

Table 5-1
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Examples:
A, P
P is any arrayed simple variable

L——<array sub>

equivalent form-

P ‘ equivalent only if P is of integer, scalar,
X /’I or event type

B. Q
X _ /| Q is any simple variable
<component sub>
<array sub> ——— see example A
<structure sub> Q is any structure terminal* of integer
\‘or scalar type
C. R

L«: structure sub= ——‘R is any structure terminals
equivalent forms-

R equivalent only if R is of unarrayed
X |integer or scalar type

D. S | S is an arrayed structure terminal#*
XY 2w <component sub> of vector, matrix, bit, or character
type
a.rray sub> :

<structure sub>

* of a structure with multiple copies
5.3.2 The General Form of Subscripting
The three classes of subscripting, <structure sub>, <array sub>,

and <component sub>, have an identical sytactical form; however, the
semantic rules for each differ.
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component, array, and structurs subscripts

i

()
2

sub exp

arith exp

sub exp 14

sub exp

sub exp -

A
|

arith axp l—

e ° exampla:

AT #-5

General Semantic Rules

1-

A <structure sub> , <array sub>, or <<component sub> consists of
a series of ""subscript expressions'' separated by commas,
script expression corresponds to a structure, array, or component

dimension of the <g var name> subscripted.

There are four forms of subscript expression:

[0}

the simple index,

the AT-partition,
the TO-partition, and
the asterisk,
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3. The simple index form is denoted in the diagram by a single <sub exp> ,
Its value specifies the index of a single component, array element, or
structure copy to be selected from a dimension.,

4. The AT-partition is denoted by the form <arith exp> AT <sub exp=>.
The value of< arith exp> is the width of the partition, and that of
<sub exp> the starting index.

5, The TO-partition is denoted by the form «<sub exp> TO <sub exp> .
The two «sub exp> values are the first and last indices respectively
of the partition.

6. The asterisk form, denoted in the diagram by #*, specifies the selection
of all components, elements, or copies from a dimension.

7. A <sub exp>may take any of the forms shown. The value of # is
taken to be the maximum index-value in the relevant dimension.

8. Any«< arith exp> in a subscript expression is an arrayed or unarrayed
integer or scalar expression. Values are rounded to the nearest
integer. The effect of an < arith exp> being arrayed is discussed in
Section 5. 4,

5.3.3 Structure Subscripting

Major structures with multiple copies, or the minor structures or
structure terminals of such structures may possess a < structure sub> ,
Since there is only one dimension of multiple'copies, the <structure sub >
may only possess one subscript expression., The effect of such subscripting
is to eliminate multiple copies, or at least to reduce their number,

Restrictions

1. ‘Errors result if any index value implied by a subscript expression lies
outside the range 1 through N, where N is the number of copies specified
for the major structure.

2. If the subscript expression is a TO- or AT-partition, the width of the
partition must be computable at compile time. This is guaranteed by

enforcing the following restrictions:

- In the form < arith exp> AT < sub exp> , the value of <arith
exp> must be computable at compile time. '

o In the form <sub exp> TO < sub exp> , the values of both
< sub exp> s must be computable at compile time.
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Examples:

STRUCTURE A:
1 B SCALAR,
1 C INTEGER,
1 D VECTOR(6);

DECLARE A A-STRUCTURE(20);

Asp 20th copy of A
A, AT 1.0; 10th and 11th copies of A (semicolon optional)
Gy C from lst copy of A
Dy TO 6; D from 4th through 6th copies of A (semicolon
enforced)
Note: D*; 4‘ TO 6 | ;omponents 4 through 6 of D from all copies of A

5.3.4 Array Subscripting

Any simple variable or structure terminal with an array specification
(see Section 4, 5) may possess an «<array sub>, The number of subscript
expressions in the <array sub> must equal the number of dimensions given in
the array specification, The leftmost subscript expression corresponds to the
leftmost dimension of the array specification, the next expression to the next
dimension, and so on., '

Restrictions

1. Errors result if any index value implied by a subscript expression lies
outside the range 1 through N, where N is the size of the corresponding
dimension in the array specification.

2. If the subscript expression is a TO- or AT- partition, the width of the
partition must be computable at compile time, This is guaranteed by

enforcing the following restrictions:

0 In the form<arith exp> AT <sub exp-, the value of <arith
exp = must be computable at compile time,

o In the form< sub exp> TO <sub exp>, the value of both <sub
exp=> s must be computable at compile time, '
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Examples:

STRUCTURE P: :
1 Q ARRAY(5) SCALAR,
1 R SCALAR;

.

DECLARE P P-STRUCTURE(10);
DECLARE S ARRAY(5) SCALAR,
T ARRAY(5) VECTOR(6);

Q*;S 5th array element of Q in all copies of P
Ql;z TO 3: Z2nd and 3rd array elements of () in l‘st copy
. - of P (colon optional)
84 TO 5: 4th through 5th array elements of S
. (colon optional)
Ty AT 25 Znd and 3rd array elements of T (colon
C enforced)
Note: 'T*_ 2 AT 2 components 2 and 3 in all array elements of T

5.3.5 Component Subscripting

Simple variables and structure terminals of vector, matrix, bit and
character type may possess component subscripting because they are made up
of multiple distinct components.

o Those of bit, character, and vector types must possess a
< component sub> consisting of one subscript expression only.

o Those of matrix type must possess a « component sub> consisting
of two subscript expressions, In left to right order these repre-

sent row and column subscripting respectively.

Restrictions

1. Errors result if any index value implied by a subscript expression lies
outside the range 1 through N, where N is the size of the corresponding
dimension in the type specification,

2, For bit, vector and matrix types, if the subscript expression is a TO-

or AT-partition, the width of the partition must be computable at compile
time. This is guaranteed by enforcing the following restrictions:
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o In the form <arith exp> AT < sub exp>, the value of <arith
exp> must be computable at compile time.

o In the form <sub exp> TO < sub exp> , the values of both
< sub exp> s must be computable at compile time.

3. The subscript expressions of a character {ype need not be computable at
compile time.

Special Rules for Vector and Matrix Types

The «component sub> of a variable of vector or matrix type can sometimes
have the effect of changing its type. The following rules apply:

1. If a vector type is subscripted with a simple index <« component sub>,
then since one component is being selected, the resulting < arith var=
is of scalar type. '

2. If only one of the two subscript expressions in a < component sub> of
a matrix type is a simple index, then one row or column is being selected,
and the result is therefore an <arith var> of vector type. If both subscript
expressions are of simple index form, then one component of the matrix
is being selected, and the result is an<arith var> of scalar type.

Examples:

DECLARE M MATRIX(3, 3),

. C ARRAY(2) CHARACTER(8);
Cl:2 TO 7 characters 2 through 7 of 1st array element of C
My 1 column 1 of matrix M (vector)
Mj 3 3rd component of 3rd row of M (scalar)
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5.4 The Property of Arrayness

A <g var name= which is a simple variable is said to be "arrayed, "
or to possess "arrayness, " if any array specification appears in its declaration.
The number of dimensions of arrayness is the number of dimensions given in the
array specification,

A < g§ var name> which is a structure terminal is said to be arrayed
or to possess arrayness if either or both of the following hold:

o an array specification appears in its declaration in a structure
template, or

o © the structure of which <« g var name=> is a terminal has multiple
copies.

The number of dimensions of arrayness is the sum of the dimensions originating
from each source.

Appending structure or array subscripting to 2 < § var name> may
reduce the number and size of array dimensions of the resulting «g var>.

The arrayness of HAL/SM expressions originates ultimately from the
<B var> s contained in them. It is a general rule that all arrayed «g var>s
in an expression must possess identical arrayness (i.e., the number of dimensions
of arrayness, and their corresponding sizes must be the same). Although the
forms of subscript distinguish between array dimensions, and structure copy
dimensions, no distinction between them is made as far as the matching of
arrayness is concerned.

Example:

STRUCTURE Z:
1 B ARRAY(5);

DECLARE A Z-STRUCTURE(10);

DECLARE C ARRAY(10, 5);

f\ arrayness of both operands is 10, 5

C=A.B+ C;
5.4.1 Arrayness of Subscript Expressions

Any <arith exp= within a subscript may be arrayed (possess '"arrayness'').
Appending such subscripts to a «§ var name> may produce an arrayed operand

of the same arrayness as the <arith exp> . The following rules are applicable
to such subscript forms. '

-87-



Sermantic Rules

1. Any < arith exp> appearing in Syntax Diagram 22 depicting the syntax
of « structure sub>, <array sub> and < component sub> may potentially
possess arrayness, except for references to event variables,

2, 1f the < g var name> possessing the subscript containing the arrayed
< arith exp> is imbedded in an arrayed HAL/SM expression, then the
arrayness of the < arith exp> must match the arrayness of the expres-
sion (even if the < var name> itself does not possess arrayness, e. g.,
is a vector).

3. The evaluation of an arrayed expression can be viewed as a paraliel
evaluation of the expression element by element. If the expression con-
tains an arrayed < arith exp> in a subscript, then during the parallel
evaluation the appropriate array element of <« arith exp> is selected for
each evaluation, '

Example:
Given the declarations:
DECLARE A ARRAY(3) INTEGER;
DECLARE B ARRAY(3,2} INTEGER;
DECLARE V VECTOR(5);
the following operands become:
Vp - a 3-array
of corresponding vector components
VB - a 3x2-array
Example:
DECLARE I ARRAY(3) INTEGER,
M MATRIX(Z,2),

MA ARRAY(3) MATRIX (2, 2),
MB ARRAY(2) MATRIX (2,2);

Let M = 1,75 0,25 andIl =/ 2
0.75 1,25 1

1
Mz, * [ .75 1.25]
then My o = | My« = [1.75 o0.25]
M, [1.75 o0.25]
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- a linear 3-array of 2-vectors: subscripting has reduced M from
a matrix to a row-vector, but since I is arrayed, the entire operand
has an effective arrayness even though M itself has not,

Let MA = 1.o 0.0
- 3.0 2.0_ |
- - OREE
4,0 7.0
8.0 30|/  (3) =1
4.0 9.0
/
Then MAu.J, % = [My.2 % [3.0 2.0]
Mz.1, % [4.0 7.0]
M3.1, * [8.0 3.0]

is'also a linear 3-array of 2-vectors: now however MA and I
"both have arrayness (which correctly match). Three parallel sub-
script evaluations are effectively performed using corresponding

array elements of MA and I each time,

- Note MB*-I'* : "~ 1is illegal since the arrayness of MB does
: s not match the arrayness of 1.

However MB*;II o 20 * is legal since array subscripting has been
used on I to force arrayness matching.

If MB = 0.5 0.5\ (V) =2
‘ 0.1 0.3 ‘
0.2 0.7
0.4 0.8
then MBIy 7o 2, % = MBj.2, %\ = [0. 1 0.3] @ I, =1

MBy, ], * [0.2 0.7}
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5.5 The Natural Sequence of Data Elements

There are several kinds of operations in the HAL/SM language which
require operands with multiple components, array elements, and structure
copies to be unraveled into a linear string of data elements. The reverse
process of "reraveling'' a linear string of data elements into components,
array elements, and structure copies also occurs, Two major occurrences
of these processes are in I/O (see Section 10), and in conversion functions
(see Section 6, 6),

The standard order in which this unraveling and reraveling takes place
is called the "natural sequence." By applying the following rules in the order
they are stated, the natural sequence of unraveling is obtained. By applying
the rules in reverse order, and replacing "unraveled! by ''reraveled, ! the
natural sequence for reraveling is obtained,

Rules for Major and Minor Structure

1. If the operand is a major structure with multiple copies, each copy
is unraveled in turn, in order of increasing index, If the operand is
a minor structure of a multiple copy structure, then the copy of the
minor structure in each structure copy is unraveled in turn in order
of increasing index.

2. The method of unraveling a copy is as follows. Each structure terminal
on a '"branch' connecting back to the given major or minor structure
operand is unraveled in turn. The order taken is the order of appearance
of the terminals in the structure template. : :

3. Each structure terminal is unraveled according to the rules given below.
Example:
STRUCTURE A:
1B,
2 C SCALAR,
‘ . 2 D VECTOR(3),
1 E INTEGER;
DECLARE A A-STRUCTURE(3);
o order of unraveling of B is B;, i=1,2,3

o order of unraveling of each Bj is Cj, D;

Rules for Other QOperands

1. An operand of any type (integer, scalar, vector, matrix, bit, character,
dcw or event) may possess arrayness as described in Section 5,4, Each
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dimension of arrayness, starting from the leftmost is unraveled in
turn, in order of increasing index.

2. Integer, scalar, bit, character, dcw and event types are considered
for unraveling purposes as having only one data element.

3. Vector types are unraveled component by component, in order of
increasing index,

4. Matrix types are unraveled row by row, in order of increasing index.
The components of each row are unraveled in turn in order of increasing
index,

Example:

DECLARE V ARRAY(2.2) VECTOR(3);

o order of unraveling of V is Vi s i=1,2
o order of unraveling of each Vj x.x is Vi, ok ji=1,2
o order of unraveling of each Vi, jex 18 V; jik k=1,2,3

(standard HAL/SM subscript notation used)
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6. DATA MANIPULATION AND EXPRESSIONS

An expression is an algorithm used for computing a value. In HAL/SM,
expressions are formed by combining together operators with operands in a
well-defined manner. Operands generally are variables, literals, other ex-
pressions, and functions, The type of an expression is the type of its result,
which is not necessarily the same as the types of its operands,

In HAL/SM, expressions are divided into three major classes according
to their usage.

o . Regular expressions appear in a very large number of contexts
through the language; e.g., in assignment statements, as
arguments to procedures and functions, and in I/O statements,
Typical regular expressions are arithmetic, bit and character
expressions. They are collectively denoted by <expression>.

o Conditional expressions are used to express combinations of
relationships between quantities, and are found in IF statements,
and in WHILE and UNTIL phrases. They are denoted by
< condition=,

0 Event expressions are used exclusively in real time program-
ming statements.
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6.1 Regular Expressions

Regular expressions comprise arithmetic expressions, bit expressions
and character expressionsg, together with a limited form of structure expres-
sion. As a generic form, < expression> appears in the assignment statement,
as the input arguments of procedure and function blocks, and in the WRITE
statement,

Syntax
oxprassion
=4 " arith exp f———t—————
— bitexp pwud
— char exp SR
1 structure exXp f———

Descriptions of <arith exp=> , < bit exp>, < char exp>, and <structure exp>
are given in the following subsections.

6.1.1 Arithmetic Expressions

Arithmetic expressions include integer, scalar, vector, . and matrix
expressions. Collectively they are known by the syntactical term <arith exp=>.
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arithmetic expression

Y

~

5

arith exp

:

1

#

C(P

-WJ o [ et arith operand

0%

examples: 3
1+9-{K+2)

M. M+ N)

Semantic Rules

1.

An <arith exp> is a sequence of < arith operand > s separated by
infix arithmetic operators, and possibly preceded by a unary plus or
minus, '

The form < > is used to show that the two < arith operand=s are
separated by one or more spaces. It signifies a product between the
<arith operand> s.

The syntax diagram for <arith exp> produces a sequence extensible on
the right. Any sequence produced is not necessarily to be considered

as evaluated from left to right. The order of evaluation of each operation
in the sequence is dictated by operator precedence.

Not all types of <arith operand= are legal in every infix operation. Table

6-1 summarizes all possible forms, by indicating the result of each legal
operation,
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LEGAL OPERATIONS BY DATA TYPE

operands infix operator

left right + - <> * i / ol

vector vector vactor vector matrix b vector 2 scalar

vector matrix vector
matrix vactor vector
integer 4 5
e vector
vector o o0 vector
integer vector vector

matrix matrix jmatrix jmatrix |[matrix

matrix igzﬁg:r matrix matrix °| matrix °
integer matrix mateie |
- | scalar scalar §scalar |scalar |scalar scalar scalar 8
| scalar integer }scalar |scalar |scalar scalar |scalar
integer scalar |[scalar |scalar |scalar scalar scalar 8
integer integer |integer | integer |integer scalar ? 4

Notes:

In operations with vector and matrix operands, the sizes of the operands must
be compatible with the operation involved, in the usual mathematical sense,

1 OCuter product,

2 Cross product - valid for 3-vectofs oﬁly.

3 Dot product.

4 Every element of the vector or matrix is multiplied by the integer or
scalar, '

5 Every element of the vector or matrix is divided by the integer or scalar.

6 If the right operand is literally ""T'" the transpose is indicated. If the

right operand is literally "0' the result is an identity matrix, If the
right operand is a positive integer number a repeated product is implied,
If the right operand is a negative integer number, repeated product of the
inverse is implied, These are the only legal forms.

7 - the operands are converted to scalar before division.

8 the operation is undefined if the value of the left operand is negative, and
the value of the right operand is nonintegral.

9 the result is a scalar except if the right operand is a non-negative integral
in which case the result is integer.

Table 6-1
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5, Except as noted in Rule 4, if only one operand in an operation is of
integer type, it is converted to scalar type.

6. If the two operands of an operation are of differing precision, the
result is double precision, otherwise the precision of the result is
the same as the precision of the operands. This is true in all cases
except where one operandonly is of integer type. In this case the
precision of the result is the same as the precision of the non-integer
operand.

Precedence Rules

1, Table 6-2 summarizes the precedence rules for arithmetic operators,

2. If two operations with the same precedence follow each other, then
the following rules apply: '

o operators ¥, / are evaluated right-to-left;
o all other operators are evaluated left-to-right,
3. Overriding Rules 1 and 2, the operators<x=, %, and ., are evaluated so

as to minimize the total number of elemental multiplications required.
However, this rule does not modify the effective precedence order in
cases where it would cause the result to be numerically different, or the
operation to be illegal, '

An «arith operand> appearing in an< arith exp> has the following form.

anta.x

arithmaetic operand

arith ith
operand —— arithvar }——
. @_ arith exp —@

= ad { number — 3 -

~—— normal function precision

“——{ arith conversion }——

example:
{A+B)

@ DOUBLE
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PRECEDENCE RULES FOR ARITHMETIC OPERATORS

Operator Precedence Operation
FIRST
Ak 1 exponentiation
-> Z multiplication
% 3 cross-product
. 4 dot-product
/ 5 division
4 6 addition and unary
plus
- 6 subtraction and
unary minus
LAST
Table 6-2
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Semantic Rules

1. An«< arith operand> may be an arithmetic.variable, an arithmetic
expresgsion enclosed in parentheses, a < normal function> of the
appropriate type (see Section 6,4), an<arith conversion> function
(see Section 6.6,1), or a literal «number> .

2. The precision of an <arith operand> may be converted by subscripting
it with a <precision> specifier (see Section 6,7), If the operand is
an< arith var> this is true only if it has no «<subscript>. Sincea
subscripted «<arith var> is an example of an «arith exp> , the
< Pprecision> specifier may be applied by first enclosing the < arith
var> in parentheses.

3. Only integer and scalar «arith operand>s may have the form <number> .
6.1.2 Bit Expressions

A bit expression is known by the syntactical term < bit exp> .

Syntax
bit axpussipn
-~
G
brit operand -4 @ 3 .
CAT
- . J
example:
B&CITD
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Semantic Rules

1,

A < bit exps is a sequence of <bit operand> s separated by bit
operators,

The syntax diagram for <bit exp> produces a sequence extensible on
the right. Any sequence produced is not necessarily to be considered
as evaluated from left to right. The order of evaluation of each infix
operation is dictated by operator precedence:

Operator Precedence
FIRST

CAT, | | 1

AND, & 2

OR, I 3
LAST

If two operations with the same precedence follow each other, they
are evaluated from left to right,

The operator CAT (l |} denotes catenation of < bit operand> s, The
length of the result is the sum of the lengths of the operands,

The operators AND (&) and OR ( , ) denote logical intersection and
union respectively. The shorter of the two < bit operand> is left
padded with binary zeroes to match the length of the longer,

I3

A <bit operand=> appearing in a<bit exp> has the following form.
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Syntax

bit operand
bit
operand
NOT )} "'(: ) bitexp | I j‘
"‘\ Y, . L%
=4 ~ J _ bit var [
A
\_/
bit literal k
normal
function
- bit
conversion
example:l : o Tt .
BIN '11010110
seudo-var
- event var _
A
Semantic Rules
1. A <bit operand> may be a < bit var> , a < bit exp> enclosed in

parentheses, a <bit literal> , a <normal function> of bit type
(see Section 6.4), a < bit conversion> function, or a < bit pseudo-
var > {see Section 6, 6.3 and 6, 6,4).

-101-



6.1.3

Syntax

In addition a <bit operand> may be an <event var> . Events are
treated as Boolean (1-bit) <bit operand> s.

Any form of <bit operand> may be prefaced with the NOT (—)

operator causing its logical complement to be evaluated prior fo use

within an expression, Note that associating the NOT operation with

the < bit operand> syntax achieves an effect similar to placing the

NOT operator in the bit expression syntax at the highest level of precedence.

Character Expressions

A character expression is known by the syntactical téerm <char exp > .

character expression

= o~ char operand f

| arith exp ' CAT

examptle:

agfijaaa -

Semantic Rules

1-

2.

3,

A <char exp>is a sequence of operands separated by the catenation
operator CAT (||). Each operand may be a < char operand> or an
integer or scalar « arith exp> .

The sequence of catenations is evaluated from left to right.

Integer and scalar<arith exp> s are converted to character strings,

A <char operand> appearing in a <char exp> has the following form.
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character operand
char
aperand
{ char exp —-@——\
= e char var
I normal function
f H |
example: “~———1 char conversion ——’
{AllB)
Semantic Rules
S \
1. A <char operand> may be a character variable, a «<char exp> enclosed

in parentheses, a <char literal> a <normal function> of character
type (see Section 6.4), or a <char conversion:> function (see Section

6- 6- 3). '
6.1,4 Structure Expressions

Since there are no manipulative expressions for structure data, a
< structure exp- merely consists of one structure operand.

Syntax

structure expression

structure
exp

- 1 structura var, .

e

normal function
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Semantic Rules

1, A <structure exp> consists of one structure operand which may be
either a < structure var> , or a < normal function> of structure
type {see Section 6. 4),

6.1.5 Array Properties of Expressions

Any regular expression may have an array property by virtue of
possessing one or more arrayed operands, The evaluation of an arrayed
regular expression implies element-by-element evaluation of the expression.

For any infix operation with an array property the following must be true.

Semantic Rules

1, If one of the two operands of an infix operation are arrayed, then
evaluation of the operation using the unarrayed operand and each
element of the arrayed operand is implied, The resulting array has
the same dimensions as the arrayed operand.

2. If both of the operands of an infix operation are arrayed, then both
operands must have the same array dimensions. Evaluation of the
operation for each of the corresponding elements of the operands is
implied. The resulting array has the same dimensions as the operands.
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6.2 Conditional Expressions

Conditional expressions express combinations of relationships between
quantities. The HAL/SM representation of a relation between quantities is a
<comparison>, The<comparison> s are combined with logical operators
to form conditional expressions, or <condition> s.

Syntax

conditionsl expression

p -
®—
> conditionsl operand o AND —
—0—

|

example:
{A>B)1{A>C}

Semantic Rules

1, A conditional expression or <condition= is a sequence of < conditional
operand> s gseparated by logical operators,

2., The syntax diagram for «<condition> produces a sequence extensible on
the right. Any sequence produced is not necessarily to be considered as
evaluated from left to right., The order of evaluation of each infix
operation is dictated by operator precedence:

Operator Precedence
FIRST
AND, & 1
OR, 2
' LAST

If two operations with the same precedence follow each other, they are
evaluated from left to right,
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3.

The operations AND (&) and OR ( l ) denote logical intersection and
union respectively.

'A < conditional operand> appearing in a < condition> has the following form,

Syntax

conditional operand

comparison

Y

@... condition )

example:

. T{A>B)

Semantic Rules

1.

6.2.1

A <conditional operand> is either a < comparison> or a parenthesized
<condition> . The latter form may be preceded by the logical NOT (—)
operator,

A <comparison> is a relationship between the values of two arithmetic,
bit, character or structure operands, The result of a <comparison> is
either TRUE or FALSE, but cannot be used as a Boolean operand in a
bit expression.

Arithmetic Comparisons

An arithmetic <comparison> is a comparison between two arithmetic

expressions,
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Syntax

arithmeatic compafison
NOT <

o

comparison

| arith exn arithexp p———

0l

NOT =

example:

1>3

@. ofo

Semantic Rules

1. The types of <arith exp> operand must in general match, with the
following exception: in a comparison with mixed integer and scalar
operands, the integer operand is converted to scalar.

2, If the precisions of the < arith exp> operands are mixed then the
single precision operand is converted to double precision,

3. Not all types of <warith exp> are legal for every type of arithmetic
comparison. The unshaded boxes in Table 6-3 indicate all legal forms.

4. If the operands are of vector or matrix type, the <comparison= is
carried out on an element-by-element basis.
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LEGAL COMPARISONS BY DATA TYPE

vector li v/ __T :///////%:////%i////%ff/%/////é _
xfzatrix 4 4 %/////%f///%///////%{//////j
| o e ]

Table 6-3
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o If the « comparison> operator is =, the result is TRUE only
if all the elemental comparisons are TRUE,

o - If the<comparison$ operator is NOT= (77 =), the result is
TRUE if any elemental comparison is TRUE,

5. If one or both of the < arith exp> s are arrayed then only the operators

= and NOT= (—1=) are legal, and the result is an arrayed « comparison=>
(see Section 6.2, 5).

6.2.2 Bit Comparisons

A bit comparison is a comparison between two bit expressions,

bit comparison

|
bit exp @ bitexp (P——

exampla:
8 1=BIN ‘110"

Semantic Rules

1, “If the lengths of the operands are the same, their values are equal if
and only if they have identical bit patterns.

2. If the lengths of the operands differ, the <bit expx of shorter length is
left padded with binary zeros to match the length of the longer before

comparison takes place.

3. If one or both of the <bit exp= s are arrayed, then the result is an
arrayed «comparison> {(see Section 6.2.5).

6.2.3 Character Comparisons

A character comparison is a comparison between two character
expressions.,
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Syntax

character comparison:

D
-G
| char exp @ charexp  f——
example: . A’ -
| '
Semantic Rules
1. If the lengths of the operands differ, the shorter operand is considered
less than the longer.
2. If one or both of the <char exp> s are arrayed then the result is an

arrayed< comparison> (see Section 6.2.5).

3. The values of the operands will conform to the character codes selected
and thus are machine dependent.

6.2.4 Structure Comparisons

A structure comparision is a comparison between two structure expressions.
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structurs comparison.
| |

structura exp = | structure exp

NOT =

Semantic Rules

L

6. 2.5

The tree organizations of both « structure exp> s must be identical
in all respects.

The number of copies possessed by each « structure exp> must be the
same. If the number of copies is greater than one, then the following

holds:

o If the «comparison> operator is =, the result is TRUE only if
it is TRUE for all copies.

o If the <comparison> operator is <1 = (NOT=), the result is TRUE
if it is TRUE for at least one pair of corresponding copies.

Comparisons between Arrayed Operands

A <comparison> of one of the forms described may have arrayed

operands. When one or both of the operands is arrayed, the< comparison=>
operators are restricted to = and = = (NOT=). In any arrayed <comparison>,
the following must be true.

‘Semantic Rules

1.

If one of the two operands of a <comparison> is arrayed then evaluation
of the <« comparison> using the unarrayed operand and each element of
the arrayed operand is implied,

If both of the operands are arrayed, then both operands must have the

same array dimensions. Evaluation of the operation for each of the
corresponding elements of the operands is implied.
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The result of an arrayed <comparison> is unarrayed, If the operator
is = then the result is TRUE only if it is TRUE {for all elements of the
< comparison= . If the operator is =3 = (NOT=) then the result is
TRUE if it is TRUE for at least one element of the < comparison= ,
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6.3 Event Expressions

Event expressions appear in real time programming statements (see
Section 8), and are denoted by the syntactical term <event exp>.

Sznta.xr

event expression

',, evant operand L AND ——

0

- . J

o exampla:

ALPHA OR BETA

Semantic Rules

1. An < event exp>is a sequence of <event operand> s separated by a
subset of bit operators. An<event exp> may not be arrayed.

2. The syntax diagram for < event exp> produces a sequence extensible on
the right. Any sequence produced is not necessarily to be considered as
evaluated from left to right. The order of evaluation of each infix opera-
tion is dictated by operator precedence: . '

Operatbr Precedence
-FIRST
AND, & 1
OR, l 2
: LAST

If two operations with the same precedence follow each other, they are
evaluated from left to right. '
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3. The operators AND (&) and OR ( | ) denote logical intersection and union
respectively.

An < event operand=>appearing in an <event exp> has the following form.

Syntax

event operand

event
operand .
) ol - [ -’ eventvar |

sxample:
7 (A &B)
Semantic Rules
1. An < event operand> may be an event variable or an <event exp =
enclosed in parentheses.
2. The arrayness of any < event var> must have been removed by suitable

subscripting (see Sections 5. 3.3 and 5, 3. 4).

3.  The < event operand=> may be optionally prefaced by the logical com-.
plementing operator NOT (=),
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6.4 Normal Functions

_ Sections 6. 1,1 through 6, 1. 3 have made references to normal
functions which may appear as operands in various types of « expression> s,
Normal functions comprise all those functions wh1ch are not conversion func-
tions, and fall into two classea:

° built-in functions defined as part of the HAL/SM language;

o user-defined functions defined by the presence of < function
block> 8 in < compilation> s, '

The manner of invoking each class of function is essentially the same.

Syntax

normal function

axample:

SIN(2 x)

Semantic Rules

1, A <label>invokes execution of a function with name < label>,

2. If<label> is a reserved word which is a built-in function name then that

built-in function is invoked.

3, If a < function block> with name« label >appears in such a name-scope
that< 1abe1>_is known to the invocation, then that block is invoked.

4, If no such«<function block> exists, then the< function block> is assumed
to be external to the <compilation> containing the invocation, A <func-

tion template> for that «function block> must therefore be present in
_ the <compilation> (see Section 3, 6).

5. The type of the <normal function> must be appropriate to the type of
the <expression=> containing it (see Sections 6,1.1 throughé, 1, 3),
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Each of the < expression= s in the syntax diagram is an 'input
argument' of the function invocation. Input arguments are "call-by-
reference' or ''call-by-value! (see Section 7. 4).

Each input argument of a « normal function> must match the
corresponding input parameter of the function definition exactly in type,
dimension, structure function, and tree organization, as applicable,
except for the following relaxations:

o) precisions need not match, precision conversions are allowed;
o} the lengths of bit arguments need not match;
o . the lengths of character arguments need not match;

o implicit integer to scalar and scalar to integer conversions
are allowed;

0 implicit integer and scalar to character conversions are allowed.

Input arguments may be viewed as being assigned to their respective
input parameters on invocation of the function, The rules applicable
in the above relaxations thus parallel the relevant assignment rules
given in Section 7, 3.

If the appearance of an invocation of a user-defined function precedes
the appearance of its <function block>, the name and type of the
function must be declared at the beginning of the containing name-scope
(see Section 4, 6),

Special considerations relate to arrayed input arguments to the <normal
function>. If the corresponding input parameter is arrayed, then the
arraynesses must match in all respects. In this case, the function is
invoked once, If the corresponding parameter is not arrayed, then the
arrayness must match that of the < expression> containing the function.
In this case, the< normal function> is invoked once for each arra
element, '

Example:

ADD

DECLARE X ARRAY(4) SCALAR;

[X] = sIN([X]); SIN evaluated once for each element of X

FUNCTION (P) SCALAR;
DECLARE P ARRAY(4) SCALAR;

-
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Note:

RETURN P +P,+Pg;
CLOSE ADD;

. ADD evaluated once only: formal

[X] = [X] + ADD([X]); —— { parameter P has same arrayness as
argument X. [ADD must be defined before
its invocation].

[ 1 enclosing a variable name indicates that it has been declared to be
arraved.
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6.5 Time Value

Certain Real Time Control and Input/Output Statements require a
time specification. The syntactical term < time value=>is used to define

that time specification.

Syntax
1
time
] literal
-
arith var
examples: ,
-START-TIME
50 HRS 15 MINS

Semantic Rules

1. The <time literal> déﬁne? a particular time in any combination of
days, hours, minutes, seconds, or milliseconds.

2, The «<arith var> always defines a particular number of milliseconds.
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6.6 Explicit Type Conversions

The limited implicit type conversions offered by HAL/SM are described
elsewhere in the Specification (see Sections 6.1.1 and 7.3). HAL/SM contains
a comprehensive set of function-like explicit conversions, some of which
also have the property of being able to shape lists of arguments into arrays
of arbitrary dimensions., For this reason, conversion functions are some-
times referred to as '"shaping functions." HAL/SM contains conversion
functions to integer, scalar, vector, matrix, bit and character types.

6.6.1 Arithmetic Conversion Functions

Arithmetic conversion functions include conversions to integer, scalar,
vector, and matrix types. '

arjthmatic conversion function

VECTOR

—{ MATRIX — -

o -
SCALAR | precision | ’ subscript |

INTEGER

1

it

-—— ®_ ‘L — exprassion '
arith axp —@-J ) '
() -
S
sxample:

INTEGER, , (4# 1 +J)

General Semantic Rules

1, The keyword INTEGER, SCALAR, VECTOR, or MATRIX gives the
result type of the conversion.,

2. The conversion keyword is optionally followed by a « precision=

specifier giving the precision of the result (see Section 6,7), and by
a < subscript> specifying its dimensions.
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5.

The conversion has one or more «<expression >s as arguments,
The total number of data elements implied by the argument(s) are
shaped according to well-defined rules to generate the result, The
data elements in each <expression> are unraveled in their "natural
sequence'' (See Section 5.5). The result of doing this for each
argument in turn is a single linear string of data elements, This
string is then reformed or “"reraveled!” to generate the result,

Any « expression> may be preceded by the phrase< arith exp> #, where
<arith exp> is an unarrayed integer or scalar expression computable
at compile time., The value of <arith exp> is rounded to the nearest
integer and must be greater than zero. It denotes the number of times
the following < expression= is to be used in the generation of the result
of the conversion. '

The nesting of <arith conversion> s is subject to implementation
dependent restrictions,

Semantic Rules: INTEGER and SCALAR

1,

If INTEGER or SCALAR are unsubscripted, and have only one
unrepeated argument of integer, scalar, bit, or character type,
then if the argument is arrayed, the result of the conversion is
identically arrayed.

If INTEGER or SCALAR are unsubscripted, and Rule 1 does not

apply, then the result of the conversion is a linear (l-dimensional)
array whose length is equal to the total number of data elements implied
by the argument(s).

If INTEGER or SCALAR are subscripted, the form of the <subscript>
must be a sequence of < arith exp> s separated by commas. The number
of < arith exp> s is the dimensionality of the array produced. Each
< arith exp> is an unarrayed integer or scalar expression computable
at compile time, Values are rounded to the nearest integer and must
be greater than one. They denote the size of each array dimension

produced, Their product must therefore match the total number of data

elements implied by the argument(s) of the conversion,
INTEGER and SCALAR may have arguments of any type except structure.

The precision of the result is SINGLE unless forced by the presence
of a <« precision> specifier,
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Semantic Ruleg: VECTOR and MATRIX

1. In the absence of «gubscript> VECTOR produces a single 3-vector
result; MATRIX produces a single 3-by-3 matrix result, The number
of data elements implied by the argument(s) must therefore be equal
to 3 and 9 respectively.

2. .VECTOR and MATRIX cannot produce arrays of vectors and matrices.
Consequently, <subscript’™ may only indicate terminal subscripting.

3. In VECTOR the < subscript>must be an <arith exp>. <arith exp>
is an unarrayed integer or scalar expression computable at compile
time.  Its value is rounded to the nearest integer, and must be greater
than one. It denotes the length of the vector produced by the conversion.
It must therefore match the total number of data elements implied by
the argument(s) of the conversion,

4. In MATRIX the form of the <subscript> must be:
<arith exi5> » <arith exp>

Each« arith exp> is an unarrayed integer or scalar expression com-
putable at compile time. Values are rounded to the nearest integer,
and must be greater than one. They denote the row and column
dimensions respectively of the matrix produced by the conversion.
Their product must therefore match the total number of data elements
implied by the argument(s) of the conversion,

5. VECTOR and MATRIX may have arguments of integer, scalar, vector,
and matrix type only.

6. The precision of the result is SINGLE unless forced by the presence of
a « precision> specifier,

Examples:

DECLARE X ARRAY(2, 3) SCALAR,

. ~ V VECTOR(3);

INTEGER([X]) result is 2, 3 array of integers
INTEGER([X], [X]) result is linear 12-array of integers
SCALAR(V) result is linear 3-array of scalars
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" Note:

6.6.2

INTEGERZ, ¢(2#[X]) result is 2, 6 array of integers¥*

MATRIX({3#V} result is 3-by-3 matrix, each row being
equal to V
VECTORé([X]) vector of length 6

A variable enclosed in [ ] denotes that it is arrayed.
The Bit Conversion Function

Conversion to bit type is carried out by the BIT conversion function,

bit conversion function

radix -—@—@— char exp

hit
convarsion

example:

BIT ([ +J}

General Semantic Rules

The keyword BIT denotes conversion to bit type.

The conversion has cne argument of integer, scalar, bit or character
type. If the argument is arrayed, the resuit of the conversion is
identically arrayed, ‘

Semantic Rules: Without < radix>

i,

Conversions of the argument proceed according to standard conversion
rules, The length of the resulting bit string is a fullword, and the
significant data is right justified within the word.

* For example:

Let [X] =B i Z_J

Argument 2# [X] ig "first unraveled, " i. e.,
[L 23456, 12345 6]

Linear string is then "reraveled' into 2x6 array:
12 3 45 6
12 3 446 6
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A <subscript> represents cémponent subscripting upon the results of
the conversion, A <subscript> has the same semantic meaning and
restrictions in the current context as it does in the subscripting of
bit <variable> s (see Section 5, 3, 5).

Semantic Rules, With <radix>

1, The single argument of the «radix> version of the BIT conversion
must be a <char exp>.. A <radix> specifies a radix of conversion,
and has one of the following syntactical forms:

@HEX (hexadecimal)
-@DEC {decimal)
@oCT (octal}

@BIN (binary)

2. The «char exp> must consist of a string (or array of strings) of digits

' legal for the specified <radix>, otherwise a run time error occurs.
The conversion generates the binary representation of the digit string.

3. During conversion, if the length of the result is too long to be repre-
sented in an implementation, left truncation occurs.

Examples:

DECLARE X ARRAY({2, 3}) SCALAR;

-

BIT([X]) result is a 2, 3 array of bit strings

BIT; To 16([X]D) same as above except that oniy bits 1 through
16 of each array element are taken

BlTgurx('FACE') result is bit pattern of hexadecimal digits
_ represented by argument

Note: A variable enclosed in [ ] denotes that it is arrayed.

6.6.3

sion,

The Character Conversion Function

Conversion to character type is carried out by the CHARACTER conver-
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;:haractar convarsion function
radix i.—<:: >—{ }——‘ bit exp

- ' @— expression
l—@-— subscript :

CHARACTER g gy (B}

char
conversion

CHARACTER

axamples:

General Semantic Rules

1-

2,

The keyword CHARACTER denotes conversion to character type.

The conversion has one argument of integer, scalar, bit, or character
type. If the argument is arrayed, the result of the conversion is
identically arrayed.

Semantic Rules: Without <« radix=>

].-

A <subscript> represents component subscripting upon the results

of the conversion, It has the same semantic meaning and restrictions
in the current context as it does in the subscripting of character

< variable= s (see Section 5, 3, 5).

Semantic Rules: With <radix>

1-

2.

The single argument of the <radix> version of the CHARACTER con-
version must be a <bit exp> . A <radix> specifies a radix of
conversion, and has one of the following syntactical forms;

@HEX (hexadecimal)
@DEC (decimal)
@OCT (octal)

@BIN (binary)

The value of <bit exp> is converted to the representation indicated

by the <radix> , left padding the value with binary zerog as required.
The result is a character string consisting of the digits of the repre-
sentation. '
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Examples:

DECLARE X ARRAY(2, 3) SCALAR;

CHARACTER([X]) result is a 2, 3 array of character
_strings. '
CHARACTER,[(X]) ‘ same as above except that only the

second character of each array
element is taken,

CHARACTERgpg(BIN'101101") result is decimal representation
: of the bit pattern of the argument,

Note: A variable enclosed in [ ] denotes that it is arrayed,
6.6,4 The SUBBIT Pseudo-Variable

The SUBBIT pseudo-variable is a way of making the bit representation
of other data types directly accessible without conversion, It may appear in an

assignment context {see Section 7.3) as well as part of an <expression>. It
is denoted syntactically by <bit pseudo~var =,

Syntax

SUBBIT pseudo-variable

SUBBIT ) - ' @I varisble | )
1—@—— subscript —@J' axpression

example:

SUBBIT, fo g

Semantic Rules

1, The keyword SUBBIT denotes the pseudo-variable,
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SUBBIT has one argument only. If it appears in an assignment
context, the argument must be a <variable= . If it appears as an
operand of a bit expression, the argument must be an « expression> ,

The argument may be 'of integer, scalar, bit or character type, and
may optionally be arrayed,

The effect of SUBBIT is to make its argument look like an operand of
bit type. (If the argument is arrayed, then it looks like an arrayed
bit operand.)

A <subscript> represents component subscripting upon the pseudo-
variable. It has the same semantic meaning as if it were subscripting
a bit variable (see Section 5. 3. 5).

The length of the argument in bits may in some implementations be
greater than the maximum length of a bit operand. Let the maximum
length of a bit operand be N bits. If SUBBIT is unsubscripted, only
the N leftmost bits of the machine representation of the data-type of
the argument are visible, If the representation is less than N, the
number of bits visible is equal to the length of the particular data
argument.. :

Partitioning subscripts of SUBBIT may make between 2 and N bits

from the representation of the argument type visible at any time (i.e.,
the partition size is < N.) The partition size must be known at com- . '
pile time. If the representation is less than the specified partition

size, binary zeros are added on the left,

In an assignment context, SUBBIT functions may not be nested within
SUBBIT functions. Neither may they appear as assign arguments, or
in READ or READALL statements,

Example:

DECLARE P SCALAR DOUBLE;

SUBBIT33 1o 44(P) bits 33 through 64 of the machine representation
of P look like a 32-bit bit variable,

bits 1 through 32 are invisible.

6.6.5 Summary of Argument Types

The checkmarks in Table 6-3 indicate the legal argument types for

each conversion function.
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" {BIT with

LEGAL CONVERSIONS

INTEGER 4 ’ 4 4 4 4
SCALAR 4 4 ! 4 4 ’
VECTOR v / / 4 ///// // %//// /

© | MAaTRIX o an /7// /// // /////
77 ///%////// 7/

eradiss '7//////////////////5/// .
CHARACTER _—/// //// // // _

CHARACTER EZ
with ¢radix>

SUBBIT

&

Table 6-4
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6.7 Explicit Precision Conversion

The precision specifier may be used to cause explicit precision
conversion of integer, scalar, vector, and matrix data types.

Syntax

precision specifier

= @ { SINGLE )}

DOUBLE

Semantic Rules

1. If «precision> is specified as a subscript to an < arith operand= (see
Section 6.1,1), a conversion to the precision specified takes place.

2. If <precision> is specified as a subscript to an<arith conversion>
then the result of the conversion is generated with the indicated
precision,

3. If referring to integer type, SINGLE implies a halfword, and DOUBLE

a fullword, The interpretation is machine dependent.
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7. EXECUTABLE STATEMENTS

Executable statements are the building blocks of the HAL/SM
language, They include assignment, flow control, real time programming,
error recovery, and input/output statements. Syntactically a statement of
the above type is designated by «< statement>, The manner of its integra-
tion into the general organization of a HAL/SM compilation was discussed
in Section 3.
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7.1 Basic Statements

All forms of < statement> except the IF statement and certain forms
of the ON ERROR statement (Section 9, 1), fall into the category of a
<basic statement>. '

Syntax
basic statament
= basic statement

Any<bhasic statement> , unless it is imbedded in an IF statement or ON
ERROR statement, may optionally be labeled with any number of < label> s,
Not all forms of <basic statement> are described in this Section, Real time
programming statements are described in Section 8, error recovery state-
ments in Section 9, and input/output statements in Section 10,
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7.2

The IF Statement

The IF statement providés for the conditional execution of segments of

HAL/SM code.

Syntax

IF stsvement
o IF dition -
k.. eon ) THEN ‘
Q@Y e
_———— statoment
hbﬂlem —(ELSE}— statement —J
sxample: TP J > 0 THEN K = ];

EISE K = 2;

Semantic Rules

1.

The IF statement, unless it is imbedded in another IF statement or in
an ON ERROR statement, may optionally be labeled with any number
of <label> s, .

The option to label the «< statement> or< basic statement> of an IF
statement is disallowed.

If <bit exp> appears in the IF statement, then it must be Boolean
(i- e. > of 1"‘bit 1engﬂ1)o

If the <condition> or < bit exp> is TRUE then the < statement> or <bhasic
statement> following the keyword THEN is executed. If<bit exp>

is arrayed then it is considered to be TRUE only if all its array elements
are TRUE. Execution then proceeds to the <statement> following the

IF statement,
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5. If the <« condition> or <bit exp> is FALSE then the <statement>
or < basic statement> following the keyword THEN is not executed,
If the ELSE clause is present then the < statement> following the
keyword ELSE is executed instead, and then execution proceeds to
the < statement> following the IF statement. If the ELSE clause is
absent, execution merely proceeds to the next <statement >,

Note: If the ELSE clause is present, a <basic statement> rather than a

< statement> precedes the keyword ELSE, A nested IF statement therefore
cannot appear in this position, thus preventing the well-known 'dangling
ELSE' problem,
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7.3

The Assignment Statement’

The assignment statement is used to change the current value of a

< variable> or list of < variable> s to that of an expression evaluated in the
statement.

Syntax

assignmant statement

. variable

s T8
[ |

expression _®_

ETA, KAPPA = LAMBDA + 1;

General Semantic Rules

1.

2.

A <« variable> may not be an event variable, a dew variable or an
input parameter of a procedure or function block, -

The effective order of execution of an assignment statement is as
follows:

0 any subscript expressions on the left-hand side are evaluated,
o) ‘the right-hand side «expression> is evaluated, and

o the values of the left-hand side <variable> s are changed,

If the < expressions on the right-hand side is arrayed, then all the
<variable> s on the left-hand side must be arrayed. The number of
dimensions of arrayness on each side must be the same, and corres-
ponding dimensions on either side must match in size.

If the <expression> on the right-hand side is not arrayed then it is
still possible for one or more< variable> s on left-hand side to be
arrayed, If more than one «<variable> is arrayed, the arraynesses .
must match in the sense of General Semantic Rule 3, above, The
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single unarrayed value will be assigned to every element of arrayed
targets.

Generally, the type of the<expression>must match the types of the
< variable> s on the left-hand side. Specific exceptions to this rule
are listed below. The type of an assignment is taken to be the same
as the type of the <variable> whose value is being changed.

Semantic Rules: Integer and Scalar Assignments

ll

The following implicit type conversions are allowed during assignment:

o Assignment of an integer < expression> to a scalar <variable >
is allowed. Depending on the implementation this may cause
loss of decimal places of accuracy. '

o Assignment of a scalar <expression> to an integer <variable>
is allowed, causing rounding to the nearest integral value.
This may cause a run time error if, in any implementation,
the scalar has too large an absolute value to be represented
as an integer,

If the left- and right-hand sides of a scalar assignment have differing
precisions, precision conversion is freely allowed. Conversion from
DOUBLE to SINGLE precision implies truncation of an implementation
dependent number of binary digits from exponent, mantissa, or both,

Semantic Rules: Vector and Matrix Assignments

l-

The < expression> must normally be a vector or matrix expression
with the same type and dimension(s} as the < variable> s on the left-
hand side. One relaxation of this rule is permitted. Matrix or
vector < variable> s may be set null by specifying literal zero for
the <expression> . In this case only, both matrices and vectors of
any dimension(s) may appear mixed in the list of <variable> s.

If the left- and right-hand sides of an assignment have differing
precisions, precision conversion is freely allowed,

Semantic Rules: Bit Assignments

1.

If the length of the bit «expression>is unequal to that of the left-hand
side bit<variable> , then the result of the <expression> is left~
truncated if it is too long, or left-padded with binary zeros if itis
too short,
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2.

The effect of a left-hand side <variable> being a <bit pseudo-var>
is described in Section 6. 6. 4.

Semantic Rules: Character Assignments

1.

Assignment of an integer or scalar <expression> to a character

<variable>is allowed. During assignment the integer or scalar value

is converted to a character siring.

If < variable> is a character variable with no component subscripting,

then:

o

If the length of the < expression> is greater than the declared
maximum length of the < variable> , the <expression> is
right-truncated to that length. The <variable> takes on its
maximum length, '

If the length of the < expression> is not greater than the declared
maximum length of the<variable>>, then< variable> takes on
the length of the < expression> ,

If «variable> is a character variable with component subscripting,

then:

o]

If the length of the <expression> is greater than the length
implied by the component subscript, then it is right-truncated
to the implied length. '

If the length of the « expression> is less than the length implied by
the component subscript, then it is right-padded with blanks to

~ the implied length,

After assignment the < variable> fakes on the length implied
by the upper index of the component subscript, or retains its
original length, whichever is the greater. If the upper index of
the subscript implies a length greater than the declared maxi-
mum for that« variable> , right-truncation to the maximum
length occurs,

If the lower index is greater than the length of the «variable>
before assignment, then the intervening gap is filled with blanks,

Semantic Rules: Structure Assignments

1.

An<expression> can only be a <structure exp> . The tree organization

of the structure operands on both sides of the assignment must match ex-

actly in all respects. The sense in which tree organizations of two struc-
tures are said to match is described in section 4, 3,
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7.4 The CALL Statement

The CALL statement is used to invoke execution of a procedure. The
PROCEDURE block may be in the same <compilation> as the CALL statement
or external to it,

Syntax

CALL statament

exprassion @1
= L - {CALL H Iabal ,‘.‘ - -
lo-a)
- o
\l/
variable
0,
example: ' ‘
CALL EPSILON (A » B} ASSIGN (C);
Semantic Rules
1. CALL< label> invokes execution of a procedure with name <Ilabel> .
2. If a «procedure block> with name <label> appears in such a name-

scope that< label> is known to the CALIL statement, then CALL
< label > invokes that block.

3. If no such« procedure block> exists, then the «procedure block>
is assumed to be external to the <« compilation> containing the CALL
statement., A < procedure template= for that«< procedure block>
must therefore be present in the < compilation> (see Section 3. 6).

4, Each of the < expression> s is an "input argument' of the procedure
call,
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9.

10,

Each of the <variable> s is an "assign argument' of the procedure
call, Only assign arguments may have their values changed by the
procedure. If <variablex is subscrlpted it must be restricted in
form to the following:

o No component subscripting for bit and character types.

o If component subscripting is present,--c variable> must be
subscripted so as to yield a single (unarrayed) element of
the < variablex .

o If no component subscripting is present, but array subscnptmg
is, then all arrayness must be subscripted away.

Assign arguments are 'call-by-reference.' Input arguments are

either "call-by-reference' or ''call-by-value, ' (In this context
“call-by-reference!' means the arguments are pointed to directly,
"Call-by-value' means the value of an input argument, at the invocation
of a procedure, is made available to the procedure.)

Each asgign argument must match its corresponding procedure block
assign parameter exactly in type, precision, dimension, arrayness,
structure tree organization, and DENSE and REMOTE attributes, as
applicable, CHARACTER lengths are an exception; the declared

lengths need not match., The reason is that character types are of vary-
ing length and the actual length is available at execution. If an assign-
ment argument has the LLOCK attribute, then the following must apply:

o If it is of lock group N, then the corresponding assign parameter
must be of lock group N, or *,

o If it is of lock group *, then the corresponding parameter must
aleo be of group *.

Bit type identifiers which are part of structure variables and have the
DENSE attribute may not be used as ASSIGN arguments of a CALL state-

ment, . All other types of structure terminals with the DENSE attribute may
be used as ASSIGN arguments. See Sections 4,3 and 4.5 for further expla-

nation of the DENSE attribute. - Note, however, that an entire structure
with the DENSE attribute may be passed provided that template matching
rules are observed,

A <dcw var> or an <event vars> may not be '"assign arguments’ of the
procedure call,

For input arguments, the following relaxations of rules 7 and 8 are ﬁer-
mitted:
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o precisions need not match,

o the lengths of bit arguments need not match,
o the lengths of character arguments need not match,
o implicit integer to scalar and scalar to integer conversions

are allowed,

o} implicit integer and scalar to character conversions are
allowed, and '

o matching of the attributes DENSE and REMOTE is not required.

Input arguments may be viewed as being assigned to their respective
input parameters on invocation of the procedure. The rules applicable
in the above relaxations thus parallel the relevant assignment rules
given in Section 7. 3.

11, If an assign argument is a structure terminal or a minor structure
node (but not if it is a major structure) and if the structure possesses
multiple copies, then the number of copies must be reduced to one by
subscripting,

Example:
STRUCTURE Z:

1 A,
2 C CHARACTER (80)
Z B VECTOR,
1 D INTEGER;
DECLARE ZZ Z-STRUCTURE (20);

-

CALL X ASSIGN (ZZ, ZZ.A, ZZ.A.B, ZZ.A )

e

legal illegal legal
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7.5 The RETURN Statement

The RETURN statement is used 'to cause return of execution from a
TASK, PROCEDURE, or FUNCTION block., In the case of the FUNCTION
block it also specifies an expression whose value is to be returned.

Syntax

RETURN statsment
basic
statemant

b @ ——-O—
=
) axample;

‘DONE: RETURN ZETA;

General Semantic Rules

1, The effect of the RETURN statement is to cause normal exit (return
of execution) from a TASK, CRITICAL, PROCEDURE, or FUNCTION
block, (Also see the CLOSE statement, Section 3.8.4).

2. An <expression> may only appear in a RETURN statement of a
<function> . Its value is the returned value of the function, and is
evaluated prior to returning.

3. An <expresgsion> must match the function definition in type and
dimengion, with the following exceptions:

o the lengths of bit expressions need not match,
o the lengths of character expressions need not match,
o . implicit integer to scalar and scalar to integer conversions

are allowed, and
o implicit integer and scalar to character conversions are allowed.
The return of the function values may be viewed as the assignment of
the < expression> to the function name. The rules applicable in the

above exceptions thus parallel the relevant assignment rules given in
Section 7. 3. _
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An <expression> must always appear in RETURN statements of
<function block> s, Execution must always end on logically
reaching a RETURN statement of such a block, and not by 1og1ca11y
reaching the delimiting CLOSE statement.
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7.6  The DO...END Statement Group

The DO, ..END statement group is a way of grouping a sequence of
« statement> s together so that they collectively look like a single <basic
statement>. Additionally, some forms of DO, ,, END group provide a means
of executing a sequence of <statement> s either iteratively, or conditionally,

or both,

Syntax
DO...END statement grouf;
critical
section block| |
procedure
basic block —
statement
function
block ™
update
block B
end
o do statement| et statement |~
example: . - statement |
.. DO WHILE J>0; :
J=J-1;
END:

The DO, ..END statement group is opened with a < do statement> and closed

with an <end statement> . In between may appear any number of <statement>s
interspersed as required with FUNCTION, PROCEDURE, CRITICAL SECTION,

or UPDATE blocks. The form of the <«do statement> determines how the
<gtatement> 8 within the group are executed.

7.6.1 The Simple DO Statement

The simple DO statement merely indicates that the following sequence
of < statement > s comprising the group is to be viewed as a single <basic
statement>, The sequence is executed once only,
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simple DO statsment

do
statement

7.6.2 The DO CASE Statement

The DO CASE statement indicates that in the following sequence of
«<statement> s comprising the group, only one specified < statement> is to

be executed.

Syntax

do
statament

S -G == 1O

‘ (:) label _ : ' ELSE sttment
axampia:
' ALPHA: DO CASEJ- 1;
Semantic Rules
1. An <arith exp> is any unarrayed integer or scalar expression, The
value of a scalar expression is rounded to the nearest integer before
use,
2. Let the value of «arith exp> be denoted by K, If K is greater than

zero, but not greater than the number of <statement> s in the group,

then the Kth « statement> of the group is executed.

3. If the value of K is outside the range defined in Rule 2, and no ELSE

clause appears in the DO CASE statement, then a run time error occurs,
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4, If the value of K is outside the range defined in Rule 2, but an
ELSE clause does appear, the < statement> following the ELSE
keyword is executed instead of one of those in the group. The
option to label <statement> is disallowed.

5. The presence of any code block definition in the group of «<statement> s
does not change the K-indexing of the <« statement> s.

'7.6.3 The DO WHILE and UNTIL Statements

The DO WHILE and UNTIL statements cause repeated execution of
the sequence of «wstatement> s in a group until some condition is satisfied.

Syntax

DO WHILE and UNTIL statements

L | . V condition
- ‘ hit exp 1@—

axample:

DO WHILE | > O; .

Semantic Rules

1, There is no semantic restriction on <condition> . A <bit exp> must
be Boolean and unarrayed (i.e., of 1-bit length). The « condition>

or < bit exp> is reevaluated every time the group of <statement> s is
executed.

- 2. - In the DO WHILE version, the group of <statement> s is repeatedly
executed until the value of < condition> or <bit exp> becomes FALSE,
The value is tested at the beginning of each cycle of execution. This
implies that if <condition> or <bit exp> is initially FALSE the group
of <statement™> s is not executed at all,

3. In the DO UNTIL version, the group of < statement> s is repeatedly
executed until the value of <condition> or < bit exp> becomes TRUE.
The value is not tested before the first cycle of execution.,. On the
second and all subsequent cycles of execution, the value is tested at
the beginning of-each cycle. Use of the UNTIL version therefore
guarantees at least one cycle of execution.
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7.6.4 The Discrete DO FOR Statement

The discrete DO FOR statement causes execution of the sequence of
< statement> s in a group once for each of a list of values of a 'loop
variable.,! The presence of a WHILE or UNTIL clause can be used to cause
such execution to be dependent on some condition being satisfied.

Syntax

discrets I?O FOR statsment

do
statermnant

= - » \?0 FOR arith var = arith exp ———

- £
2/
| condition
bit exp
sxample:
DO FOR | = 10, 20 WHILE & > 0;
Semantic Rules
1. An < arith var> is the loop variable of the DO FOR statement., It may
be any unarrayed integer or scalar variable.
2. The maximum number of times of execution of the group of «statement> s

is the number of <arith exp> s in the assignment list,
3. An< arith exp> is an unarrayed integer or scalar expression,
4. + At the beginning of each cycle of execution of the group the next <arith
' exp> in the list (starting from the leftmost) is evaluated and assigned

to the loop variable. The assignment follows the relevant assignment
statement rules given in Section 7. 3.
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5. Use of the WHILE or UNTIL clause causes continuation of cycling of
execution to be dependent on the value of <condition> or <bit exp> .

6. There is no semantic restriction on <condition=> ., A <bit exp>must
be Boolean and unarrayed (i.e., of 1-bit length}), The <condition>
or <bit exp> is reevaluated every time the group of <statement>s
is executed.

7. If the WHILE clause is used, cycling of execution is abandoned when
the value of <condition> or «bit exp> becomes FALSE. The value is
tested at the beginning of each cycle of execution after the assigmment
of the loop variable. This implies that if < condition> or <bit exp>
is FALSE prior to the first cycle of execution of the group, then the
group will not be executed at all, _

8. If the UNTIL clause is used, cycling of execution is abandoned when the
value of < condition> or <bit exp> becomes TRUE. The value is not
tested before the first cycle of execution. On the second and all sub-

. sequent cycles of execution, the value is tested at the beginning of each
cycle after the assignment of the loop variable. Use of the UNTIL
version, therefore, always guarantees at least one cycle of execution.

7.6.5 The Iterative DO FOR Statement
The iterative DO FOR statement is similar in intent and operation
to the discrete DO FOR statement, except that the list of values that the loop

variable may take on is replac'ec_i by an initial value, .a final value, and an
optional increment.

Syntax

iaﬁﬁvo DO FOR statement

.U - e (DOFOH)_‘ arith var —@—arithoxp _._.-_

—

- | arithexp | —p— - O_
' - arith exp J @ condition

axample:

DOFORI=1TO3DBY 2 UNTILJ <O;
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Semantic Rules

1.

10,

An<arith var>is the loop variable of the DO FOR statement. It may
be any unarrayed integer or scalar variable,

Each<arith exp=1is any unarrayed integer or scalar expression. All
are evaluated prior to the first cycle of execution of the group,

Unless a BY clause appears in the DO FOR statement, the value
assigned to the loop variable prior to the Kth cycle of execution is one
greater than its value on the K-1th cycle.

If a BY clause appears in the DO FOR statement, the value assigned to
the loop variable prior' to the Kth cycle of execution is equal to its
value on the K-1th cycle plus the value of<arith exp> followmg the

BY keyword (the "increment''),

Assignment of values to the loop variable follows the relevant assign-
ment rules given in Section 7,3, In particular, if the loop variable

is of integer type, and an initial value or increment is of scalar type,
the latter will be rounded to the nearest integer in the assignment
process. The efiect of the loop variable assignment is identical to
that of an ordinary assignment statement: the loop variable will retain
the last value computed and assigned when the DO statement execution
is completed.

After the value of the loop variable has been changed, it is checked
against the value of the <arith exp> following the TQO keyword (the
""final value''). '

If the sign of the increment is positive, the next cycle is permitted to
proceed only if the current value of the loop variable is less than or
equal to the final value.

If the sign of the increment is negative, the next cycle is permitted to
proceed only if the current value of the loop variable is greater than or
equal to the final value,

If the WHILE clause is used, cycling of execution is abandoned when
the value of < condition> or< bit exp> beccomes FALSE., The value

is tested at the beginning of each cycle of execution after the assign-
ment of the loop variable. This implies that if < condition> or <bit
exp>is FALSE prior to the first cycle of execution of the group, then
the group will not be executed at all.

If the UNTIL clause is used, cycling of execution is abandoned when

the value of < condition= or < bit exp> becomes TRUE, The value is
not tested before the first cycle of execution., On the second and all
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7. 6..‘ 6

subsequent cycles of execution, the value is teated at the beginning
of each cycle after the assignment of the loop variable. Use of the
UNTIL version therefore always guarantees at least one cycle of
execution. .

The END Statement

- The END statement closes a DO, ., END statement group.

END statement

) end
.. § statement

Semantic Rules

1.

If <label> follows the END keyword, then it must match a <label> on
the <do statement> opening the DO, ..END group.

The < end statement> is considered to be part of the group, in that
if it is branched to from a < statement> within the group, then
depending on the form of the opening <do statement>, another cycle

- of execution of the group may begin.
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7.7 Other Basic Statements

Other < basic statement> s are the GO TO, '"null,!" EXIT, and
REPEAT statements.

Syntax

GO TO “null”, EXIT and REPEAT statements

T o *
o -
exampls: -
ONE: DO FOR | = 1 TO 10;
. TWO: DO FOR J = 37 TO 43; REPEAT
IF By j = FALSE THEN REPEAT ONE

. END;
END;

basic
statements

@

Semantic Rules

1. The GO TO < label> statement causes a branch in execution to an
executable statement bearing the same <label>, The latter statement
must be within the same name-scope as the GO TO statement. A GO
TQ statement may not be used to cause execution to branch into a
DO...END group, or into or out of a code block.

2, The '"null" statement (where no syntax except possible<label>s
precede the terminating semicolon) has no effect at run time.

3. The EXIT statement is legal only within a DO, ., END group or within
nested such groups. The form EXIT <label> controls execution
relative to the enclosing DO, ., END group whose <DO statement=
bears <label> . The form EXIT controls execution relative to the
innermost enclosing DO, .,.END group, Execution is caused to branch
out of the DO, ..END group specified or implied, to the first executable
statement after the group.

4.  The REPEAT statement is legal only within a DO, ..END group opened

with a DO FOR, DO WHILE, or DO UNTIL statement, or within
nested such groups. The form REPEAT < label> controls execution
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relative to the enclosing such group whose <DO statement>-bears
< label> ., The form REPEAT controls execution relative to the
innermost such group. Execution is caused to abandon the current
cycle of the DO...END group. If the conditions of the opening

< DO statement>are still satisfied, the next cycle of execution

begins normally.

Code blocks (procedures, functions, etc,} may appear within DO...
END groups. However, EXIT, REPEAT, and GO TO statements
may not be used to cause execution to branch into or out of such code

blocks.
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8. REAL TIME CONTROL

HAL/SM contains a comprehensive facility for creating a multi-tasking
job structure in a real time programming environment. MOSS controls
loading and initiation of jobs and at run timme controls the execution of tasks
held in a task queue. HAL/SM contains statements which load and initiate
-jobs, schedule tasks (enter them in the task queue), terminate jobs and tasks
(remove them from the task queue}, and otherwise direct MOSS in its con-
trolling function.. HAL/SM also contains means whereby the use of data or
resources by more than one task at a time is managed in a safe, protected
manner at specific localized points within the tasks.



8.1 Jobs and MOSS

Under MOSS a job may be linked, loaded, and/or initiated through
the use of MOSS Job Control Language. Also, an executing job may reguest
that another job be loaded, initiated, and/or terminated. In HAL/SM the
LOAD statement, the INITIATE statement, and the TERMINATE statement
specify the job conditions mentioned above.

'8.1.1 The LOAD Statement

The LOAD statement specifies that a particular job should be loaded
from the Job Load Library to External Paging Memory under MOSS control,

Syntax

LOAD statement

R CED CID10)

- example:
LOAD JOB1V231;

Semantic Rules

1. The <label> following LOAD must be limited to eight characters and
must be declared with the JOB label attribute,

2, The < label>= following LLOAD must identically match the job name
of a job in the MOSS Job Directory

'8.1.2 The INITIATE Statement

The INITIATE statement specifies MOSS execution of a particular
job that has been previously loaded.
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INITIATE staterment |

/INITIA TE label

- example:
- INITIATE TRAJECTY;

Semantic Rules

1. The< label= following INITIATE must.be limited to eight characters
and must be declared with the JOB label attribute.

2. = The<label> following INITIATE must identically match the job
name of a job in the MOSS Job Directory. _
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8.2 Tasks and MOSS

In HAI/SM, a task may be scheduled for execution and placed in the
- task queue, Each task in the MOSS task queue is at any instant in one of a
number of states. For the purposes of this section, the following states are
defined: (These states are not necessarily definitive of those actually exist-
ing in MOSS. )

o Active - a tagsk is said to be in the active state if it is actually
in execution, Depending on the implementation it may be
possible for several tasks to be in execution simultaneously,

o Wait - a task is-said to be in the wait state if it is ready for
execution but MOSS has decided on a priority basis that its
execution should be delayed or suspended.

o Ready - a task is said to be in the ready state if it is in either
the active or the wait states.

o Stall - a task is said to be in the stall state if some as yet
unsatisfied condition prevents it from being in the ready state.

The occurrence of a task being brought into the active state for the first time
is called 'initiation. '

Execution of a CLOSE or RETURN statement at the task level, or a
TERMINATE task statement at any level causes termination of the task and
return to MOSS. Execution of a TERMINATE job statement causes termination
of the task and the job when all other tasks in the job have terminated.
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8.3 Timing Considerations

In the HAL/ SM system, "MOSS contains clocks measuring elapsed
time. Time is measured in milliseconds. HAL/SM contains several
instances of timing expressions which in effect make reference to these
clocks,

Absolute time may be expressed reldtive to one of two time scales,
Greenwich Mean Time (GMT) or Mission Elapsed Time (MET). Alternatively,
time may often be expressed relative to the present time, depending on the
syntax of a specific statement.

The syntactical term <« clock>may be used to specify either Greenwich
Mean Time or Mission Elapsed Time.

Syntax

Q _ CLOCK SPECIFICATION
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8.4 The SCHEDULE Statement

Tasks are scheduled (placed in the task queue) by means of the
SCHEDULE statement, The statement has many variant forms and offers
the following features:

(o]

A task may be scheduled so that MOSS immediately places
it in a ready state.

Conditional execution of a task may be specified so that a
task will be required to wait for certain specified conditions
to be satisfied before the task can be considered ready for

execution, Such conditions include:

- single or multiple events combined in a logical
expression,

- a specified period of elapsed time,

- a clock time,

- combinations of the above,

Combinations may speéify either that the events are not to be
considered until after some period of elapsed time or until
after some clock time, or that a period of time must elapse

after the events are _satisfied.

Up to 256 bytes of data may be passed to the scheduled task,

-156-



SCHEDULE statement

- . GCHEDUL@—( label )———— - -
C

IN time value

lexpression |— _ o  time value

—

Y

WHEN event exp

. WAIT time value

()
X/

time value

example:
SCHEDULE IOTA
SCHEDULE DELTA (PARMS) AT GMT 31000, REPEAT AFTER 50 MINS;
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Semantic Rules .

1l

SCHEDULE < label> schedules a task with the name <label >, as
defined in the JCL task statement, placing a new task with name

< label> in the task queue. Unless otherwise specified, MOSS
puts the new task in the ready state immediately after execution of
the SCHEDULE statement.

The phrase IN< time value= is used to cause the task to be put in

the stall state for a fixed time duration., The< time valuem™ is evaluated
once at the time of execution of the SCHEDULE statement. If the value
is not greater than zero then the task is put immediately in the ready
state if no other conditions are specified.

The phrase AT < clock> < time value >is used to cause the task to be
put in the stall state until a fixed clock (GMT or MET) time, The

< time value >is evaluated once at the time of execution of the
SCHEDULE statement. If the value is not greater than the current
clock time, then the task is put immediately in the ready state unless
otherwise specified.

The phrase WHEN < event exp> is used to cause the task to be put

in the stall state until some event condition is satisfied, Starting from
the time of execution of the SCHEDULE statement (or after the time
delay specified in an AT or IN phrase (if specified)), the <event exp>

is evaluated at each "event change point' (see Section 8, 10) until its
value becomes TRUE, At that time the task is placed in the ready

state unless otherwise specified. If the value of <event exp> is TRUE
upon execution of the SCHEDULE statement, then the task is immediately
put in the ready state unless otherwise specified,

The phrase THEN WAIT <time value> is used to cause the task to be
put in the stall state for a fixed clock duration following the satisfaction
of any previous conditions, The< time value> is evaluated once at the
time of execution of the SCHEDULE statement. If the value is not
greater than zero then the task is put immediately in the ready state.

The SCHEDULE statement has no effect on the specified task and an error
is issued if that task has already begun execution, or in the case of a
periodic task, has not been cancelled. However, if a conditional
SCHEDULE statement has been previously issued for a task and has not
been satisfied), then the current SCHEDULE command replaces the
previous one.

A task cannot transmit more data than can be contained in the area
specified (to a maximum of 256 bytes) via the JCL for the receiving task,
If too much data is specified, the receiving task ig not initiated and an
error is issued to the sending task.
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When a conditional SCHEDULE command is issued for a periodic task,
the non-periodic conditions are required to be satisfied prior to the
first execution only, Subsequent scheduling of the task is based on
the <time value> specified in the AFTER clause,

The REPEAT phrase of the SCHEDULE statement is used to specify

a task which is to be executed cyclically by MOSS. If the REPEAT
phrase is not qualified, then cycles of execution follow each other with
no intervening time delay. To cause execution of consecutive cycles
to be separated by a fixed intervening time delay, the qualifier AFTER
< time value> is used. The «<time value> is evaluated once at the

‘time of execution of the SCHEDULE statement, If the value is not

greater than zero then no time delay results.

-159-



8.5

The CANCEL Statement

Cancellation of a task implies the removal of the specified task from

the task gqueue upon termination, Cancellation may only be the result of
executing a CANCEL statement.

Syntax

CANCEL statement

basic
statement

= - «—{ CANCEL )} - )
N/ L/
e -
axample: _

FINISHING: CANCEL ETA, NU;

Semantic Rules

1.

CANCEL< label™ causes cancellation of the task <label>=, The
CANCEL statement can be used to cancel any number of tasks

. simultaneously.

If the CANCEL statement has no <label> , cancellation of the task
executing the CANCEL statement is implied,

If at the time of execution of the CANCEL statement, a task to be
cancelled has not yet been initiated, then the task is merely removed
from the task queue. This applies to both cyclic and non-cyclic tasks.

If at the time of execution of the CANCEL statement, a task to be
cancelled has already been initiated, then the following ensues. If

the task is non-cyclic and it has already been initiated, the CANCEL
statement has no effect, If the task is cyclic, then the task is cancelled
at the end of the current cycle of execution,

If at the time of execution of the CANCEL statement, the specified

task is not in the proper state to be cancelled, a runtime error will
result.
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8.6 The TERMINATE Statement

. This statement allows the user to signal the completion of execution
-to MOSS of the currently executing task and optionally slgna.l completion of
execution of the job to which it belongs.

Syntax

TERMINATE statement

G-

ERMINATE

example:
STOP: TERMINATE TASK;

Sermantic Rules

i, TERMINATE TASK causes the termination of the task executing the
TERMINATE statement,

2, TERMINATE JOB implies task termination. Other tasks within the

job are allowed to proceed to completion, No new task belonging to
the job associated with this task is permitted to begin execution.
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8.7 The WAIT Statement

The WAIT statement allows the user to cause MOSS to place a task
in the stall state until some condition is satisfied.

| Syntax

WAIT statement

time
value

— — - - rO—
~time ‘
UNTIL event exp THEN WAIT value

example:
NOW: WAIT UNTIL EVENT_A & EVENT_B, THEN WAIT 30 MSECS;

Semantic Rules

1. The WAIT FOR < time value > version specifies that the task executing
the WAIT statement is to be placed in the stall state for a clock dura-
tion fixed by the value of the < time value>. The<time value> is
evaluated once at the time of execution of the WAIT statement. If
the value is not greater than zero, the WAIT statement has no effect.

2. The WAIT FOR <« clock> < time value> version specifies that the task
executing the WAIT statement is to be placed in the stall state until a
clock time fixed by the value of the< time value> ., The<time valuex
is evaluated once at the time of execution of the WAIT statement. If the
value is not greater than the current clock time, the WAIT statement
has no effect.
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The WAIT UNTIL <event exp> version specifies that the task
executing the WAIT statement is to be placed in the stall state until
an event condition is satisfied, Starting from the time of execution
of the WAIT statement, or after the time delay specified in a FOR
phrase (if specified), the <event exp> is evaluated at every "event
change point! until its value becomes TRUE, whereupon the task is
returned to the READY state if no THEN WAIT < time value> phrase
is specified. If the value of < event exp> is TRUE upon evaluation,
then the phrase has no effect,

The phrase THEN WAIT < time value> is used to cause the task to be
put in the stall state for a fixed clock duration following the satisfaction
of any previous conditions. The <time valuex> is evaluated once at the
time of execution of the WAIT statement. If the value is not greater
than zero then the process is put immediately in the ready state.

Although each of the phrases of this statement are optional, at least
one must be specified,

When a task suspends its execution with the WAIT statement, all

resources that it has selected are automatically released (see Section
8.15), '
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8.8 The ABORT Statement

The ABORT statement allows the user to cause any task in the same
job to be aborted, or the entire job to which the task belongs to -be aborted.,

Syntax

ABORT statement

-O-

label

()
>/

' o
|
‘ w

example: .
STOP-X: ABORT TASK-X;

Semantic Rules

1. The ABORT JOB version specifies that the task executing the
statement and all other tasks within the job are immediately aborted,

2. The ABORT TASK version specifies that the task executing the
statement is to be immediately aborted.

3. The ABORT < label> version specifies one or more tasks within the

same job are to be aborted., The<label> must be the name of a task
as defined in the Task statement in the JCL.
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8.9 The DELETE Statement

The DELETE statement provides a means through which a task may
terminate its execution and release its Main Memory or terminate the job to
which it belongs and remove it from EPM.

Syntax
DELETE statement
JOB
— - { DELETE }—-<
_ TASK
G
example;
DELETE JOB;

Semantic Rules

1. The DELETE TASK form will cancel a periodic task.

2. DELETE TASK also implies task terminate and all of the actions
' performed at task termination will be executed for DELETE TASK.,
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8.10 Event Control

Although a formal specification of event variables, flags, and event
expressions has already been given in Sections 4 and 6.3, the specification
has not yet made their purpose clear in the context of real timme programming.
Superficially, event variables are closely akin to Boolean variables in that
they are binary valued, However, the user may not directly assign a value
to an event variable; this can only be done by MOSS in response to the cccur-
rence of a particular event which the event variable is monitoring, or in
response to the execution of a RESET statement referencing the event
variable,

Event variables are used to monitor the activity of events. The
particular event that is being monitored at any given point in time is assigned
to an event variable via the ALERT statement. Unagsigned (unalerted) event
variables or alerted event variables for which the event has not occurred have
a value of zero (or FALSE or OFF). The value of the event variable is set to
one (TRUE or ON) by MOSS when the event occurs,

There are three basic categories of events:

o Task termination
o Program flags
o "RTIOS data bus state changes -

The concept of a task termination event is self-explanatory, Data bus state
changes will be described with the ALERT statement. Program flags are

. basically user defined events which may be set (i.e., caused to occur) when

a task executes a SIGNAL statement referencing the particular program flag(s)
which the programmer wishes to use to indicate a particular situation has
occurred. This allows the programmer to use the event mechanism as a

form of inter-task communication and synchronization via the SCHEDULE and
WAIT statements. '

When an event occurs, any event variables which happen to be alerted
to that event are set to one (any number of event variables may be alerted
to an event at any given time). The occurrence of the event removes the
assignment of the event variable(s) to the event; however, the event variable
retains the ON value until the event variable is realerted to the same or another
event, or until the event variable is explicitly RESET by the programmer.
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8.11 The SIGNAL Statement

The SIGNAL statement permits the programmer to 'cause! the
occurrence of a programmer defined event by signaling a program flag.
Any event variables alerted to the flag variable will be set to one (or TRUE

or ON).

Syntax

SIGNAL statement /-\

\_/

basic
statemen

example:
L: SIGNAL BETA, IOTA;
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8.12 The RESET Statement

Syntax

- The RESET statement causes the value of an event variable to be set
to zero.

RESET statement

O—
l event var -@

example:
CLEAR_EM: RESET EV1, EV2, EV3;

Semantic Rules

10

The value of an event variable is set to zero, independent of whether
the event variable was previously one or zero, or whether it had been
previously alerted or not.

If an event variable has been alerted to an event and then RESET before
the occurrence of the event, the alert is no longer in affect (i.e.,
MOSS ceases to associate the occurrence of the event with the event

variable).
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8.13 The ALERT Statement and Events

The ALERT statement enables a task to specify that a particular event
is to be monitored and its occurrence recorded in a particular event variable,

Syntax

- ALERT statement

event var __ event _,@.

dim literal

TERMINA - -
— — 1
PTON OF )—Clabe >]F

relational
op dim
literal
BETWEEN AND

' exp @‘
' time value
—(Looa )€ PN

example:
ALERT ALPHA TO TERMINATION OF TASK_A;
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Semantic Rules

l-

Unasgigned (unalerted) event variables or event variables for which
the event has not occurred have a value of zero. When the event to
which an event variable is alerted occurs, the event variable is set
to a value of one.

The occurrence of an event removes the assignment of all event variables
which are alerted to it (the value of the event variable remains one
until the event variable is either realerted or explicitly RESET).

The <« event >which is TERMINA'I’ION of <label> is signaled by MOSS
when the task named < label> terminates.

The <event>which is <flag> occurs when a task SIGNALs that
particular program flag,

RTIOS data bus state changes are signaled by MOSS when the indicated
<erp designator> or <clock> meets the conditions indicated.

The kinds of conditions which can be specified as <«event= s for RTIOS

data bus state changes depend on the type of the « erp designator=>or
< clock = and is implementation dependent.
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8.14 Data Sharing and the UPDATE Block

- The UPDATE block provides a controlled environment for the use of
data variables which are shared by two or more HAL/SM tasks. If controlled
sharing of certain variables is desired, they must possess the LOCK(N}
attribute, where N indicates the "lock group'' of the variable (see Section 4. 5).
LOCKed variables may only be used ingide UPDATE blocks, A LOCKed
variable appearing inside an UPDATE block is said to be 'changed' within the
block if it appears in one or more statements which may change its value (the
left-hand side of an assignment for example). It is said to be ""accessed' if
it only appears in contexts other than-the above.

A fermal specification of the UPDATE block appears in Section 3.4, The

manner of operation of an UPDATE block is implementation dependent, but is
such as to provide certain safety measures,

Operational Rules

1. If two tasks both require variables from the same lock group to be
changed, then the first task entering its UPDATE block must complete
execution of the block before the other task can enter its own UPDATE
block. The second task is placed in a stall state for the duration,

2. If one task entering an UPDATE block requires a variable(s) with the
attribute LOCK(*) to be changed, then the situation is equivalent to
one in which the task requires use of a variable from every lock group.

3. If only one of the tasks requires a variable of a lock group to be changed,
. the other merely requiring it to be accessed, then depending on the
implementation, either Rule 1 or 2 holds, or some overlap in execution
of the two tasks'"UPDATE blocks is allowed. The nature of such overlap
must be such as to provide exclusive use of the lock group by the task
requiring its change between the point where the variable is changed
and the close of the UPDATE block,

4.. If both tasks only require a variable of the same lock group accessed,
then execution of the two tasks' UPDATE block may be allowed to over-
lap depending upon implementation.

5. If there are several simultaneous conflicts in using shared variables
because of the participation of more than two tasks, or more than one
lock group, then the most restrictive of Rules 1 through 4 required is
applied to resolve the conflicts.
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8.15 Resource Access Control

MOSS allocates resources on a job basis according to each job's
requirements as specified in MOSS Job Control Language. Once allocated
to a job, a resource is accessible to all tasks within the job, but only in a
controlled manner. Access to a given resource must be explicitly requested
before use by a task to insure against conflicts among tasks in using the
resource, Resources for which access must be requested include the
following: '

o) channels,
o sysf_,em/job common data modules {one or more COMPOQCLS), and
o system/job common serially reusable program modules (one

or more COMSUBS).

There are two statements in HAL/SM, the SELECT and RELEASE
statements, which specify this resource control,

8.15,1 The SELECT Statement

The SELECT statement must be used by a task to gain access to a
resource before the resource may be used.
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dsd select
list

_ list
s_'.PROGRAM! prog select {-.J
' list

dsd

where g = { data
g select prog’
list XCLUSIVE
J.

DSb

g select - > -
element (
SHARED _
L _ - J
’ )

dsd
select
element

EDTEDE)

NUMBER .
WRITE
UPDATE

CHANNEL

where 5 = data

.example: prog

SELECT FILE CHANNEL (2) UPDATE, DISP = LEAVE;




Semantic Rules

1.

The term DATA specifies a MOSS system or job common data module,
This module may be one or more linked HAL/SM COMPOOLS identi-
fied by the COMPOOL <label> associated with one of them.

The term PROGRAM specifies a MOSS system or job common

serially reusable program module, The module may be one or more
linked HAL/SM COMSUBS identified by the COMSUB < label> associated
with one of them,

The <label> following COMMON must specify the name of the data
or program module., ' The < label> must have been declared as a
COMPOOL or COMSUB name,

Requests for access to additional units of a particular type of resource
already held by a task are rejected. "All previously granted access
rights to units of a particular resource type must first be released,
and a single new request for all required units of the resource type
issued.

Requestsh for access to resources of different types must be issued
in the following order or a run time error will occur. (All previously
granted access rights to reésource types of a higher or equal order
number must first be released before issuing a request for access
rights to units of a particular resource type.)

1 - channels and files

2 - system/job common data modules

3 - system/job common serially reusable program modules

All resources which are SELECTed by a task are released upon entry
to an UPDATE block (see Section 8, 14).

If neither EXCLUSIVE or SHARED is specified, EXCLUSIVE shall be
assumed.

8.15.2 The RELEASE Statement

The RELEASE statement may be used by a task to release access of

a resource,
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RELEASE statement

example:
RELEASE DATA 124;

(RELEASE }-

Semantic Rules

1.

The <label> following RELEASE must specify the name of a data
or program module to be released. The <label> must have been

declared as a COMPOOQOL or COMSUB name.

Releasing 2 CHANNEL or FILE does not '"close!' the channel or file,
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8.16 The UNLOCK Statement

A load module may be locked in Main Memory under MOSS by using
the prepaging option in MOSS JCL.

The UNLOCK statement in HAL/SM provides a means for unlocking
a locked module, permitting its contents to become dynamically pageable,

Syntax
basic UNLOCK statement
example:

UNLOCK MODULE_1, MODULE_5;

Semantic Rules

1. The< label>must reference a module that is allocated to the job of
the calling task.

2. The <label> must have been identified as a COMPOOL, PROCEDURE,
FUNCTION, or COMSUB name,
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9. ERROR RECOVERY AND CONTROL

References to so-called 'run time errors' have been made elsewhere
in this Specification., Such errors arise at execution time through the
occurrence of abnormal hardware or system software conditions. Each
HAL/SM implementation possesses a unique collection of such errors. The
errors in the collection are said to be ''system-defined. " In any implementa-
" tion every possible system-defined error is assigned a unique "error code.
In addition, a number of other legal error codes not assigned to system-defined
errors may exist. These can be used by the HAL programmer to create
‘yuger-defined' errors, All run time errors, both system- and user-defined,
are classified into "error groups.' The error code for an error consists of
two positive integer numbers, the first representing the error group to which
it belongs, and the second uniquely identifying it within its group. The method
of classification is implementation dependent.

At run time an Error Recovery Executive (ERE) senses errors, both
system-defined and user-defined, and determines what course of action to
take. For every error group, a standard system recovery action is defined
which the ERE will take unless error recovery has been otherwise directed
by the user. Depending on the error and the implementation, the standard
system recovery action may be to terminate execution abnormally, to execute
a fix-up routine and continue, or to ignore the error, For system-defined
errors, an implementation may define restrictions on the possible actions
which the programmer may specify in lieu of the standard system action for
certain errors, ‘

In a real time programming context, every task in the task queue has
a separate, independent lerror environment' which is continuous from the
time of initiation of the task to the time of its termination., At any instant
of time the "error environment' of a task is the totality of error recovery
actions in force at that time for all possible errors, At the time of initiation
of the task, the standard system recovery action is in force for all errors,

HAL/SM possesses two error recovery and control statements, The
ON ERROR statement is used to modify the error environment of a task at
any time during its life. The SEND ERROR statement is used for the two-fold
purpose of creating user-defined error occurrences, and simulating system-
defined error occurrences.
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9.1 The ON ERROR Statement

The ON ERROR statement is used to change the error environment
prevailing at the time of its execution, It can change the error recovery
action for one selected error code, for one selected error group, or for all
groups simultaneously., There are two basic forms of the statement: ON
ERROR and OFF ERROR.

Error environment modification operates according to HAL/SM
name-scope rules. If an ON ERROR with a given error specification is
executed in a particular code block, thenthe modified recovery action remains
in force until one of three things happens:

o) the modification is superseded by execution of 2 second
ON ERROR with the same error specification,

o the modification is removed by execution of an OFF ERROR
with the same error specification, the recovery action thereupon

reverting to that in force on entry into the code block, or

o] the modification is automatically removed by exit from the
code block.
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‘Syntax

ON ERROR statement

————— — GG (s

*FrOT SpaC

xample:
ERRONEQUS: ON ERRORs IGNORE AND SET I0TA;

*I00T IPOC g stat

L PAGr
OF POOR Qg7 I8
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Semantic Rules

The ON ERROR statement consists of two parts: a specification of
an error action to be taken by the ERE, preceded by an <error spec>
specifying the error number, error group or groups to which the
action is to apply.

There are three forms of <error spec> , for specifying either all
error groups, or a selected error group, or a selected error code.

o The form of <error spec> without subscript is used to specify
all error groups.

o The subscript construct< number> with optional following
colon is used to specify a selected <cerror group> . The value
of < number> 1is restricted to the set of error group numbers
defined for a particular implementation.

o) The subscript construct <number> : <number> is used to
specify a selected error code, The leftmost <number> designates
the error group number; the rightmost «number> the selected
error number within the group., Values are restricted to the set
of error codes defined for a particular implementation.

The formmn ON ERROR .... specifies the modification of the error
recovery actions for the given<error spec> . OFF ERROR....
specifies the removal of a modification previously activated in the same
name-scope for the same < error spec> . If no such modification exists,
the OFF ERROR is effectively a no-operation.

The presence of the IGNORE clause specifies that in the event of
occurrence of a specified error, the ERE is to take no action other
than allow execution to proceed as if the error had not occurred. The
IGNORE action may not be permitted for certain errors.

The presence of the SYSTEM clause specifies that in the event of the
occurrence of a specified error, the ERE is to take the standard system
recovery action,

The form ON ERROR ... <statement> specifies that < statement> is
to be executed on the occurrence of a specified error. «statement>
may not possess statement labels, After execution of<statement> ,
execution normally restarts from the executable statement following
the ON ERROR statement. Execution of <statement> itsélf may of
course modify this. T
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7. It is important to note that the formm ON ERROR .... <statement> is
itself a «<statement> while other forms of ON ERROR are <basic
statement>s. The forrn ON ERROR ... <statement> may therefore
not be the true part of an IF,.. THEN,..ELSE statement.

8. If an ON ERROR possesses a SYSTEM or IGNORE clause, it may also
possess an additional SIGNAL clause., The purpose is to cause a
specified program flag to be signaled on the occurrence of a specified
error. Its semantic rules are the same as those described for the
corresponding SIGNAL statement in Section 8, 11.

9. The forms ON ERROR .,, <« statement> and ON ERROR ... IGNORE
may not be allowed for certain errors.

Precedence Rule

In a code block the action specified by an ON ERROR is only superseded
by another if the two <error spec > s are of identical form. Similarly an
OFF ERROR nullifies the effect of a previous ON ERROR only if the two
< error spec> s are of identical form. However, different forms of<error
spec> may involve the same error group or error code. It is logically possible
for up to three ON ERROR's, each with a different form of < error spec> as
described in Rule 2 above, to be active simultaneously and involve the same
error code. The ON ERROR precedence order for determining the recovery
action in the event of an error occurrence is as follows:

. <error spec>>

Error subscript

Specification construct _ Precedence
LAST

all groups - 1

selected group <number> :|- 2

_ <number>

selected error <numbers : <number> 3

code
FIRST
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9.2 The SEND ERROR Statement

The SEND ERROR statement is used to announce a selected error
condition to the ERE, If the error selected is 'system-defined' then in
effect that error is being simulated.

Syntax

SEND ERROR statemant

basic
statemant

S < O <G

o labat
axample:

SEND ERROR 1,

Semantic Rules

1. A < numbers : <number> is a subscript construct consisting of two
unsigned integer literals. The leftmost <number> designates the
error group to which the selected error condition belongs. The right-
most number denotes the error number within the designated group.
Values are restricted to the set of error codes defined for a particular
implementation. If the error code corresponds to a system-defined
error, then that error is simulated by the ERE. Simulation of certain
system-defined errors may not be permitted.

2. The action taken by the ERE after announcement of the selected error

condition is dictated by the error environment preva:.lmg at the time of
execution of the SEND ERROR statement,
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10, INPUT/QUTPUT STATEMENTS

The HAL/SM language provides for two types of I/0O: Standard
Peripheral I/O Support (SPIOS) and Real Time I/O Support (RTIOS). Within
SPIOS there are two forms: sequential I/O with conversion to and from
external character string representation; and random-access record-

.oriented 1I/0O., Within RTIOS there are four forms: Standard External
Reference Point I/O (ERP I/0); Control and Display Console I/O (C&D 1/0);
system operator communication; and output of data to the system log.

"All HAL/SM SPIOS is directed to one of a number of input/output
"channels.' These channelg are the means used to interface HAL/SM
software with standard peripheral devices in the run time environment. In
the implementation each channel is assigned a unique unsigned integer
identification number,

Most HAL/SM RTIOS is directed to one or more external reference
points {(ERP's). Statements which reference ERP's provide the capabilities
necessary for controlling and using real time devices attached to the data
bus of the Data Management Subsystem (DMS).

The Control and Display Console I/O statements are directed toward
the Multifunction Display System (MDS) which is a specialized group of ERP's.
These statements may be used for transmission of display information and
MDS programs to the MDS and for receiving information from the MDS,

System Operator Communication I/O statements and System Log

Output statements are directed toward devices dedicated for their purpose and
are not directed toward ERP's.
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10,1 SPIOS Sequential I/O Statements

All sequential I/O in HAL/SM is to or from character-oriented files.
HAL/SM pictures these files as consisting of lines of character data similar
to a series of printed lines or punched cards., An '"unpaged' file simply
consists of an unbroken series of such lines, In a "paged" file the lines are
blocked into pages, each a fixed, implementation dependent number of lines
in length. The choice of paged or unpaged file organization for each sequential
I1/0 channel is specified in an implementation dependent manner,.

HAL/SM pictures the physical device as moving across the file a
read or write '"device mechanism' which actually performs the data transfer.
The device mechanism has at every instant a definite column and line position
on the file, The action of transmitting one character to or from the file is
followed by the positioning of the device mechanism to the next column on the
same line., When the end of the line is reached the device mechanism moves on
to the first {leftmost) column of the next line.-

The HAL/SM sequential I/O statements are the READ, READALL,
and WRITE statements, Within these statements I/O control functions can be
used to cause explicit positioning of the device mechanism on the file,

10. 1._ 1 The READ and READAILL Statements

The sequential input of data is accomplisked in HAL/SM by employing
either a READ or a READALL statement, The choice depends upon the format
of the character input and the conversions (if any) which are to be performed.

A READ statement is used wherever data in a standard external format is to
be input; the READALL is used wherever arbitrary character string images are
to be input without conversion,

Syntax

READ and READALL stettments

basic

statament

e B O OO
READAL variable

ifo control

READ{4) LINE{5), DELTA,;

example;
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General Semantic Rules

1. A <number> is any legal 1/Q channel number.

2. An<i/o control>is any legal I/O control function used to position
the device mechanism explicitly,

3. Unless overridden by explicit <i/o control> before the first< variable> ,
the device mechanism is automatically moved to the leftmost column
position and advanced to the next line prior to reading the first <variable>.
A SKIP, LINE, or PAGE<i/o control™> before the first< variable=
overrides the automatic line advancement. A TAB or COLUMN<i/o
control> overrides the automatic column positioning.

4. An unexpected end of file reached during the reading of data from the
input file causes a run time error,

Semantic Rules: READALL Version

1., A < variable> may be any character or structure variable in an
assignment context, This specifically excludes input parameters of
functions and procedures. If it is of structure type, all the terminals
of the template it references must be of character type. In this case,
also no nested structure template references are allowed.

2. If <« variable= is an array or gtructure, each element thereof is filled
sequentially in its 'matural sequence, !

3. Data is read from the input file character by character from left to
right, each <« variable> element being filled in turn, Filling of an
element is completed either when the end of a line on the file is reached,
or when the element has reached its declared maxirmum length, whichever
happens sooner.

Semantic Rules: READ Version

1. A < variable> is any variable which may be used in an agsignment
context., This specifically excludes input parameters of functions and
procedures.

2, If «variable> is a vector or matrix, or an array or structure, each

element thereof is filled sequentially in its "natural sequence, '

3, The device mechanism (subject to<i/o control>) scans the input file
left to right, from line to line, looking for fields of contiguous charac-
ters separated by commas, semicolons or blanks, Each field found is
in turn transmitted and converted from its standard external format to
an appropriate HAL/SM data value, Fields may not cross line boundaries

-185-



except when reading character strings.

A semicolon field separator encountered during a normal sequential
scan to fill a variable element terminates the READ statement as
follows:

o The current variable element is left unchanged.
o All remaining< variable> s in the statement are unchanged.
o All remaining control functions in the statement are ignored,

The<i/o control> functions can force the device mechanism over
the semicolon without causing early termination,

A null field is transmitted whenever a comma or a semicelon is
detected when data is expected. This occurs when a comma or semi-
colon is:

o preceded by a comma or semicolon, or
o preceded by one or more blanks following the last comma or
semicolon, ‘

A null field causes the corresponding variable element to remain
unchanged following transmission,

Fields are assumed to be in a standard external format matching

the type of each corresponding type of variable element. A mismatch
between standard external format and element type causes a run time
error.

10.1.2 The WRITE Statement

The sequential output of data is accomplished in HAL/SM by employing

the WRITE: statement.,
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Syntax

WRITE statement

besic
statsment
S - WRITE { numbsr}—{ } - @—
axprassion

ifo eontrol
amate: WRITE {6} ALPHA, SKIP (2), BETA; :
Semantic Rules
1. A <number> is any legal I/O channel number,
2. An<i/o control> is any legal I/O control function used to position
the device mechanism explicitly.
3. There are no semantic restrictions on <expression=>.
4. If <expression> is of vector or matrix type, or is an array or

structure, then each element thereof is transmitted sequentially in
its '"matural sequence, " ‘

5. Unless overridden by explicit<i/o control> before the first« expression>,
the device mechanism is automatically moved to the leftmost column
position and advanced to the next line prior to transmitting the first
< expression>. A SKIP, LINE, or PAGE <i/o control>before the
first < expression= overrides the automatic line advancement. A
TAB or COLUMN< i/o control> overrides the automatic column
positioning.

6. 7 Each element in tarn is converted to its standard external format
before being transmitted to the output file.
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7. Between the transmission of two consecutive elements, the device mecha-
nism is moved to the right by an implementation dependent number of
columns. If a TAB or COLUMN <i/o control> separates two con-
secutive <expression> s then this overrides the automatic movement
between transmission of the last element of the first < expression> and
the first element of the second < expression> .

8. When a line has been filled to the point where the next converted output
field will not fit in the remaining columns, a wrap-around condition
occurs. The actions taken in such a case are implementation dependent,

10,1,3 I/0O Control Functions
An I/0O control function is introduced into a READ, READALL, or
WRITE statement tocause explicit movement of the device mechanism. Note

that the interpretation of each 1/ O control function differs depending upon
whether the file is paged or unpaged.

Syntax

i/o control function

= 4 @——‘P——@——‘ arith exp -—@—
*
example:
© COLUMN (1+2}
Semaatic Rules
1. An <arith exp>is an unarrayed scalar or integer arithmetic expression

specifying a value to the control function. The value is treated as an
integer: scalar values are rounded to the nearest integer prior to
use, In the following rules, let the value of <arith exp> be denoted
by K.
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C.7>

TAB (K) specifies relative movement of the device mechanism across
the current line by K character positions {columns), Motion is to the
right (increasing column index) if K is positive, to the left if K is
negative., Positioning to negative or zero column index values, or

to a positive index greater than an implementation dependent
maximum causes a run time error.

COLUMN (K} specifies absolute movement of the device mechanism
to colum K of the current line., Values of K may range from 1 to an
implementation dependent maximum value. Column indices outside
the legitimmate range cause run time errors.

SKIP (K) specifies line movement relative to the current line of the
file. A positive value of K will cause forward movement. Subject to
implementation and hardware restrictions, backward movement is
indicated by a negative value of K, Error conditions will be indicated
if 2 skip causes movement past either end of the file, or movement
in violation of any implementation restriction on the direction of the
skip.

LINE (K) specifies line movement to a specified line number, K. Two
interpretations occur dependmg upon whether the file is paged or
unpaged.

o Paged files - LINE (K) advances the file unconditionally., K may
not be less than 1 or greater than the implementation and hardware
dependent number of lines per page, otherwise an error condition
will be indicated. If K is not less than the current line number,
the new print position is on the current page; if X is less than
the current line number, the device mechanism is advanced to
line K of the next page.

o) Unpaged files - LINE (K) positions the device mechanism at some
absolute line number in the file. On input K must be greater than
zero, but not greater than the total number of lines in the file., On
output, K must merely be greater than zero. In either case,
values outside the indicated ranges cause run time errors, Depend-

_ ing on the implementation, values of K causing backward move-
ment may be illegal,

PAGE (K) is only applicable to paged files and specifies page movement
relative to the current page. If K is positive the movernent is forward,
toward the end of file. Depending upon the implementation, negative
page values may or may not be legal, The line value relative to the
beginning of the page remains unchanged,
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10,2 SPIOS Random Access I/O and the FILE Statement

Random access I/O is handled by means of the FILE statement, In
this access method individual records on a file may be written, retrieved, or
updated. A unique ''record address' is used to specify the particular record
on the file referenced.

Syntax

FILE stataments

- variable = file exp

‘tﬁiii’

arith exp r—-®——

example:

FILE(3,4+2) = ALPHA 4 10 1000°

Semantic Rules

1. The statement is an output FILE statement if <file exp=1is on the left
of the assignment. If<file exp= is on the right, then the statement

is an input FILE statement.

2. A <file exp> specifies the random access I/O channel and record
address to be referenced. A < number>is any legal random access
channel number. An< arith exp> is any unarrayed integer or scalar
expression. If the expression is scalar, its value is rounded to the
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nearest integer before use. A run time error occurs if its value
is not a legal record address.

Any record on a random access file may be transmitted by a FILE
statement.

In the input FILE statement, <variable> is any variable usable in an
assignment context. This specifically excludes input parameters of
FUNCTION and PROCEDURE blocks., Moreover, <variable> is also
subject to the following rules:

o  No component subscripting for bit and character types,

o If component subsbripting is present, < variable= must be
subscripted so as to yield a single (unarrayed) element of the
<variable= .

o If no component subscripting is present, but array subscripting
ig, then all arrayness must be subscripted away.

o BIT type structure terminals which have the DENSE attribute
may not be used, due to packing implications, However, an
entire structure with the DENSE attribute may be used.

') If the <variable> is a structure terminal or a minor structure
node (but not if it is a major structure) and if the structure
possesses multiple copies, then the number of copies must be
reduced to one by subscripting.

In the output FILE statement, there are no semantic restrictions on
< expression> ,

Compatibility between data written by an output FILE statement, and
later reference to it by an input FILE statement is assumed. The
exact interpretation of compatibility is implementation dependent.

In general, the FILE statement transmits binary images of the internal
data forms, so that compatibility will be guaranteed if the < expression>

of the output FILE statement and the < variable> of the input FILE
statement have the same data type and organization.
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10.3 SPIOS Channel Control and the Channel Statement

Certain I/O operations are common to all channels independent of
whether sequential or random access I/O is being used, These operations
may be performed using the Channel Statement.

Syntax

basic

statemeny

@ -0 o
- '

G |
"_( SPACE ; ' a..'_rith exp |
—— e ——ei—REWIND )
___(UNLOAD )}

END

CHANNEL statement

e
©

example:
CHANNEL (3) REWIND;
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Semantic Rules

1,

- An<arith exp> specifiies the number of files to be forward spaced or

backspaced. If it is omitted, a default value of one is used, Its value
must be greater than zero, otherwise a run time error is generated.

UNLOAD may only be used on tape files. If used for any ofher device
type, a run time error is generated,

REWIND and BACKSPACE may only be used on unpaged channels,

The CLOSE FILE operation yields an end-of-file and deallocation of
the file,
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10,4 RTIOS ERP I/0Q Statements

ERP I/0 statements are used to interface with the following types of
ERP's:

o Discrete Input (DI)

o Discrete Output {DO)

o) Analog Input {AI)

(o} Analog Output (AO)

o Record Input (RI)

o Record Qutput (RO)

The ERP I/O statements have several forms which are determined
by the type of ERP to which they are directed, All ERP I/O statements are
specified using the ERP names defined in the Measurement and Control
Definition (M&CD). The HAL/SM system uses the specified ERP name and
the M&CD to validate the type of ERP I/0O statement being used and the data
passed to or from the specified ERP.

10.4.1 The AVERAGE Al Statement

The AVERAGE Al statement provides a method of averaging several

analog (Al) measurements from the same ERP, This statement is used

~whenever a simple mathematical average -~ the sum of the measurements
divided by the number of times read - is required.

"194—



AVERAGE Al statement

{ AVERAGE )— arith exp READINGS

. ASSIGN -
er variable —
w e fo
Roloo:
example: .

AVERAGE 3*PRESENT READINGS OVI_"‘ <CMG 3Z> AND SAVE AS GIM3;

Semantic Rules

1-'

An «<arith exp> is an unarranged scalar or integer arithmetic expression
specifying the number of readings to be used. The value is treated as an
integer; scalar values are rounded to the nearest integer prior to use.

A <variable>is any variable usable in an assignment context, This
specifically excludes input parameters of FUNCTION and PROCEDURE
blocks. Moreover,<variable>is also subject to the following rules:

o No component subscripting for bit and character types.

o If component subscripting is present, < variable> must be
subscripted so as to yield a single element of the «variable> .

o If no component subscripting is present, but array subscripting is,
then all arrayness must be subscripted away.
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BIT type structure terminals which have the DENSE attribute

o
may not be used, due to packing implications. However, an
entire structure with the DENSE attribute may be used,

o If the <variable> is a structure terminal or a minor structure

node (but not if it is a major structure) and if the structure
possesses multiple copies, then subscripting must reduce the

copies to one,

10.4.2 The READ ERP Statement

The READ ERP statement adquires ERP data and stores it as internal

program data.

Syntax

READ ERP statement

MEASURE
-~ {
- R
o

(——' ASSIGN } _[
— - 7 : variable
Felcniewi=s

example:
MEASURE « THRUST > AND SAVE AS T15;

erp
designator
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Semantic Rules

1-

If more than one <<erp designator> is specified, all ERP's designated
must be of the same ERP type.

The term "DELTASY ‘only applies to ERP's of type Al

Two « variable> s or a single < variable> array of two elements must
be specified for AI DELTAS.

If more than one < variable> is specified, there must be exactly the
same number of < variable> s and < erp designator> s.

A <variable> is any variable usable in an assignment context. This
specifically excludes input parameters of FUNCTION and PROCEDURE
blocks. Moreover, « variable> is also subject to the following rules.

o No component subscripting for bit and character types.

o If component subscripting is present, < variable> must be
subscripted so as to yield 2 single element of the <variable> .

o If no component subscripting is present, but array subscripting is,
then all arrayness must be subscripted away.

o BIT type structureterminals which have the DENSE attribute may
not be used, due to packing implication. However, an entire
structure with the DENSE attribute may be used,

el If the <variable> is a structure terminal or a minor structure node
(but not if it is a major structure) and if the structure possesses
multiple copies, then subscripting must reduce the copies to one.

10.4.3 The ISSUE Statement

The ISSUE statement allows for the transmission of a Record Out {RO).

' The record is limited to an implementation dependent size,
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Syntax

ISSUE statement r-————@———d——q

basic
statemen ~

. bit literal - -

variable -

er
—— de sié)nato_r Q

ii example: :
; ISSUE BILL TO <RECORD 1> ;

Semantic Rules

1. If multiple values (i.e., variables or literals) are specified, no «variable=
may be arrayed., Also the multiple copies must have the same type and
attributes with the exception that character strings may be variable length.

2. Multiple copies of <bit literal> must be of the same length.

10.4.4 The SET DISCRETE Statement

The SET DISCRETE statement allows for setting or pulsing a Discrete
Output (DO).
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SET DISCRETE statement

(| variable |_]

~{——( bit literal jted—e O_-
FOR time value
-

N

example: .
SET <ENGINE THRUST> TO MAXIMUM

S

Semantic Rules’

If the DO is to be pulsed, only one « erp designator= may be specified.
If multiplé values (i.e., variables or literals) are specified, no «<variable>
may be arrayed, also, there must be a one to one correspondence between

each < erp designator> and < variable= specified.

If an arrayed <« variable=> is specified, there must be an array element for
each <erp designator> specified.

When the TO phrase is omitted the < erp designator= is said to be self-
‘defining and its value is retrieved from the on-line M&CD.
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10.4,5 The APPLY ANALOG Statement
The APPLY ANALOQG statement provides the means for producing an

analog output (AO) and/or an Al delta. The value of the AO may be set once,
pulsed, or ramped,

Syntax

APPLY ANALOG statement '
, , Q) S —

arith erp ;_(D,

example: _ ,
APPLY IOV TO<RESISTORI> FOR 10 SECS;

Semantic Rules

1. If multiple values (< dim literal>and/or<arith exp> ) are specified, a
one to one correspondence must exist with an < erp designator:-,

R Exactly two values must be specified when statement is SEND (or APPLY)
Al DELTAS,
3. Only one <erp designator> may be ramped or pulsed., In either of these

cases, only one value may follow SEND or APPLY,
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4.

The value following RAMPED TO or UNTIL specifies the maximum
(or minimum if first value negative) to which the «erp designator>is
to be ramped. . ‘
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10,5 RTIOS C&D Console I/0O Statements

The C&D Console 1/0 statements allow communication with the MDS
by sending and receiving information to and from a portion of the MDS memory
known as the display buffer. This buffer is subdivided into units identified as
CRT (Cathode Ray Tube) pages. Each I/O statement is directed toward one
CRT page in the display buffer.

The Control and Display Console I/O statements provide means to:

0

O

request data from a CRT page,
control CRT pages,

transmit background and add on display information to CRT
pages,

transmit and execute MDS programs on CRT pages,
update background display information, and

update MDS program data,

10.5,1 The CRT SPECIFICATION

In order to expedite the def1n1t1on of a CRT page of the d1spla.y buffer,
the syntactical term < crt spec> is introduced.

Syntax

CRT SPECIFICATION

example:
< CRT 2-2>

Sernantic Rules

1, " The < number> following CRT identifies the C&D console being accessed;
whereas, the «number> following - identifies the page being accessed.

2. A < number> is a positive integer in each case.
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10.5,2 The REQUEST KEYBOARD Staternent
The REQUEST KEYBOARD statement allows data to be requested

from a particular CRT page. The statement may be used in conjunction with
the DISPLAY DATA statement to carry out a tutorial from a C&D console,

Syntax

REQUEST KEYBOARD statement

char -
YD il e ——
| bit
AND POST) v;r
examplet '

REQUEST ENTRY FROM <KEYBOARD>=> AND SAVE AS YAWX];

Semantic Rules

1. The CRT page from which data is returned is identified as the master
page. There is only one master page per job.

2. If the AND POST <bit var> portion of the statement is omitted and no
data is available for response to the request, the requesting task is

placed in an automatic wait with no notification to the task,

3. The <bit var> in the AND POST clause must be Boolean (i.e., BIT (1)).
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10.5.3 The DISPLAY CONTROL Statement

The DISPLAY CONTROL statement provides the interface to effect CRT
page control, The statement allows requests for CRT page allocation/deallocation,
CRT page clear, and page selection. If the requested page is not available, the
request fails., Also a combination of the VIDEQO/STROKE commands enables
television reception and display data to reside simultaneously on a specified CRT.

Syntax

DISPLAY CONTROL statement

"1 SELECT p ]

H CLEAR } _

VIDEOIL . [

VIDEQOZ _
. crt

statement

-{ ALLOCATE)}

DE-
ALLOCATE ~
example: -

DEALLOCATE <CRT 2-9>;

Semantic Rules

1. If no < crt spec> is identified, the default value is the master CRT page
~which has been assigned by the C&D Subsystem to the particular job being
executed.
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2. As noted on the syntax diagram, the master page may not be allocated
or deallocated. :

10.5.4 The DISPLAY DATA Statement

The DISPLAY DATA statement provides for the output of information to
a CRT page. This includes:

o Formatting and displaying background data comprised of text
and/or vectors.

o Providing an update option for variable data in background
displays.

o Providing an add on message capability with optional variable
data, '

o) Initiation of MDS digplay program execution.

o Providing an update option to supply data parameters to MDS

display programs,
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UPDATE

DISPLAY DATA statement

BGROUND

DISPLAY ADDON _1
! ( ) .
!
L@

crt
spec

—e—[ - ‘ ~— -
L)
GLINE)-G TA'I‘USJ O
. - TEXT %
! d i
TINE)>Gumbev ‘(COD-Gumbe var :
dow frariq ;
WIDTH)Y@umbed|,or FEORH Tiel
© -
-~ —- g

VE CTOMOMW@umber}W)—@—@umbe ) CIDGT

dewl)
var

example:

DISPLAY PGMTP] TO =<CRTZ2-1>;
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Semantic Rules

1, The < identifier> specifies the MDS display program name. This name
must comply to implementation dependent restrictions. '

2. If TO <crt spec> is omitted, the master page is assumed.

3. The < label> following UPDATE must reference a previously defined
DISPLAY DATA statement,

4. If BLINK STATUS is not specified, no blinking is assumed. However,
this may be overridden by any <decw var= which is included in the
DISPLAY DATA statement.

5. Any < number = specified must be a positive integer.

6. When a <dcw var= is used with TEXT or VECTOR, it represents a
text control word for which the output format and variable data width are
not applicable.

7. A "/"is an end-of-line indicator which may be used as a carriage return
signal,

10.5.5 The MODIFY VARIABLE CONTROL WORD Statement

The MODIFY VARIABLE CONTROL WORD statement provides a method
for real time modification to variable control words. The specifications which
may be changed are the color, character size, intensity, output format, and
blink status. ' '

Syntax

MODIFY VARIABLE CONTROL WORD statement

dew dew
e o—

‘e"xample:
MODIFY VARCW6 = YELLOW, 10MM, BLINK OFF, 6;
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Semantic Rules

1. The <dcw var> must identify a variable control word.

2. Any options omitted in the <dcw value list> will default to the previous
values of the <dcw var> .,
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10,6 RTIOS System Operator Communication I/ O Statement

_An I/O statement is provided to enable a task to communicate with the
‘system operator. The statement is directed toward a system operator console.

Syntax

WRITE TO OPERATOR statement

basic
statement
S w—( DISPLAY OPERATOR)_ _ _

CC_E@ -@EPL@—(IN )— char var

-— — -] char exp + - >

example: )
DISPLAY TO OPERATOR 'TASK TERMINATED';

Semantic Rules

1. If the ACCEPT REPLY IN <char var> cla.iise is specified, the task
executing the statement is placed in a wait state until the system
operator supplies a reply.
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10.7 RTIOS Output to the System Log

Information may be entered into the system log by using the Output To
System Log statement,

Syntax

WRITE TO SYSTEM LOG statement
basgic
statement

— — ~ LoG char exp ( )

c
example:

'LOG 'TASK #5 EXECUTING';
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11. SYSTEMS LANGUAGE FEATURES!

11.1 Introduction

The systems language features of HAL/SM are described in this section.
The features presented here are in three sections, A new program organization
feature is provided by ""Inline Function Blocks.'" A data-related feature of this
systems language extension is the concept ot "TEMPORARY variables,' The
NAME Facility concerns a new concept in HAL/SM, the addition of NAME
variables pointed to data or blocks of code,

The information contained in this section constitutes an extension of
material presented earlier. Accordingly, many of the syntax diagrams presented

here are modified versions of earlier diagrams reflecting the extended features.

11.2 Program Organization Features

The addition of Inline Function Blocks to HAL/SM extends the informa tion
presented in Section 3 concerning program organization, Inline functions are a
modified kind of user function in which invocation is simultaneous with block
definition.

11.2.1 Inline Function Blocks

The HAL/SM Inline Function Block is a method of simultaneously defining
and invoking a restricted version of the ordinary user function construct. Its
pPrimary purpose is to widen the utility of parametric REPLACE statement
described in Section 4,2, Its appearance is generally in the form of an operand
of an expression,

1 The title indicates that the usage of these constructs is more suited to systems
programming thanto applications programming. The programmer is warned
that unrestrained and indiscriminate use of certain of these constructs can
lead to software unreliability.
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arith
L bit
inlina § 1 char
{function struct

type spec r————@—-— — e

— " statement

= = = = declara group > S 'plusing oo

- update block

example:
IF X -= Y THEN R = FUNCTION VECTOR;
DECLARE A,B;
A= 3X + Y;
B = X/Y’
RETURN VECTOR(A,B,0);
CLOSE;

T = R«V;

* e

Semantic Rules

1.

The syntactical form is actually equivalent to that of a function block
except that:

o The « g inline function= has no label,

o The < g inline function> has no parameters, and

o The « g inline function> definition becomes an operand in an
expression,

The semantic rules for an <g inline function> block definition are the
" same as those for the < function block> definition described in Section

3.3, subject to restrictions listed below.
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3. A < g inline function>may not contain the following syntactical forms:
o All forms of I/O statements,

o A1l forms of reference to user-defined PROCEDURE and
FUNCTION blocks, and ‘

o Real Time and Error Recovery and Control statements,

4, A <g inline functions> may not contain any form of nested blocks. The
following block forms are thus excluded:

o " <« function block> definitions, and
o < procedure block> definitions,
o <update block> , and
0 Further nested « g inline function> s.
5. In use, the following semantic restriction holds:c g inline function> s

may not appear as operands of the subscript or exponent expressions,

6. The « g inline function> falls into one of the following four categories:

o <arith inline> - <type spec> specifies an inline function of an
arithmetic data type: SCALAR, INTEGER, VECTOR or MATRIX.

o < bit inline> -<type spec>specifies an inline function of a bit
type: BOOLEAN or BIT.

o < char inline> - < type spec> specifies an inline function of the
CHARACTER data type.

o] < struct inline> - < type spec> specifies an inline function with
a structure type specification.

The use of inline functions as operands of HAIL/SM expressions is
discussed in Section 11,2, 2.

11,2.2 Operand Reference Invocations
Inline Function Blocks are always invoked at the point of their definition
as operands of< expression> s, Similar modifications of several syntax diagrams

from Section 6 add these features to arithmetic, bit, and character operands, and
to structure expressions.
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arithmetic operand

srith var o ——,

Syntax of Arithmetic Operand
operand
}—@*— arith exp —@——\
-/ - ——1-‘ number ‘,_ — i

] pormat function

precision M

- arith conversion

arith inlina

Semantic Rules

This syntax diagram is a systems language extension of the arithmetic

1,
operand diagram in Section 6. 1.1. The semantic rules of Section 6. 1.1
apply to this revised diagram.

2, An<arith inline> is an inline function block which has an arithmetic

< type spec> in its header statement,

-214-



Syntax of Bit Operand

bit operand

NOT r‘@ bit exp lr__®_,

. bit var

bit literal

normal
function

bit
conversion

bit
pseudo-var

bit inline

fevent var
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Semantic Rules

1, This syntax diagram is a systems language extension of the bit operand
diagram in Section 6, 1.2, The corresponding semantic rules found in

Section 6. 1.2 also apply to this revised diagram.

2, A <bit inline> is an inline function block which has a bit string (BOOLEAN
or BIT)<type spec> in its header statement,

Syntax of Character Operand

character oparand

f—-®— char exp .-—@-—1

char var

- normz\.l function r———-/ .

poere——] ¢har conversion f———-—]

—

_Jchar inline

Semantic Rules

1, This syntax diagram is a systems language extension of the character
operand diagram in Section 6.1.3. The corresponding semantic rules
found in Section 6.1, 3 also apply to this revised diagram.

2. A <char inline> is an inline function block which has a CHARACTER
<type spec> in its header statement.
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Syntax of Structure Expression

structura
aexpression

structure expression

structure var.
; normal

function

structure inline

—
]

Semantic Rules

1.

This syntax diagram is a systems language extension of the structure

expression diagram found in Section 6.1, 4.

The semantic rules found

in Section 6. 1.4 also apply to this revised diagram.

A <gtruct inline> is an inline function block which has a structure
< type spec> in its header statement,
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11.3 Temporary Variables

The extension of HAL/SM data concepts to include a TEMPORARY
variable form for use within DO groups is defined within the systems language
facilities. The object of incorporating the TEMPORARY variable is to
increase the optimization and efficiency of the object code produced by the
compiler. Depending upon the details of the object machine, a temporary
variable might be stored in a CPU register or a high-speed, scratchpad memory
location rather than in the slower main storage. Coding efficiency may also
be achieved with temporary variables because the instructions needed to access
register or scratchpad memory values are generally more compact, Since the
existence of a temporary variable is confined to a DO group (from DO header
statement to the END statement), these forms become highly localized control
variables.,

11.3.1 Regular TEMPORARY Variables

Regular TEMPORARY variables are declared in TEMPORARY statements
following the DO statement which begins a DO ... END statement group and
preceding the first executable statement of the DO .,. END statement group. The
following diagram is a systems language extension of the DO, ,. END statement
group in Section 7. 6. '

Syntax

DO ... END statement group

hasic |
statement femporary
! statement ‘1 “‘is tatement
‘J

do end
+ - —
~ statement ) statement
- update
block | |

|| function
block —

rocedure
block

 R—
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Semantic Rule

1, The TEMPORARY declaration may be included as part of any DQ
group except a DO CASE group. Use of TEMPORARY variables
within nested DO groups of a DO CASE is allowed,

The TEMPORARY statement is a special purpose data declaration
used to create TEMPORARY variables for general use within the DO group
syntax as described above, Its form compares very closely to that of the
DECLARE statement in Section 4.4, ‘

Syntax
tarnporary statement .
Og
TEMPORARY 4 ({ identifier sttributes H
attributas _—{:}_J
Semantic Rules
1. In the < temporary statement>, « attributes> may define the <identifiers=>

to be of any data type except EVENT, DCW, or FLAG.

2. The <attributes> may only specify type, precision and arrayness,
3. No minor attribute is legal.
4. The name of <identifier> may not duplicate the name of another

<identifier> in the same name-scope (procedure, function, or other
block) or of another temporary in the same DO ... END group.

11.3.2 Loop TEMPORARY Variables
The Loop TEMPORARY variable form is used in the context of the DO
FOR group and is declared by its specification in a DO FOR statement. The

following two syntax diagrams are modifications of the discrete DO FOR and the
iterative DO FOR syntax diagrams. ’
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Syntax

discrate OO FOR with loop TEMPORARY variabls index

TEMPOHARHH.MHM

o E T ‘] DO FOR 1 arith var.

T e—— arith exp 0 — -

do
statement

O

./ WHILE cendition
UNTIL bit exp

Ierative DO FOR with loap TEMPORARY varlabile index

TEMPORA@*-( identifier .

- o
¢ labat .

DO FOR
\

= e : ~—

LC BY )—-[ aiith sxo I WHILE l

UNTIL
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Semantic Rules

1.

"All the semantic rules for DO_FOR statements which are given in

Section 7. 6.4 and 7.6, 5 apply as well to the corresponding loop
TEMPORARY forms, Additional rules for loop TEMPORARY
variables are given below.

The loop TEMPORARY variable is defined in the DO FOR. statement;
a loop TEMPORARY variable is always a single precision INTEGER
variable.

The scope of the loop TEMPORARY is the DO FOR group of the
DO FOR statement which defines the variable.

The< identifier> name used for the loop TEMPORARY may not.
duplicate the name of another < identifier> in the same name-scope,
nor may it duplicate the name of another TEMPORARY variable in the
gsame DO .., END group,
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11.4 The NAME Facility

This section gives a definitive description of the HAL/SM NAME
facility, This facility is designed to fill the system programmer's need
for a 'pointer'’ construct. Its basic entity is the NAME identifier: a
NAME identifier "points to' an ordinary HAL/SM identifier of like attri-
butes. The "value of the NAME identifier is thus the location of the iden-
tifier pointed to. (An '"ordinary" identifier is a HAL/SM identifier without
the NAME attribute).

11.4, 1 Identifiers with the NAME Attribute

Identifiers declared with the NAME attribute become NAME identi-
fiers, NAME identifiers may be declared with the following data types:

INTEGER
SCALAR
VECTOR
MATRIX

BIT
BOOLEAN
CHARACTER
EVENT :
STRUCTURE
DCwW

TASK
PROCEDURE
FUNCTION

The following diagram is an extension of the DECLARE statement
syntax diagram in Section 4.4. The modification shows how the keyword
NAME is used in such a declaration to state the NAME attribute.

attributey

sapmple;
DECLARE ALPHA NAME VECTOR (7);
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Semantic Rules; Data NAME Identifiers

1.

2.

4.

Arrayness Specification - in general the arrayness specification of a
NAME identifier must match that of the ordinary identifiers pointed
to, in both number and size of dimensions,

Structure Copy Specification - in general the number of copies of a
NAME identifier of a structure type must match that of the ordinary
identifiers pointed to.

The use of the '"*'" array specification or structure copies specifica-
tions is excluded from delcarations of NAME formal parameters,

Structure Type - if a NAME identifier is a structure type it may oaly
point to ordinary identifiers of structure type with the same stiructure
template, : -

Examples of data NAME variables

DECLARE X ARRAY{3) SCALER,

Y ARRAY (4)

Z NAME ARRAY(4) SCALER;
DECLARE P EVENT;
DECLARE EVENT, V, VV NAME;

Z may point to Y but not X

For any unarrayed character string name variable, the ''%!
form of maximum length specification may be used. This
is an extension of the use of the '"*!" notation which applies
now in general to character name variables as well as to
formal parameters,
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General Semantic Rules

1.

The following < attribute> s apply to the NAME variable itself and
bear no relationship to the ordinary identifier which is pointed to
at any given time during execution:

o The < initialization> attribute (if supplied) refers to the in-
itial pointer value of the NAME variable itself.

o STATIC/AUTOMATIC refer to the mode of initialization of
the NAME variable itself on entry into a HAL/SM block.

o DENSE/ALIGNED apply to the actual NAME variable when
it is defined by inclusion in a structure template.

All other legal attributes describe the characteristics of the ordinary
variables to which the NAME variable may point. Except as noted
below, these other attributes must always match the corresponding
attributes of the ordinary variables to which the NAME variable
points; compilation errors will ensue if this is not the case.

The ACCESS attribute is illegal for NAME variables; its absence
does not prevent NAME identifiers from pointing to ordinary identi-
fiers with the ACCESS attributes and matchmg is not required in
this case. :

There must still be consistency between declared type, attributes,

and factored attributes just as is the case for ordinary identifiers
as described in Section 4 of this Specification.

Examples:

DECLARE VECTOR (3) DOUBLE LOCK(Z), X, Y NAME;
DECLARE P NAME TASK;

Y may point to X
P points to any task block
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The Label Declarative Attributes available for use in declaring NAME
identifiers which point to HAL/SM block forms have been extended to in-
clude the TASK keyword. The following syntax diagram is a modification
of the Label Declarative Attributes diagram in Section 4. 6.

Syntax

lsbe! declsrative.attribute

e

PROCEDURE NONHAL ( numbar ) —_——

\—-GJNCTION}— typs spec

(Taskg ) — /

—— i - -
name
) inftiatization
STATIC ;
1- : AUTOMATIC
ALIGNED .

)
— 3
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Semantic Rules: Label NAME Identifiers

1. An <initialization> , STATIC or AUTOMATIC, DENSE or ALIGNED

' may only be applied to the <label declarative attributes> of identifiers
with the NAME attribute. They are properties of the NAME and not
of the identifiers pointed to.

2, The following rules apply to NAME «<identifiers> of the PROCEDURE
type:
o Procedure NAME variables may only point to procedures de-

fined external to the compilation and therefore for which
there exists a block template in the same <unit of compilation> .

o Only external procedures without input or ASSIGN parameters
may be the objects of NAME <identifiers> s.

0 The NONHAL attribute is not allowed for NAME identifiers
of the PROCEDURE type.

3. The following rules apply to NAME «<identifiers> of the FUNCTION
type:
o Function NAME variables may only point to functions defined

external to the compilation and therefore for which there
exists a block template in the same <unit of compilation> .

o] Only external functions without input parameters may be the
objects of NAME identifiers.

(o} The NONHAIL atiribute is not allowed for NAME identifiers
of the FUNCTION type.

4. The following rules apply to NAME <identifiers> of the TASK type:
o The NAME < identifier> of a task type always points to a TASK
block.
o The only form of TASK label declarations allowed are those with

the NAME attribute.
o The task NAME « identifier> must always point to an external

TASK block name; therefore a block template is required for
each TASK which may be referenced by a NAME value,
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Example of label NAME identifiers:

F: EXTERNAL FUNCTION;

CLOSE
Fl: TASK;
DECLARE PSI NAME FUNCTION;

F2: Z.L"UNCTION;
:CI__;OSE;
PSI may point to F but not F2
11.4,2 The NAME Attribute in Structure Templates
The NAME attribute may appear on any structure terminal of a
structure template. The following syntax diagram shows how the keyword

NAME is used to state the NAME attribute. This diagram is a systems lan-
guage extension of the Structure Template diagram.

Syntax

structura
tarnplate

ftructure tamplate statement

STRUCTUR E)—( identifier

ALIGNED

— aumbar )——( identifier H ] attributes |
L/

. 3

In general, the rules governing the formation of the structure template remain
unchanged (see Section 4. 3).
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General Semantic Rules

1.

2,

3.

Restrictions on attributes discussed in Section 11,4, 1 generally also
apply to structure terminals with the NAME attribute,

No «initialization> may be applied to terminals; neither may the
attributes STATIC/AUTOMATIC appear.

NAME identifiers of any type (inclading task procedure and function}
may appear as structure terminals. Note that the NAME of an EVENT
may appear in a structure even though the EVENT itself may not.

Semantic Rules: Nested Structure Template References

1.

Nested structure template references are special instances of
structure terminals, The manner of their incorporation into struc-
ture template definitions is as described in Section 4. 3 via the
<type spec>.

Such references are permitted to use the NAME attribute, If the
NAME attribute is present, the following points are to be noted:

o Specification of multiple copies is still not permitted.
o The reference may be to the structure template being de-

fined {and of which the reference is a part), The implica-
tions of this are discussed later. '
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Examples of structure NAME identifiers:

STRUCTURE A: |
1 X NAME TASK,
1 Y SCALAR,
1 Z NAME SCALAR,
1 ALPHA NAME A-STRUCTURE;

DECLARE P A-STRUCTURE;
DECLARE PP NAME A-STRUCTURE;

P.Z is a NAME identifier which may point to P. Y
PP is a NAME identifier which may point to P

PP.Z is a NAME identifier which may point to P. Z which
ig itself a NAME identifier pointing somewhere,
This is an instance of double indirection.

P.ALPHA is a NAME identifier of A-structure type,.
The consequences of this are discussed later.

11.4,3 Declarations of Temporaries

No identifier declared in a TEMPORARY statement may possess the
NAME attribute. No such identifier of structure type may have a template
which contains one or more structure terminals bearing the NAME attribute.

11,4,4  The "Dereferenced' Use of Simple NAME Identifiers

Simple NAME identifiers are those which are not parts of structure
templates.

If a simple NAME identifiet appears in a HAL/SM expression as if it
were an ordinary identifier, then the value used in computing the expression
is the value of the ordinary identifier pointed to by the NAME identifier.
Similarly, if a simple NAME identifier appears on the left-hand side of an
asgignment, as if it were an ordinary identifier, then the value of the right-
hand side is assigned to the ordinary identifier poinfed to by the NAME identi-
fier, These are examples of the ""dereferenced" use of NAME identifiers.

Whenever a NAME identifier appears in a HAL/SM construct as if it
were an ordinary identifier, the dereferencing process (to find the ordinary
identifier pointed to) is implicitly being specified. Specifically this still
takes place when a subscripted NAME identifier appears as if it were an
ordinary identifier. Here the dereferencing takes place first, and then the
subscripting is applied to the ordinary identifier pointed to:
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Examples of dereferenced NAME variables

DECLARE VECTOR(3), X, Y NAME
DECLARE P NAME PROCEDURE;
Q: PROCEDURE;

if Y points to X, and P to Q then -

CALL P; Means call Q.
Y = YxY; Puts the cross product
of X with X in X,
v . Puts the third element of
Y]. - Y3s .

X into the first element,
A special construct to be described in Sections 11.4.5 and 11.4. 6 is required
to reference or change the value of a NAME identifier (as opposed to refer-
encing or changing the value to which it points).

11,4.5 Referencing NAME Values

The value of a NAME identifier is referenced or changed by using the
NAME pseudo-function. This pseudo-function must also be used in order to
gain access to the locations of ordinary HAL/SM identifiers, The locations
or values so indicated will be called NAME values. The necessity also
arises for specifying Null NAME values.

The following syntax diagram shows both the NAME pseudo-function
construct as used for referencing NAME values, and the construct for speci-
fying Null NAME values.

Syntax

name refarence ]

reference :
7 sub name id ey
-/ *» "NAME

—edl sub id et

“ NULL }
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Semantic Rules

1.

A «sub id> is any ordinary identifier, except an input parameter, a
minor structure, an identifier declared with CONSTANT initializa-
tion, or an ACCESS-controlled identifier to which assignment
access is "denied! or not asked for., A <sub name id> is any NAME
identifier,

Either of the above forms may possibly be modified by subscripting
legal for its type and organization. Note, however, the following

‘specific exceptions:

o No component subscripting is allowed for bit and character
types.

o If component subscripting is present, «<sub id> or
«< sub name id> must be subscripted so as to yield a single
(unarrayed) element,

o If no component subscripting is present, but array subscript-
ing is, then all arrayness must be subscripted away.

Example:

DECLARE V NAME ARRAY(3) VECTOR;

-

NAME (Vy, 1) is illegal since it violates the
‘ second exception of semantic
rule 2 above.

Any «sub id> must have the ALIGNED attribute.

NAME <identifier> s may not be declared with the ACCESS attribute
(see Section 11.4.1, rule 2). This does not, however, imply that
the NAME facility is independent of the ACCESS control: NAME
references to < sub id> s with implementation dependent ACCESS re-
quirements for <sub id> are satisfied,

If <sub id> is unsubscripted, the gonstruct delivers the location of the
ordinary identifier specified. If it is subscripted, the construct de-
livers the location of the part of the specified identifier as determined
by the form of the subscript. Subscripting can change the type and
dimensions of < sub id> for matching purposes.
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6. If <« sub name id>is unsubscripted, the construct delivers the value
of the NAME identifier specified, If it is subscripted, the value of
the NAME identifier is taken to be the location of an ordinary
identifier of compatible attributes, and the subscripting accordingly
modifies the location delivered by the construct,

7. The two equivalent forms NULL and NAME (NULL) specify null
NAME values.

Examples:

DECLARE X SCALAR,
Vv VECTOR (3)
NX NAME SCALAR
NV NAME VECTOR (3);

L]
-]

NAME(X) yields the location of X.
NAME {NX) yields the value of NX (i.e. the
: location pointed to by NX).

NAME(V,) yields the location of the second
element of V.

NAME(NV;) yields the location of the third
element of the vector pointed to by
NV,

11,4,6 Changing NAME Values

The value of a NAME identifier is changed by using the NAME
psendo-function in an assignment context. The following syntax diagram
shows the NAME pseudo-function used for assigning NAME values:

Syntax

nama sssign

name
assign

Y NAME name id ——@—‘ ]
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Semantic Rules

1. A «<name id> specifies any NAME identifier except an input parame-
ter, whose NAME value is to be changed. A <name id> may not be
subscripted (except as noted in Section 11. 4. 6),

Example:

DECLARE X NAME MATRIX;

NAME (X) in assignment context specifies that a

new value is to be given to X,

11.4.7 NAME Assignment Statements

The NAME assignment statement is the construct by which NAME
values are assigned into NAME identifiers.

Syntax
nama assignment statement
basic
statemant
—7 name assign . - = hama raferonce ‘\E/‘
20,

Semantic Rules

1. The «name reference> and «name asgign> must possess arguments

whose attributes are compatible in the sense described in Section 11.4. 1.,

11.4.8 NAME Value Comparisons

The values of two <name reference:> s may be compared to one
another,
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Syntax

name conditional exprassion

condition ' o
. |

nama referance | = ‘ e
— - name reference

.

(=)
A

Semantic Rules

1, "This <comparison> may be used in any syntax where other forms of
<comparison> may be used, for example in a «conditional operand>
or as the <« condition> controlling a DO WHILE.

2, = Both «name reference> s must possess arguments whose <attributes>
are compatible in the sense described in Section 11.4.1.

Examples:

DECLARE X SCALAR,
NX NAME SCALAR:

L]

NAME (NX)=NAME(X) ; value of NX is location of
. X (NX points to X).

IF NAME(NX)=NULL THEN RETURN;

if NX points nowhere,
then return,

11.4.9 Argument Passage Considerations
NAME values may be passed into procedures and functions provided
that the corresponding formal parameters of the blocks in question have the

NAME attribute. The following two syntax diagrams are systems language
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extensions of the earlier <normal function> and <call statement> syntax
diagrams.

Syntax

nama reference

normal

function
expression
Syntax
tall statement " . ) _
. ( "/ .'

CALL)—-( tabst ) -
R . - ' aOm

ASSIGN { | variehle )

name asign

ORIGINAL PAGE IS
OF POOR QUALITY
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Semantic Rules

i, The formal parameters corresponding to «name reference> or
<name assign> arguments of these block invocations must possess
the NAME attribute,

2. The attributes of <name reference> and <name assign> arguments
supplied in the <normal function> reference or <call statement>
must be compatible with those of the formal parameters in the same
sense as described in Section 11.4, 1.

3. If the argument of the procedure or function invocation is not a

<name reference> then the corresponding formal parameter must
not have the NAME attribute,

Examples:
DECLARE X1 SCALAR,
X2 NAME SCALER;

P: PROCEDURE(A, B) ASSIGN(C, D);
DECLARE SCALAR, A NAME,

B,
C NAME,
D;
NAME(C) = NAME(A) _
NAME{C) = NAME(B); illegal - B is an input
. parameter

CLOSE;

NAME(X2) = NAME(X1);
CALL P (NAME(X1), X1) ASSIGN(NAME(X2), X1);
11.4.10 Initialization

NAME identifiers may be declared with initialization to point to some
particular identifier., The form of NAME initialization is as follows:
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Syntax

NAME initialization attribute

initialization

INITIAL

name reference ———@—

- Semantic Rules

1. The argument of the «name reference> must be a previously dzclared
<sub name id> or < sub id> with < attributes= compatible with the
NAME identifier being declared. :

2. Subscripts are illegal in NAME initialization.

3. Uninitialized NAME identifiers will have a NUULL NAME value until
the first NAME assignment. ‘ :

4. The argument of 2 «name reference> may not itself possess the
NAME attribute. "

11.4.11 Notes on NAME Data and Structures

The previous sections have introduced the various syntactical forms
and uses of the NAME attribute, «name assign> s, and <name reference> s.
The use of these NAME facilities with structure data merits further explana-
tion since the implications of the various legal corbinations are not always
immediately apparent, Therefore, the purpose of this section is to continue
further discussion of various aspects of NAME and structure usage by pro-
viding several examples.-

Structure Terminal References

Consider.the structure template and structure data declaration below:
STRUCTURE A: .
1 C SCALAR,
1 B NAME A-STRUCTURE;

DECLARE A-STRUCTURE, Z1, Z2, Z3;
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Z1.B is a NAME identifier of A-structure type: its NAME value may be set
to point to Z2 by the assignment:

NAME {Z1.B) = NAME (Z2);

If this is done then it is legal to specify Z1.B.C as a qualified structure
terminal name. The appearance of B in the qualified name causes an implicit
dereferencing process to occur such that if Z1,B.C is used in a dereferen-
cing context, the ordinary structure terminal actually referenced is Z2.C.

If the NAME value of Z1, B is changed by
NAME(Z1.B) = NAME(Z3);

. then the appearance of Z1,B, C.in a dereferencing context causes Z3.C to be

referenced,

Picto riallx

-7 @9 @)

z23.C} (23.8

Now Z1.B.B is itself in turn a NAME identifier of A-structure type,
so that if the NAME assignment ‘

NAME (Z1.B.B) = NAME (Z2});

is executed, then Z2.C may be referenced by using the qualified name
Z1.B.B.C in a dereferencing context.

Pictoriallx
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-, Clearly this implicit dereferencing in qualified names can extend chains
of reference indefinitely, A particular consequence is the creation of a closed
" circular chain, If the following NAME assignment statements:

NAME (Z1.B) = NAME (Z2);
NAME (Z1.B.B) = NAME (Z1);

are executed, then pictorially the following closed loop is set up:

Care must clearly be taken when using this implicit multiple dereferencing,
so that all links in the chain have previously been set up.

Implications of Subscripting Structure Terminals

Using the same A-structure template as before, the following
declarations are legal:

DECLARE A-STRUCTURE (3), Y1, Y2, Y3, Y4;
One or more copies of Y1.C may be referred to by subscripting, for example:

Y1.C (optional semicolon for clarity)
2 AT 2;

Note that now Y1,B is a NAME identifier of A-structure type with 3 copies.
One or more copies of it may therefore be assigned a NAME -value at one
time, For example:

NAME (Y1.B = NAME (Y23 AT 1)

2 AT 2)
In this assigmment, the left-hand side has arrayness: two copies of the Y1

structure. As a result, two values will be defined by the staterment. However,
the right-hand side has no arrayness, because the object pointed to is Y2, A7 ;.
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This is a two copy section of the structure Y2, with a unique starting location.

Pic toriallz

Notice that in the above NAME assignment a subscripted <name id>
appears as argument of the left-hand side NAME pseudo-function, Subscripts so
appearing are legal only if they can have the interpretation exemplified.

The subscripting employed must also be unarrayed, as was mentioned earlier.

Further indirection may then be set up: thus for example;

NAME (Y¥1.B.B,) = NAME (Y31);

Here the subscript 2 on the left-hand argument refers to copies of Y1 (this
can be its only interpretation). Hence, by virtue of the fact that Y1.B) has
previously been set up to point to Y2y, this assignment causes Y2.B; to
point to Y3,.

Arrayness will appear on both sides of a NAME Assignment Statement
only when the assigned reference terminals of both sides possess the NAME
attribute within structure variables with copies.

Consider the template:
STRUCTURE AA:;
"1 € NAME SCALAR,
1 D NAME VECTOR;

and the declaration:

DECLARE AA-STRUCTURE (3), YY1, YYZ;
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If the terminal element YY2,D is assigned to the terminal element YY1.D,
the NAME assignment is arrayed since both sides contain three copies,

Thus:
NAME (YY1.D) = NAME (YY2.D);
causes the name values of YY2,D found in the three copies of YY2 to he

transferred to the corresponding name variables in YY1.D. All the usual
rules governing arrayed assignments apply in this case.

Manipulating Structures Containing Name Terminals

Since the NAME attribute may be applied to structure terminals, a
definition of operations performed on such NAME terminals in ordinary struc-
ture assignments, comparisons and 1/O operations is required. The followmg
general rules are applicable:

o For assignment statements and comparisons involving structure
data with NAME terminals, operations are performed on
NAME values without any dereferencing.
Examples:
STRUCTURE IOTA:
1 LAMBDA NAME VECTOR,
1 KAPPA SCALAR; ' -

DECLARE ALPHA IOTA-STRUC TURE(IG);

DECILARE BETA IOTA-STRUCTURE;

-

ALPHA, = BETA;

As a part of this assignment, the vector identifier (or
NULL) pointed to by BETA, LAMBDA becomes the
vector identifier pointed to by ALPHA. LAMBDA, as
if a «name assignment statement> had been used.
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IF ALPHA; = BETA THEN CALL QUE UPDATE;

In this IF statement, the structure comparison between
the two variables (ALPHAg and BETA) is performed
terminal by terminal as usual., For the NAME terminal
LAMBDA of each structure operand, the effect is the
same as if a «name comparison> had been used;
Equality for the corresponding NAME terminals exists
if they both point to the same ordinary identifier,

o For sequential I/O Cperations, all NAME terminals are
totally ignored. Name terminals can take part in FILE I/0,

Examples:
STRUCTURE OMICRON:
1 ALPHA SCALAR,
1 BETA ARRAY (25) INTEGER SINGLE,
I GAMMA NAME MATRIX(10, 10);
STRUCTURE TAU:
1 ALPHA SCALAR,
1 BETA ARRAY(25) INTEGER SINGLE;
DECLARE X\OMICRON-STRU.CTURE;

DECLARE Y TAU-STRUCTURE;

READ(5) X;

The structure variable X is an OMICRON-STRUCTURE,
whose template includes the NAME of a 10 x 10 matrix
(GAMMA). Only the ordinary terminals are transferred from
Channel 5 by this READ operation --- the value of . X. ALPHA
and the 25 values required for X. BETA. The NAME terminal
X.GAMMA is ignored,
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READ(5) Y;

The structure variable Y is a TAU-STRUCTURE,
whose template omits the NAME terminal GAMMA found
in the OMICRON-STRUCTURE, but is otherwise identical,
The effect of this READ statement is the same as the pre-
vious statement as far as Channel 5 is concerned --- one

value is read for Y. ALPHA and 25 values are read for
Y.BETA,
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