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ABSTRACT
 

Electron energy distribution functions have been calculated in a
 

U235-plasma at 1 atmosphere for various plasma temperatures (5000-80000 K)
 

and neutron fluxes (2 x 1016-2 x 1012 neutrons/(cm3-sec)). The distribu­

tions are assumed to be a summation of a high-energy tail and a Maxwel­

lian distribution. The sources of energetic electrons considered are the
 

fission-fragment induced ionization of uranium and the electron induced
 

ionization of uranium. The calculation of the high-energy tail is reduced
 

to an electron slowing down calculation, from the most energetic source
 

(- 2.1 keV) to the energy where the electron is assumed to be incorporated 

into the Maxwellian distribution (- 15 eV). The pertinent collisional 

processes are electron-electron scattering and electron induced ionization 

and excitation of uranium.
 

Two distinct methods have been employed in the calculation of the
 

distributions. One method is based upon the assumption of continuous
 

slowing and yields a distribution inversely proportional to the stopping
 

power. An iteration scheme is utilized to include the secondary electron
 

avalanche.
 

In the other method, a governing equation is derived without assuming
 

continuous electron slowing. This equation is solved by a Monte Carlo
 

technique which simulates Coulombic collisional slowing analytically while
 

ionization and excitation events are simulated in a random walk fashion.
 

Consequently, the secondary electron avalanche is included explicitly.
 

Both methods yield comparable results at high energies (£ 100 eV),
 

with disparities arising at lower energies due to the inapplicability of
 

the continuous slowing assumption. The distribution functions calculated
 



ii 

in both models are observed to be linearly dependent upon the neutron flux
 

while inversely proportional to the plasma temperature. The electrons
 

within the calculated high-energy tail induce -1014 more excitations of
 
S 

uranium per cm per second than are induced by Maxwellian electrons. 

Since the threshold of non-Maxwellian behavior is - 15 eV, the present re­

sults suggest seeding the plasma with a species having a high excitation 

threshold, e.g. helium, in order to better capitalize upon the excitation 

characteristics of the high-energy tail in possible applications as a 

lasing medium or a radiation source. 
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CHAPTER I
 

INTRODUCTION
 

A. Definition of Problem
 

The objective of this study is the deduction of the effect of the
 

presence of fission-fragments upon the electron energy distribution
 

function in a uranium plasma. Parametric studies of the neutron-flux
 

(ameasure of the fission-fragment density) and temperature dependence
 

of the distribution function are undertaken to provide insight into the
 

plasma conditions,under which the fission-fragments have the most pro­

nounced effect upon the distribution function. These calculations will
 

be obtained by two separate models; a simple model for survey calcula­

tions and a second, more refined model, by which the accuracy of the
 

former may be judged.
 

Primary emphasis is placed upon the high-energy tail of the dis­

tribution function, i.e., at energies above the excitation threshold, as
 

it is anticipated that the results generated herein-will be used for the
 

calculation of excitation rates. At such energies, the calculation of
 

the distribution function reduces to the problem of slowing down from a
 

source. The source of electrons to be considered here is comprised of
 

two distinct components, each distributed in energy. The first consists
 

of those electrons generated by the fission-fragment induced ionization
 

of the background uranium during their slowing down process, while the
 

second consists of those secondary electrons produced through the ioniza­

tion of uranium by energetic electrons as they thermalize.
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B. Motivation
 

The motivating forces behind this study can best be identified by
 

examining some of the anticipated applications of a uranium plasma. His­

torically, the first application envisioned was the-utilization of the
 

plasma as an energy source for an ion rocket engine termed the nuclear
 

light-bulb concept. (1-4) The success of the idea depends upon the ef­

ficiency at which the energy released during the fissioning of uranium
 

is transmitted to and absorbed by the hydrogen fuel. The energy trans­

mission process consists of a conduction chain and a radiation chain.
 

In the conduction chain, the energy deposited within the plasma by the
 

neutrons and fission-fragments is conducted away from its source to the
 

hydrogen fuel. In the radiation chain, a portion of the fission-fragment
 

energy is transmitted to electrons through the ionization of the background
 

uranium. The electrons in turn excite the background which transforms
 

the energy into radiation as the atoms de-excite. Then both the line
 

radiation and the blackbody radiation pass through a "window" into the
 

fuel where it is to be absorbed.
 

Two additional applications make extensive use of the radiation
 

chain, namely direct nuclear pumping(5-6) and photo-chemical production
(7)
 

by extracting energy from the uranium plasma in theform of light. In
 

the scheme of direct nuclear pumping, a population inversion is sought
 

either by seeking a situation where the uranium will lase or by transfer­

ring the energy from the uranium plasma to a second species which would lase.
 

In the latter scheme, less stringent requirements are placed upon the exci­

tation rates, as a population inversion of the uranium itself is unnecessary.
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The success of this scheme depends solely upon the ability to shape the
 

radiation spectrum via either the determination of the plasma opacity or
 

the transluscent properties of the "window".
 

A fourth application involves the high efficiency extraction of
 

energy from the uranium plasma through an MHD cycle. This scheine may
 

be combined with either of the two previous schemes which would serve as
 

topping cycles to further enhance efficiency.
 

From these possible applications, the importance of the calculation
 

of the electron energy distribution function can be gauged. The success
 

of most of these schemes depends upon an accurate determination of the
 

excitation rates. A prime means of exciting atoms is through electron
 

induced excitation. Consequently, at the heart of the problem is the
 

need for a detailed knowledge of the number of electrons capable of in­

ducing excitation. Such a query can be satisfied only with a detailed
 

calculation Of the electron energy distribution function rather than
 

assuming erroneously that the distribution is Maxwellian in radiation
 

calculations.(9)
 

C. Description of Plasma
 

1. Classification of Plasma
 

The plasma conditions to be investigated include temperatures
 

ranging from 5000K to 80000K (the boiiing point of uranium is'44070K
 

at one atmosphere); a pressure of one atmosphere, and neutron fluxes
 

ranging from 1012 to A016 neutrons/(cm2-sec). In determining the rate of
 

occurrence of fission reactions, the uranium is assumed to consist en­

tirely of the U23 isotope. Furthermore, the neutrons are assumed to be
 

in thermal equilibrium with the plasma so that the fission cross-section
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calculated by Bussard (33) is applicable, i.e., the effects of neutron
 

spectrum hardening are negligible. In his calculation, the fission
 

cross section weighted by the neutron flux distribution is averaged over
 

energy, thereby eliminating the energy dependence of the cross section in
 

favor of a characteristic temperature.
 

Upon fissioning, a uranium atom is assumed to split into two fission­

fragments. The lighter fragment (96 amu) is born at 98, MeV and a charge
 

of +16e, while the other is born at 67 MeV and a charge of +iSe. The
 

distribution of each fission-fragment is taken to be inversely proportional
 

(10)to energy. The tendency of a fission-fragment to neutralize its
 

positive charge as it thermalizes is included by assuming the fission­

fragment's charge to be proportional to velocity.
 

In terms of the previously described energy extraction schemes, the
 

plasma conditions cited above are characteristic of a subcritical uranium
 

plasma. Also, this temperature range encompasses the 60000K temperature
 

of a proposed S-MW experimental reactor. (11) The conditions of ,acritical
 

.plasma are somewhat hotter (center line temperature of 40,0000K(12) and
 

of higher pressure (approaching 500 atmospheres). However, the results
 

for the plasma conditions to be studied should be applicable to the outer
 

boundary layer of a critical plasma.
 

For the plasma parameters cited, the densities of the various plasma
 

constituents can be predicted by the Saha equations (13) provided the
 

necessary partition functions are known. Due to the lack of experimental
 

data, the ratio of the partition functions is assumed to be unity (after
 

Krascella(12)). The results for the Saha predicted densities appear in
 

Fig. 1. A first order approximation of the perturbation to these densities
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Fig. 1. The density of the uranium plasma constituents plotted versus
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caused by the production of fission-fragment generated electrons is only
 

of the order of 1/10% for cases of interest here. Therefore, a further
 

correction for radiation effects is generally negligible.
 

-With the electron densities and temperatures incurred, the plasma
 

defies classification in classical terms (see Fig. 2). There exists an
 

insufficient number of charged particles within a Debye sphere to provide
 

the necessary screening of a charged test-particle required for the sat­

isfaction of the binary collision'assumption of the classical kinetic plas­

ma. Similarly, the Landau distance of correlation is not sufficiently
 

large for the plasma to be characterized by the very strong correlations
 

of the classical collective plasma. Due to these difficulties, both a
 

binary collisional treatment (14) and a unified treatment which in­

corporates collective interactions as well as the binary collisions (see
 

-Appendix A) are applied to the Coulombic collisions.
 

2. Delineation of Collisional Processes
 

The dominant types of electron collisions present in the uranium
 

plasma are: the aforementioned elastic Coulombic collisions--electron­

electron and electron-ion scattering; and the inelastic collisions--­

ionization and excitation of neutral and singly ionized uranium (see
 

Appendix B).
 

Since the inelastic cross sections have not been measured experi­

mentally, they must be calculated from formulae based upon the Gryzinski
 

model, (16) implementing the ionization and excitation data of Parks, et
 

al. (1 7 ) 
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D. Methods of Solution
 

1. Governing Equation
 

The establishment of a governing equation for the distribution
 

function is complicated by the presence of both inelastic and Coulombic
 

collision types. For plasmas dominated by just one of these types, there
 

exists a plasma equation describing the c6llision mechanisms involved.
 

The Boltzmann equation, based upon the assumption that the duration of
 

a collision is much less than the time between collisions, depicts binary
 

collisions, short range forces, and neutral scattering; whereas the
 

Fokker-Planck equation with a cut-off distance depicts Coulombic col­

lisions which are not strictly binary in nature due to the long-range
 

force responsible for the Coulombic interaction.
(18)*
 

'Then, the governing equation must be a combination of these two
 

equation types in order to accommodate the presence of both collision
 

types. Such an equation has been formulated by Dreicer (19) for a partially
 

ionized gas. However, he included electron-neutral collisions which are
 

negligible in the present case.
 

The distribution functions derived from both of these equations
 

either separately or combined are one particle distributions. Such dis­

tributions fail to describe the correlation effects anticipated in a
 

uranium plasma. They can only be described accurately by a many-bodied
 

distribution which satisfies the Liouville equation. The complexity of
 

this latter equation renders it impractical for direct use. However,
 

* 

Upon employment of the Coulombic cross section, the Boltzmann equation
 
reduces to a Fokker-Planck type equation which is equivalent to the
 
Fokker-Planck equation under special circumstances (see Montgomery and
 
Tidman( 2 0 )). 
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the correlation effects can be approximately described within a specified
 

error tolerance via the BBGKY hierarchy.(21) The Boltzmann and Fokker-


Planck equations represent a zero order kinetic equation in this hierarchy
 

while the .first oid± eqdiatiht'Ts the Lenard-Balescu equation..UThe 

accuracy of these equations is expressed in terms of the assumed small 

plasma parameter g = 1, where n is the charged particle density
 
eD
 

and AD is the Debye length. The zero order kinetic equations are ac­

curate to order 1, the first order kinetic equation is accurate to order
 

g, the second order equation is accurate to order g', etc. In the uranium
 

plasma, the assumption of g being small is not well satisfied. This pre­

sents a problem since the accuracy of even higher order equations becomes
 

uncertain. Consequently, two sets of governing equations will be separ­

ately imposed: they are a combination Boltzmann and Fokker-Planck equa­

tion and a combination Boltzmann and Lenard-Balescu equation. It is
 

argued that a comparison of the results will provide an estimate of the 

error introduced by not employing a many-bodied distribution function. 

The previous equations may be simpliied by noting the uranium 

plasma to be in a steady state. The pirescnce of [hle high-energy electro. 

produced both by fission- fragments and t,ther high--energy electrons creates 

a non-equilibrium state. However, thc results of" Lo -" 'and Wang (23) at 

similar electron source rates indicate tho source electrons relax into a 

Maxwellian distribution, with the non-equilibrium effects restricted to 

high energies. Then, the problem becomes one of investigating the re­

laxation of the high-energy tail into a Maxwellian distribution as de­

scribed by the collision terms of the aforementioned equations. 

ORAIafAr PAG
 

OFR QUArJ
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2. Review of Methods and Proposed Solution
 

Most methods appearing in the literature are applicable to one
 

equation type. Most notable of the methods are those of Rosenbluth,
 

et al. (24) for the Fokker-Planck equation and those of Nighen (25 and
 

Holstein(26) for the Boltzmann equation. They all expand the distribution
 

function in terms of Legendre polynomials. Such methods are ideally
 

suited to anisotropic plasmas with E-fields or injected beams.
 

In the present case, the assumption of an isotropic source and a
 
28)
,
primary interest in the high-energy tail make the method of Fano

(27
 

much more appealing. However, provisions must be made to include a nascent
 

or fission-fragment generated source distributed in energy plus a secondary
 

electron source. The tractability of the resulting, solution for the dis­

tribution function renders it an important tool for survey calculations
 

and in the analysis of the distribution function.
 

In order to partially relax the assumption of continuous slowing
 

down inherent in Fano's method, a Monte Carlo simulation is also per­

formed which separates the Coulombic ,collisions from theinelastic col­

lisions in a manner analogous to that of Wells (29) in earlier analytic
 

studies. Unlike the Monte Carlo calculation of Thomas and Thomas, (30)
 

the variation of the mean free path length with energy between the point
 

of origin and the collision point is included in the calculation of the
 

distance of random walk. Due to the presence of a secondary electron
 

source, the ergodic hypothesis is not applicable so that a number of
 

particles correlated in time must be considered simultaneously rather
 

than repeatedly simulating an individual electron. The increased degree
 

of sophistication of this calculation is obtained at the expense of the
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economy of the solution. Then, the practical application of this tech­

nique would require that it be used solely as a check upon the validity
 

of the analytic solution.
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CHAPTER II
 

ANALYTIC SOLUTION
 

A. Introduction
 

In this chapter, a simple analytic formulation is sought for the
 

relaxation of superthermal electrons into a thermalized ensemble of elec­

trons which can be described by a Maxwellian distribution. The approach
 

employed follows that of Spencer and Fano(28) for energetic electrons in
 

an infinite medium, which predicts a distribution proportional to the
 

inverse of the stopping power. Then, the resulting distribution will be
 

a superposition of a high-energy tail on a Maxwellian thermal distribu­

tion. From this formulation, the effect of varying several plasma para­

meters can readily be predicted, or conversely, variations in the dis­

tribution can easily be traced to their source. The ease of analysis
 

afforded by this method renders it an important tool for surveys, but the
 

more detailed calculation of Chapter III must be retained if high accuracy
 

is desired.
 

B. Derivation*
 

An analytic solution for the electron energy distribution function
 

in an infinite medium can be derived from the following, completely
 

general, expression for the conservation of electrons in energy space:
 

The distribution function f(E) represents the number of electrons per unit
 

spatial volume per unit energy. The density of the electrons in the high-


The derivation given here is a modification of one by Safanov. (31)
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energy tail can be obtained as follows:
 

n, (2) 

where ET is the threshold for non-Maxwellian behavior of the distribution
 

function. The source function S(E) is equal to the electron production
 

rate from all sources per unit spatial volume per unit energy. The rate
 

at which electrons recombine is represented by Vc (E). The rate of scat­

tering from and into the energy interval dE about E is represented by
 

qout and qin' respectively. For the energies of interest, the elections
 

which are scattered into the energy interval dE about E originate at
 

energies greater than E; that is, the upscattering of electrons can be
 

assumed to be negligible. Then, the electron balance expressed in Eq. (1)
 

can be visualized as in Fig. 3;
 

The scattering terms appearing in Eq. (1) may now be evaluated. An
 

expression for qout may be obtained by dividing f(E)dE, the number of
 

electrons in the energy interval dE about E, by a characteristic deceler­

ation time TE5 i.e.,
 

-(3")
Ut 

With the assumption of an infinitesimal energy loss per electron collision, 

dE/TE may be replaced by the rate at which electrons collisionally lose 

energy - dE -. This is equivalent to the assumption of continuous slowing 

down. An additional implication of this assumption is that electrons 

scattered from one infinitesimal energy element dE about E + dE must 

be scattered into the adjacent element dE about E, i.e.,
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S(E)dE 

i 

II 

qOUT~ q 
qI-N
 

E E+dE 

v/c (E)f(E)dE 
Fig. 3. 	The particle balance of Eq. (1)imposed upon the energy
 

interval dE about E.
 



is 

(4)
n E) 

where qin denotes the number of electrons/cm3 slowing into the energy in­

terval dE centered about E. Substitution of Eqs. (3)and (4)into the
 

balance of Eq. (1)gives:
 

S(E)aE t+)EZ &flAE+ g(Fl)E)&F (5) 

or
 

-~~~& (.) it-kj 

InVoking the fundamental theorem of calculus, Eq. (6)becomes
 

Integration of Eq. (7)yields
 

tS10zhF&r=-~(i &E} () 

In the limit as E approaches infinity, the distribution function f(E)
 

vanishes. Consequently, the distribution function must obey the following
 

Fredholm integral equation
 

005()~S ()tE f }&C E (9)E t 
At high energies (at or above the inelastic collision threshold), re­

combination can be neglected. Defining the "cut-off energy" ET such that
 

recombinatidn dhd upscattering are negligible for B > ET, we obtain
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E S) &FT (10) 

Strictly speaking, Eq. (10) is valid only for the steady state of an
 

infinite, isotropic medium where continuous slowing down is applicable
 

and external forces or fields are absent. The assumption of continuous
 

slowing down has proved to be a valid assumption for elastic scattering
 

off of heavy targets where the ratio of the energy lost to the original
 

energy is small, as is evidenced by the successful application of the Fermi
 

age theory (44) to the slowing of neutrons by heavy moderators. This
 

assumption should also be valid for the Coulombic collisions where small
 

angle scattering (hence, small energy transfer) is dominant. In the
 

present case, however, inelastic scattering, i.e., ionization and exci­

tation collisions, represents an equally important energy loss mechanism
 

which does not necessarily comply with the continuous slowing assumption.
 

This introduces some error into the m6dcl, thus, it can only be viewed as 

a first approximation. A more rigorous but more costly Monte Carlo 

treatment is then developed in Chapter [MI fo more ijrecise studies. 

C. Numerical Soiutiai 
dL
 

dt
 

Numerical results for the distri butioil fimction can rTead ily he oh­
dli 

tained if L and S(E.) are known. Provided the collisions are of a binarydE
 
nature, d can be decomposed into a sum of energy loss rates for each
 

type of collision, i.e.,
 

dE dE1~ ou +dE +dE (11)
dt T dt ionization + dt excitation 

GDRaAL PAGi collisions collision collision
D) POOR QUALnTy 
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Both ionization and excitation collisions qualify as binary collisions.
 

However, Coulombic collisions are not truly 'binary,yet they have been
 

treated successfully as binary collisions in both applicatibns of the
 

Fokker-Planck equation (19) and in derivations of Fokker-Planck type
 

equations. (14,20) Then, the decomposition of the energy loss rate in
 

Eq. (11) is applicable to the present case.
 

dE
Numerous treatments for - Coulombic exist in the literature, such
 

(14)1 collisions
 as the Fokker-Planck model. The energy loss rates for ionization
 

and excitation may be obtained by
 

& <E s v (12) 

&t loss 

where v is the speed of a test electron relative to thermal electrons
 

[v corresponds to the energy E in Eq. (10)] and Z is the macroscopic
 

inelastic cross section. The average energy loss per collision <E>loss 

is defined as 

B5 EF•) C " &__F_ )aJ E' _ ( lS 

where E is the energy of a test particle and 1' is the energy lost by
 

the test particle as a result of a collision. The microscopic cross
 

section a(E) and the energy transfer differential cross section dc(E,E')
 
dE'
 

for excitation and ionization events necessary for evaluating Eq. (13)
 

have not been heretofore measured experimentally nor calculated. Then,
 

these quantities had to calculated specifically for this study from a
 

Gryzinski model (16) using the data of Parks, et al. (17) for uranium atom
 

states (see Appendix B). Oo*A 49 
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2. Iterative Solution of Source Term
 

The source term S(E) must include both secondary electrons and the
 

nascent electrons resulting from ionization of uranium by fission-fragments.
 

(Thermal electrons up-scattered in energy are excluded as they are neg­

ligible for most of the energy interval of interest.) Since the dis­

tribution of secondary electrons is dependent upon the distribution of
 

nascent electrons and the manner in which they thermalize, a total source
 

term S(E) cannot be known a priori. Consequently, S(E) and the distribu­

tion function f(E) must be calculated in an iterative manner as is de­

scribed below.
 

First, the production rate of nascent electrons designated by So(E) 

is calculated (See Section D). These electrons relax into a primary 

electron distribution f0 (E)according to Eq. (10). %During the thermali­

zation process, the primary electrons further ionize the background 

uranium generating a source of secondary electrons SI(E). These secon­

daries distribute themselves in energy as prescribed by Eq. (10), i.e., 

insertion of SI(E) in the equation yields 21 E), producing yet another 

generation of secondary electrons S2(E). This process is continued un­

til the sum of the Si(E)'s converge to S(E) and likewise, the sum of 

the fi(E)'s converge to f(E). The convergence of the sum of the f.(B)'s'2.. 1 


is readily obtainable within a few iterations, in agreement with earlier
 

observations of such a process by Fano and Spencer. 
(32)
 

D. Sample Results
 

1. Nascent Source
 

The starting point in the iterative scheme to determine the dis­

tribution function is the calculation of the nascent electron source S
 
0
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Since the electrons comprising S are the result of fission-fragment
 

induced ionization of uranium, it is essential that the fission-fragment
 

distribution is known. A simple estimate of this distribution can also
 

be had from Eq. (10). The source of fission-fragments is so narrow in
 

energy, it can be considered a delta function, i.e., two distinct
 

fission-fragments are born, as the result of a single fission event, at
 

energies of 67 MeV and 98 MeV and masses of 140 amu and 96 amu, respectiv­

ely. Then, Eq. (10) becomes 

Sf 
dE (14) 

FF 

where S' represents the number of fission events/(cm -sec). Assuming a
 
14 2
 

neutron flux of 2 x 10 neutrons/(cm -sec), an averaged fission cross
 
-3
 

section of 57.6 barns, (33) and a gaseous uranium density of 5.6 x 10
17cm


at 80000K, S' is evaluated to be 6.5 x 109 fission-fragments of each kind
 

3
are born/(cm -sec) in this example.
 

The fission-fragments experience'electron capture over their entire
 

track, i.e., q = qoV/V where q and V represent the initial charge
 

(1ul6e) and velocity, respectively. Consequently, the energy loss dE/dx
 

is a maximum at the beginning of their track. A semi-empirical formula (10)
 

for the energy loss of a fission-fragment at energy E is given by
 

F_ gocis) JE 

where Eo is the energy at which the fission-fragment is born and X is its
 

range (see Eq. 3.50 of reference 10 for a semi-empirical expression for
 

X). Then, the fission-fragment distribution is
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Z'EJ N~~ (16) 

where M is the mass of-the fission-fragment and the relationship
 

dE/dt = V dE/dx = V2E/M • dE/dx is utilized. The nascent electron source 

appearing in Fig. 4 is then obtained by averaging the fission-fragment
 

distribution over a Gryzinski energy transfer cross-section for ioniza-'
 

tion events, generalized for heavy, multi-charged ions. (16) The average
 

energy of the nascent electrons is found to be ru1 eV..
 

2. Distribution Function
 

The results of successive iterations upon the distribution function
 

are also shown in Fig. 4. Convergence is easily realized in three iter­

'
ations. The final solution of the high-energy tail (dot-dash line) -is
 

displayed along with a Maxwellian distribution (solid line) corresponding
 

to the plasma density and temperature previously cited. Where the high­

energy tail intersects the Maxweliian, the source of electrons isno
 

longer dominated by the nascent electrons and their resulting avalaiche
 

but rather by up-scattered electrons. Therefore, it is assumed in Fig. -4
 

that the actual distribution will more likely resemble a summation of the
 

Maxwellian and the high energy tail.
 

3. Energy Loss Rate
 

The energy loss rates necessary for the calculation of the distribu­

tion function via Eq. (10) are displayed in Table 1. It is evident from
 

the individual energy loss-rates that the Coulombic collisions are as im­

portant in slowing down as are the inelastic collisions, ionization and
 

excitation, inspite of the vast difference in the average energy lost per
 

collision. Although the energy loss per collision by Coulombic interactions
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Fig. 4. The nascent source C.... ) versus energy as well as the distribu­

tion function plotted versus energy. The distribution consists
 
of a Maxwellian C-) and the converged solution of the high-energy
 
tail C-.-). The initial term in the series representation of f(E)
 
is also plotted (--).
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is small, the cross section is relatively large so that the loss rate
 

for these events is comparable to inelastic loss rates.
 

For high energies, the largest permissable energy loss per collision
 

is a half of an electron's energy before a collision. The probability
 

of such a hard collision, either Coulombic or ionization, is small.
 

Therefore, the assumption of continuous slowing is reasonable. However,
 

at lower energies the energy lost in an ionization event can be a
 

sizable fraction of the electrons original energy, and the continuous.
 

slowing approximation becomes less accurate.
 

For example, a crude estimation of the average energy loss per col­

lision yields values of 25.9 eV and 2.9 eV for ionization and excitation
 

collisions respectively for an electron at 32 eV, giving a AE/E of
 

approximately unity, far too large for continuous slowing. In contrast,
 

a similar estimation can be made for Coulombic collisions employing the
 

expression for the electron collision frequency,
C18)
 

Kcki~~>'--k(zrV neTr( ) .nt(17)
 

kT 1/2
 
where - is replaced by the velocity of an electron at 32 eV and the
 

e 
Coulomb logarithm is approximately 2.8. This yields a collision frequency
 

13 -lI

of r4.5 x 10 sec , or P60.044 eV lost/collision. Then AE/E is F'0.001
 

which is quite consistent with the continuous slowing assumption. Thus,
 

as seen from Table 1, the results are expected to be more accurate for
 

high temperatures where Coulombic collisions contribute a large fraction
 

of the energy loss rate.
 



ENERGY LOSS RATE, ergs/sec 

TEMPERATURE 

(I Atm.) TOTAL COULOMBIC 
COLLISIONS IONIZATION 

Uo0 

EXCITATION IONIZATION 

U+ 

EXCITATION 

TEST 
PARTICLE 
ENERGY, 
eV 

COLLISIONS COLLISIONS COLLISIONS COLLISIONS 

50000K 

2.26 
4.23 
5.53 
S.86 
.60 

.14 

.24 

.36 

.45 

.60 

'.60 
1.13 
1.28 
1.14 
-

1.45 
2.70 
3.68 
4.04 
-

.01 

.03 

.03 

.02 

.06 

.13 

.18 

.21. 

826.2 
179.3 
57.0 
26.0 
3.0 

60000 K 

2.13 
3.94 
5.24 
5.71 
1.40 

.41 

.72 
l'04 
1.29 
1.40 

.43 

.80 

.91 

.81 

.... 

1.03 
1.92 
2.62 
2.87 

.05 

.10 

.09 

.06 

.21 

.40 

.58 

.68 

826.2 
179.3 
57.0 
26.6 
3.0 

70000K 

2.17 
4.00 
5.42 
6.11 
2.17 

.81 
1.40 
2.00 
2.45 
2.17 

.25 

.47 

.53 

.47 

..-

.60 
1.12 
1.53 
1.68 

.09 

.19 

.19 

.13 

.42 

.82 
1.17 
1.38 

826.2 
179.3 
57.0 
26.6 
3.0 

80000 K 

2.23 
4.06 
5.57 
6.42 
2.52 

1.13 
.1.93 
2.75 
3.34 
2.52 

.Al 

.21 

.24 

.21 

.... 

.27 

.50 

.68 

.75 

.13 

.27 

.26 

.18 

.59 
1.15 
1.64 
i.94 

826.2 
179.3 
57.0 
26.6 
3.0 

Table 1. Energy loss rates listed as a function of energy for various temperatures.
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E. Parametric Results
 

1. Temperature Variation
 

The results of calculating the distribution function according to
 

the analytic prescription of Eq. (10) for various temperatures are plot­

ted in Fig. 5. The most noticeable effect of temperature variation is the
 

increased magnitude of the deviation of the high-energy tail from the
 

Maxwellian with decreasing temperature. This effect is directly traceable
 

to the energy dependence of the average fission cross section(33) employed.
 

As the plasma temperature and the corresponding average energy of the
 

thermalized neutrons is decreased, the fission cross section increases,
 

-ultimately, yielding a larger nascent electron source rate (see Fig. 6).
 

The degree of deviation from a Maxwellian as well as the energy range for
 

which the non-Maxwellian behavior is dominant is thereby enhanced with
 

decreasing temperatures. The point of intersection of the high-energy
 

tail with the Maxweilian distribution denotes the lowest energy for which
 

Eq' (10) is valid.
 

The effect of temperature variation upon the slopes of the'high­

energy tail is extremely subdued over most of its energy range. Only at
 

the lowest energies, i.e., at the intersection of the high-energy tail with
 

the Maxwellian, is there any noticeable difference. Examination of the
 

energy-loss rates in Table 1 reveals a partial explanation for the be­

havior of the slopes. The energy loss rates for the range of tempera­

tures considered are more disparate at low energies. The inelastic cross
 

sections fall off drastically at low energies, iccounting for the low
 

energy behavior of the energy loss rate while the temperature dependence
 

of the density results in the energy loss rate being-nearly independent
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Fig. 5. The distribution function versus energy at a constant neutron
 
flux of 2 x 1016 neutrons/cm2-sec for temperatures of 80000K,
 
70000K, 60000K, and 50000K.
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of temperature at high energies.
 

A second factor influencing the slopes is the secondary electron
 

source.- Not. only are the magnitudes of the sources different for the
 

various temperatures considered but the shapes of the source distributions
 

are different at low energies. The latter is caused by variations in the
 

fraction of neutrals present in the plasma compound by difference in
 

electronic structure between neutral uranium and singly ionized uranium.
 

(This effect is observed only at energies near the threshold for ioniza­

tion.)
 

2. Flux Variation
 

The effect of neutron flux variation upon the distribution fuiction
 

is considerably less complex than the effect of temperature variation.
 

Under the plasma conditions studied, the bulk of the thermalized electrons
 

is the result of the high plasma temperature. The neutron flux does not
 

alter the thermalized densities by more than 1/10% from-the normal Saha
 

values. Then, the only effect a change in the neutron flux level can
 

produce is-a change in the production rate of high energy electtons.
 

Therefore, according to Eq. (10), the high-energy tail is directly pro­

portional to the neutron flux level1 which is consistent with the results
 

in Fig. 7 where the high-energy tail calculated at one flux level is
 

simply a scaled vertical translation of the tail at a different flux
 

level.
 

3. Cross-Sectional Dependence
 

A vital aspect of the interpretation of data is its credibility. The
 

largest inaccuracy existing in the calculation of the distribution function
 

lies with the uncertainty in cross-sections. Since no experimental data
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exists for uranium, a hydrogenic model formed the basis for calculating
 

the necessary cross-sections (see Appendix B). A comparison of the
 

cross sections to measured values for cesium and helium reveals the
 

uranium cross sections to fall between them, but closer to helium.
 

However, due to the similarity in electronic structure of cesium and
 

uranium, the uranium cross sections would-be expected to lie closer to
 

cesium than helium. To investigate this, another set of cross sections
 

are obtained by doubling the inelastic cross sections. If the doubled
 

cross-section set is used in the calculation of the distribution function
 

in conjunction with the Coulombic energy loss rate predicted by the uni­

fied theory (15) (see Appendix A), the possible errors generated by inac­

curate slowing theory can be gauged.
 

The result of just such a calculation is compared with a calculation
 

with the unadjusted cross-section set and the Fokker-Planck slowing theory
 

in Fig. 8. Fortunately, the differences indicated are not large, e.g., a
 

maximum deviation of 4% is observed at u20 eV for 50000K. Insight as to
 

the reason for the differences can be gained from the energy loss rates
 

appearing in Table 2 which were employed in this calculation and those
 

in Table 1 for the previous calculations. Due to the doubling of the
 

inelastic cross sections, both the source and the inelastic energy loss
 
dE
 

rates are doubled. Since f(E) = S/E , the factor of two is cancelled,
 

provided the inelastic events dominate, as they do at 50000K. At 80000K,
 

however, the increase in the source rate, a result of the ionization cross
 

section being doubled, is not totally compensated by an increase in the
 

inelastic energy losses. This occurs because of the-relatively large
 

contribution by elastic collisions at higher temperatures.
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ENERGY LOSS RATE, ergs/sec 

TEMPERATURE TEST 
COULOMBIC U ° U+ PARTICLE 
COLLISIONS ENERGY, 

IONIZATION EXCITATION IONIZATION EXCITATION eV 
COLLISIONS COLLISIONS COLLISIONS COLLISIONS 

4.40 .14 1.20 2.90 .02 .13 826.2 

8.21 .24 2.26 5.40 .06 .25 179.3 

5000 K 10.69 .36 2.55 7.36 .06 .36 57.0 

11.29 .47 2.28 8.07 .04 .42 26.6 

.87 .87 - 3.0 

3.33 1.13 .22 .54 .26 1.18 826.2 

6.24 1.97 .42 1.00 .55 2.31 179.3 

80000K 8.54 2.,88 .47 1.37 .53 3.29 57.0 

9.80 3.64 .42 1.50 .37 3.88 26.6 

5.75 5.75 - - - 3.0 

Table 2. Energy loss rates listed as a function of energy for various temperatures 
with the inelastic cross sections doubled and a unified theory treatment 
of the Coulombic collisions. 
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The errors projected in this section are indicative of those antici­

pated to appear in the calculation of the distribution function. The
 

inelastic cross sections display a shape characteristic of other elements,
 

most notably cesium, but are low in magnitude over all energies of in-.
 

terest by an estimated factor of two. The unified theory expression for
 

the Coulombic energy loss rate more accurately depicts collective and
 

binary interactions than the corresponding Fokker-Planck expressions,
 

yet the difference is not so large as to discredit the Fokker-Planck re­

sult. From these results, it is seen that the anticipated inaccuracies
 

in the inelastic cross sections and the Coulombic energy loss rate are
 

compensating inaccuracies, i.e.,. the inaccuracy of the distribution is
 

less than the inaccuracies associated with either the inelastic cross­

section set or the Coulombic energy loss rate.
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CHAPTER III
 

MONTE CARLO TECHNIQUE
 

A. Introduction
 

In the last chapter, it'was pointed out that the assumption of con­

tinuous slowing is questionable, particularly at low energies. To treat
 

the problem in a more precise manner, an improved treatment of inelastic
 

collisions is required. Due to the increased complexity of the present
 

treatment of the slowing process compared to the continuous slowing
 

treatment, a Monte Carlo simulation was selected and is described here.
 

A straightforward approach is to follow the electrons via an analytic
 

prescription for Coulombic collisions for a time equal to the inverse of
 

the inelastic collision frequency. At that time they suffer a discrete
 

inelastic event which is treated by normal Monte Carlo techniques and
 

then the process is repeated. The present method is an improvement over
 

this technique in that provisions are made for the variation of the in­

elastic cross section between such events. Of course, the energy at
 

which the inelastic collisions occur as well as the energy loss suffered
 

are chosen in a random fashion according to the appropriate probability
 

distribution.
 

B; Derivation of Governing Equation
 

The results of the previous section indicate the need to relax the
 

assumption of continuous slowing down for inelastic collisions. An ap­

propriate equation may be derived from Eq. (1), namely:
 

S wy) , + (18)
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E E~dE 

Fig. 9. 	Illustration of collisional processes used in the development of
 
particle balance in energy space. The processes are: 1) inelas­
tic scattering out of the interval dE about E 2) elastic (Coul­
ombic) scattering out of the interval 3) secondary electron
 
production in interval 4) elastic scattering into interval
 
5) inelastic scattering into interval.
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where, as before, recombination is neglected. The slowing terms in
 

energy space are readily obtainable from the diagram in"Fig. 9.
 

The slowing down processes labeled 2 and 4 appearing in Fig. 9 are
 

characteristic of the continuous slowing down model previously employed,
 

but here it will be restricted to the elastic scattering component.
 

Hence,
 

where the primed terms indicate inelastic scattering. Expressions for
 

q'in and q'out may be obtained with the Gryzinski (16) type energy transfer
 

differential cross section L- (E,s) introduced in Eq. (13). The term
 

q out of Eq. (19) represents scattering via an inelastic process (repre­

sented by arrow 1 in Fig. 9) from the energy interval dE about E (the
 

shaded region (B)in Fig. 9) into any energy interval dE below energy E
 

(region A in Fig. 9). Mathematically, this can be written as,
 

M 

= j2 ;.1 &&E) d -(20) 

where e is the energy lost per inelastic scattering eyent, n is the
 

density of the background species able to participate in the particular
 

event under consideration, and the relative velocity is approximated by
 

the velocity of an electron of energy E, i.e., _ The range imposed

Me
 

upon the energy lost e varies from 0 to E which is determined by the
 
max
 

process involved. Since there are a number of ionization and excitation
 

processes competing in the slowing process, a sum over these processes is
 

necessary, i.e.,
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~&i4 zk-) nut in - -E (21)6 

Similarly, the scattering process labeled 5 represents electrons of an
 

energy greater than E (i.e., electrons from region C) which scatter into
 

the energy interval dE about E, i.e.,
 

Substitution of Eqs. (21) and (22) into Eq. (19) yields Eq. (23):
 

S(E)cQ&-i-f(EA-aE)4AE
 

_t~ ~ ~ S l,(E+-r_-_'(c
 
F_ __

vL j-o & me 

L M 

L e 

4 m) &t (23)' 

The source term S(E) appearing in Eq. (20) may be decomposed into a
 

series as was done in Chapter II. The first term S in the series repre­

sents the nascent electron source while additional higher order terms
 

depict the various generations comprising the avalanche of secondary elec­

trons. A concise expression for the total secondary eiectron source may
 

be derived from considerations of the ionization process labeled 3 in
 

Fig. 9. The secondary electrons born in the energy interval dE about E
 

are the result of ionization collisions in which an incident electron
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loses an energy E + U.. where E is the secondary's kinetic energy and U.
 

is the energy necessary for the secondary electron to overcome the ioniza-


Due to the indistinguishability
tion potential of the target uranium atom. 


of electrons,, the least energetic of the resulting pair is defined as the
 

secondary electron and -the other, more energetic electron is defined as
 

that electron which was termed the incident electron before the collision
 

occurred. Then, integration of the ionization reaction-rate over the
 

energy range of electrons capable of generating a secondary electron of
 

energy B followed by a summation over the various bound electronic states
 

which can participate in secondary electron production yields the follow-'
 

ing expression for the total electron source rate:
 

SS 0(E)&E 4FL-)5(tL-d____ 

I _.- --W--&t% A 

The calculation of the nascent source term S is outlined in Chapter II.
 

Then,
 

EL 

t+ L meUZf 

-t4(+&E)_F_ E mlE.2 E -E 

J&. .§ (25)
E 4 & 
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The governing equation ,can be obtained from Eq. (25) by invoking the
 

fundamental theorem .of calculus, i.e.,
 

t~~njaEi (--& eE4,+c-oE 

The inelastic Collision terms in Eq. (26) have been derived elsewhere. (22)
 

However, their appearance with the continuous slowing .down treatment is
 

unique.
 

C. Simulation
 

1. Distinction Between Collisional Processes and Their Treatments
 

a. Coulombic Collisions
 

Equation (26) is not .amenable to an analytic solution-as was Eq. (7),
 

but it does lend itself-to a novel method of solution involving a Monte
 

Carlo simulation that integrates both analytic and random walk techniques.
 

An analytic description of the Coulombic collisions is employed in the
 

tracing of the histories of electrons. An individual electron is permitted
 

to evolve for a time At as prescribed by the following equation.

t+At 5 = A El(27) 

E t call ls~on 

where dE Coulombic represents the electron energy loss rate due to Coulombic 
Icollision 
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collisions( 14 ,15) and AE is the energy lost during the time At. Then, if
 

an electron has an energy E associated with it at time t, at time t + At
 

its energy is E - AE. The inelastic collisions are then superimposed on 

the Coulombic slowing down in a discrete fashion as described below. 

b. Inelastic Collisions
 

i. Ch6ice of Collision Energy
 

Since the inelastic collisions are less frequent than the Coulombic
 

collisions, they are superimposed in a random walk fashion. The distance
 

of the walk is prescribed by a probability distribution dependent upon
 

the test particle's energy, the inelastic cross-sections, and the
 

Coulombic energy loss rate, Such a function can be obtained by first
 

examining the probability P(x) of a collision occurring in an infinitesimal
 

distance dx about x measured along the flight path of an electron. This
 

probability is a product of the macroscopic cross section E for inelastic
 

collisions and the length of the interval dx, i.e., Z(x) dx. The
 

functional dependence upon x is included as a reminder that the inelastic
 

cross section depends on energy which in turn is dependent upon the dis­

tance of travel within the slowing medium. The density of the target
 

particles is assumed to be constant within the medium.
 

The probability of traveling a distance x without a collision is the
 

ratio of the intensity of a beam of test particles displaced a distance x
 

to the initial intensity at x = 0, i.e., ICx)/I(0). The attenuation of
 

such a beam is governed by the following equation:
 

- -) ,(I- k (28) 
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Integration of Eq. (28) yields,
 

I(%) (29) 

Then, the probability of the first inelastic collision occurring in dx
 

about x is
 

~ (30) 

Since the problem is to be solved in energy space, an equivalent probability
 

of the first inelastic collision occurring in the energy interval 'dE about
 

E is desired, or
 

P? (0 (F)& (31) 

thereby implying that the Jacobian necessary for such a transformation would
 

be - which can be related to the energy loss rate by,

dx
 

ca Amb; CoAomk 

V&F, =S rc11iviQ1%sians (32) 

Then, the transformation of Eq. (30) into the energy variable B yields
 

Eq. (33): 

CEiE (.3.3)4JE C01!; _ 

where PI(E) is the probability that the first inelastic collision will
 

occur at energy E if the electron is injected at energy E
 
0 

ii. Determination of Energy Lost
 

Once it has been established that a collision occurs at energy E,
 

the amount of energy lost must be determined. This too is prescribed by
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a probability distribution function. The probability of a particle which
 

collides at energy E losing energy a may be obtained by normalizing,the
 
da
 

differential energy transfer cross section d- (E,s) to the microscopic
 

cross section c(E) for that process, i.e.,
 

FEP= &~,)~. (34)
it 6{E) 

The determination of the process, i.e., which of the uranium species,
 

collision types, and atomic levels are involved, must preceed the energy
 

-loss calculation (see Appendix C for the algorithms employed).
 

2. Mergingof Treatments
 

a. No Inelastic Collision
 

The manner in which all of the above aspects of collisions are in­

corporated to yield a complete description of the slowing down process
 

will now be illustrated with an example. Let us begin by assuming an
 

electron is born at energy E° which corresponds to a time t on the energy
 

vs. tiie plot on the right hand side of Fig. 10. This plot, generated
 

according to Eq. (27), represents an electron's energy as a function of
 

time as it slows down solely due to Coulombic collisions in an inter­

mediate energy range well above ET . Since the introduction of source 

particles must occur frequently enough to approximate continuous inter­

jection, an individual electron is only permitted to evolve for some small 

time interval At. The result of one such period is to let the electron 

follow the slowing down curve to the point corresponding to time t1 =t0 + At 

and energy E. A second period leaves the electron at time t2 =t0 +2At 

and energy B2. This process continues until that period in which the 

electron falls below the energy ET for which Eqs. (7)and (13) become in­
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valid, or an inelastic collision occurs.
 

b. Inelastic Collision
 

The decision for the existence of an inelastic collision must be 

made at the beginning of the electron's history, i.e., at E0 . It is based 

upon the probability of an electron traversing the energy range E to the 
0
 

lowest valid energy considered ET, or the non-collision probability:
 

TE' 

This probability is by necessity equal to one minus the integral of the
 

probability of a collision occurring at energy E, Eq. (33), with the limits
 

of integration being from E0 to ET _ Comparison of PNC with a random num­

ber chosen from the range 0 to 1 completes the decision process. If the
 

random number is greater than PNC' then an inelastic collision must occur.
 

Conversely, if the random number is less than PNC' the electron will not
 

suffer an inelastic collision.
 

For the sake of thoroughness, assume the electron collides. Then,
 

the energy at which the collision will occur must be selected. Normally,
 

the energy would be randomly selected from the inverse distribution of the
 

probability of colliding at energy B. However, if the probability dis-­

tribution is too complex to invert, as it is here, a form of the rejection
 

technique (34) must be employed. This algorithm begins by mapping the
 

probability distribution onto a rectangle of unit area. The prescription
 

for obtaining an acceptable candidate for the collision energy E involves
 

the selection of two random numbers, r1 and r2, where r1 represents an
 

evaluation of the probability distribution and the other, r2, is a candi­

date for E. If rI is less than the distribution evaluated at r2, then r2
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is accepted as the collision energy. However, if the converse is true,
 

the candidate is rejected and the process is repeated until an acceptable
 

candidate is found. (This process is analogous to throwing darts at a
 

rectangle with the coordinates of the impact"point corresponding to r1
 

and r2. When the impact point falls below.the probability distribution,
 

the corresponding energy is taken tb be the collision energy.)
 

As applied to the calculation of the energy of the next collision,
 

the technique commences with the following prescription for the renormal­

ized collision probability:
 

P (56)P,_ _ _ _ _ _ _ 

COL 
 Q(V 

where the expression for P1 is obtained from Eq. (33) and the energies
 

Ecol and E0 are, respectively, a candidate for collision energy and the
 

initial electron energy. Inherent to the success of the algorithm is
 

that the maximum value of the probability distribution is readily ob­

tainable, i.e., the maximum must occur at E . Then, 

L(F-) t4LEj~ (37) 

P BA plt o erss at-
A plot of Pcol versus Eco1 also appears in Fig. 10. 

The choice of collision energy is completed by first randomly choosing 

a candidate E3 from the energy range E° to ET. Next the corresponding 

Pcol = R is calculated and compared with a random number in the interval 

0 to 1. If the random number is less than R, the candidate energy B3 is 

accepted as the site of the collision. If the random number is greater 

than R, the process is repeated until an acceptable candidate is obtained., 
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Continuing the present example, the collision energy is assumed to
 

be E Then the electron slows from energy E to E via Coulombic col­3' 0 3 
lisions. In the third time period, the period in which the collision
 

occurs, the electron would have proceeded from time t2 and energy E2 to
 

time t4 = 
t2 + At and energy E4 if a collision had not occurred. The
 

occurrence of a collision does not alter the fact that the electron must
 

interact via Coulombic collisions for the full time period At (the in­

elastic interaction time is negligible compared to At). Then, after the
 

occurrence of the inelastic collision, Coulombic interactions are to be
 

resumed for a time At' in order to complete the evolution of the electron
 

for the period At.
 

The determination of which of the background species is involved
 

and also which of the possible ionization and excitation events will be
 

involved in the collision must precede the calculation of the energy'lost
 

as a result of the collision. The species selection is accomplished by a
 

comparison of a random number (henceforth in the discussion all random
 

numbers are assumed to be evenly distributed from 0 to 1) to the ratio
 

of the macroscopic cross section of a species to the total macroscopic
 

cross section in the usual Monte Carlo'fashion. Similarly, the type of
 

collision is chosen by comparison of a random number with the ratio of
 

the microscopic cross section for a species process to the total
 

microscopic cross-section.
 

For economical reasons, the energy lost in an excitation collision
 

is approximated as the excitation energy. This approximation is a
 

reasonable one because the possible energy losses range from the excita­

tion energy of the process considered to the excitation energy of the net
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,state affording a larger energy transfer. Furthermore, the difference in
 

energy of two adjaceht excitation levels is usually small compared to the
 

excitation energy (see Table 4) and the probability of an energy transfer
 

event increases as the amount of energy transferred decreases.
 

In the case of an ionization collision, the amount of energy lost 

by the electron at energy E3 is'also determined by a rejection technique.
 

In this case, the renormalized probability PAE is
 

-p (38) 

T M 
where PT(AE) is the probability of losing AE energy through an ionization 

collision and is obtained from Eq. (34). The energy EM represents the
 

minimum energy which can be lost and is non-zero because of the presence
 

of a threshold energy necessary to initiate the ionization process.
 

In Fig. 10, a plot of PAE is presented as a function of the final
 

-energy (rather than the energy transferred). As before, a candidate E5
 

is chosen as the .energy of the electron after the collision and the cor­

responding renormalized probability PA(ES) is subjected to the acceptability
 

criterion. Assuming R' to be larger than the random number chosen, the
 

tracing of the electron 'canproceed from energy E5.
 

At this point a decision is made whether or not the electron will
 

incur further collisions and where in energy the next collision will occur.
 

This is done as previously described. After performing these tasks, an
 

attempt is made to permit the electron to proceed a time At' such that
 

the period will be completed. The electron is advanced to energy E6
 

corresponding to time t6 =t5 +At', provided a collision does not occur at
 

an energy greater than E6. Should another collision occur in the same
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period, the previous process is repeated until the electron has been per­

mitted to evolve for the duration of the time period At, and so the
 

evolution continues for additional periods, moving in steps of At along
 

the Coulombic slowing down curve, to the next collision and eventually
 

past the threshold energy of validity ET.
 

3. Computational Time Reduction
 

Five additional techniques are utilized to provide a substantial re­

duction in computational time without altering the accuracy of the code.
 

The techniques are described below in the order of their effectiveness.
 

The first technique is a unique, new method called convergence
 

propagation. A necessary criterion for its applicability is that f(E)
 

is dependent upon f(E' > E) (rather than f(E' < E)). Then, capitalizing
 

upon this condition, the method is the dynamic expansion downward in
 

energy of the energy region over which the distribution is simulated.
 

The expansion of the simulation region occurs only when convergence has
 

been obtained in the current region. The savings in computational time
 

is realized by not having to simulate the distribution below energy E
 

until the wave of convergence has arrived at E (for a more detailed dis­

cussion of this technique, see Appendix C). 

A second technique involves the fitting-of frequently evaluated,
 

complex functions with a number of quadratic equations, each valid in a
 

unique subinterval of the dependent variable's range. The coefficients
 

of these equations are determined by a cubic spline algorithm (from the
 

IMSL subroutine library). The savings are substantial, and better than
 

single precision accuracy is easily obtained for the functions.
 



48 

A third technique is strongly coupled to the convergence propagation
 

technique in that an optimum time step is chosen for each energy group in
 

the convergence scheme. The time for an electron to traverse the yarious
 

energy groups varies by four orders of magnitude in the present problem.
 

Thus, it becomes essential to gear the frequency at which convergence is
 

checked, i.e., At, to the group transit time of the current converging
 

group as the convergence wave propagates towards lower energies. Devia­

tions in the specification of At as the transit time are permitted by
 

examining the ratio of the number of electrons in the group to the number
 

of source electrons introduced. If the source is the major input into
 

the group, then At is shortened from the transit time. Conversely, if
 

the source is not the dominant input, then a larger time is used to per­

mit sufficient collisions to occur in order to get better statistics on
 

the input into the group due to inelastic collisions. By this scheme,
 

the convergence check will be made as soon as a significant change has
 

been made in the distribution function.
 

A fourth technique relies upon stacking source particles in energy
 

and staggering their associated time of introduction. At the time of
 

particle introduction or replenishment, m particles, where m =k-(m,k,k
 

are integers), are introduced into an energy interval, where P particles
 

are assigned the same injection energy, there being k such energies. To
 

avoid the m particles behaving as if only k particles had been introduced,
 

each is assigned a unique collision energy and associated time of injec­

tion. Since particles are replenished with a periodicity of At, an
 

assigned injection time t must lie randomly within the interval
 

Ti - At < t < Ti is the time at which the current replenishment occurs
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according to the internal clock. Many facets of the time consuming cal­

culation of the collision energy are thereby retainable for the other
 

£-l particles at the same energy.
 

A fifth technique involves the utilization of an initial guess. The
 

proximity of the guess to the ultimate answer determines the efficiency
 

of this technique. However, the effectiveness of this technique as re­

ported by Wang (23) was not realized in the present Monte Carlo code. This
 

is attributed to the effectiveness of the convergence propagation tech­

nique.
 

D. Test Run
 

Immediate questions arising after the development of a Monte Carlo
 

code concern the accuracy and the rate of convergence to the solution of
 

the proposed problem. The criterion for convergence involves various
 

conditions such as: consistency, approximity to an experimentally ob­

served quantity or independent calculation, and stability of the solution.
 

Each of these tests are stringently applied to an arbitrarily chosen case
 

in the ensuing paragraphs.
 

The case in question is for a neutron flux of 2 x 1016 neutrons/(cm2-ec)
 

and a plasma temperature of 50000K. A sample of the results is shown in
 

Fig. 11. The figure is a composite of four graphs, each depicting the
 

high-energy tail at successive times as recorded by an internal clock.
 

Also appearing in each graph is the tail of a Maxwellian distribution cor­

responding to the electron density and temperature, and the corresponding
 

analytic solution for the high-energy tail. As in Chapter II,the total
 

distribution function in either the Monte Carlo or analytic calculation
 

is the union of the Maxwellian and the corresponding high-energy tail.
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The relationship between the analytic and Monte Carlo result is atypical
 

of other temperatures and shall be explored in detail in Section F of
 

this chapter. For the present, the analytiL result will serve solely as
 

a standard for comparison. The final result to be reported later is an
 

average of a dozen such snapshots of the distribution function.
 

1. Coisistency
 

Since a computed result may seem plausible and yet be erroneous,
 

especially with large computer programs such as the present Monte Carlo
 

code, the code must be established to be free of programming and logic
 

errors. This is accomplished by comparing, for consistency, computer
 

calculations with independent hand calculation.
 

The aforementioned computer results are not those of the distribution
 

function, but rather additional, supplemental results relative to the dis­

tribution function, recorded at the time of each snapshot. A sample of
 

these results, corresponding to the last snapshot of Fig., 11, appears in
 

Fig. 12. Each'entry in Fig. 12 is briefly described below.
 

The energy lost by all the electrons within an energy group centered
 

at the tabulated energies is recorded, providing information regarding the
 

slowing mechanisms. The presence of zeros in the ionization and excita­

tion energy loss rate columns indicates there were no collisions of this
 

type during the last time period At.
 

Also, the W-value (the energy lost per ion pair formed) is calculated
 

during the same time period. This particular value is larger than the
 

average value based upon results at eleven other time periods, i.e.,
 

160 eV per ionization event. The importance of this particular result
 

cannot be fully realized as there are no experimental measurements with
 



DE 4 3
 
ENERGY, eV
b-x 10 ergs/(sec-cm) 


COULOMBIC EXCITATION IONIZATION W-VALUE:
 
COLLISIONS COLLISIONS COLLISIONS 203.2 eV/(per ion pair
 

formed)823.7
2.9 0.6 0.0 
5.8 0.0 73.6 558.9
 
9.6 0.0 "0.0 379.2 THE ELAPSED TIME:
 

20.0 2.9 211.1 255.3 
23.8 2.0 0.0 174.6 4.8 NANOSECONDS
 
22.1 2.6 0.0 118.5
 
29.7 0.0 55.0 80.3
 
39.0 0.0 0.0 54.5
 
33.4 2.9 0.0 37.0
 
36.6 1.6 3.2 25.1
 
37.0 5.2 1.8 17.0
 
40.5 3.8 5.0 11.6 
37.0 1.6 0.0 7.8
 
29.2 0.0 0.0 ,5.3
 
16.2 0.1 0.0 3.6
 

GROU BALANCE3 3 3
 
Number of Particles out (x,10 electrons/cm z Number of Particles in (x 10 electrons/cm )

Electrons scattered out z Secondary Electrons + Nascent Electrons + Electrons
 

Scattered Irn
 
267.2 
 - 2.5 + 34.6 + 223.5 

[GLOBAL PARTICLE BALANCE 3 3 3
 
Number of Particles out (x 103 electrons/cm3) Number of Particles in (x 10 electrons/cm )

Electrons Scattered out Secondary Electrons + Nascent Electrons
 
267.2 Z 33.0 + 232.3 

Figure 12 Additional Computer Results M 
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which to compare and the result is plagued by a large statistical un­

certainty. 
However, the result is consistent with the expectation that
 

it be larger than the ionization potential of 6.2 eV for neutral uranium.
 

The time elapsed on the internal clock is presented in comparisofi
 
with an estimate of the time necessary to achieve a converged solution
 

by a straightforward Monte Carlo simulation. 
 If the elapsed time is
 
larger than the estimated time, then the electron slowing calculation is
 

grossly in
error even if the initial guess is very poor. 
Then, a value of
 
3.6 for the ratio of the estimated time to the elapsed time is reassuring
 
concerning the validity of the electron slowing. 
This factor of 3.6 is
 
also a measure of the efficiency of the convergence propagation technique.
 

The data necessary to deteinine if particle balances exist for the
 
lowest energy group and the entire ensemble of energy groups appears in
 
Fig. 12. A particle balance to within a 
tolerance of ±15% is imposed upon
 
the current lowest group as a condition for advancing to the next group
 
in the convergence propagation scheme. 
If the lowest energy group complies
 
with this condition, then a snapshot of the high-energy tail is recorded.
 

No provisions are made to guarantee a global particle balance. 
Then, the
 
observance of such a balance to within ±1% insures the validity of the
 
propagation of convergence technique and the accuracy of the integral of
 

the distribution function.
 

Further consistency checks can be performed with the data in Fig. 12
 
For example, the total Coulombic energy loss rate at 25.1 eV divided by
 
the number of particles within the group, f(E) dE (where it is correctly
 
assumed that all the electrons in the group suffer this collision-type)
 

yields an energy loss rate of .41 ergs/sec. The average value obtained
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for a dozen snapshots is .45 ergs/sec. These values are within ten per­

cent of the calculated value, in Table 1, of .448 ergs/sec.
 

For inelastic collisions, the energy loss rate is tabulated as the
 

result of two separate algorithms; one establishes the collision frequency
 

while the other determines the energy loss. A separate run specifically
 

designed to check the average energy loss produced results very similar to
 

those calculated in Section D of Chapter'l. The mean value of the energy
 

loss for excitation collisions, 2.98 eV, obtained from the code is com­

-parable to an average value of 2.9 eV calculated in Chapter II. For
 

ionization events, the code generated'values of 23.4 eVcompared to an
 

average value of 24;5 eV also calculate& in Chapter Il.
 

The accuracy of the collisio frequency algorithm can also be
 

verified by comparing the number of excitation collisions generated by the
 

code with the number of expected excitation collisions as calculated below.
 

Dividing the excitation energy loss rate at 25.1 eV of Fig. 12 by an
 

average energy loss of 2.98 eV yields a value of 3.43 x 1015 excitation
 

collisions per second. Alternately, since there are 8.3 x"10 'electrons
 

at 25.1 eV and the collision frequency is 8.7 x 109 collisions/sec,
 

7.2 x 10is excitation collisions are expected per second. 
These results
 

are in reasonable agreement, andthe discrepancy cin be attributed to
 

statistical fluctuations as the average excitation energy loss obtained
 

from the Monte Carlo code is 3.2-x 10. ergs/sec compared to the value of
 

1.63 x 104 ergs/sec reported for this particular snapshot of the dis­

tribution function. 
From these checks, the code,can be concluded to be
 

a consistent and acdurate representation of the physical processes in­

volved.
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2. Approximity to Independent Result
 

Confidence in the Monte Carlo calculations can also be gained by a
 

comparison with the results .of the earlier analytic model. The two re­

sults are in exceedingly good agreement in Fig. 11. However, such excep­

tional agreement is atypical (see Fig. 18). Nevertheless, the assumption
 

of continuous slowing down, which is the basis of the analytic model, is
 

not too unreasonable under the plasma conditions considered here. There­

fore, the approximity of the two models' results is expected and its ob­

servance (see Fig. 18) reaffirms our confidence in the Monte Carlo calcu­

lations. Furthermore, the existence of a display of common trends (see
 

Section E) and a predictable disparity (see Section F) reinforce the
 

acceptability of the Monte Carlo solution.
 

3. Stability
 

The final criterion for the acceptability of the solution is its
 

exhibition of stability. The stability of the "converged" solution is dis­

played in Fig. 11 over a short period of time while a longer term time
 

history of the distribution evaluated at a single energy is shown'in Fig.
 

13. In both instances, random oscillations about an average value are
 

observed. The display of this type of behavior in conjunction with the
 

observance of a global particle balance suggests that the solution has
 

converged. However, these criteria for convergenceare not acceptable
 

until they have been demonstrated to correctly predict the solution to be
 

stable for extended periods of time (at least several multiples of the
 

Coulombic slowing down time).
 

The necessity of observing the distribution then for tens of nano­

seconds imposes a severe financial strain. Thus, a less costly, but
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equivalent scheme of sustained observation, was ultimately employed. The
 

scheme relies on the knowledge that a necessary condition for terminating
 

observations is the elimination of any correlation in time of the last
 

observation with the initial observation. In Monte Carlo calculations,
 

this is equivalent to using a random number string of infinite period
 

or several strings of large but finite period. Then, by repeating the cal­

culation several times, each time using a different random number string,
 

sufficient data will exist to determine if the solution has relaxed into
 

a stable configuration.
 

Such tests were performed for a distribution at 8000K. This partic­

ular temperature was chosen because the final distribution differs most
 

from the initial guess, the analytic solution. The results of a dozen
 

observations taken in six separate runs of the code, with different ran­

dom number strings for each run, are summarized in Table 3. Each average
 

of the dozen observations for the six runs falls within a standard devia­

tion of the average of all seventy-two observations, except for the values
 

at the two lowest energies. The reason for the bad statistics at low
 

energies lies in the choice of the machine particle distribution (see
 

Appendix C). Since these two distribution points are past the intersection
 

of the Maxwellian and are not meaningful, their behavior is irrelevant.
 

The observance of oscillations in the standard deviation are the result of
 

the coarseness imposed upon the calculation through the number of simula­

tion particles utilized, combined with the fact that an electron will, on
 

the average, suffer three inelastic events while slowing from I keY to
 

3.0 eV for an 8000'K plasma.
 



58 

These tests were repeated at S0000 K, but with only three separate
 

runs (and three random number strings). As before, an average of the
 

dozen observations recorded in a single run falls within a standard
 

deviation-of the average of all thirty-six observations. Furthermore,
 

at 80000K and S00OK, the standard deviation calculated in each run
 

approximately equals the standard deviation of all observations at the
 

same temperature. Then, a single run yields sufficient data from which
 

to conclusively generate the converged solution. -The converged solution
 

is the average of the dozen observations recorded in a single run to
 

within a standard deviation, also calculated in the run (see Table 3 for
 

typical values of the standard deviation).
 

E. Parametric Studies
 

1. Temperature Dependence
 

The resulting distribution functions of Monte Carlo calculations
 

are displayed in Fig. 14 for various temperatures at a constant neutron
 

flux of 2 x 1014 neutrons/(cm2-sec). The overall trends indicated by the
 

Monte Carlo results are quite similar to the earlier analytic solutions­

in Fig. 5. The distribution function appears to be dependent upon tem­

perature variations predominantly through the normalization of the high
 

energy tail, except for a slight change in slope at low energies.
 

2. Neutron Flux Dependence
 

Similarly, the distribution functions calculated by the Monte Carlo
 

code reflect the same trends in parametric variations of the neutron flux
 

as do the analytic results, namely, the distribution function is directly
 

proportional to the neutron flux level. This is amply illustrated in
 

Fig. 15 for a plasma temperature of 50000K.
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DISTRIBUTION FUNCTION, electrons/(cm -ev) ENERGY,
 

AVERAGE STANDARD MAXIMUM MINIMUM eV
 

VALUE DEVIATION, VALUE VALUE
 

.10 6.3 .110 .089 -823.7­

.30 4.8 .329 .278 558.9
 

.56 12.5 .73 .455 379,2
 

.94 15.7 1.27 .73 255.3
 

1.47 8.5 1.69 1.24 174.6
 

2.23 5.6 2.54 1.91 118.5­

3.07 12.0 3.98 2..54 80.4 

3.81 6.1 4.50 3.34 54.5 

4.57 8.2 5.43 3.95 37.0 

6.05 7.6 7.09 5.01 25.1 

7.56 7.3 9.85 5.85 17.0 

8.39 10.5 11.23 5.50 11.6
 

9.24 12.0 14.01 6.74 7.8
 

10.42 19.2 17.14 7.34 5.3
 

12.06 32.4 . 24.99 7.72 3.6 

Table 3. Statistical data on'Monte Carlo results for 8000'K and a
 
neutron flux of 2 x 1014 neutrons/Ccm2-sec) based on a
 
dozen observations each of six runs with different random
 
number strings.
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Fig. 14. 	 Temperature 'dependence of distribution function is exhibited
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3. Comparison of Coulombic Energy Loss Rate Models
 

Previous to this, all distribution functions have been calculated
 

with a traditional Fokker-Planck expression for the energy loss rate for
 

Coulombic collisions. Due to the small number of electrons in a Debye
 

sphere, collective interactions cannot be overlooked.. The distribution
 

function has been recalculated with a Coulombic energy loss rate from the
 

unified.theory (15) which incorporates both binary and collective inter­

actions into a single theory. The results are presented in Fig. 16 for
 

a neutron flux of 2 x 1014 neutrons/(cm2-sec) and temperatures ranging
 

from 8000'K to 50000 K. Also, for completeness, the range of electron
 

energy has been extended closer than previous results to the maximum
 

energy at which a nascent electron can be born (-2.1 keY)
 

Again, the general trends of the previous calculations are still
 

preserved under a change of expressions for the energy loss rate. How­

ever, the absolute magnitude of the high-energy tail-is affected by.the
 

change. This is illustrated in Fig. 17 .for a neutron flux of 2 x 1014
 

neutrons/(cm2-sec) and a temperature of 8000'K. (This represents the
 

"worst" case since at higher temperatures, the Coulombic energy loss rate
 

.comprises a larger fraction of the total energy loss rate than at any other
 

temperature considered.) In general, the energy loss rate for the unified
 

theory is approximately 1.5 times larger than the Fokker-Planck energy
 

loss rate, due to the additional slowing mechanisms (collective inter
 

actions and hard impact collisions) considered in the former energy loss
 

rate. This factor decreases the distribution function by approximately
 

a factor of 2/3 as predicted by Eq. (10).
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F. Comparison of Methods
 

Although both the analytic results of Eq. (I0)and the Monte Carlo
 

simulations of Eq. (13) have been presented and common trends observed,
 

they have not been compared with each other. 
In Fig. 18, a series of
 

graphs at various temperatures and a constant neutron flux of 2 x 1012
 

neutrons/(cm -sec) illustrate the differences between the analytic (dashed
 

line) and Monte Carlo (A's) results. The corresponding tail of the
 

Maxwellian distribution (solid line) is included in each of the graphs
 

of Fig. 18 in order to locate the intersection of the two distributions;
 

i.e., 
the range of validity of the slowing down distribution.
 

The most significant difference in the two sets of results is the
 

increasing gap between them with increasing temperature. This dis­

crepancy can be explained by first observing that if both solutions were
 

extrapolated to higher energies, eventually the analytic result would
 

intersect the Monte Carlo result and finally lie below it, as is easily
 

seen to be the case for 5000K. From this, it can be concluded that at
 

the origin or highest energy for which the nascent source-exists (-2.1 keV),
 

the analytic solution will lie closer to but always below the Monte Carlo
 

solution, as the temperature is increased. At lower temperatures, the
 

importance of the inelastic collisions as an energy loss mechanism in­

creases, thereby, rendering the assumption of continuous slowing (and the
 

analytic treatment) to be invalid at low temperatures. Although the
 

inaccuracy may seem insignificant at the origin of the calculation
 

(-2.1 keV), the propagation of the error amplifies the inaccuracy in 
a
 

peculiar manner as described in the ensuing pages.
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By examining Eq. (4), the discrepancy in the distribution function
 

at the highest energy can be traced to the energy loss rate. Neglecting
 

recombination, the equation can be rewritten at the point of origin of
 

the calculation subject to the boundary condition
 

(39)-) 0 

as,
 

constant= S(E) FtIE (40) 

Eq. (40) demonstrates that an exaggeration of the energy loss rate
 

will result in the underestimation of the distribution function as is ob­

served to be the case with the analytic result in comparison to the Monte
 

Carlo result.
 

The reason that the analytic method overestimates the energy loss
 

rate lies in the continuous slowing approximation as demonstrated by the
 

following examples.
 

Consider an energy cell of width AE located at the point of origin
 

B + dE of the calculation, containing 100 particles distributed evenly in
 

energy, i.e., 10 particles are in the subinterval labeled A, etc. (see
 

Fig. 19). Furthermore, assume that an arbitrary fraction of the total
 

particles collide per At, e.g., 1/10. If the average energy loss per col­

lision is less than AE, e.g., AE/2, then the number of particles which
 

leaves the cell due to collisions according to both treatments is:
 

PQNALY C F F (41) 
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Fig. 19. 	 Energy interval dE about B depicted at origin of calculation.
 
The interval is subdivided into ten smaller intervals
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(1 Ar-I ,o 

A=-_100 (42)
 

5/At (43) 

and, 

_ + - I-- _ - + A/At- (44) 

AtEMONTE CARLO - tA At LtD 

where l/AtA represents the-one particle of the ten particles in subinterval
 

A that collides, losing sufficient energy to escape the interval AE within
 

the time At. Hence, both treatments yield the same result if the energy
 

transfer is indeed infinitesimal. However, if the average energy lost
 

per collision is larger than AE, e.g., 2AE, then
 

t 0 OD't4 LYTI O(45)AMRLYTic \lOalt/ t 

and
 

--- s- .. 0 (46) 
PoNrE CALO t A At 

The results of Eqs. (45) and (46) confirm that the analytic result errone­

ously overestimates the diffusion from the original cell by spreading out
 

the energy loss per collision over all of the electrons within the cekl,
 

enabling more of them to leave.
 

At intermediate energies, both the number diffusing into an energy
 

interval dE about E and those diffusing from the interval will be erroneously
 

calculated in the analytic method. Because the cross sections are rela­

tively constant and the energy loss per collision small compared to the
 

electron energy, the errors will cancel, yielding an approximately correct
 

slope for the distribution function at intermediate energies. This is born
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out by the result at 50000K and a renormalized result (dot-dash line)
 

at 80000K in Fig. 18.
 

At lower energies, i.e., near the point of intersection with the
 

Maxwellian, the assumption of continuous slowing down completely breaks
 

down. The inelastic cross-sections vary rapidly and the energy lost
 

per excitation collision becomes a sizable fraction of the electron energy.
 

Thus, the shapes of the Monte Carlo curves differ considerably from the
 

analytic results in the region at, and below, the intersection with the
 

Maxwellian. Fortunately, the worse departure occurs below the inter­

section where the calculation is no longer interesting.
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CHAPTER IV
 

CONCLUSIONS
 

A. 	Review
 

Preliminary to the calculation of the distribution function in a
 

uranium plasma is the assemblage of the excitation and ionization cross
 

sections for neutral and singly ionized uranium. As no previous calcu­

lations nor measurements exist for them, the hydrogenic-model of
 

Gryzinski(16) is applied to uranium utilizing the atomic state data of
 

Parks. (17) Furthermore, the nascent electron source, heretofore an
 

undetermined quantity, is modeled upon a semi-empirical formulation of
 

the fission-fragment thermalization process and the aforementioned cross­

section set. Then, these calculations in conjunction with the determination
 

of the species' densities via the Saha equations serve as the basis for
 

the distribution function calculation.
 

The distribution is decomposed into two parts: a Maxwellian (valid
 

at low energies) and a high-energy tail. The calculation of the tail is
 

performed via two distinct methods. The first method was based upon the
 

assumption of continuous slowing down and yielded an analytic solution
 

from which trends could easily be predicted. The second method involved
 

the Monte Carlo simulation of a governing equation in which the assumption
 

of continuous slowing down had been relaxed for inelastic collisions. The
 

second method affords a check upon the first method while serving as a
 

powerful tool for performing detailed calculations. The disparity in the
 

two sets of results is tracable directly to the applicability of the con­

tinuous slowing-down assumption to the inelastic collisions.
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Incorporated into the Monte Carlo simulation are several noteworthy
 

techniques developed or adapted specifically for the present case. Fore­

most of these are the adaptation of the rejection technique to increase
 

the sampling efficiency and the development of the convergence propagation
 

technique and the scheme of superimposing continuous and discrete slowing.
 

Especially important is the latter technique as it represents the first
 

time that Coulombic collisions are considered in irradiated plasmas which
 

are being examined for their excitation capabilities.
 

In an attempt to ascertain the effect of collective interactions
 

upon the Coulombic energy loss rate, two theories were employed. The
 

first, the Fokker-Planck theory, is a zero order treatment in the plasma
 

parameter g. The other, the unified theory, is a first order theory. On
 

the basis of these two theories, it was concluded that the collective
 

interactions were adequately incorporated into the calculation.
 

From the results presented here, the distribution function is con­

dluded to be non-Maxwellian above 15 eV. Parametric studies reveal the
 

amplitude of the high-energy tail to be linearly proportional to the
 

neutron flux level and inversely proportional to the temperature. The
 

degree of deviation of the high-energy tail from a Maxwellian can be
 

gauged by the following example: for the plasma conditions of 8000'K and
 

2 x 1016 neutrons/(cm2-sec), the calculated distribution induces 6 x 1014
 

more excitation events/(cm3-sec) than a Maxwellian distribution.
 

B. Accuracy of Results
 

From Section F of Chapter II. it can be concluded that the Monte
 

Carlo solution gives a much more accurate account of the collisional
 

processes than does the analytic solution, hence, a more realistic dis­
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tribution function. The Monte Carlo result can be considered statistically
 

uncertain to within fifteen percent based upon the results of Table 3.
 

Improved statistics can be affected primarily by increasing the number of
 

simulation particles. However, two other factors have a greater influence
 

upon the ultimate accuracy of the results; namely, the errors inherent in
 

the cross-section set and the Coulombic collision treatment.
 

The other researchers have successfully applied -the hydrogenic model
 

of Gryzinski (16) to calculations of cross sections (e.g., Lo(22) employed
 

the model for Helium). However, comparisons of the calculated cross section
 

to cesium, which is similar in electronic structure, reveal that the calcu­

lated cross-section set may be somewhat low. The uncertainty involved is
 

estimated to be a factor of 2.
 

The uncertainty associated with the Coulombic energy loss rate is
 

difficult to'predict. The error estimating scheme of the BBGKY hierarchy (21)
 

is not applicable as the plasma parameter g is not small (i.e., g < 5.2). 

However, the ratio of the unified slowing expression .(exact to order g) 

,to the Fokker-Planck expression (accurate to order 1) is found to be only 

of order 3/2 in spite of the two treatments' diversity. The Fokker-Planck
 

expression depicts a test particle's interactions with the background.
 

within the annulus defined by b < r < XD' where b° = and AD are the close
 

impact parameter and the Debye length, respectively; while the unified
 

theory depicts those interactions within the annulus 0-< r < . Because
 

each treatment is so different, yet their results are in good agreement,
 

it seems reasonable to conclude that the actual energy loss rate is close
 

to that predicted by these two theories. If additional correlation (or
 

'collective) effects enter, the energy loss rate would be even larger than
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that predicted by the unified theory. A liberal estimate of the energy
 

loss rate would be a factor of 5 larger than the Fokker-Planck result.
 

The uncertainty associated with the inelastic cross-sections can
 

increase the distribution by a factor up to two particularly at high T.
 

Similarly, the Coulombic energy loss rate could possibly introduce a fac­

tor of two in the opposite direction also preferentially at high T. Then,
 

the effects tend to cancel, and the final result can be more accurate
 

than either of the components of the calculation, i.e., the distribution
 

functions reported here (e.g., Figs. 14 and 15) are uncertain to within a
 

factor estimated to be considerably less than two.
 

C. Implications to Uranium Plasma Program
 

The results presented in Section E of Chapter II and III clearly
 

demonstrate the distribution function to be non-Maxwellian. The importance
 

of this is partially lost since the bulk of the excitation out of the
 

ground state is done by electrons below the intersection in energy of the
 

tail and the Maxwellian. For 80000 K, a Maxwellian distribution will cause
 

approximately 1.4 x 1024 excitations/(cm 
3-sec). Above 22 eV, however, the
 

Maxwellian will cause 3.2 x 1013excitations/(cm -sec) while the high-energy
 

tail will cause 6.6 x 1014 and 3.9 x 1013 excitations/(cm3-sec) for neutron
 

fluxes of 2 x 1016 and 2 x 1014 neutrons/(cm2-sec), respectively. These
 

excitation rates may not produce inversions of the excited state densities
 

in a uranium plasma. However, if the plasma were seeded with a species with
 

a high threshold energy for the first excited state, e.g., helium, then
 

ideal conditions exist for predominately exciting the helium with the non-


Maxwellian tail. Then, clearly, the significance of the high-energy tail
 

is determined by the type of interactibn under consideration.
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D. Future Work
 

1. Further Applications and Development of Code
 

The presence dependence of the distribution should be investigated.
 

Crucial to this investigation is the size of the perturbation to the Saha
 

densities caused by the fission-fragments. The changes in the densities
 

of the various plasma species will determine if the distribution can be
 

extrapolated from the results presented here. If not, the calculations
 

must be repeated with the appropriate densities (and corresponding tem­

peratures).
 

An additional effect that should be incorporated is spatial diffusion.
 

This effect is neglected in this work as the projected size (1 meter) 6f the
 

device containing the uranium plasma makes the plasma an infinite one.
 

The electrons in the high-energy tail will preferentially leak out from
 

the system, thereby decreasing the perturbation of the high-energy tail on
 

the Maxwellian.
 

One must not neglect the need for implementing improved inelastic
 

cross sections as they become available. Also, the Coulombic inter­

actions are in need of a model which can more precisely describe the
 

interactions under the unique plasma parameters incurred. By far, these
 

two aspects are most in need of improvement.
 

2. Analysis of Other Plasmas
 

From the conclusions reached in section B, the code needs to be,
 

expanded in order to accommodate the presence of seed species as well as
 

buffer gases. These additional species introduce important factors in
 

the calculation of a distribution function in a working uranium plasma
 

and the initially planned experiments. Their presence will dilute the
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-electron source and in the case of the seed gas decrease the stopping
 

power of the plasma. It is difficult to judge a priori if these opposing
 

trends will cancel each other. Furthermore, the introduction of molecules,
 

e.g., UF6 into the plasma will complicate the calculation of energy loss
 

rates with the introduction of vibrational and rotational excitation
 

processes. The ease withlwhich these excitation processes occur will
 

increase the energy loss rate, decreasing the high-energy tail. A more
 

detailed analysis is possible through the adaptation-of existing treat­

ments of electron slowing via molecular excitation collision.(45)
 

The code might also be applied to other plasmas with a distributed
 

source of nascent electron . The plasmas will have to be restricted to
 

those which satisfy the assumption that the high-energy tail is only a
 

perturbation to a Maxwelliandistribution. This excludes plasmas with
 

electric fields wherein the bulk of the plasma is describable by a
 

Druyvestyen distribution.
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APPENDIX A
 

ENERGY LOSS RATES
 

1. Fokker-Planck
 

For the majority of the calculations reported in Chapters II and III,
 

a traditional Fokker-Planck expression for the Coulombic energy loss rate
 

was employed. The limited applicability of the Fokker-Planck expression
 

due to the small number of electrons within a Debye sphere was pointed
 

out previously in Chapter I. However, the expressi6n was used in spite of
 

the expansion factor g not being negligible compared to one, following
 

the lead of others in applying the expression under similar circumstances,
 

e.g., in MHD calculations of conductivity (46) and in modeling afterglows. (? 9)
 

The precise equation utilized is: 

n- r zkT 2-y 
(\/ ) V + iM )mniM5 ( (47) 

where ns, ms, qs, and Ts denote the background species s's density, mass,
 

charge, and temperature; m, q, and v denote the test particle's mass,
 

charge, and velocity; and the Debye length is XD. The function F
 

appearing in Eq. (47) is defined as:
 

(48) 

Calculations of the energy loss rate as prescribed by Eq. (47) appear in
 

Figs. 20 and 21. A discussion of the results appears in the next section.
 

2. Unified Theory
 

In Chapter I, the speculation that.collective interactions play a
 

dominant role in the slowing of energetic electrons leads to the need to
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consider a higher order kinetic equation, i.e., the Lenard-Balescu (3 5)
 

equation. The traditional treatments of charged particle slowing in the
 

Lenard-Balescu or wave theory, e.g., Sigmar and Joyce,(47) introduce a
 

cutoff to eliminate a singularity in the analysis. The uncertainty as­

sociated with the introduction of a cutoff, especially under the plasma
 

conditions present in the uranium plasma, render these treatments inap­

propriate. A theory which is independent of a cutoff was developed by
 

Kihara and Aono. (15) 
 Since this theory depicts the full spectrum of
 

interactions, i.e., from collective interactions to close impact col­

lisions, it is 
exact to order g. Then, through its implementation, the
 

effect of neglecting collective interactions can be gauged.
 

The theory of Kiharo and Aono or the unified theory is based upon
 

the observations of Hubbard (36) that the divergences appearing in traditional
 

wave and impact theories could be made to cancel each other. 
Symbolically,
 

this can be written as
 

X, = X+X X(49) 
where X denotes a reaction rate, e.g., th <Avn>the nth moment - in either
 

the close impact or wave theory. The subtrahend Xdual' an expression which
 

neglects the effect of collective interactions and the effect of orbital
 

curvatures, is responsible for the cancellation of the divergence in both
 

these theories. Although Hubbard's formulation also includes the full
 

spectrum of interactions, the resulting energy loss rate is not indepen­

dent of cutoffs.
 

The prescription for calculating a relaxation rate in the unified
 

theory is dependent upon casting a relaxation rate in both the wave theory
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and impact theory in the following forms
 

5&k ku) (50)X 
k>0 

and
 

where k is the wave number in the wave theory and b is the impact parameter
 

in the impact theory. The theory of unification then states that the non­

diverging relaxation rate is given by
 

0Co
 

0 0 

where b is an intermediate length, less than the Debye length and greater
 

than the close impact radius. A relaxation rate calculated according to
 
Eq. (52) is independent of the intermediate length bo
.
 

As an exercise in the unified theory, Itikawa and Aono ( 7) calculated
 

the relaxation of a test particle of arbitrary velocity in a plasma. Their
 

result is of the form
 

hen 0, vs FG(k (53) 

where Zny=0.5772, v, and 1s - rmm . The term G containsC2kT m (ms+m) s 

the Coulomb logarithm dependence upon the velocity of the test particle.
 

The exact form of G is(38)
 
s 

Q5S1 z-uZ~t c-1(u) - I'd-) - W) -t- Y () (54) 
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where us = v/vs and 

L), (55)
 

Q(UP lu)-u4u (56) 

-- " 

Pu ,=e ct (57) 

- (58) 

I)q
 

N"5a.x xW C (60)e 55,c() 

(Us) 
 -- A ,(u) + Bj?.(u)) 

± A~~J[ft(6r) 

Ass (2x) + AS, 5 (62) 
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= 1CZ+ 6%~- 7 (S55.% (63)
 

Set &t (64)
-t# 

(65)( e 


T M-- (66) 

_ -)T (67) 

Due to the complexity of Eq. (54) in its entirety, a more tractable
 

expression for Gs, as developed by Perkins, (39) was substituted in place
 

of the exact expression. Perkins' expression [Eq. (68)]is based upon the
 

asymptotic behavior of Eq. (54) i.e.,
 

U (68)=-su F 

where
 

\P (69) 

= Z - C :t\ v ,>V>Vz (70) 

V?.­

and the subscript 1 denotes the electrons and the 2 denotes the ions.
 

Some error is introduced into the energy loss rate when Eq. (68) is em­
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ployed as v approaches v2 . However, this error can be gauged to be
 

negligible for the electron energies considered through an analogous
 

-comparison of a Butler and Buckingham (40), type expansion to the Fokker-


Planck expression.
 

The Coulombic energy loss rates predicted by both the Fokker-Planck
 

theory and the unified theory appear in Figs. (20) and (21) for plasma
 

temperatures of 5000'K and 80000K respectively. The disparity between
 

the two theories grows as the electron energy decreases until a maximum
 

is reached between 2 and 3 eV. This effect can be attributed largely
 

to the better coupling of the electrons with plasma waves as the electrons
 

approach the wave velocity. By increasing the temperature, the disparity
 

is observed to increase only slightly. This is the result of the increased
 

presence of collective interactions due to a further penetration into the
 

classical collective plasma region of Fig. 2.
 

The history of a test electron as it slows down in each of the slow­

ing theories is displayed in Figs. 22 and 23. The disparity in the slow­

ing profiles is attributed to the increased stopping power in the unified
 

theory due to the presence of collective interactions. A measure of this
 

disparity is the thermalization time, defined here to be the time to slow
 

from 1 keV.toI eV. From Figs. 22 and 23, the Fokker-Planck theory is
 

observed to yield a thermalization time approximately 1.6 times larger
 

than that predicted by the-unified theory. The factor 1.6 represents
 

a first approximation to the inaccuracy introduced by the small number-of
 

particles within a Debye sphere. Although this degree of inaccuracy would­

seem undesirable, the inaccuracy associated with the inelastic collisions,
 

which are equally important in determining the total energy loss rate, is
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Fig. 20. 	The Coulombic energy loss rates for an electron slowing off of
 

the various plasma species and the total loss rate versus energy

for both Fokker-Planck (FP) and Unified Theories (UT) in a 50000K
 
plasma. The total and electron energy loss rates are denoted by

(---)FP and (-) UT. The singly ionized uranium energy loss rate 
is denoted by (--)FP and (----)UT, while the doubly ionized 
uranium energy loss rate is given by (..... )FP and (-..-)UT. 
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Fig. 21. The Coulombic energy loss rates for an electron slowing off of 
the various plasma spec-ies and the total loss rate versus,
 
energy for both Fokker-Planck (FP) and Unified Theories (UT)

iny a 8000*K,plasma. The total-and electron energy loss rat'es
are denoted by (-- --)FP and (-)UT. 
The singly ionized uranium
 

energy loss rate is denoted-by (- -)FP and (----)UT, while the 
doubly ionized,uranium energy loss rate is given by ( .... )FP and( ....)IT.
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Fig. 22. The energy of a test electron is plotted versus time as it slows
 

according to PP and UT theories in a 50000 plasma.denoted by
 
(--) and C-...-) respectively. The energy gained by each of
 
the plasma species is also plotted versus time with the same
 
delineation of-species and theories as in Fig. (20).
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Fig. 3. 	The energy of a test electron is plottedversus time as it 'slows
 

according to FP and UT theories in a 80000 K plasma denoted by
 
(--) and (-. respectively. The energy gained by each ofa-) 


the plasma species is also plotted versus tine with the sane 
delineation of species and theories as in Pig. (21). 
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even larger. Then, for the present calculation, the agreement between
 

the unified theory and the Fokker-Planck theory is satisfactory
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APPENDIX B
 

CROSS SECTIONS
 

Appearing in Fig. 24, are the ionization and excitation cross. sections
 

for electron'bombardment of neutral, singly, and doubly ionized uranium.
 

The cross sections have been calculated from formulae based upon a sym­

metrized version of the Gryzinski -model as reported by Burgess and
 

Percival, (16) implementing the ionization and excitation data of ParKs,
 

et al. (17) Because of the lack of a well-defined state corresponding to
 

the ionization potential of the various uranium species, it has been
 

assumed that a limited number of the outermost electrons, usually 8or
 

less, participate in both ionization and excitation processes. The ex­

citation cross section represents a sum of cross sections for transitions
 

from the ill-defined ground state, consisting of any of the outermost
 

electrons employed in the representation of a state corresponding to the
 

ionization potential, to a multitude of excited states, 27 total excited
 

states for each species (see Table 4). The transitions are goverhed by
 

the selection rule IAti = 1. The multiplicity of the allowable transi­
tions eliminates the resonance behavior typically exhibited in excitation
 

cross sections, e.g., cesium.
(41)
 

As can be seen from Fig. 24, the cross sections exhibit an abrupt
 

rise at the threshold energy as is characteristic at the onset of a
 

quantum mechanical process. For energies below the threshold, the cross
 

sections approach zero, but because it isnot of immediate interest, this
 

threshold region has not been explored in greater depth. The appearance
 

of discontinuities in the slopes of the cross-sections are indicative of
 

one electronic state's participation in an event being overshadowed by
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SPECIEBS 

STATEUU U U+ U++ 

E Z Q E 

.14 S .54 5 1.22 S 

.16 5 .67 5 1.49 5 

.22 5 .86 5 1.90 5 

.22 4 .87 4 1.90 4 

.27 5 lIIi 5 2.04 3 

.27 4 1.13 4 2.44 5 

.37 3 1.31 3 2.58 4 

.38 5 1.49 5 2.72 3 

.38 4 1.49 4 3.40 5 

.50 2 1.77 2 3.40 2 

.52 3 1.77 1 3.53 4 
EXCI.54
STATES .54 

5
4 

1.90
2.04 

3
0 

3.53
3.80 

1
3 

.54 1 2.17 .5 3.94 0 

.65 0 2.17 4 4.89 5 

.76 2 2.44 2 4.89 2 

.80 3 2.72 1 5.16 4 
;84 1 2.85 3 5.16 1 
.86 4 3.12 0' 5.70 3 

1.07 0 3.40 4 5.98 0 
1.36 2 4 07 2 7.73 2 
1.49 3 4.35 1 7.77 4 
1.51 1 5.57 0 8.28 1 
2.04 0 5.84 3 9.86 0 
3.80 2 7.88 3 9.98 3 
4.89 1 8.83 2 14.94 2 

- - 10.19 1 16.30 1 

4.48 2 13.72 0 20.10 4 
IONZATIONSTATES 7.8830-69 01 17.6537.48 4.1 41.6952.42 11 

41.83 1 48.62 1 73.47 0 

63.15 0 70.07 0 127.38 2 
107.28 4 124.94 2 - -

118.01 2 - - -

Table 4. the uraitium states and their corresponding quantum numbers (7)
 
employed in the cross-section calculation (after Parks, et al. )
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another state; e.g., the discontinuity in the slope of the U+ ionization
 

cross section at 18 eV represents the appearance of an inner-electron
 

ionization process which, at high energies, overshadows the ionization of
 

the outer-most electron. 
At very large energies, the fine structure of
 

the atom gives way to an I/E energy dependence.
 

The excitation cross sections are found to be larger in magnitude
 

than the corresponding ionization cross-sections. A similar trend is ob­

served for cesium(41) which is quite similar in electronic structure.
 

These observations can be attributed to a cross section, in general, being
 

inversely proportional to the energy transferred. Then, the smaller-energy
 

transfer afforded by excitation collisions result in the increased probabil­

ity of their occurance over ionization collisions.
 

A comparison of the magnitudes of the uranium cross sections presented
 

here to cesium ionization and excitation cross sections(41) reveals that
 

the uranium cross sections are smaller by an order of magnitude than the
 

cesium cross sections which are measured accurate to within a factor of 2.
 

This trend canbe explained by examining their ionization potentials;
 

namely, Ics3 .89 eV as opposed to 6.22 eV for neutral uranium. The
 

similar electronic structure of the two elements as well as the relatively
 

close proximity of their ionization potentials suggest that the uranium
 

cross sections should be somewhat smaller due to uranium's larger ioniza­

tion potential (implying a larger energy transfer). This is in qualitative
 

agreement with the present results. 
However, a comparison with helium
 

cross sections (42 ) reveals the uranium cross sections to differ from the
 

cesium cross sections by a wider margin than anticipated. The uranium
 

cross sections are an order of magnitude lower than cross sections of'
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cesium and other elements with similar ionization potentials. Yet, the
 

.-
Gryzinski model was found to be inaccurate by at most a factor of two for,
 

helium. (22) Then, without further experimental data for guidance, a crude
 

estimate.of the error introduced by applying a hydrogenic model for cross.
 

sections to uranium can be ascribed to be a factor of two too low.
 

The ability of an ionized particle to focus approaching electrons,,
 

thereby, enhancing the cross section is also taken into account in these
 

calculations in the manner prescribed by Burgess and Percival. This effect
 

.
can best be seen by comparing the excitation cross section of U and U+


One would expect the tighter bound electrons of U to be harder to ex­

cite. However, the charge on U+ not only draws in electrons that would
 

normally pass on by, but it also gives them additional energy as they are
 

accelerated in the potential field. This more than compensates for the
 

+
tighter shell structure of U
 

http:estimate.of
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APPENDIX C
 

COMPUTER CODE
 

A digital computer code was developed to solve Eq. (26) employing
 

the simulation technique described in Section C of Chapter III. The
 

simulation technique was augmented by various variance reduction tech­

niques to enhance the rate of convergence of the solution. In order to
 

further reduce computational time, several computational "tricks" were
 

employed. All of which are to be described in the ensuing pages.
 

The computer code can best be described through references to the
 

flow chart in Pig. 25. Although the flow chart provides an over-simpli­

fied view of the program, the spirit of the calculation is preserved by
 

it. Numerals have been placed adjacent to the flow diagram to aid in
 

the identification of various sections of the code. Let us begin to
 

follow the flow of the logic with Section
 

Input
 

The first section contains the input parameters. One such parameter
 

is the random number starter. By altering this number, a different ran­

dom number string is used as the basis of the Monte Carlo simulation.
 

.Such freedom is essential to statistical testing-of the results.
 

The plasma properties such as density, temperature, neutron flux,
 

and identification of background species through mass and charge con­

stitute a second set of input parameters. These parameters permit para­

metric studies of the effect of the plasma environment upon the relaxa­

tion of nascent electrons into a Maxwellian distribution. Some of the
 

parameters are correlated, such as temperature and density. These para­

meters must be self-consistent upon input as they determine into which
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Fig. 25. Flow Chart of Monte Carlo Code.
 



95 

specific target Maxwellian the nascent electrons will relax. Although
 

the plasma species can be changed through the input data, the change is
 

not complete without providing a new subroutine containing the appropriate
 

cross-section set.
 

Another input parameter consists of an initial guess for the dis­

tribution function. 
Previous attempts at Monte Carlo simulations of -dis­

tribution functions conclude this to be a key element in reducing compu­

tational time. (23) The present program was not very sensitive to this
 

feature. This can be attributedto the propagation of convergence tech­

nique whose application is made possible by the near linearity of the
 

problem.
 

Also, the nascent electron distribution function is required as an
 

input parameter. The nascent electrons constitute only a portion of the
 

total electron source. The remaining source, namely the secondary elec­

trons, is calculated within the program and is consistent with the col­

lision rate. 
As before, the nascent source must be self-consistent with
 

the other input parameters.
 

Finally, the convergence criterion and the number of desired itera­

tions of the converged solution must be supplied as input parameters.
 

The convergence criterion in conjunction with the number of simulation
 

particles determine the accuracy of the solution and will be explained in
 

more detail later. The parameter for the number of iterations provides
 

a means of data smoothing. It essentially determines the number of
 

snapshots of'the distribution in time which are to be used in formulating
 

the basis of an average. An averaging process is necessary to rid the re­

sults of fluctuations which are characteristic of all Monte Carlo simula-'
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tions (see Figs. 11 and 13).
 

2. Initialization
 

a. Fitting Functions of FrequentlyCalculated Expressions
 

The second section of the program contains those operations termed
 

initialization. These operations can be divided into two types, time­

saving and preliminary calculations. The distinction between them is
 

that the preliminary calculations must precede the remaining sections
 

of the code, whereas, the time-saving calculations are more conveniently
 

calculated at the earlier stages of the program so that duplicate calcu­

lations may be avoided. The tabulation of integrals and the cubic-spline
 

fitting of frequently needed, complex functions Ci.e., the expression for
 

E(t) plotted in Fig. CIO)) are examples of time-saving calculations.
 

b. Allocation of Machine Particles
 

The preliminary calculations entail the distribution of the machine
 

-particles amongst the energy regions for which values of the distribution
 

function will be calculated. The choices of average machine particle
 

density and density distribution affect the precision of the calculated
 

-electron distribution function both globally and locally. The ideal man­

ner in which to distribute the machine particles would be to mimic the
 

expected electron distribution. However, the range of the variation in
 

electron density and the fact that calculation of the extreme lower end
 

of the distribution is unnecessary make such an approach impractical.
 

Since the motivation of this work is to provide a basis for calculating
 

excited state densities, the emphasis should be placed upon excitation
 

rates, which suggests the distribution should mimic the total macroscopic
 

excitation cross section, i.e., the range of energies where the highest
 



97 

degree of accuracy is obtained contains the most particles which con­

tribute to the excitation rate. This insures a high degree of accuracy
 

in any calculation of excitation rates based upon the results for the
 

distribution function obtained from this code. Due to the wide range of
 

values of the cross section over the energy range of the calculation,
 

these variations needed to be toned down. The distribution finally ar­

rived at is
 

M (EI) t(71)-

where c is a constant determined from the average error permitted and
 

Z(E), the total macroscopic cross section at energy E, approximates the
 

excitation macroscopic cross section. For 1700 machine particles, Eq. (71)
 

yields a minimum of 50 particles per group and a maximum of 135particles
 

per group.
 

3. Convergence Propagation
 

The third section of the code denotes the implementation of the
 

convergence propagation technique. The method is to take advantage of
 

the dependence of f(E) upon only f(E >E'), since the interaction of
 

f(E') with f(E <E') is negligible compared to its interaction with the
 

Maxwellian part of the distribution. Hence, it is inefficient to simu­

late the lower end of the tail of the distribution while simultaneously
 

simulating the upper end of the tail, if the results for the upper end
 

have-not yet converged to the final solution. Thus, the calculation be­

gins at the upper energy region until convergence is obtainedi and then
 

the simulation is expanded lower in energy, one region at a time. Such
 

an expansion in energy is analogous to the propagation of a wave, from
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one group to another, whence the name.
 

Convergence of a group is established by matching the flow of par­

ticles into a group with the outward flow from the group within a specified
 

tolerance level. Care must be taken not to set the tolerance level be­

low the noise level of the Monte Carlo simulation. The noise level is
 

a manifestation of the fluctuations characteristic of all Monte Carlo
 

simulations and can be approximated by the square root of the machine
 

particle density within an energy group. If precautions are not taken
 

and the tolerance level is set below the noise level, a superficial con­

vergence is obtained through the compounding of random fluctuations in
 

particle flow, producing an unphysical result.
 

4. Secondary Initialization
 

a. Initial Distribution
 

Appearing in the fourth section of the program is a belated
 

initialization phase. Here, the current lowest energy group is initial­

ized to a guess distribution. In so doing, the computational time re­

quired to obtain convergence is minimized to the degree to which the guess
 

approximates the solution. Computational time is further reduced by in­

troducing into an energy group k • m particles at m discrete energies and
 

randomly staggering their associated times. This permits the repetitive
 

use (k times) of the various probabilities (Eqs. (35) and (37)) necessary
 

for the determination of the velocity of the next collision and the par­

ticle weights. The assignment of particle weights is straightforward, i.e.,
 

the number of electrons introduced into an energy interval, determined by
 

the guess distribution, are evenly distributed over the machine particles
 

assigned to the interval.
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b. Varying Time Step At
 

The time period for which the particles are permitted to evolve is
 

also determined in this section, permitting the period to be varied as
 

dictated by convergence and efficiency requirements. Since the time
 

width of an energy group (or the time for an electron to traverse an
 

energy group) is progressively smaller for decreasing energies, the time
 

period can be determined solely by the lowest energy group involved at
 

any moment during the calculation. The upperbound on the time period must
 

be less than the time width of this group in order to fully utilize the
 

initial guess. A lowerbound is established by the graininess of the
 

guess (or the number of discrete energies m at which the guess particles
 

are stacked). For intermediate values, the time period is determined by
 

requiring the number of source particles introduced into the group to be 

a fraction of the total number of particles within the group. Hence, we 

have <__5 

At5 4 55(E)2 (72) 

where T is the time width of the current lowest energy group, f(E) is 

the initial guess for this group, S(E) is the nascent source rate, and 

At is the calculated time period (the same At as in Fig. 10). The 

nascent source rate is used to approximate the total source rate in 

Eq. (72) to speed up the calculation. This is possible since only At, 

not the calculation itself, is affected. 
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5. Processing
 

a. Particle Update
 

In the fifth section of the program, the actual processing of par­

ticles is performed. Initially, a computational clock is incremented
 

by the time step At which is calculated in the previous section of the
 

code. Symbolically, this is representative of the next step, namely the
 

updating process wherein all particles will be permitted to evolve for the
 

period At. The evolution of the individual particles is affected as pfer
 

viously outlined in Section C of Chapter III, where the particle simula­

tion is described in detail. The simulation algorithm is programmed as
 

outlined in the flow chart in Fig. 26.
 

The flow chart indicates that the coding requirements to handle each
 

of the three collisional types and hence, the costs of computation, gets
 

progressively larger when proceeding from Coulombic interactions to ex­

citation collisions and even larger in going to ionization events. An
 

explanation for this trend follows. The inelastic collisions require ad­

ditional coding to arrive at the electronic state in the target that will
 

participate in the collision. The energy lost due toan excitation col­

lision.can be estimated to be the energy of excitation, thereby minimizing
 

costs. For an ionization collision, the energy lost must be calculated by
 

a rejection technique (subroutine EPS). Furthermore, supplemental coding
 

is necessary in the advent of the birth of a secondary electron energetic
 

enough to influence the calculation. This portion of the code is dominated
 

by the time spent in calculating the energy where the secondary electron
 

first.collides. A similar calculation of the next collision energy must
 

also be performed after the occurrence of either type of inelastic col­
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lision. This calculation is one of'the most frequently and most costly
 

performed operations in the Monte Carlo program. The algorithm employed
 

is a form of the rejection technique. The logic of the technique was
 

described in Section C of Chapter III. Due to the possibility that a
 

candidate for the collision energy may be rejected, the algorithm is a
 

potential infinite loop (see Fig. 27). The number of circulations through
 

the loop can be minimized by retaining one of the random number pair con­

nected with the rejected candidate. Specifically, the random number r2
 

is compared in the rejection decision process to the probability of a
 

collision at the candidate energy determined by rI. Then r2 is subtracted
 

from one and used as rI in the next loop.. The process can be viewed in
 

the dart analogy (see Section C of Chapter III) as reflecting the point
 

of impact of a rejected dart from the upper right hand corner to the low­

er left hand corner where the dart will more likely-fall below the probZ
 

ability distribution, resulting in the acceptance of the candidate for
 

collision energy. The mapping of r2 onto r1 does not generate a true
 

reflection. However, the collision frequencies were not altered by the
 

above scheme. A similar scheme was also employed in the rejection tech-,
 

nique used in calculating the energy lost due to ionization collisions
 

with the same degree of success. Furthermore, the scheme proved to be
 

more efficient than that used by Carter, et al.(43)
 

During, and after the particle has been updated, several observa­

tions are recorded pertaining to its activities. These include the
 

initial and final location in energy space, the energy lost as well as
 

the type of collision responsible, and the production (if any) of secon­

dary electrons. These observations serve as the raw data for the conver­
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gence test and the final results.
 

b. Secondaries
 

The registering of the production of a secondary electron entails
 

the creation of a new particle with the same weight -as its parent. 
Like
 

its parent, it must complete its evolutionary period At from the time of
 

the collision, i.e., the time At' in Fig. 10. 
 By offsetting the time of
 

each secondary At birth by the quantity At'-At, the entire batch of
 

secondaries can be updated as a group for time At after the original
 

particles are processed-with no distinction made in the updating process
 

as to the particles origin. 
Similarly, succeeding generations of secon­

daries can be generated and processed, culminating in the cessation of
 

the avalanche of secondaries.
 

c. Source
 

i. Vacancies
 

After secondaries are introduced into the electron population, the
 

nascent electrons are generated as source particles. Since the machine
 

particle population in an energy gr9up is fixed, the injection of source
 

particles into the particle population requires two algorithms to accom­

modate -bothvacancies and an excess of electrons in each group. 
Vacancies
 

are filled with the nascent electrons in the same manner that a vacant
 

group is initially filled with a guess distribution. However, the par­

ticle stacking procedure is complicated by the f4ct that the number of
 

vacancies is not always factorable into the product of two integers k and
 

m, where k is the number of particles to be stacked at the m discrete
 

energies within the energy group, as was previously done. Nevertheless,
 

the number of vacancies is resolvable as k • P+, where k is also an in­
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teger, thereby permitting a partial realization of the advantages of
 

stacking particles.
 

ii. Excess
 

Should there be an excess of electrons in a group, a source particle
 

must displace the excess particles in order to be accommodated into the
 

group (see Fig. 28). Immediately, the question arises as to which par­

ticles in the group constitute the excess destined for extinction. This
 

can be resolved by seeking those particles whose removal will yield the
 

least perturbation on the calculation, i.e., those with the least weight.
 

Once assembled, they are eliminated while retaining knowledge of the
 

weight of the ensemble and the fraction .whichwere to have collided.
 

This information is combined with the weight of the source particle to
 

be introduced and the corresponding probability of incurring a collision
 

to generate a hybrid source particle to be added to the energy group. In
 

this manner, none of the information retained by the "killed" particles
 

is lost.
 

6. Output
 

In the sixth and final section of the program, the individual
 

particle observations previously defined are accumulated for the calcula­

tion of the following quantities: flux into and out of the currently
 

lowest energy group, secondary electron production rates, energy loss
 

rates, the W-value (defined to be the energy lost by electrons per ion
 

pair formed), and, of course, the distribution functionqorresponding
 

to the time displayed upon the internal clock for the energy range for
 

which convergence has been established. The particle fluxes and secondary
 

production rates are combined with the nascent source rate to yield the
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particle balance in energy space which serves as the convergence criterion.
 

The particle balance, energy loss rate,,.and'W-value are secondary output,
 

displayed as a check upon the validity of the results and for future use.
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