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Abstract

A two-step classification algorithm for processing multispectral scanner
data has been developed and tested. The algorithm is carried out by two
separate programs called CLUSTX and GROUPX. The program CLUSTX is a single
pass clustering algorithm that assigns each pixel, based on 1ts spectral
signature, to a particular cluster. The output of the program CLUSTX is a
cluster tape in which a single integer is associated with each pi#el. This
integer is the cluster number to which the pixel has been assigned by the
program. The cluster tape is used as the input to the classification program
GROUPX. Ground truth information is used in GROUPX to classify each cluster
using an iterative method of potentials. Once the clusters have been assigned
to classes the cluster tape is read pixel-by-pixel and an output tape is
produced in which each pixel is assigned to its proper class., The classifi-
cation algorithm can he operated in a hierarchical manner in which each ground
truth datum is classified at various levels in a classification tree. In
addition to the digital classification programs, a method of using correlation
clustering to process multispectral scanner data in real time by means of an

interactive color video display is also described.
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1. Summary and Overview

The research undertaken under this contract héﬂwas,its goal the development
and evaluation of various correlation techniques which might be useful in the
processing of multispectral scanner data. This study is an outgrowth of work
that was initially undertaken when the principal investigator was on sabbatical
leave at the Johnson Space Center during the 1972-73 academic year.

At that time the principal investigator developed a single-pass clustering
algorithm called CLUSTD1 that could be used as a nonsupervised classifier. In
addition, the possibilities of using coherent optical methods in the processing
of multispectral scanner data were also studied.2 Considerable progress has
been made under the present contract in clarifying the potential role of these
techniques and significant advances in developing and evaluating these methods
have been achieved.

The major accomplishments of the current research effort include the
following:

1) The overall digital processing of multispectral scanner data

has been separated into two separate tasks, The first is to
associate every pixel with a particular cluscer by using a
single-pass correlation clustering algorithm. The clusters are
made small enough so that (nearly) all pixels in a given cluster
will have very similar spectral signatures and therefore can be
associated with the same class. The second task is to classify
each cluster using ground truth information and thus, by
association, to classify each pixel in the flight lime. This
separation of the processing tasks meané that only a relatively
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few spectral signatures need to be classified by the classifier
(usually less than 200, corresponding to the spectral signatures
associated with each ¢luster). As a result very powerful, non-
linear, nonparametric classifiers can be used to classify these
clusters, A more detailed description of this overall processing
method is given in Section 3.

2) Two new single-pass correlation clustering algorithms have been
developed. These algorithms have replaced the original ﬁethod
used in CLUSTD that was based on a transformation of the spectral
signature into a binary signature in which the elements were either
+1 or ~1. The improved algorithms accomplish the same task without
the need for this transformation. (This transformation was uriginally
invented for an optical implementatiom in which it is required.)
These single-pass clustering algorithms are grouped under the
general name of CLUSTX and are described in more detail in
Section 4.

3) The single-pass clustering algorithms CLUSTX have been extensively
studied. The goal is to generate enough clusters so that all of
the pixels in a given cluster will belong to a single class. This
can obviously be achieved in the limit of one cluster per pixel.

We have found, however, that with fewer than 200 clusters, over

99% of all pixels in a given cluster will, on the average, belong

to one class. The best results are achieved when the physical
separation of pixels associated with the same cluster is not allowed

to become too great.
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4)

5)

A new, nonparametric method of classifying the clusters based on
an iterative method of potentials has been developed. This
algorithm is desecribed in more detall in Section 5. In one version
of the program, the training data for the classifier is taken to be
the clusters that have been assigned to classes based on the
costmatrix (i.e., by simply counting ground truth pixels in each
cluster). This works well when large quantities of ground truth
are available. For example, we have achievedlan overall classifi-
cation accuracy of approximately 947 when applying this methoed to
the 12-channel aircraft scanner data of the C-1 flight line. The
program GROUPX has been further improved by modifying it in such a
way that the classifier based on the method of potentials can be
trained direcily from the ground truth pixels. This means that
many fewer ground truth pixels are needed in order to effectively
train the classifier.

A new hierarchical classifier calléd CHIMP (for Classification
Hierarchy using an Iterative Method of Potentials) has been
developed. This classifier allows ground truth information

to be stored in the form of a classification tree with various
levels of detail., For example, the class corn could be stored
simultaneously as land, agricultural land, cultivated agricultural
land, and corn. Classification of all pixels can occur at any
level. In additiom, ground truth information can be entered at
any level and used for classifying all higher levels. For example,
a pixel may be known to be forest but the particular type of

trees may be unknown. This pixel could be used as ground truth

K
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6)

for classifying, for example at a forest, urban, agriculture

level, This type of flexibility could greatly reduce the cost of
acquiring ground truth by making maximum use of such things as
aerial photographs., That is, all information that is known, at
whatever level of detail can be ﬁandled by the classifier. A
description of this new classifier is described in Section 6.

New methods of processing large quantities of multispectral scanner
data have been studied. This was the original motivation for
investigating the possibilities of applying various optical techniques.
In order to make a major advance in the use of multispectral scanner
data the geal should be to develop a real-time processing system
in which the human operator can interactively control the regions
of feature space that are being observed. Such a real-time pro~
cessor will require considerable parallel processing capabilities
and optical methods seem to offer a possible choice. However,
after an extensive study of the current optical processing
technology it was concluded that the development of a real-time,
interactive, color processing system is beyond the present
state-of~the-art. Alternate technologies were then investigated
and the preliminary design of a real-time processing system using
a hybrid digital/analog system has been completed. This system,
which could have a major impact on the usefulness and applications

of multispectral scanner data, is described in Section 7.



2. Recommendations

As a result of the work done under this contract the following specific
recomuendations are made:

A, Software

1. It is recommended that the program CLUSTX be made operational
at NASA-JSC after the following improvements and modifications
have been made.

a) A preprocessing procedure should be included that will
sample the data in order to determine the optimum window
size (the threshold parameter) such that clusters are
generated at an appropriate rate.

b) A feature should be added thét will start generating
new clusters on a new file when the maximum number of
clusters is reached or when a certain number of scan lines
has been processed. This will minimize the problem of
different classes that are widely separated on the ground
but might have similar spectral signatures. In additionm,
it will allow an entire data tape to be processed at one
time.

c) The COSTMATRIX procedure should be provided as an option
in CLUSTX for evaluating the effectivemess of the clustering
operation when ground truth information is available. This
information should be stored on fhe cluster tape.

d) The linear correlation measure and the rectangular
correlation measure should be nrovided as alternate
correlation measure options.

5



2. It is recommended that the program GROUPX be implemented at NASA-JSC

after the following improvements and modifications have been made.

a)

b)

c)

d)

e)

£)

g)

An algorithm should be implemented that will automatically
use all ground truth information within the particular area
corresponding to the data on the cluster tape. In addition
ground truth from aﬁ area on either side of the region being
processed should be used. With this modification multi-file
cluster tapes can be processed with new ground truth information
always being added from in front of the flight path while old
ground truth corresponding to areas behind the flight path
are being discarded.

Modifications should be made that will allow the program to
be compatible with multi~file cluster tapes. These modifications
would produce multi-file output tapes,

An option should be provided for classifying the clusters
using either an Iterative Potential Function Method or a
Gaussian Maximum Likelihood Method.

The hierarchical classifier CHIMP that can classify at
various levels of detail should be incorporated as an

option in the program.

An option that will produce a line priater classifiecation
map should be included.

An option that will produce a PMIS-DAS tape output should

be provided.

The capability of inputing ground truth test data and pro-
ducing an error matrix for testing the,classificatipu
accuracy should be provided.

6



B. Hardware

Tt is recommended that a prototype interactive color display system
as described in Section 7 of this report be built and tested. The major

parts of the system would include

1. A high density magnetic disk assembly with 32 fixed head

transducers,

2. A tape drive and processor suitable for loading the fixed

head refresh disk,
3. A specially designed interactive analog processor incorporating
high speed D/A converters,

4. A color TV monitor.



3. Processing Multispectral Scanner Data Using Correlation Clustering and

Nonparametric Classification Techniques

The classification algorithm developed under this contract is a two-step
process carried out by two separate programs called CLUSTX and GROUPX. The
functions of these two programs are illustrated in the block diagram of Fig. 1.
The input data tape contains multispectral scamner data in the “orm of 8-bit
integers representing, for each pixel, the reflectance measured in each of
several spectral channels, Thus, associated with each pixel on the input data
tape are NCHAN integers (ranging in value from 0 to 2553) where NCHAN is the
number of spectral channels.

The program CLUSTX is a single pass clustering algorithm that assigns
sach pixel, based on its spectral signature, to one of NCLUST clusters. The
maximim value of NCLUST is MAXCLUST {(typically MAXCLUST=200). However, the
actual value of NCLUST is variable and is determined bv two variable parameters
in the program. The output of the program CLUSTX is a cluster tape in which a
single integer is associated with each pixel. This integer is the cluster
number to which the pixel has been assigned by the program.

The clustering program CLUSTX can be considered to be a data reduction
and preprocessing step in the classification algorithm. Thus, for example,
whereas the original problem might be to classify each of say 40,000 pixels
as one of 4 classes, CLUSTX reduces the problem to one of classifying each
of a maximum of MAXCLUST clusters. The assumption is that enough clusters
are chosen so that all pixels assigned to a pafticular cluster have very
simila: spectral signatures and thus belong to the same class. A spectral
signature is associated with each cluster. This signature is the average
signature of all pixels that have been assigned to the cluster. A detailed

description of the program CLUSTX is given in Section 4.
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The cluster tape which is the output of the program CLUSTX is the input
to the classification program GROUPX. Ground truth information is used in
GROUPX to classify each cluster as one of a small set of classes. Since the
maximum number of possible clusters is 200 the number of items to be classified
is relatively small. However, once the clusters have been assigned to classes
the cluster tape is read pixel by pixel and an output tape is produced in
which each pixel is assigned to its proper class. This output classification
tape can then be used directly to produce classification maps, compute acreage
of different classes, or test the accuracy of the classification method by
comparing the results with additional ground truth.

Ground truth information is used to train the classifier that will
classify each pixel. This classifier creates nonlinear decision surfaces
based on the method of potentials. Two types of training are possible. If
the ground truth is limited then the spectral signatures from each pixel are
used to construct the decision surfaces. On the other hand, if a large
quantity of ground truth is available, then it can be used to produce a
costmatrix giving the number of pixels in each cluster that belongs to each
of the various classes. These numbers are used to estimate the a posteriori
probabilities of a particular cluster belonging to a particular class. The
cluster is then assigned to the class for which this a posteriori probability
is a maximum. The clusters classified in this manner serve as the training
data for constructing the decision surfaces using the potential functions.

The remaining clusters are then classified using the method of potentials. A

mote complete description of the method of potentials is given in Section 5.

10
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The advantages of this classi®ication algorithm include the following:

1)

2)

3)

4)

The classification method is entirely nonparametric and
thus avoids the errors that are inherent in estimating
parameter vectors in parametric methods. This should
lead to a more effective utilization of all of the infor-
mation when data from a large number of channels is used. In
particular, multimodal distributions of particular classes
cause no problem.

Changes in the spectral signature of a particular class
along the flight line cause no problem as long as repre-
sentative ground trqth is available, since the result will
simply be the generation of new clusters. These clusters
will then be assigned to the proper class in GROUPX.

If new ground truth information is obtained only GROUPX
needs to be run to produce a new output tape.

The clustering can be done before the grqund truth is
obtained and the results of the clustering can be used

as an aid in selecting ground truth areas.
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4, Data Reduction Using A Single Pass Correlation Clustering Algorithm

‘The program CLUSTX is a single pass clustering algorithm that uses a
correlation function as a similarity measure for assigning each pixel to a
particular cluster. This correlation function is a measure of similarity
betwzen the spectral signature of a new pixel and the spectral signatures
associated with previously generated clusters. Let X .be the N-channel
spectral signature associated with a particular pixeln.‘ That is,
xT = [xl, XZ""’Xn]' Let y(i) be the average of the spectral signatures
of all pixels that have previously been assigned tco cluster number i. Let
¢j(xj - v, (i)) be a weighting function asgociated with channel j whose
value is a maximum at xj = yj(i) and whose value becomes small as

xj - yj(i)l increases. A possible example of the functioms ¢j(xj - v, )

for the case of 4-chammel data is shown in Figure 2.

"The correlation function C(i) associated with the ith eluster is defined

as

From the properties of the function ¢j it is clear that the maximum value of

C(i) is equal to
(i _ 3
Cpax = I 6,00
i=1

and will occur when the spectral signature x is equal to the spectral -

signature y(l). It is also clear that a large value of C(l)

~

when the spectral gighatures x and y(l) are similar, while a small value

(1) N (1)

will occur

are dissimilar. Thﬁs, C can be

of C will occur when x and ¥

~ ~

used as a similarity measure to determine if the pixel with a spectral

12
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Fig 2. An Example of Possible Weighting Functions
qu (xj - yj (1)) for the Case of 4-Channel Data.
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signature x should be assigned to the cluster whose average spectral
signature is z(i). The criterion used will be to assign . x to cluster i
if C(i) z-cmi where Cmin is a variable threshold level. In the interest of
efficiency the C(i)'s will be computed in the inverse order of cluster
generation and the pixel will be aséigned to the first cluster encountered
for which C(i) 2C 0 If this condition does not hold for any of the
clusters, then a new cluster is generated with the pixel as its first member.
The algorithm thus congists of the following steps:
1) Assign first pixel with spectral signature x to cluster
number 1. Let y(ij = x and set i = NCLUST = 1.
NEXT 2) Consider next pixel with spectral signature . When pixels
run out, STOP
LOOP 3) If i>1
Then Compute C(i) = g ¢j(xj - Yj(i))

=1
(1)

1f C > G

— min

Then assign pixel to cluster number i and update

cluster signature z(i) . GO TO NEXT

Else let i = i - 1 and GO TO LOOP

Else create a new cluster by lettinmg NCLUST = NCLUST + 1,
i = NCLUST, and setting Z(i) = x. G0 TO NEXT.
In practice this algorithm may be modified so that instead of checking

all of the clusters only the NBACK most recently éeneréted clusters are
checked before a new cluster is generated, .

: 3
Two different versions of this clustering algorithm have been implemented.

One uses the linear correlation weighting function shown as the third example

14



in Fig. 2. The second implementation uses the rectangular weighting function
shown as the second example in Fig. 2. Both implementations produce satis-

factory clustering results.
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5. Pattern Classification Using an Iterative Method of Potentials

The goal of computer-aided pattern recognition is to automatically
classify objects into distinct classes or states of nat’.u'e.'{‘-6 If there
are M such classes for a given problem and wi, i=1l, M represents the ith
class, then let P(wi)'be the a priori probability of am object belonging to
class i. If this was the only information available then the best decision
rule is to always guess that an object belongs to the class for which

P(wi} ig a maximum. This rule will result in the minimum probability of

error.

However, one normally has more information available with which to
make a decision. This information will be assumed to be in the form of a

t
measurement or feature vector x where x = [xl,xz,...,xn]. The components

~ .

of this vector represent measurements on the object to be classified. For

example, in multispectral scanner data the components of x tepresent the

~

reflectance in each of N different spectral channels.

Having made an observation X the a posteriori probability P(mi]x)

~ ~

that the object belongs to class wi given that x was measured is given by

Bayes rule

plxlu,) Pl)
AU yey (5-1)

where p(x]wi) is the state conditional probability density of x and p(x)

~

is the total probability density

M
p(x) = I p(xfui) Pwy) - (5-2)
~ i=1 ~

The decision rule is now to assign an object to class i if

P(wi[x) > P(wj!x) for all j # 1. Points in the feature space of ®x for which

ORIGIN AL
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P(milx) = Ponj]x) lie on a decision boundary which separates class regions
in the feature space. The decision rule can be generalized by introducing
a loss matrix Lij representing the loss associated with choosing wj when
the actual class is W, - A classifier that minimizes the total expected
loss ig-called a Bayes classifier.4 The effect of various loss functions is
to shift the decision boundaries in feature space so as to give more or less
welght to a given decision.

It is common practice in statistical pattern recognition to assume
that all classes have equal a priori probabilities Pﬂni) and that the loss
matrix Lij is equal to 0 if i = j (no loss for choosing the correct class) and
is équal to 1 if i # i (a2 unit loss for making a mistake). Under these
assumptions the Bayesian decision rule is to choose mi if Pﬁuilf) > Pﬁuj}f)
or p(xlmi) > p(xlmj) for all j§ # i.

Alternatively, any monotonically incieasing function of Pﬁui]x) can
be used as a discriminant function gi(x). The decision rule is then to choose
class w, if gi(f) > gj(f) for all j # i. The logarithm of Pﬁuilf) is often
used as a discriminant functiom.

In general, the state conditional probability densities p(x'mi) are
not known. One common practice is to assume that p(x[mi) is a multivariate
normal distribution and labeled training‘samples are used to compute maximum
likelihood estimates of the mean vector and covariance matrix for each class.

There are two major potential pitfalls to this approach. First of all,
if the training data for a particular class is not really normally distributed
then seriousg errors can occur. This is particularly true if the data is
multimodal and precautions (such as applying preliminary clustering algorithms)
have not been taken toldiscover this fact. Secondly, and possibly more
serious, is the fact that the number of samples needed to obtain reasonably
good estimates of the mean vector and covariance matfix increases dramati-
cally as the number of features goes up. Thus, while one would expect that

17



adding new features to the measurement vector would increase class discrimi~
nation it is a common practical result that classification performance often
deteriorates as the number of features increases beyvond a certain point,
This phenomenon can usually be traced to the fact that there are not enough
training samples to provide an accurate estimate of the probability density

parameters.

In order to overcome this problem of too many dimensions in the feature
vector a wide variety of feature selection algorithms have been develc;ped.4"6
The goal of these algorithms is to reduce the dimensions of the feature space
while at the same time trying to maintain the best possible discrimination
between classes. However, the class discrimination can never be as good as
when all features are used. This situation has led to the search for non-
pardmetric methods in which the problems associated with statistical para-
meter estimations would be alleviated.

Nonparametric techniques have been used to estimate both the state
conditional probability density p(xlmi)7 and the a posteriori probability
P(milx).8 Alternatively, methods have been developed that determine the
discriminant functions gi(x) directly from the labeled t;aining samples. The
most popular of these techniques are the linear discriminant functions which
divide the feature space into class regions by means of hyperplanes.9 The
main problem with linear discriminant functions-is that there are many classi-
fication problems in which the classes may be separable with nonlinear
diseriminant functions but are not separable with linear discriminant
function...

The final goal of any of the classification schemes is to associate
every region in feafure space with a particular class (or a probability of
belonging to a class) in such a way that the best possible clagsification
accuracy is achieved in practice.

18



The classifier described in this section is a nonparametric clagsifier
that produces nonlinear decision surfaces or discriminant functions by means
of an iterative method that continually warps the decision surfaces in such
a way that all labeled training samples remain correctly classified. When
classifying an unknown object with a feaﬁure vector x, the M discriminant
functions gi(f)’ i=1,M, are computed and the object is assigned to the
class i for which gi(f) > gj(f) for all j # i..

This classifier is related to a class of methods referred to as the

10,11 1 o such methods an interpolating or potential

method of potentials.
function is associated with labeled sample points. The cumulative sums of
such potential functions form the discriminant functions used for classi-
fication. 1In the most common version of this method a potential function
is added to the discriminant function only when a labeled samples is mis-
clagsified by the discriminant functions formed up to that point.lz_14 This
recursive algorithm for forming the discriminant functions is applied inter-
atively until all labeled samples are clasgified correctly.
The advantage of this method of potentials is thét only those samples
that are misclassified need to be stored to compute the discriminant functions.
However, although all training samples are‘classified correctly there is no
reason to believe that the resulting discriminant functions are related in
any way to the a posteriori probabilities PGnilf) and thus there is no
reason to believe that good classification results will occur with test data.
The classifier described in this section uses a modified approach in
which a potential function is associated with each labeled training sample.ls’lo
This approach is similar to the use of Parzen windows for the estimation

of probability densities.7 However, an-iteration technique is used in which

a positive weighting factor is applied each time allabeled gample is misclas-

19



sified. TIn this way the resulting cumulative discriminant functions continu-
ally warp themselves until all labeled training samples are correctly classified.
Although this merhod has been recognized as a very general and powerful
classification technique, it has been criticized in the past for its compu-
tational problems and excessive storage requirement.16 However, these pro-
blems have been largely overcome in the classifier described here,
If a number of laheled samples belonging‘to the séme class have feature
vectors that are very close togéther in feature space then for the purpose
of forming a cumulative potential function or discriminant function these many
feature vectors may be replaced by a single "potential center" located at
the mean of the vectors being replaced and the new single potential function
igs given a weight equal to the number of labeled samples that it represents.
In this way the storage requirements can be kept to manageable proportions.
For example, a resulting discriminant function that was formed from, say,
100 potential centers could represent an extremely complex, mon-linear decision
surface.
| The clagsgifier described in Section 6 checks each labeled training
sample as it is presented to the classifier to see if it can be combined with
an existing potential center. It does this by using a correlation clustering
algorithm. In this way an efficient, but very powerful classifier is achieved.
Another unique feature of the classiiier described in Section 6 is the
hierarchical manner in which the training data is stored in the computer.
Each labeled sample can be assigned to a class at a number of different levels
of specificity. For example, bad corn could be simultaneously classified as
land, agricultural land, cultivated agriculturallland,.corn, and bad corm.
A1l training data can then be stored as a classification tree in which more
and more detail is achieved by going further down the tree. The classifier
is able to classify an object at any level in the clasgification tree.

20



Classifiers based on the method of potentials have been recognized as
being superior to statistical classifiers whern the amount of training data
is 1imited.16 This is often the case when processing multispectral scanner
data since the cost of acquiring reliable ground truth can be very high.
When this cost is taken into accouﬁt then a more powerful classifier that
can work well with a limited amount of ground truth may be more economical
even if its processing time is longer. |

The main advantages of the classifier described in this report can

be summarized as follows:

1) It is a nonparametric classifier that works well with multimodal
data and whose performance should continue to improve as the
dimension of the feature vector is increased.

2) It is trained iteratively in such a way that all training data
are correctly classified by the classifier.

3) It can equally well handle a large amount of training data
(by using correlation clustering to reduce the number of
potential centers) or a small amount of training data (by
using each training sample as a potential center).

4) It can classify at various levels of detail by storing the
training samples in the form of a classification tree.

5) It can be trained over a period of time, get;ing better and
better as additional ground truth information becomes available.

5.1 Discrimipant Functions Formed by an Iterative Application of Potential
Functions

The method of potentials uses labeled training samples to form non-
linear discriminant functions that can be used to ‘classify test data. Let

. ¢ ‘
xi be the feature vector associated with the k h sample of class i. An
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interpolating, or potential function K(§,§k(l)) is defined to be a function

(1)

that is maximum when x = Xy and decreases monotonically as |§ - §k(i)|
increases. Specific potential functions that have been used include
1
(1)
K(x,x ) = —— (5-3)
~ ~ 2
k 1 +alfx - §il)l'
and
> . 2
K(x,xk(l)) = exp(~of|x - ka(l)ll ) (5-4)

An estimate ﬁ(x'wi) of the state conditional probability density
p(xlwi) can be obtained by erecting a potential function K(x,x (l)) at each
of the Ni samples of class i, adding all of these functions and dividing by

Ni. That is,
, (1)
Plxlu) =3~ L ) (5-5)
i k=l

The division by Ni in Eq.(%) accounts for the fact that *' ere may be

different numbers of samples in different classes, If all classes have
equal a prloril probabilities then, from Eq. (5-1), ﬁ(g,mi) would also be
proportional to an estimate of the a posteriori probability P(miIE)' One might
then consider using a discriminant functiqn Gi(§) equal to 5({]ujj) given by
Eq. (5-5) and then classify objects according to the following decision rule:
Assign an object characterized by the feature vector x to class i if
Gi(f) > Gj(f) for all j # i.

On the other hand if the training data is obtained by randomly sampling
all objects to be classified, then the number of training samples obtained
for each class is, in some sense, related to the a priori p;obabilities of
class membership. In particular if Ni is assumed to be proportional to P(mi)
then by comparing Egs. (5-1}‘apd (5-5) it is clear that an estimate ﬁ(wilx) of
the a posteriori probabilities P(mifﬁ) can be taken to be

'E(wilf) = A gi K(x,xk(i))

k=1 ~ ~
where A is some proportionality constant. A useful discrimipant fuuction

(5-6)
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for class i might therefore be taken to be

N.
1
Gi(f) = 5 lK(f’fk(i)) (5-7)

The decision rule is to assign an object to class i if Gi(§)> Gj(f) for
all j # 4.

The location of the decision boundaries generated by the discriminant
functions of Eq. (5-7) will depend on the number of training samples of each
class Ni' As has been noted this shifting of the decision boundaries is
meant in some sense to account for the a priori probabilities. However, there
is no guarantee that the discriminant functions given'by Eq. (5-7) will classify
all of the labeled training samples correctly. This situation can be corrected
by using an iterative error-correcting scheme that adds a weighting factor to
the potential function K(x,xk(i)) each time that tﬁe labeled sample fk(i) is
misclassified by Gi(§ (i)). The discriminant functions Gi(f) given by Eg. {5-~7)
are therefore modified by the following errorwcorrécting algorithm.

For each labeled sample fksz) the disecriminant functions Gi(fksg) are
computed for all classes. If Gg(fkgg)) > Gifgksg)) for all i # %, then

Gg (%) is left unchanged and the next labeled sample is considered. On the

. . (2 £
other hand if, for amy i, Gg(fk, )) ;'Gi(fk'( )

) then G (x) is changed to
Gz(x) + AK(x,xkfl))where A is a constant. This rule is applied iteratively
to all labeled samples until all of the labeled samples remain correctly

classified. After convergence the resulting discriminant functions are

thus given by

Ny 0.
G,(x) = I (I#AC, ) K(x,x ). | (5-8)
iw k=1 ik =Tk )
where Cik is the number of times that the labeled sample xél) caused a
change.

The discriminant functions given by Eq. (5-8) are used to classify test

data by assigning an object to class i if Gi(x) > Gj(x) for all j # i.
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5.2 Using the Potential Function Classifier in the Program GROUPX

As described in Section 3 the purpose of the program GROUPX is to
classify each of the clusters that have been created.by the program CLUSTX.
The program has a procedure called COSTMATRIX that computes a cost matrix
using ground truth data. Fig. 3 shows an example of the costmatrix that is
produced by the procedure COSTMATRIX. In this figure the rows correspond
to cluster numbers and the columns correspond to class numbers. The numbers
within the costmatrix are equal to the number of pixels belonging to a parti-
~ular cluster that are known from ground trutb to belong to a certain class.
Since it is desirable that all pixels in a given cluster belong to the same
class one would hope that only one column in erch row of the costmatrixz is
nonzero. In any event the cluscer is assigned to that class corresponding to
the column containing the largest number of pixels. This selection is
indicated on the right-hand side of each row together with a percentage
indicating what percentage of the total of each row this maximﬁm number
repreéents. A figure of 100% means that all ground truth pixels in that
cluster belong to one class. This is obviously the desired state of affairs.

Printed at the bottom of each column of the costmatrix is the number of
ground truth pixels that belong to clusters that havé'been assigned to that
class. The ratio of this number to the sum of all pixels in that column
is also printed as a percentage and is a measure of the percent correct
classification.

Those rows in the costmatrix correspon&ing to clusters centaining pixels
for which no ground truth exists will conta@n all zeros. These clusters
must be classified using the method of potentials. It is also possible to
train the potential function classifier directly from the ground truth for

individual pixels and to then classify all clusters using the method of.
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potentials. In this case the costmatrix is used only for informational
purposes as an indication of how well the clustering algorithm CLUXTX
performed.

The discrimipmant functions given by Egs. (S-S)land {5-3) are used to
classify all of the unlabeled samples. Thus, if y 1is the spectral signa-

~

ture asgociated with an unclassified cluster then y 1is assigned to class

i if Gi (z) > Gj (X) for all j # i.

After all of the clusters have been assigned to a class, the input
cluster tape is read and the cluster number associated with each pixel on
the cluster tape is translated into a corresponding class number on the
output tape-

The effectiveness of the algorithm GROUPX that uses a Potential
Function Method (PFM) classifier can be demonstrated by comparing its
performance to that of a Gaussian Maximum Likelihooa {(GML) classifier.
Both types of classifiers have been used to classify ERTS data containing
agricultural fields in Fayette County.

An area containing 12,726 pixels was selected of which a total of
297 pixels of ground truth was available. This ground truth consisted of
six classes and was divided between training data and test data according
to the following table.

TABLE OF GROUND TRUTH

Class No. of Training Pixels No. of Test Pixels
1. Sovybean 116 25
2. Corm 40 10
3. Wheat 14 A 3
4. Woods 52 ‘ 16
5. Bare Soil i3
6. Clover 3 1
238 59
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When the GML classifier was applied to this data, the covariance matrix
for class 6 was found to be non-positive definite (the matrix was singular)
and thns this class could not be included in the classification. The
remaining 58 test pixels were classified by the GML classifier and the
results are summarized in the error matrix of Fig. 4. These results show
that all of the test pixels are classified as either class 3 or class 4.

This is undoubtedly due to the fact that an insufficient quantity of training
data yields inaccurate estimates of the mean vectors and covariance matrices.

The PFM classifier GROUPL was then applied to this same data. The pro-
cedure COSTMAIRIX classified the following number of clusters that were used
as potential centers for training the potential method classifier:

CLASS No. of TRAINING POTENTIAL CENTERS

1. Soyb::an 17
2. Corn
3. Wheat
4. Woods
5. Bare Soil
6

O = = oW

. Clover
A value of @ = 5,0 and A = 1.0 in Egs. (5-8) and (5-3) resulted in
training convergence after a single iteration. A total of 51 test pixels
were then classified and the resulting error matrix is shown in Fig. 5.

Both the GML and PFM classifiers were used in similar version of GROUPX.
ALGOL listings of both programs and given in the Appendix. The original
scanner data had been clustered into 137 clusters using CLUSTX. The overall
performance of the costmatrix using the training data was about 90%. A
higher percentage could have been achieved by generating more clusters. Thus,
relative to this upper limit a more accurate measure of the GML classifier
would be an overall accuracy of 17.24/90 = 19.2%, thle the overall accuracy

of the PFM classifier is 84.31/90 = 93.6%. The total processing time for the

Version of GROUPX containing the GML classifier and for the version containing
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the PFM classifier was 1 min. 17 sec. and 1 min. 29 sec. respectively. All
programs were run on a Burroughs B-5500 computer.
Another version of GROUPX was tested that used a PFM classifier that

trained on individual pixels rather than cluster centers obtained from the

COSTMATRIX. 1In order to keep the number of potential centers or training data

to a minimum (an actual advantage in PFM classifiers!) the test data used

previously was used for training and the original training data was classified.

A total of 136 pixels were classified using 79 different pixels as training

potential centers. The resulting error matrix is shown in Fig. 6.

The same data was used to train the GML classifier and the result of
classifying the same 136 test pixels used in Fig. 6 is shown by the error
matrix in Fig. 7. The covariance matrix for class 7 was singular and there-
fore the three text pixels for that class could not be classified.

The results given above indicate the superiority of the new PFM
classifiers over the GML classifiers, The main reasons for this improved
performance include:

1) Even limited quantities of ground truth can be effectively used by
the PFM classifiers while the same ground truth may yield covariance
matrices that are either singular or so grossly in error as to be
meaningless.

2) The pre-clustering of the training data (by using the COSTMATRIX)
results in a manageable number of potential centers that represent a

faithful sampling of all available training samples.

3) When the training data is not normally distributed or is even multi-modal

the PFM classifiers have no problem in forming accurate decision boundaries.

On the other hand, the GML classifier may produce totally inaccurate

results in these instances.
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6. A Nonparametric, Hierarchical Classifier

in many classification problems, the taxonomy in which objects are
to be place& is intrinsically hierarchical. Figure 8 illustrates a possible
taxonomy for use in classifying areas of a photograph of the earth's surface.
At the lowest level of classification (level 1) a pixel is classified as
either land or water. The next level of classification further subdivides
the first level. The taxonomy shown indicates no further classificafion of
water (for example into warm or cold) but a pixel classified as land at level 1
might further he classified at level 2 as urban, woods, bare seil, or agricultural.
The algorithm desecribed in this section is able to classify an object to any
desired level in such a hierarchical classification systém.

We assume a set of labeled training data, each of which has been clasgsi-
fied. In order to classify an unknown object at level 1 (water or land) we
need two sublists of ocur training data, one of all training data labeled water,
*he other of all training data labeled land., Using the iterative method of
potentials described in Section 5.1, the discriminant function for each of these
sublists is evaluated at the point in feature space corresponding to the
spectral signature of the unknown pixel. Then the unknown pixel is determined
to be either water or land accerding to which sublist yields the largest dis-~
criminant function value*. To further classify the unknown pixel at level 2,
we would need four other sublists of labeled training data: urban, woods,
bare soil and agricultural. A training datum classified as, say, corn (Fig. 8)

would be included in four sublists.

*In the algorithm described below, a further requirement is made; namely that
this largest discriminant function value must exceed some minimal threshold.
Otherwise, the object is unclassifiable at that level.

33



123

1 2
WATER . . LAND
1 2 3 4
URBAN . . . . AGRI CULTURAL
WOODS BARE .
SOIL
2
CULTIVATED . UNCULTIVATED
r/ 2/ 3f 4 6 : i/ 2] 3 4
) ) O O ) ® A) O (0
WHEAT CORN CLOVER HAY WEEDS BRUSH
SOYBEANS SMALL PASTURE
GRAIN WEEDS-

PASTURE

Fig £ Sample Classification Tree for ERTS Multispectral Scanner Data



Clearly, to implement hierarchical classification we need rapid access
to various sublists of the training data. Representing the training data as
subsets of lists is facilitated through the use of a multi-linked data structure.

Each of the labeled training data is stored in a node

b Fig, 9 ©Node for Storing
- s N - / Training Data

ity

Datum Descriptor List Pointers

as shown in Fig. 9. The datum "value" is stored along with a set of links
or pointers. These pointers are used to associate that datum with those
sublists to which it belongs. TFor each node, a pointer is required for each
level of classification. If a given datum is the only member of a sublist
at, say, level 2, the corresponding pointer is set to null (zero); otherwise
it is set to point to the most recent datum that is a member of that sublist.
The classification tree of Fig. 8 has 4 levels; hence, the nodes for storing
the training data will each have 4 pointers.

To facilitate the addition and deletion of training data nodes, it is
convenient to include one more pointer with each node. This pointer is used
simply to link all of the data into a list. If any training da.um is to be
discarded, this pointer can be used to link the unused node storage box to
the free storage stack. When a new datum is required, the needed node storage
box is removed from the free storage stack. This memory management technique
insures that all available memory for training data storage is accessable.

The actual arrays used to implement the multi-linked list structures

i
are now described., The ith node box is composed of the i h row (or element)
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of the arrays described in Table 1

Name Dimensicn
FEATURE NROWS x NCHAN
CLASS NROWS x NLEV
CLINK NROWS x NLEV
CLISTLINK NROWS
Table 1 Arrays used for mulii-linked 1list storage

The array FEATURE ig used to store the training data feature vectors, each

of which is a vector of length NCHAN. The array CLASS is used to store the
clasgification data., Each datum is classified according to the given classi-
fication tree, where the branches are labeled sequentially as shown in Fig. 8.
NLEV is the depth of the classification tree and therefore represents the length
of a classification vector. Each row of the array CLINK holds the pointers
needed to link that node into each of the respective sublists, Finally, the
array CLISTLINK is used to link all of these nodes together in one iist.

The unused locations are alse linked into a list (stack) by means of
CLISTLINK. The location of the top of this stack‘is held in the variable
CAVAIL.

The data structure described above is adequate four storing all of the
sublists of the labeled training data. However, it does not inherently provide
rapid access to =ach sublist. For example, if it is known that.a given train-
ing datum is a member of the "land" sublist, then its level 1 pointer points
to the "mext" element of the "land" sublist. However, no mechanism is pro-
vided for locating the beginning of the "land" sublist. Yet another data

structure is required to provide access to the beginning of any desired sublist.
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The data structure used here to access the sublists is a tree having
a form similar to that of Fig. 8. Fach node of the tree contains the address
of the beginning node of a training data sublist. By "climbing" through this
tree any desired sublist can be located.

A typical tree node is shown in Fig. 10. Stofage is

‘ e Fig 10 A typical tree
- —v" - node

Pointers to "son" tree nodes,

Pointer to a training data sublist.

provided for a pointer to the head of a sublist. Also provided are pointers

which locate the '"sons" of that tree node. If the tree node has no sons
(i.e., a terminal or "leaf") then all of the son pointers are null (zero).

In the present implementation, a fixed numbef of son pointers is used;
this number must equal the maximal "fan out' of the classification tree. The
subciasses of a node are denoted by integers: 1,2,3,..; the absence of the
ith subclags (or a sublist) is denoted by a null (zero) value in the ith son
pointer position.

An array TNODE, with dimensions NODES x NSONS, is used to store the
access tree. The :'Lth row of this array stores the ith node box. The unused
storage locations are linked together in a free storzge stack using the first
column elements of the array. The location of the top of this stack is held
in the variable TAVAIL. The location of the root of the tree is held in the
variable TROOT.

'In summary, two data structures are used for storing and accessing the
tfaiﬂing data. A multi;linked list structure is used to represent the data as

2 set of mutually inclusive lists (or sublists). A tree structure is used

to provide access to the various sublists. Together they provide the data
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storage and access needed to support the algorithm for hierarchical classifi-
cation by the method of potentials,

6.1 The Classifier CHIMP

The algorithm described below is called CHIMP (for Classification
Hierarchy using an Iterative Method of Potentials). There are three major
phases in this algorithm: training data input, training, and classification.
These phases of the algorithm are discussed separately. Reference is made to
the listing of the algorithm in Appendix D.

6.1.1 Training Data Input

The function of this phase of the algorithm 1s to enter the training
data (from TDFILE) into the multi-linked list structure and to construct the
corresponding sublist access tree. As each labeled training datum is received
by the procedure INPUT, the access tree is extended, if necessary, by the pro-
cedure SETTREE to accomodate that new datum. SETTREE leaves behind a TRAIL
vector of tree node locations which contain pointers to the sublists in which
the new datum will be included. (These sublists may, of course, be empty,
in which case the new datum will be the first element in the lists.)

An important task carried out by the procedure INPUT is that of
clustering the training data. Stated simply, training data that are suffi-
ciently "close" to each other in feature space will be combined into a single
datum located in feature space at the center of gravity.of the included data.
The number of data associated with each "cluster" or "potential center" is
stored in a corresponding element of the vector WEIGHT (of length NROWS).

A new datum will be clustered with an existing one if the new datum falls

within the WINDOW of the existing one, which WINDOW is a hypercube centered

on the existing datum with half width WINDOWSIZE. The procedure INWINDOW

determines whether or not the new datum is to be clustered.
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Clustering is only dome with data that match at all levels of classi-
fication. Therefore, after deploying SETTREE, the procedure INPUT searches
the deepest sublist, to which the new datum would belong, to see if the new
datum is in the WINDOW of any existing datum. If so, then they are clustered
and INPUT terminates. If not, then the new datum is placed in a new storage
node which is then linked into each of the sublists identified in TRAIL.

6.1.2 Training

The potential function used in this algorithm has the form

1 + ACOUNT,
. (6-1)

f,(x,x,) = WEIGHT(x,)
J ~ =] ~. 2
1 +a||§'—§3||

where X, is a feature vector of a training data cluster,
x is the feature vector of the unknown datum,
A and & are scalar parameters,
WEIGHT(fj) is the number of training data associated with fj’

ll . ,1 is the Euclidean norm,

and COUNTj is a counter used in training as described below.

The discriminant function for a subclass (sublist of potential centers)
is
D = ¥ -2
ney ; £(x,%.) (6-2)

where the summation is over all elements in the sublist corresponding to the

subclass k.
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An example will illustrate the use of these discriminant functions.
Suppose we wish to classify an unknown object with feature vector X at
level 1 as either water or land (Fig. 8). Two discriminant functions are
required: DW and DL' DW is defined over the subclass of all training data
labeled "water," and DLQf) is defined over the sublist labeled "land."

DWQf) and DL(g) are evaluated and x is classified according teo which dis-
criminant function value is greater. If the unknown x is classified at

level 1 as land then it can further be classified at level 2 as ‘''urban,"
"woods," "bare-soil" or "agricultural." To do this classification at level 2,
four discriminant function Qalues are needed, corresponding to the four
training data sublistis. Again, the unknown x is classified according to
which discriminant function value is greatest.

Tmplicit in this algorithm is the requirement that the potential centers,
resulting from the training data, be themselves classified correctly by the
discriminant functions. If the value of COUNTj in Eq. (6-1) is zero it
usually happens that some of the potential centers would not be correctly
classified by the method. To overcome this shortcoming, COUNT is introduced
into the potential function and adjusted until each potential center is
correctly classified by the discriminant functions.

The adjustment of the COUNTj's is an iterative procedure as described
in Section 5. During each pass, the classification of each member of each
sublist is checked by the procedure CLASSIFIEDCORRECTLY. If the classification
is wrong, the value of COUNTj for that sublist element is incremented. Note
that since each potential center can belong to as many as NLEV sublists,

then each potential center may have NLEV values of COUNT associated with it,

one for each sublist to which it belongs. If, during the first pass, any
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sublist element were incorrectly classified, then the whole procedure of
checking the sublist elements is repeated a second time to determine whether
or not the new COUNT values were sufficient to yield accurate classification.
This procedure is repeated until all sublist elements are correctly classi-
fied (or until a limit on the number of these iterations is reached). This
completes the tralning phase of the algorithm.

The procedure TRAIN is the driving procedure for this phase. It
executes training passés by deploying TREECHECKER until training is success-
ful, or for a maximum of 20 times. Also, it reports on the results of each
pass.

The proéedure TREECHECKER traverses the sublist access tree and deploys
CHECKSUBLIST for each sublist accessed by the tree. TREECHECKER returns a
Boolean value indicating whether or not all of the elements in all of the
sublists were classified correctly,

The procedure CHECKSUBLIST traverses a sublist and deploys CLASSIFIED-
CORRECTLY to determine whether or not each list element is correctly classi-
fied, If a list element is mot classified correctly then the corresponding
COUNT is incremented. CHECKSUBLIST returns a Boolean value indicating
whether or not all elements in the sublist are classified correctly.

6.1.3 Classification

The previous example on the use of the discriminant functions given in
Section 6.1.2 describes the general technique for classification of an
unknown. The procedure CLASSIFY carries out the classification of an unknown
feature. The classification is carried out only to a deﬁth specified by the
parameter MhﬁL@VEL (but, of course, mot to exceed NLEV - the maximal depth of
the tree). The unknown, to be classified by CLASSIFY, is held in the vector
NEWFEATURE (which is taken from a row of the input array SIG). The vector
of classification results produced by CLASSIFY is held in NEWCLASS.
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The operation of CLASSIFY can be understood by following it through
one level of classification, A pointer P is set to the root of the access
tree. The local variables BIGCLASS and BIGVALUE are set to zero at the
beginning of each new level of classification. Each of the sublist discri-
minant functions is evaluated and compared in turn with the current value of
BIGVALUE, TIf the discriminant function value is greater than BIGVALUE, then
BIGVALUE is replaced and BIGCLASS is replaced by the sublist index. The
sublists are accessed through the sublist pointers and those tree nodes that
are the sons of the root node. TNODE [TROOT, 1+K] points to the Kth son of
TROOT. Therefore, THNODE[TNODE[TROOT, I+K],l]points to the sublist corresponding
to the Kth éon of TROOT.

When all of the sublist discriminant functions for the sons of TROOT
have been compared to BIGVALUE, then BIGVALUE will contain the value of the
largest discriminant function and BIGCLASS will contain the corresponding
classification. However, before the assignment of BIGCLASS to NEWCLASS is
made, it is required that BIGVALUE exceed THRESHOLD. The a priori assumption
here is that if the greatest discriminant function value falls below THRESHOLD
then no proper classification can really be made. In this event, -1 is
placed at the appropriate level in NEWCLASS and the procedure terminates.

However, if BIGVALUE exceeds THRESHOLD then BIGCLASS is placed in the
proper (first) element of NEWCLASS. Then the local pointer P is moved down
the tree one level to the Kth son of TROOT, where K = BIGCLASS. This process
is then repeated until MAXLEVEL is reached or until a terminal is reached.

In summary, the major advartages of the classifief CHIMP include:

1) Labeled samples can be represented by a hierarchical tree structure

and unknown objects can be classified at any level of the tree.
Labeled samples that are known at oniy a certain level can be

used to train the clasgifier up to that level.
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2)

3)

4)

The classifier can produce good results with a limited amount of
training data. This is in sharp contrast to parametric classifiers
such as a Gaussian maximum likelihcod classifier for which consider-
able training data is required, particularly for higher dimensional
feature vectors.

The clagsifier can operate well when large quantities of training
data are used. Previous attempts to use potential function methods
with large amounts of training data have heen plagued with computa-
tional difficulties. CHIMP incorporates an automatic clustering
algorithm that reduces the training samples to a manageable number
of potential centers. These potential centers represent a faithful
sampling of all available training samples.

The classifier CHIMP can produce very general, nonlinear decision
boundaries. These decision surfaces can be used to accurately

clagsify multi-modal as well as unimodal data.
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7. An Interactive Color Display for Multispectral Imagery Using Correlation

Clustering

Two distinet but complementary approaches to the processing of multi-

spectral scanner data have been followed. One approach focuses on digital
processing and has as its goal the classification of each ground resolution
element, or pixel, in a given area. Sections 3-6 of this report describe an
-example of this approach that uses correlation clustering and nonparametric
rlassification techniques to classify each pixel. The second general approach
uses a variety of techniques to produce color maps of the ground area that are
suitable for visual inspection and interpretation by humans. One common
method is to use the intensity of one color (red, green, or blue) to represent
the intensity of the reflected energy in one of three channels. If these
three color images are superimposed (either photographically or with a color
video system) then a full color map is obtained.

There are a number of limitations to the color maps produced in this way.
First of all, since one color is associated with one particular spectral
channel of the data it is difficult to produce a map that uses data from more
than three different spectral channels. On the other hand, multispectral
scanners with up to 24 spectral channels have been bui’t., Even if one uses
data from multiple-passes of the 4-channel ERTS multispectral scanner, then 8,
12, or 16 effective channels of data (combinations of spectral and temporal)
would not be uncommon.

In an effort to ihclude information from more than three channels a
aunber of digital processing techniques, including various clustering methods,
heve been developed. The results of such digital processing can be used to
nroduce coler maps with display systems such as NASA's PMIS-DAS system at the

Johnson Space Center in Houston.
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Is it possible to process multispectral scanner data in an unsupervised
manner and produce color classification maps interactively in real time? In
this section we will describe the design of such an interactive color display
system that uses correlation clustering techniques to produce color maps of
multispectral imagery in real time.

Fig. 11 illustrates how the system would be used. An operator sits at
the color displayvscreen and has access to a number of control knobs located
on the comsole. The color display contains an image of a certain ground area
made up of, say, 500 x 500 pixels. The operator can adjust the knobs such that
the entire screen is a4single color. Additional adjustment will produce a
broad level classification map in which perhaps all water appears blue, agri-
cultural land appears green and forests appear red. Further adjustments might
result in only the agricultural fields appearing in color with different colors
representing different types of crops. In other words, the operator can "tune
in" to as much detail as he wishes using his own judgment to interact with the
image causing it to change in real time.

It is important to understand that the processing that is going on is
entirely unsupervised in the sense that no a priori ground truth information
is used. On the other hand the operator "supervises'" the processing in an
interactive mode and may very well use a priori information that he has about
the general nature of the area in order to produce a useful map.

Obtaining good ground truth information may well be the most expensive
part of supervised digital pattern recognition systems. The color maps produced
by the system deseribed in this section could prove to be very useful in identi-
fying meaningful ground truth areas. This is true because a particular color on
the map represents a localized region in the N-dimensional feature space asso-

ciated with the N-channel multispectral data.
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For many applications such as the production of land-use maps, the
maps produced by this system may be the only type of processing of the
scanner data that is required. 1In any event it seems clear that such a
device would greatly increase the prodﬁctive outputlof a group involved in
the processing of multispectral scanner data.

In Section 7.1 the general method by which correlation clustering
techniques can be used to produce color maps will be described. Various
technologies, including digital, optical, and analog, that might be capable
of producing the color maps in an interactive and real time environment will
be surveyed and evaluated in Section 7.2. A hybrid system in which the
correlation clustering is accomplished with analog circuitry is described in
Section 7.3. Finally, Section 7.4 presents conclusions and recommendations
for fﬁture development.

7.1 Correlation Clustering Images from Multispectral Scanner Data

What does an N~channel multispectral image look'like to a human observer?
Or, alternatively, how can the information contained in N-channels of multi-
spectral scanner data be presented in a form that is readily understood by
a human observer? Inasmuch as ﬁhe eye is able to distinguish a wide variety
of color shades and hues it would seem advantageous to use a color display to
present the multidimensional information contained in the scanner data. In
particular, the goal will be to associate a given shade of color with a parti-
cular localized region in the N—dimensiongl feature space. The size of a
pa;ticular localized region and the color asszociated with it should be under
the interactive confrol of the aperator.’

The color ¢ of a given pixel will be some combination of the three
primary colors red, r , green, g , and blue, b . That is,

¢ = Cpr + Cog + Cpb . (7-1)
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where CR’ Cg, and CB are the proportions of red, green, and blue

respectively. (For a color video tube CR, C and CB could be the voltages

G!
applied to the red, green, and blue guns respectively.) The values of CR’ CG’
and CB are determined by the following correlation clustering method.

Let x® be the N-channel spectral signature associated with a particular

pixel. That is, xT'= [xl’ xz, ey xn]. Let y(l) be a reference spectral
signature associated with the color i (i =R, G, or B). Let ¢j (xj - yj(l))
be a weighting function associated with channel j whose value is a maximum

at x, = y,(l) and whose value becomes small as Ixj - y,(i)f increases. (For

a possible example of the functioas ¢j (xj - y_(l)) for the case of 4-channel
]
data, see Figure 2 in Section 4.)

The correlation function Ci associated with the color i (i = R, G,

or B) is defined as

N

- T o, ) 5
¢, j=l¢j Gy = y,0) (7-2)

From the properties of the function ¢j it is clear that the maximum value of

Ci is equal to

Max N -
= % 45O | | (7-3)

and will occur when the spectral signature x 1is equal to the reference

spectral signature y(l). It is also clear that a large value of Ci will

) . i . . .
occur when the spectral signatures X and y( ) are similar, while a small

~ ~

value of Ci will occur whenr x and z(l? are dissimilar. Thus, if the three

reference signatures y(l) are well separated then, for example, a pixel with

~

a spectral signature x = X(R) would appear red. Similarly, pixels with
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spectral signatures x = Z(G) and x = Z(L) would appear green and blue
respecfively. Other pixels with arbitrary spectral signatures x would have
colors given by (7-1) and (7-2}.

An example of the locations of the three reference signatures ZR, ZG, and
XB for the case of 2-channel data is shown in Figure 12, In this fipure a
"region of influence" is shown as a solid curve surrounding each color center.
The size of each region is representative of the "widths of the corresponding
weighting functions ¢j. In a real time Interactive system the operator
X(i)

would be able to vary both the color centers and the size of each "region

of influence" surrounding each color center. In this way the operator can
watch as the display changes in real time as the result of varying the different
parameters., Large regions of influence corresponding to wide ¢j functions will
result in color displays in which large areas with different spectral signatures
will appear as (nearly} the same color. On the other hand, narrow ¢j functions
can be used to isolate in a single color only those pixels with a particular
spectral signature. By this interactive mode of operation it should be possible
to extract the maximum amount of information from the multispectral data in a
minimum amount of time.

The next section will consider a number of technologies that might be
used to make the type of interactive color display system that has been described

above,

7.2 T teractive Displays Using Digital, Optical, or Apalog Systems

When thinking of an interactive color display that is to operate in real
time one thinks first of a TV type of video display system. Assuming a 500 x 500
pixel display that must be refreshed every 1/30 sec., one sees that a 7.5 MHz
data rate is required to refresh the video display. Such systems are available
and in use today. However, this will simply display a single image and does not

process the multispectral data in any way.
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What is desired is to be able to change the correlation functions Ci
given by Eq. (7-2) in '"real time" as observed by the operator. Suppose one
tries to do this digitally. Assume that the calculation of a single value
of ¢j requires only 5 basic operations each taking 1 usec. For ERTS data
this calculation must be done for each of the four channels and the results
added (assume 1 ysec per add} to obtain Ci in Eq. (7-2). Thus, it would
take 23 usec to compute Ci for each of the three colors. Therefore, each of
the 250,000 pixels would require 69 usec of computation which means that it
would take over 17 gec. to change the video picture. This is obviously not
the real time operation that is desired.

The basic problem with digital computations is that there are too many
pixels (250,000) and one can tnerefore afford to spend only about 1 usec per
pixel if the entire calc:iation is to be completed in some fraction of a second.
This suggests that a substantial amount of parallel processing must be done
if real time operation is to be achieved. Although digital computers with
substantial parallel processing capabilities have been designed and built (such
as the TILLIAC IV), there are major problems with their use and they would not
be suitable for use in the small type of dedicated system envisioned here.

Optical processing in one sense offers the ultimate in parallel processing.
The author2 has previously suggested a method by which holographic correlation
techniques could be used to produce classifiéation maps of a type similar to
those described in Section 7.1. 1In such a system all of the pixels are pro-
cessed simultaneously at the speed of light. However, a real time system would
require a real time input transducer capable of changing coded data for all
pixels at video rates as well as a real time medium for recording the holo-
graphic f£ilters. While a number of such real time devices and recording media
are being developed in various laboratories, none at the present time possesses

all of the properties that would be required for the type of interactive system

being discussed hera, 51



Additionally, in order to make a color display it would be necessary
to construct an elaborate system containing lasers of three different colors.
It is clear that such an interactive real time system using coherent optical
processing is not within the current state of the art.

Returning then to the color TV video display, is there any way that the
processing described by Eq. (7-2) can be done in real time? The next section
will describe a hybrid system in which this interactive processing is accom-
plished with electronic amalog circuits.

7.3 Design of an Interactive Correlation Clustering Color Display System

In this section an interactive system that will process ERTS multi-
spectral scanner data in real time will be described. An overall block diagram
nE o ;stem is shown in Filg. 13. The scanner data for an area of up to

¢ pixels is transferred from magnetic tape to a high speed magnetic
disk using a minicomputer which serves as a high speed buffer. Up to 250,000
bits can be stored in a single track on the disk. Thus, eight parallel tracks
can store the 8-bit per pixel data for an entire TV frame for one of the
spectral channels. Thirty-two tracks can then store the data for all four
spectral channels. The disk rotates at 1800 rpm so that data for a complete
TV frame is read every 1/30 sec.

The 32 bits representing the spectral signature for a given pixel are
read from the disk in parallel ﬁith 32 fixed head transducers. This data is
fed through four 8-bit digital-to-analog converteré. Thus, four voltages

(Vl, v V4) representing the spectral signature of a single pixel are

2» V3
available simultanously. These four voltages are fed into an interactive
analog processor containing analog circuits that process the data. This
processor contains the interactive controls that determines the nature of the

processing. The output of tnhis analog processor consists of three voltages

that go to the three color guns of the video display.
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Fig. 13 Ynteractive Color Display System for Multispectral Imagery
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The analog processor contains three similar circuits as illustrated
schematically in Fig. 14. Each of these three circuits is associated with
one of the three colors (red, R, green, G, and blue, B). Each of these color
circuits contains two control knobs per spectral channel. Thus, there are
eight variable controls for each of the three color circuits, or a total of
24 control knobs for the entire analog processor.

Each of the three color circuits making up thg interactive analog pro-
cessor is of the form shown in Fig. 15. The variable voltages Va’ Vﬁ, Vc’ and Vd
represent a reference spectral signature that is to be correlated with the
spectral signature of a given pixel which is coming from the digital-to-analog
converters. The gains o., @

1 2

are also under the interactive control of the operator. The values of the

» Og» and a, of the four differential amplifiers

voltage at different points in the circuit are indicated in Fig. 15. An

example of the four voltages entering the output summing amplifier in Fig. 15

as a function of Vl’ V:r V3, and V4 for particular settings of Va,Vb,Vc,Vd,al,az,GB,
and oy, is shown in Fig. 16. It is clear that the output of the summing amplifier
is the correlation Ci given by Eq. (7-2). Three such ocutputs from the three

color circuits in Fig. 14 are then combined in a color TV tube to produce a
particular color as indicated by Eq. (7-1).

The entire 500 x 500 pixel TV frame is refreshed every 1/30 sec and thus
the whole picture is changed in real time as the controls of the interactive
analog processor are varied by the operator. These controls allow the operator
to move the locations of the three color centers in feature space and to vary
the size of the '"region of interaction'" for each color (See Fig. 12). The
system described above for 4-channel data can be extended in a straightforward
way to accommodate large numbers of spectral chanmnels. Fixed head magnetic

disks exist that could handle up to 24 channels of multispectral scanner data.
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Fig. 16

Example of Signals Entering Output Summing Amplifier in Fig. 6
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7.4 Conclusions

This section has described a new method of processing multispectral
scanner data in a real time interactive enviromment. The result of the
processing is a color video display of up to 500 by 500 pixels in which a
given color represents a particular localized region of feature space.
The size and location of these localized regions of feature space are
under the interactive control of the operator. Thus, the user can elect
to look at as broad or as narrow a region of feature space as he wishes.

The interactive system for processing 4~channel data contains 24 control
knobs that the operator can vary. In general the number of knobs will be
6xN where N is the number of spectral channels. The ultimate goal would
be to have the computer control the knobs (with pefhaps some fine tuning
by the operator). TFor example, ground truth information could be used te
locate "interesting' regions of feature space that could then be painted
with various colors. A whole new approach to the digital processing of multi-
spectral écanner data will be concerned with how best to have the computer
"turn the knobs'" in order to produce meaningful motion picture classification
maps of various levels of detail,

The real time interactive system should be built in order to test the
human reaction features of the system. It is expected that this system
will effectively put the human brain into the data processing and pattern
recognition loop. Since the operator views 250,000 pixels at a glance, he
will be able to use the spatial information that is apparent to him to guide
his way through the spectral feature space. After studying how the human
operator reacts to this system an effort should Be made to train the computer
to "turn the knobs'" and thus produce its own motion picture classification

v

maps based on ground truth or other adaptive learning informatiom.
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APPENDIX A

ALGOL Listing of CLUSTH

Including Procedures

HEAD2

INPUTH

CALCULATE
DATA3
ASSIGNH

CTAPEHEAD
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APPENDIX B

ALGOL Listing of GROUPL*

Including Procedures

HEADIN
GROUPXMAIN
HEADOUT
GROUNDTRUTH
COSTMATRIX
POTENTIAL
PTRAIN
PTEST
TAPEQUTPUT
TRUTHMAP
SAMPNOS
PLOT
TEST

#GROUPL is a verson of GROUPX that uses the procedure

POTENTIAL for classification.
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k4

4
%

L1ST

FORMAT

T3
THE PRUCEDUNE wEADOUT READS THE THIRD RECORD OF cTAPE
AND WRITES THE INFORMATTON FROM THE FIRST THRFE
RECNRDS OF CTAPE GN THE LINE PRINTER.
BEGIN _
LICFOR 13=0 STEP 1 UNTIL 11 DO CT1LI}sNRECEND»NPIXEND)»
LPCFOR 1412 STEP 1 UNTIL L114+NCHAN DO[I=11,CT1CT111)
SEEER HE %S He 1 uN TNt (o ho ! '
C1oNGHET 1, NCkANSFOR JT=1 STEP 1 UNTIL NCHAN DO
FIU1CKS s " TAPE KOw="s2A6s XS "NCHANE» 155 X5s INSAMPEN, 15/
X5, PNR1BM, 15, X5, "NR2B", 15, X5, "INCR=", 15/
X5snK1aM, 15, X5, MKIul, 15, X5, PINCS="s 15/
B amNCLUSTE", 15, XE, "NRACKE"» 152 X52 "NRECFND="» 15
XS5sPNPTXEMD="51R)>
F102¢110,F10.1)»
FIUI(T7s110sXEs %163

RFEAD THIRD RECORD OF CLUSTER TAPE

HEAD(CTAPE)NELUST*I:NUHI*]]17
WRITE QUTPUT FROM CLUSTER TAPE
(LINE-FL1015L1)3
(DISC,Fi01,1 1Y}
(LINE»eXSp "MAXCLUSTE; IS» o MAXCLUST )}
{LINE2<XSs"CMINE ", FT7,25,CHMINY}
WRITE(LINE S/ XSo"MATUTE" S IS>sMATOT )
WRITE(LINE s </ /XGa "Iy XU, "DELTALL1">)}
WRITECLINESFYC2sL2)3
WRITECLINE » XS5 "NS", X5, "NUM{
"VALUES OF_ SIGINSaudlInS

WRITECLINE,F103,L3)3

NSI™aX8»
)}

FOR T3=0 STEP 1 UNTIL NCLUST DO

PIXTOTtePIXTOT+NUMIIY)

IS/>sNUMIO] )}

i

WRITECLINE»<XS,"THE TOTAL NUMBER OF PIXELS=",185:PIXTOT);
WRITECLINEs </XS, "THE NUMBER OF UNCLASSIFIFD PIXFLSE")

¥

|

END OF HEADOUT:
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FOR MAT1=1 STEP 1 UNTIL MATOT DO

F104(415)}
BEGIN

BEGIN

PROCEDURE GROGUMDTHUTH]

LTST
FORMAT

=1 1,MATI+13

UNTIL NREC? DO

NPIX1=NPIX1 STEP 1 UNTIL NPIX2 DO

77

READ(CCTAPE,NPIXEND,PIXELS(2]33

FUR

FOR NRECEI=NREC! STEP ¢

BEGIN

NROLD S =NREC?}

{END OF GROUNDTRUTH}
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e ——— e —

BEGIN

IF AATN INSsMAT] GTR MATMAX

Zn
(R

1 F
' Y
(L0 o
Lt
(e ]

[y
=z
(Y8

ELSES

TOTMINS 1 :=TNTMINS 1+MATNINS, MATIS

ENDJ

—_—— ———— -

[F TOTMINS) LSS MINTOTY

L
un
- e
] Lol ol
Wi
zZ
R R
. QN
i T
: =20
' 4.4
2 X
E_TP
= o
|
| wa,
o
[=]
-t
x
W
-
—Z
[V TS
-4
—
wio
it
(SRS
oo >
wiat
a=
Lad -
u «r
| =
L
L -

|

CEND3

79
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f

FOP w4Te=1 STEP 1 UNTIL MATOT DO

LWVITIC TOoWw

Vi == 3
EL 5> ol Lt
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LI b O £

L PEDE PUMPE M

BCG%HR.NSJ;&-SIEE 1 UNTIL NCLUST DO

I REGIN

—t 4 —

N,

S{NS] LSS MINPER

[F_PERCL

RANSPINSItS0
MAYT AND PERCLSINS) GEQ MINPER

. T

|

P‘""¥%i?ﬁﬁﬁ§?€NS] EaL

TEMATNING s MAT]
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S
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IF TRANSPINS) NEQ 0 AND PERCLSINSI GEO MINPER
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s
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o
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COSTHATRIX (CONT,4)

i mm et

i WRITE OUT THE COSTMATRIX AND ALL TOTALS,

WRITECLINEIPAGE))S

FOR MATi1= 1 STEP 1 UNTIL MATOT DO
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;?g MATi=) STEP 1 UNTIL MATOT
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KRRk Rk KRN R AR RN Ak Nk

MAIN BODPY OF POTENTTAL _ :]

—— — {5 " A — - -

“FDk 11=t STFP 1 UNTIL MATOT DO ] o
Nell:=0s - T i
K1=03 | | T ""m"nj
FOR NS 1=1 STEP 1 UNTIL NCLUST DO B o .
TF TRANSPINST FQL O NR PERCLSINS) LS5 MINPER !
" “TtHEN T B
BEeIn T oo
Ki=K+1) E

KEEPTK]E=NSS - I
FOR Ji=! STEP 1 UNTIL NCHAN DO
YiK»J}1=5iG0JsN51) ;

|

END i

El 5E o ' :
REGIN |

I1=TRANSPINS 1S f

N t=NEI1+ : e ;

w#[f,~{5133=’NUM[N53; i

FNR Jr=1 STEP i ugitL

NCHAN DO~ |

IXTIsN[112J182S]G ; |

q » ) ] ! _I

NSAMPKt=K) |

 WRITECLINE»€/X5s"I"sXS»"NLII"/>))

FOGR Issl STEP 1 UNTIL MATOT DD
WRITE(LINE»«<I62110>,I,M8011)3

__PTRAING L e I
PTESTS - ) S
END OF POTENTIALS

&
N PO%; oy g
41:125,
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PROCFLUURE PIlhaINg

¥ THE PRUCEDURE PTRAIN TTERATIVELY MONIFIFS THE DISCRIMINANT
¥ FUNCTIUNS GI3) UNTIL ALY DF THE LARFLFD SAMPLES WH{SE
¥ SPECTPAL SIGNATURES ARE STORED IH THL ARRAY X[LsJsKT]
¥ ARE, CORRECTLY.CLASSIFIED, _ L _ B
TREGIN §
TFLage=13 ;
hSk =0} i
POk Ifs1 STER 1 UNTIL MATOT DO o
BETETNEMIE UNTIL MEIY D0 i i N X
rfﬁun:yt;qle=nl oo
WHILE IFLAG EOE 1 AND KSW LSS 100 o T
: ,_T._' m e e e e e |
‘ LFLAGE=D} _ i
) b PR L3=1 STRP URTIL MATOT po _
P Tene K1=_1 qr,p UMTIL rtLy o -
©L U RESIN T T -
! H ; GHAH:M :
i S| FOKW Ii=i STEP 1 UNTIL MATOT DD
) 1 ’ ',__........,]_,_... "’[1] ol ST e e e e e o et
. ¢ 1 FnR lis1 STEP | UNTIL MATGT an ' j
| R st Nee o o :
. I A THEN e
. b [ “REGIN : :
| F FOR ki=1 STEP 1 UNTIL WLI) DR !
! TS ) T
i ; ! ' SUM =03 !
B Pl FDR drs1 STERTIGNTIU NedAw DO
| ; I sum:suuuxu,ﬂ,d] XITrksJ)1%23
Loy I DA AR e A b ATt WA Tt SR
S R R L GLTIEEGLT 1w ((1+LAMDAXCOUNTI 1,K137
; L z : | cm?lima;suu))% i
S : K3 :
i (o [ExDS ‘ - S !
AR R I A S TR o
i ; o o :
o ; 1% GL11 GTR GMAX v i
T THEN o
. e
. i ! WMAXzG{ 1)
, SR - SRARETELDY !
i ERY .
P ! o _ USL:_____ 1 )
! ’ ] .
bt lesssp o
P [F I10¥AX VER 4,
P e Iy e - A
R : L THEN AT RPN S
IR | BEGIN )
SR E . IFLAGi=1} i
P CRAUNTIC KT jE=CUNNTILAXT I 415 P
Lo , 1 EnD 5
R CELNES T S
i : . ; - [P A, - PR 1
‘ o \{5N§=K"vy+t; e e e e —
Lo - -
P JlscL,n s€M KSi= ";Ib>;KSh]- -
.x--..._..__._._‘ e e e e s et L - i
.! Feaii Df prkl‘]'{,
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A L3R

BEGIN

— T FOR KTisi STEP 1 UNTIL NSAMPK 0O

BEGIN
GMAX3=0}
FOR T#=1 STEP 1 UNTIL MATOT DO

GII1:=0}

FOR Itat STFP 1 UNTIL HATUT no

B e bl S

SR ‘EL§£} ﬁ;,;~_;'3 L

L ogF NLI3 EQL O

|ELSE

THEN
i neN
IGMAXE=0

BEGIN |
FOR Ke=1 STEP 1 UNTIL NIIT DO
BEGIN o : ' '
T SyMt=03
FOR Ji=1 qrEP 1 UNTIL NCHAN DO

S 5UM:-SUM+(Y£$TAJ1_XII:Kad])*23
G[I]t=G[I]+((1+LAHDAXCUUNT[I:KJ)/

_lEwop
611126 11/NI 113
IF G171 6TR GMAX

THEN

1
!

%%FAXSUM}}x

1+
[1sK

e b a———— i o]

T

- “'. St

IN
MAX1?
GHAX

T= 550

EN

END S

cHD s RANSP[KFEP[KTTJI IGHAXJ

END OF PTESTﬁ
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PROCEDURE TAPENUTPUT?

x*r

-l

xly
€ A
Lo L e
Qi Zvnnn.
< T e O T
Lank aude SRS | PR K s 13

CONTENTS

- N
o TE <
D2 D>t
O 25 F <
-y 2T
S e
CE2 =L)<

CZWwr— I
o=z
T O3 IT

. A

Ly ©
Wity <X £
WO W)
OO0 <l
ZOb)— <
[ v wl_}
OL JnZa
O o =
o 2

D=t

R Y W e

S0k Iy
oL IO
bt L&YY S 1T, el
pmatls ST 4 o
O Tlraan
s K it
[ B2 B PR 2 s o
< X OO e
[aadl e 1 - B |
[TOR-. v TRER (S}
[PUREE P Fand FTN]
-4 PR ST T
ST T
L et Qb
wd O .
L3 EeLTU
el XX
fa 4 PREE Y Sl < o -8 o
L0 oot Lt
<O U -
b= T YT
IouJATeoc
[t ==t sl & S AT S

DER P MBEW N

HAS HFEN ASSIGNFD RY FITHER COSTMATRIX DR PNTFNTIAL,

BEGIN

WRITECDUTAPFsS1sCT1L%1)}
SPACE(CTAPEs=NROLD)}

UNTIL NRECEMD DO

FOR NREC:=1 STFP

-

e T S

. e d —— . . E ke

BEGIN

REANCCTAPEsNPIXENDsPIXELSE#1)5

FOR NPIXt=0 STEP { UNTIL NPIXEND=1 DO

1!KLA53{NPIx1z=TRAu5P£

PIXELSINPIX1)}

-

WRITECOUTAPF NP TXEND»KLASSL# 1)

END3

NPIXFNDYS
COUTAPESS

NR
REN

, END OF TAPEODUTPUT;
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PROCEDURE TRUTHMAP (NRi;NRZ:INCR:Ki;K2,IMCS:NRCD:KSHP;BnL)i
TNTEGER ~ wRij . % BEGINNING RECORD TO BE
y PROCESSED
INTEGER . . ~NR23 - % FINAL RECNORD TO BF PRNCESSED.
TNTEGER  INCR) £ THE SCAN~LINE INCREMENT
IMTEGER K13 L . ..% BEGINNING SAMPLE NUMBER
THTEGER KPS % ENDTMG SAMPLE NUMRER
INTERER INCS) , % SAMPLE NUMBER INCREMENT
IMTEGER ~ NRCD; % NUMBER OF RECDRDS TO RE
. 3 PROCESSED a
INTEGER 777 "KSWPF T B 7 % NJMBER OF SAMPLES TO BE =
Y | PPOCE SSED
RNOLEAN *_~ BOLJ - % A BOOLEAN VARTABLE USED T0 PRINT MAP
o BEGIN . - - o
%====.:===l======='==.‘f===$3=====::2:3:353:3::::::::.‘:::.’T:::'—":==============3
TINTEGER ARRAY  SCALETOT3»03KSMP DIV 517% THUTPUT SCALE FOR THE SAMPLE
¥ o ~ NUMBFR AXIs | |
¥ 7 . PROCEDURE SAMPNOS INSERTED HERE
r L PRDCEDURE PLOT !NSERTED HERE o
REAL ARRAY ~ COMBMAPLDINRCDsOYKSMPIJ ™% USED TO PRINTOUT THE SPECIFIED
A SRR AREA, CLUSTER NUMBERS ARE
¥ | ARE PLACED AT GROUNDTRUTH
¥ L oo ... SLDCATIONS
mEAL ARRAY CHARL1:913 . 2 YSED TO STORE 1 THRU 9 AS
'3 _ CHARACTER DATA
CINTEGER ARRAY BRCLIOI5073°  “ 7 “E SCALING ARRAY R
INTEGER ARRAY FRCLO1503F . % SCALING ARRAY
CINTEGER ARRAY BSMPLUI50T3 ~  ~ 7 77 % scALING ARRAY -
INTEGER ARRAY ESMPIO1501; % SCALING ARRAY
INTEGER © IsdsKsLd 7 % % BOUNTERS
 FDRMAT e FHTB(X?O:ZIS:XS:2IB)J
FORMAT QUT -~ FMTB("  THIS 18 THE CUMBINED GRGUNDTRUTH MAP-":///)i ‘
v --1 _,“jjvv*** MALN BADY OF anUNDTRuru v |
| Tosol T ?d";;”j;;_f' R
THEN - RS '§ 
BEGIN FE R a i
 ORIGIVAp py PAGH
OF POOR QU GE 8



S VGRS PO
i

fFnND

wxx Iw ! Iﬁ:lqu THE COMBUYAF 4%k
STFP 1 UHTIL NRCYH

i
WO FUR Ki={ STEP 1 INTIL KSMp

L e T = LY P

Fog I::

L T L T

wAr BETS Up THE CHARACTFR YECTOR #us
'—FILL CHARC® Y wlltH ulll_,upu,njn,ugn nl5n,|l(,ll h?u,ugn,nqu;

t

* Rk P*INTS quT THF CDM%ENFD uﬂﬂddﬂTRUTH MAP X

AW GENERATES THE scALE ALGNG THE SAMPLE NUMBER AXIS **x

) SAMPNDS(KI.KSMP:INCS)I :: o
>k PROCESSFS THE C_ASSES nEk
FOR Lt =1 STFP 1 UNTIL MATOT _ _
pn;qu{__-_h_”ww‘H_‘M_ﬁhﬂ%#ﬁ’”ﬁﬂ“"q'w“"”'”

PR Itél‘slgP I odNTIL NCRDSILD 0

r REGN T T T e e e e e

'Qeacr:}:—zr GRNDIL,I51] LSS NRL THEN NBL R
! FSe GRNDILs1s178

BRLITI= iﬁTEGER((BRCII}'NRIJ/INCR+1)3

' FHC[I]-UIF GRND[L!I#?] GTR NR2 THEN NRZ2 .
. ELSF GRNDIL»1,27;

EQC[I]-~(ER [TJeNRY1)Y DIV INCR+1}

: ﬂSHP[I}!—lF GRNOTL» 1531 LSS K1 THEN K1 '
; LLSE GRNDILs1,31:

§
boasMarl ::INTE:t?(\BSMP[I]'Ki)/INCS+l)J

DESHPIT Y= TF GRNDIL,Ts4) 4TR K2 THFN :
] E sr GRND Lelsdly
FsuPith tFSMPEIJ-Kii NIV INCS¥

_ENDS -

*hk ASSIGNS IHF FLASS NdMHFR TU CUHBMAP AT GRUUND HATA
LBCATIUNS *x&

=rme {t=1 STFP | UNTIL NCROSIL]

_F.ﬂﬁifdﬂmg{;ﬂﬂCrI]-STEP 1 UNTIL ERCII]
TN ENR K1s959P[ 1) STEP 1 uuriL ESHPET)
 Baarge . '
L COMRMARCU,KISSCHARLLTE -
__jﬂ__ FND3

ENTT

wRITE(LINLTPA” 173
wRIIE( LINEsFMTR }3

PLUTCN I“QJﬁP);

T N .
EESE . o . : e
3E 5N o N R PSP STY T
HRITECLINFIPAGE } Y5
e BAMP ISR SKSMPLINCSYS
PLAT{CLASSYS )
LERMUL — o
OF FRUTHMAS:
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A

. TEMPI=TEMP+5xINCS}

4 ENDS o
|.END_DF SAMPNNSS '

PROCEDURE CEAMFNDS(KI,KSMP>INCS)S
TNTEGER K13 % BEGIMMING SAMPLE NUMBEFR
INTEGFR KSMP} £ NUMBER OF SAMPLES TO BE
R PROCESSED
INTEGER . INGS) % SAMPLE NUMBER INCREMENT
BFGTN
'_X"—"":::;=========_==='==‘======‘=========_;=?==================2================
CINTEGER TEMP; % INITTALIZED TN THE BEGINNING
X _ 'SAMPLE NUMBER, THEN INCREMENTED
z TO CREATE THE SAMPLE MUMBER
Y SCALF
INTEGER 153 X COUNTERS
' ' Fhhhk Ak h kb kR Rk ek hkke
¥ | x4+ MAIN BODY OF SAMPNDS #%# | )
.f BT T T
FOR It=i STEP 1 UNTIL KSMP DIV 5
D0 REGIN R |
#%* CONVERTS A SAMPLE NUMBER INTO A COLUMN VECTOR ww+

SCALEC1,I13t=TFMP DIV 100}
SCALEL2»I38=(TEMP MOD 100) DIV 10;
SCALEC3sI)3=TFMP MDD 103
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PROCE DURE PLUTCMAR) 3
INTEGER ARRAY MAP[0!013 % SPECIFIED AREA TO BE PRINTED
BEGIN . '
%==="_"::::::::::::::::::."'-'.:-"-::===5'—'3::==========ﬂ=========‘—'===============
INTEGER SCL3 % IMIVIALIZED Tn THE INTTIAL
¥ RECRRRENVHE S, LHGERATE Tue
;- THE SCALE ALONG THF RECORD
INTEGER TrJdsKl 4 COUNTERS
FORMAT 0UT FMT3(X5s 1204137
FORMAT OUT FMT4CX55120T1); .
CFORMAT QUT™ FMT6(X1,13)3
_ ‘QRFZV ,
l
FORMAT 0OUT FUT7(X5,25CI1sX4)35 POORQ AGE'ZS .
Y - **it********t******q**w*****k**
z i +%% MAIN BODY NF PLOT wax L
Y ; w#x PRINTS OUT THF SCALF ALONG THF snMPLE NUMBER AXIS x
3 FAR Ji=1 STEP { UNTIL 3 | o ) _'
| fﬁﬁmﬁﬁ}}éff}ﬁglruTr.FUR Ti=y STEP { UNTIL KSMP DIV 5
5 | D0 SCALECJs 11D} S - K
| SCLIaNRLG
; FAR Jiz1 STEP 1 UNTIL NRCD
.i DO REGIN |
i | *#* PRINTS DUT THE RECORD NUMBER EVERY FIFTH PASS wxx
; _IF J Mop 5 EAL 1 . o i
o THFV T - ——f f
T Taeern 1 R
WRITE(LINEINDI»FMT6,SCL)S =
: e ... SCLISSCLESXINCRS | B
] END | | { . |
- _ LELSF: o
1) Painrs out A SCAN=LINE ok | i
'"‘TF o r SLAN . R S
e .
' WRITE(LINF;FMTB:FDﬁ Kt=1 STEP 1 UNTIL KSMP ; =~ =
| DO MAPLJ,K1) . - |
ELSE | ;

’-HRITE(LINE:FHTR:FUR Kr=0 STEP. 1
DO MAP[JaK1)3

UNTIL KSMP-1. °

END:

.rno nr FLOTS |




AN TINDEX VARIABLE

%

ESTS
BEGIN
ceL;

PROCEDURE T
TNTEGER
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-
O =
00X
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WD VI
ol U230
MO bt
O AdeITITITXT
Ll = Land ol ol o L ot o

NrR_MATRIX
ARE
IXELS HE CALL MaAT

- O
[ o) —t
lw s U JHE 2E
oD O
el [ LY LY
w8  _} ol
OO QO O
btk L] ONERD\ (T es,
=0 O a=X sealF
<0 0O DOD=-D
- 5 & R SV, 4 ST alT,
XY ¥ ZEErpp—-
., ki IDTCOCCOCC
Lt L IS
> >
-4 «r o
o e o
n 1 A 4
be r «

i .
o o e
L and b flas

G5 > W
il < Llaitalle o
L A e L s

LE O L2 L Z i

Ve o] BE L FE s bt e [

F1(/5X13s5172X5»132X50F6:%)»

FDRMATY

UMROW),
LT TOTSUMYS

TATLI1,8
PERCORCO

UNTIL HATOT DO ERRMATIMATsII»SUMIMATI,

—t E et
M §l &1

B A )

bt
(&)

LIsST

© o —— e b ]

e s At e ke

— e o At et n b

MATRIX ¥>))
TIED"» X205 "SUMM» XGs"PERCENT" )

ERROR
ARDS» <1555 NCARDS) S
READ(CARDSs<AI5>s LRsLEsNSBINSE)}

READCOUTAPF»NPIXEND» CLASSINSs %133
FOR 13=1 STEP 1 UNTIL NCARDS DO

READCC
BEGIN

Ly
hanlgn s L1 1Y)
(22 PRI Tl
-z Z

Lllalladlslon,  om i
UL D o, rmoe,
PN JUL TN B T NP
LfLad L3l b wmt o oy
! fe o 57 T I
w20\ eI\ LHY GO WD
N M 22
r4 bt 3P et ¥
A N B N
Z 2 fadlades o,
LT Towrtiom wmto
T el [t et )
Lol O ¥ X .o o
v tN G R0 s (Ol
w0 S OO R D DU Y
o P |- 47 B W -
N..NSR..\L!\N-,: o0 <z
BN 7 o S L WL W RN, WY VPP r
U _ JCMY it (X st =¥ v ey 7
ul— LY ) 0 emdOy Y 2 4]
Wl OO L DI st o o = & =
T L) YA L] e et ot ot et
e & 2l e o b & & B W
kit g od o e |
RN R VRV DTN E . €= = O -2
[ PO T R T EEEE wA
bl §] H w22 octu[[rl.lx)
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o o= DI 2 222 22 2 1
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FOR MATs=1 STEP 1 UNTIL MATOT 00

BFGIN

WRITECLINE»<///9%X23,"TEST

WRITEC(LINFs<

i

[ S

[

9t

FOR NRECI=NRFCY STEP 1 UNTIL NRECZ DO
CFOR NPIXisNPIXL STEP & UNTIL NPIX2 DO

END:

I pa

FOR WATt=1 STEP T UNTIL WATOT DO

e



e e - S
FOR COLt=1 STEP 1 UNTIL MATOT DO -
IEUM(MATJ8=SUM[ﬁAT]+ERRHA?[HA[LFDL]I N
IF SUM[MATI TR 0 -

= o T
PERCORTWATTT=CERRMATINAT, MATI/SUNTHATI %100
bl . _ELSEN I -
| SUMRONI=SUMROW+SUMIMATIS
 WRITECLINEsF1,L1)3
ENDS - ]
FQR cOLEZ1 STEP 1 UNTIL HATQT 00 .
REGIN :

FOR MATt=% STEP § UNTIL MATOT 0NO
;antanJszdetcointnaMAT[MArncuLl;
; " IF TOTLCOL) GTR 0O

- ———— e it ¢ - .. L P *b o e e o

THE . - ' N D
PERCDRCOLTCOLI1=(ERRMATCCNLCOL1/TOTICOL1)X%10 '“ﬁ
oo cELSESL o o e T
Lrnos | B 1
WRITECLINEs<//>)}
WRITECLINE,F3,L2)3 I
FOR MATI=1 STEP 1 UNTIL MATOT Q0.
TOTDIAG:=TUTDLAGHFRRMATIMAT,MATY;
I TOTSUMI=(TOTDIAG/ SUMROW X100} ' f
et o - e m—— et = i e = 21 R —
NRITECL’NE:F‘Z’L.};I !
 _WRITE(CDISCsF2s0U333 _ L B
L END OF TESTS . i
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. APPENDIX C

ALGOL Listing for Procedure GAUSS

Including Procedures

CLASS1
CLASS2

* . CHOLDETL
CHOLSOLL
CLASS3.
CLASS4

' If the procedure GAUSS is substitued for. the

| procedure POTENTIAL in GROUPL then a Gaussian

Maximum Likﬂi‘h’odd éia’sé’ifi_ca»tibn of the ¢lusters:

is effected.

|95




UYLl L =t
I Ot Z XTIV

o oom Ol

BER OF CLUSTERS THAT HAVE BEEN

X DA TE
EOECD E feew— <L L)
Dulr- Oz jZrenoul
ZWYt ZTLhaCLI—O
T2 [ =Y T
wiad 3 WUDE3L AXE —w
TEZw TS L DZada
Oy R Za e ZaE T

NCHANUsNCLUST»SIGr TOFILEsCLASSINDEXs VALPUINT»

LASSy
RANSP
LUST?

1
(

NG

AY

PRUCEDURE GAUSS(K
INTEGER
REAL ARR

¥l
x

wn Lt
- - Lel T :
<X ' o ) o o -
xul o o wl o Lot w  wd : 2
—f 3z = XX ©T™ o= r I . o : L
(517, T -l o L= A N e T - =~ Z —t iad o
WD O alzZ L v : ) . o= - - - LI . : R o
0 X e oo O O &0 o o= [ Z Zw e . ... o
: bt < D oLl - : = o e sl L e T} A= Sa
wIr [3- B T 4 Len =S <~ S e TR L ¥ R & B & I b R b O el T [
Yo L Za O 7 XLz =z Z T T ZT = Xxow wl WOl h] i - . oMy I
L - Om wnz ittt ) et jm it e 2 E T T ZELTZZE el 2wl emTul W
rul T - Ll W mwe o o O DLW ke Zhe DD oD o T F e
b SN 7 TFY e S o s TNz Z T w2 ZE L W bl XZ o e d Wi Lt
=T N o S | | 2E0 O WD 00 0 W 2 O Virtet. XX w [ o B -~
S T | om . SR - - T T« T b= b e ) @ Y S0 GO :
P (=l x LD ) X o AW W A ED CZIAZVI—ZID WMEZ Ta o Ll
WE b Zhe = WD Wbl w DO W E oW W X 3 ad e e OO e T 1 el W
et = TAE 0 O XX O X - D ED DZIDZC -Launi—Lr =i~ T =
e ST« M w{ S R ST,  S —tr 0 o ey or O WD QRLOTIO 3 8 OO0 Sl —u
L Ll sl o -0 O W oo LO O . JAdZW 4 JF _ JIXLZE ] b TEXL U
O 0O ATE W D=0 Wed O OO0 O O <E0OLE eEdim  LETIVDIZVBN N0 O
Tt L] ittt 8 - == nrm =t DHOOZUONRON> OOn O =~ aZ_J
Pt OIS LU D s ELRTE I TV L SR Y | YRR TT R TY | — O U OaxOmo O QDAL
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MAIN BODY UF _GAUSS

Fik KL 3=1 STLP 1 UNTIL KLASS 00

EulN
[B NUMCKLI3=03 -
' FOR NC3=1 STEP 1 UNTIL NCHANU DO
v -

¢ [HEGIN

J03 |
1 UNTIL NCHANU DO

S

1120
gTEP

END3 -

| |END;

ENDZ.

WHILE TRUE DO
[BEGIN ' B |
READ(TRAINALIS,MATLINEL®}) [NEXTIS

KL:*MATLINE{CLASSINHEXJJ ‘
FDR Ji= 1 STEP 1 UNTIL NCHANU UU

VAL[J]S MATLINE[VALPDINT+J“1}3

NU;’cLAsstfo,MCHANu,VAL,NUM,SUM,SUMSQJ;

——n

NEXT?S

CLASS?(NCHANU!NUMJSUM!SUHS@!MUﬁL)}

FOR KL:=1:2:3:4)6 pa

BEGIN

FDR #:pl STER U?lLL_NﬂﬂAﬂU
1=MUrKkL»>J13

e

H'> H 9 : 1HU1:Q}}

N l 2 PaDlsD22FATLYE.
N :AL

~FAILt

GO DONE
WHITE(LINE:<"M

RTRIX NUT PUSITIVE DEFINITE FOR

DONE:

. r:asq".jgs.kljs
fND} . .

- WRITE (LINE[PAGE]);

WHLTE('INE:<X5:"N9"nX10n"CLA55">)i

RIGINAT PAGE 1
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Cnﬁ

Flln NS !—1 STEP 1 HNTIL NCLUST DU

TREGIN

FUR'wv =1 STEP 1 UNTIL NCHANU- Dﬂ

i e —man et ]

VALLJIt= SIGTJ!NS]:
:CLASSS'lr ' v

FDR KLS’lr?;3’436 DN

~BEGIN
| CHDLSGLi(NCHANUanP:VAL»Z)!
CLASSY)
03

TERD?

.fRANSP[N$]g=CLhSS}_.-

WRITECLINESFMT1sNS2CLASS)}

END OF GAUSSS
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PROUCEDURE CHOLDETI(NsLsP»D12D25FA

At 3R 2L 2200

INTEGER N3 ¥ AN 1 VARIABLE CORRESPONDING TO
A _ R THE © EL NUMBER. -
REAL ARRAY LIVs0,01;
REAL ARRAY PI0s013
REAL nij A NUMBER USED TO CLACULATE THE
, DETERMINANT FUNCTIGN,
NTEGER nv; . NUMBER USED 70 CLACULATE THE
DETERMINANT FUNCTION, :
AREL FALL;
: g E%ESKY BEFACTORIZATION T0 PRODUCE L
NTEGER 13 ‘
NTEGER J3
NTEGER K3
EAL Vi
Nitet) DPe=03 0 . - -
FOR 1:=1 STEP 1 UNTIL N 0O
' _FOUR_Ji=] STEP_1 UNTIL N DO
z BEGIN
} . VisLIKLsIad13 _ |
g FOR Ki=zI=1. STEP =1 UNTIL 1 DO
§: V!-V'L[KL:J:K}xL[KL:I:K}:
i -
§ TF J EOL I THEN - B
: | BLGIN -
e o ' .
t . -1 t= i, e s e
: T 1%"VﬂébL 0 THEN - T
T f T BEGIN
- - 35’73} : :
§ | | ewn® FAILS o
| 1 FSCD17 GEQ 1 nﬂ T
o BE%§N'61'0 06257 |
H X
B2iapzads ®
END}
WHILE ABS(D1) LSS 0. 0525 Do _ _
BEGIN | '
Di1=D1x%16}
D21=D2=i}
_ lEnp3.- - o e o
“JIF V LSS O THEN GU TD FAIL}
o | PEKL:II: =1,0/5QRT(V);
o lEND S
-
| TELSE L[KL:J:I]!ovxP[KL:I]:f
e ENS
} END oF CHULDETI:
| gglgmAL PAGE B
00K QUALzm



PRUCEDURE CHULSULI(N:LrP;H:X)S

INTEGER NJ 2" AN INDEX VARIABLE CORRESPONDING
y TO THE CHANNEL NUMBER.,
REAL. ARRAY LI0s0s073 A -

REAL AHRAY FLU»0D3
REAL ARKAY 4C01}
REAL ARRAY X[0»0]3

% 'SOLUTION OF AX=B

EGTN

NTEGER Lo

NIEGER J3

NTEGER K

AL V3

SULUTIAN OF LY=83

FOR Tt=1 STEP. 1 UNTIL N DO
BEGIN Ni=BL]I13
FOR K1=1=1 STEP =1 UNTIL 1 Do

VI-V"ITKI’ KJXXFK%.K13
XTRL7111=VXPLRLs 113

L ENDS ,
ENp OF CHOLSOLY;S

ORIGNAL PAI |
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PROCEDURE Cl.ASS3?%

% ' DETERMINE W
BEGIN _
. OWIKLI1=0,03
- FDR NC#=1 STEP 1 UNTIL NCHAWNU DO
' o KL1s=WIKLI+QCKLaNCIXQEKLANCS
T R T IS0 T2 %02 3 A »
WEKL1:==, SXHLKLI=,9%xLNCDET )}
WOKLIt=HIKLI+LNCAPPRUBEKL]I) S
END OF CLASS3; = | .
. OQRHN“ R
L 1 SR
'fw’Poggl}PAGEJB
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"PRUCEDURE CIASS4s

LLASSIFY BY G -

o}
Ty
i
.
-
U o
—
17420
-
e
Tl
=
i
<
—ax

INTIL NCHANU DO

™
=
[

~N=

H
=‘§xLL+0?thrK| 1'

e GHAXI=G]
TR TR GHAL THEN
_ - e

CLASSYS

AG:E ?5
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APPENDIX D

“ALGOL Listing of Procedure CHIMP

Including Procedures

DUMPDATAROW
- DUMPDATA
OUTPUTSUBLIST
~ NEWCBOX
NEWNODE |
INITIALIZATION
" SETTREE
INWINDOW
. INPUT
" DUMPTREE
TREECLIMBER
DISTSQ . -
POTENTTAL
DISCRIMINANT
 CLASSTFIEDCORRECTLY
" CHECKSUBLIST
 TREECHECKER = .
GLASSIFYTRAIN

If tha procédure-CHIMP is substituted for the prbcédure ___7

 POTENTIAL 1n GROUPL then a hlerarchlcal classmflcatlon usmng '
the method of potentlals is effected ' : T N

CBiREQV
OE‘I{HiglafagGﬂgjsf
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