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## Abstract

Several of the presently used techniques in pattern recognition can be reformulated as the problem of determining fixed points of a function of the form: $f(x)=A(x) \cdot x$. If $x_{0}$ is a fixed point of $f$ and if $f$ is contractive at $x_{0}$, then, for any $y$ belonging to a sufficiently small neighborhood of $x_{0}$, the orbit of $y$ will converge to $x_{0}$. In this paper we develop several general results regarding contractive mappings and, in particular, we study functions of the form: $f(x)=A(x) \cdot x$.

## 1. Introduction

Definition (1.1). Let ( $\mathrm{X},\| \|$ ) be a normed 1inear space and let $\mathrm{f}: \mathrm{X} \rightarrow \mathrm{X}$ be a function. We say $f$ is a contractive mapping of $X$ provided there exists a real number $\alpha, 0 \leq \alpha<1$, such that $\|f(x)-f(y)\| \leq \alpha\|x-y\|$ for all $x, y \in X$.

Definition (1.2). Let $S$ be a set and let $T: S \rightarrow S$ be a function. We say that $s_{0} \in S$ is a fixed point of $T$ provided $T\left(s_{0}\right)=s_{0}$.

If ( $X,\| \|$ ) is a normed linear space and if $f$ is a contractive mapping of $X$ having $x_{0} \in X$ as a fixed point, then $x_{0}$ is the unique fixed point of
f. For, if $x_{1}, x_{2} \in X$ are fixed points of $f$, then

$$
\left\|x_{1}-x_{2}\right\|=\left\|f\left(x_{1}\right)-f\left(x_{2}\right)\right\| \leq \alpha\left\|x_{1}-x_{2}\right\| .
$$

Thus, if $x_{1} \neq x_{2}$, we have that $1 \leq \alpha<1$, a contradiction.

If we impose the added condition that $(X,\| \|$ ) is complete (that is, a Banach space), then any contractive mapping of $X$ has a fixed point. Precisely stated, we have the following well-known theorem.

Theorem (1.3). Let ( $X,\| \|$ ) be a Banach space and let $f: X \rightarrow X$ be a contractive mapping of $X$. Then, for any $z \in X$, the sequence $\left\{f^{n}(z)\right\}_{n=1}^{\infty}$ converges to a fixed point $x_{0} \in X$. Moreover, $x_{0}$ is the unique fixed point of $f$.

In many cases it may be that $f$ is not contractive on the whole space $X$ but rather only at certain points of $X$. We formalize the concept.

Definition (1.4). Let ( $X,\| \|$ ) be a normed linear space and let $f: X \rightarrow X$ be a function. We say that $f$ is contractive at $X_{0} \in X$ if and only if there exist real numbers $\epsilon$ and $\alpha, \epsilon>0,0 \leq \alpha<1$, such that $\left\|f(x)-x_{0}\right\| \leq \alpha\left\|x-x_{0}\right\|$ for all $x \in S_{\epsilon}\left(x_{0}\right)=\left\{x \in X \mid\left\|x-x_{0}\right\|<\epsilon\right\}$. We say that $f$ is locally contractive on $X$ provided there exists at least one point $X_{0} \in X$ such that $f$ is contractive at $X_{0}$.

Observe that if $f$ is contractive at $x_{0}$, then $\left\|f\left(x_{0}\right)-x_{0}\right\| \leq \alpha\left\|x_{0}-x_{0}\right\|=0$, and hence $x_{0}$ is a fixed point of $f$. The following proposition is of prime importance in [2].

Proposition (1.5). Let ( $X,\| \|$ ) be a normed linear space and let $f: X \rightarrow X$ be a function. If $f$ is contractive at $X_{0} \in X$, with corresponding real numbers $\epsilon$ and $\alpha$, then, for any $y \in S_{\epsilon}\left(x_{0}\right), f^{n}(y) \in S_{\epsilon}\left(x_{0}\right)$ for each positive integer $n$, and the sequence $\left\{f^{n}(y)\right\}_{n=1}^{\infty}$ converges to $x_{0}$. Proof. Let $y \in S_{\epsilon}\left(x_{0}\right)$. Then $\left\|f(y)-x_{0}\right\| \leq \alpha\left\|y-x_{0}\right\|<\alpha \cdot \epsilon<\epsilon$; hence $f(y) \in S_{\epsilon}\left(x_{0}\right)$. Let $k \geq 1$ and suppose that $f^{k}(y) \in S_{\epsilon}\left(x_{0}\right)$ and $\left\|f^{k}(y)-x_{0}\right\| \leq \alpha^{k}\left\|y-x_{0}\right\|$. Then
$\left\|f^{k+1}(y)-x_{0}\right\|=\left\|f\left(f^{k}(y)\right)-x_{0}\right\| \leq \alpha\left\|f^{k}(y)-x_{0}\right\| \leq \alpha \cdot \alpha^{k}\left\|y-x_{0}\right\|$ $=\alpha^{k+1} \mid\left\|y-x_{0}\right\|<\alpha^{k+1} \cdot \epsilon<\epsilon$.

Therefore, $f^{k+1}(y) \in S_{\epsilon}\left(x_{0}\right)$ and, since $\alpha^{k} \rightarrow 0$, as $k \rightarrow+\infty$, it follows that $\left\|\cdot f^{k}(y)-x_{0}\right\| \rightarrow 0$, as $k \rightarrow+\infty$. Thus, the sequence $\left\{f^{n}(y)\right\}_{n=1}^{\infty}$ converges to $x_{0}$.

## 2. Conditions for functions to be locally contractive

Throughout this section ( $\mathrm{X},\| \|$ ) will be a finite dimensional real normed linear space and $f: X \rightarrow X$ will be a function. Observe that if $X$ is $n$-dimensional, then $f$ can be represented as:

$$
f\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right)=\cdot\binom{f_{1}\left(x_{1}, \ldots, x_{n}\right)}{f_{n}\left(x_{1}, \ldots, x_{n}\right)}
$$

where each $f_{i}\left(x_{1}, \ldots, x_{n}\right)$ is a reai-valued function defined on $X$. We call
$f_{1}\left(x_{1}, \ldots, x_{n}\right)$ the $i$-th coordinate function of $f$. We say that $f \in C^{\prime}$ In a region $D$ (an open connected subset of $X$ ) provided each of the coordinate functions of $f$ possess continuous first partial derivatives in $D$.

The Frechét derivative of $f$ at the point $p=\left(p_{1}, \ldots, p_{n}\right) \in X$ is defined to be the matrix of real numbers

$$
\operatorname{df}(p)=\left(\begin{array}{ccc}
\frac{\partial f_{1}\left(p_{1}, \ldots, p_{n}\right)}{\partial x_{1}} & \ldots & \frac{\partial f_{1}\left(p_{1}, \ldots, p_{n}\right)}{\partial x_{n}}  \tag{1}\\
\vdots & & \\
\frac{\partial f_{n}\left(p_{1}, \ldots, p_{n}\right)}{\partial x_{1}} & \ldots & \frac{\partial f_{n}\left(p_{1}, \ldots, p_{n}\right)}{\partial x_{n}}
\end{array}\right)
$$

Observe that $\mathrm{df}(\mathrm{p})$ determines a linear transformation $\mathrm{df}(\mathrm{p}): X \rightarrow X$ defined by $(\operatorname{df}(p))(x)=d f(p) \cdot x$, where $\cdot$ denotes matrix multiplication. When $\mathrm{df}(\mathrm{p})$ is looked at in this manner (that is, as a linear transformation of $X$ into itself), we call $d f(p)$ or $d f(p) \cdot x$ the differential of $f$ at the point $p$. Despite its ambiguity, this distinction in terminology should cause no difficulty in the sequel.

Observe that the condition that $f$ is contractive at $x_{0}$ is equivalent to the condition: there exist real numbers $\delta$ and $\alpha, \delta>0,0 \leq \alpha<1$, such that $\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\|=\left\|f\left(x_{0}+\Delta x\right)-x_{0}\right\| \leq \alpha\|\Delta x\|$ whenever $\|\Delta x\|<\delta$. The following theorem is well-known. (See, for example, [1; Theorem 17, p.264].)

Theorem (2.1). Let $f \in C^{\prime}$ in the region $D \subseteq X$, let $p \in D$, and let $d f(p)$ be the Frechét derivative of $f$ at the point $p$. Then

$$
f(p \not t \Delta p)=f(p)+d f(p) \cdot \Delta p+R(\Delta p)
$$

where

$$
\lim _{\Delta p \rightarrow 0} \frac{\|R(\Delta p)\|}{\|\Delta p\|}=0
$$

Theorem (2.2). Let $f \in C^{\prime}$ in the region $D \subseteq X$ and let $x_{0} \in D$. Then $f$ is contractive at $x_{0}$ if and only if $x_{0}$ is a fixed point of $f$ and there exist real numbers $\delta$ and $\beta, \delta>0,0 \leq \beta<1$, such that $\frac{\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|} \leq \beta$ whenever $\| \Delta x| |<\delta$.

Proof. $(\longleftarrow)$. Suppose that $f\left(x_{0}\right)=x_{0}$ and that such a $\delta$ and $\beta$ exist. By Theorem (2.1),
$\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|=\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)-R(\Delta x)\right\| \geq\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\|-\| R(\Delta x)| |$.
Thus, for $||\Delta x||<\delta$,
$1>B \geq \frac{\left\|\mathrm{df}\left(\mathrm{x}_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|} \geq \frac{\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\|}{\|\Delta x\|}-\frac{\|R(\Delta x)\|}{\|\Delta x\|}$, or
$B+\frac{\|R(\Delta x)\|}{\|\Delta x\|} \geq \frac{!\mid f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right) \|}{\|\Delta x\|}$.
Choose $\epsilon>0$ so that $B+\epsilon=\alpha<1$. Since $\quad \lim _{\|\Delta x\| \rightarrow 0} \frac{\|R(\Delta x)\|}{\|\Delta x\|}=0$, there exists $\gamma>0$ such that $\frac{\|R(\Delta x)\|}{\|\Delta x\|}: \epsilon$ whenever $\|\Delta x\|<\gamma$. Thus, for $\tau=\min \{\delta, \gamma\}$, it follows that if $\|\Delta x\|<\tau$, then

$$
\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\| \leq(\beta+\epsilon)\|\Delta x\|=\alpha\|\Delta x\|
$$

and hence $f$ is contrastive at $x_{0}$.
$(\longrightarrow)$. Suppose $f$ is contractive at $x_{0}$. Then $x_{0}$ is a fixed point of $f$ and there exist real numbers $\gamma>0$ and $\alpha, 0 \leq \alpha<1$, such that $\left\|f\left(x_{0}+\Delta x\right)-x_{0}\right\|=\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\| \leq \alpha\|\Delta x\|$ whenever $\|\Delta x\|<\gamma$. By Theorem (2.1),
$\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|=\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)-R(\Delta x)\right\| \leq\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\|+\|R(\Delta x)\| D^{-}$
Choose $\epsilon>0$ so that $\alpha+\epsilon=\beta<1$. Since $\lim _{\|\Delta x\| \rightarrow 0} \frac{\|R(\Delta x)\|}{\|\Delta x\|}=0$, there exists $\tau>0$ such this $\frac{\|R(\Delta x)\|}{\|\Delta x\|}<\epsilon$ whenever $\|\Delta x\|<\tau$. Thus, for $\delta=\min \{\gamma, \tau\}$, it follows that
$\frac{\left\|\mathrm{df}\left(\mathrm{x}_{0}\right) \cdot \Delta \mathrm{x}\right\|}{\|\Delta x\|} \leq \frac{\left\|f\left(\mathrm{x}_{0}+\Delta x\right)-f\left(x_{0}\right)\right\|}{\|\Delta x\|}+\frac{\|R(\Delta x)\|}{\|\Delta x\|} \leq \alpha+\epsilon=\beta<1$.

Definition (2.3). Let $f \in C^{\prime}$ in the region $D \subseteq X$, let $X_{0} \in D$, and suppose that $\mathrm{df}\left(\mathrm{x}_{0}\right)$ exists. We define the norm of the linear operator $\mathrm{df}\left(\mathrm{x}_{0}\right)$ to be: $\left\|\operatorname{df}\left(x_{0}\right)\right\|=\sup \left\{\left\|\operatorname{df}\left(x_{0}\right) \cdot x\right\| \mid\|x\|=1, x \in X\right\}$.

Theorem (2.4). Under the hypothesis of Theorem (2.2), $\left\|d f\left(x_{0}\right)\right\|<1$ if and only if there exist real numbers $\delta>0$ and $\beta, 0 \leq \beta<1$, such that $\frac{\left\|\Delta f\left(x_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|} \leq \beta$ whenever $\|\Delta x\|<\delta$.

Proof. Suppose $\left\|\mathrm{df}\left(\mathrm{x}_{0}\right)\right\|<1$. Then $1>\beta=\left\|\mathrm{df}\left(\mathrm{x}_{0}\right)\right\|=$
$=\sup _{\|x\|=1}\left\|d i\left(x_{0}\right) \cdot x\right\| \geq\left\|d f\left(x_{0}\right) \cdot \frac{\Delta x}{\|\Delta x\|}\right\|=\frac{\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|}$ for all $\Delta x$.

Conversely, suppose that $\frac{\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|} \leq \beta<1$ whenever $\|\Delta x\|<\delta$. Let $x \in X, \quad\|x\|=1$, and choose $\gamma<\delta$. Then $\|\gamma x\|=\gamma\|x\|=\gamma<\delta$, so that
$\left\|\mathrm{df}\left(x_{0}\right) \cdot x\left|\left|=\left\|\mathrm{df}\left(\mathrm{x}_{0}\right) \cdot \frac{\gamma x}{\gamma}| |=\frac{1}{\gamma}\right\| \mathrm{df}\left(x_{0}\right) \cdot \gamma x\left\|\leq \frac{1}{\gamma} \beta \cdot| | \gamma x\right\|=\beta \cdot\right.\right.\right.$
Since $x$ was an arbitrary vector of $X$ of norm 1 , it follows that $\left\|\mathrm{df}\left(\mathrm{x}_{0}\right)\right\| \leq \beta<1$.

Combining Theorems (2.2) and (2.4), we have the following result.

Result (2.5). Let $f \in C^{\prime}$ in the region $D \subseteq X$ and $x_{0} \in D . f$ is contractive at $x_{0}$ if and only if $x_{0}$ is a fixed point of $f$ and $\left\|d f\left(x_{0}\right)\right\|<1$.

Theorem (2.6). Under the hypothesis of Result (2.5),
$\lim _{\|\Delta x\| \rightarrow 0} \frac{\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|}$ exists if and only if
$\lim _{\|\Delta x\| \rightarrow 0} \frac{\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\|}{\|\Delta x\|}$ exists. Moreover, if either limit exits
(and hence the other), they are equal.
Proof. By Theorem (2.1)
$\left|\left|\left|d f\left(x_{0}\right) \cdot \Delta x\right|\right|-\left|\left|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right|\right|\right|$

$\leq\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)-R(\Delta x)-\left[f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right]\right\|$
$=\| R(\Delta x)| |$,
where $\lim _{\|\Delta x\| \rightarrow 0} \frac{\|R(\Delta x)\|}{\|\Delta x\|}=0$. Thus, given $\epsilon>0$, there exists $\delta>0$ such that

$$
\left.\frac{\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|}-\frac{\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\|}{\|\Delta x\|} \right\rvert\, \leq \frac{\|R(\Delta x)\|}{\|\Delta x\|} \leqslant \epsilon,
$$

whenever $||\Delta x||<\delta$. Thus, if one limit exists, then the other exists and the two limits are equal.

Lemma (2.7). Sat ( $X,\| \|$ || be a finite dimensional normed linear space and let $A: X \rightarrow X$ be a linear operator. If $\xrightarrow{l|m| x \mid \rightarrow 0} \frac{\|A x\|}{\|x\|}$ exists, then $\lim _{\|x\| \rightarrow 0} \frac{\|A x\|}{\|x\|}=\|A\|$, where $\|A\|=\sup \{\|A x\| \mid x \in x,\|x\|=1\}$.

Proof. Since the unit hall $=\{x \in X \mid\|x\|=1\}$ is a compact subspace of $X$ and $A$ is continuous, there exists $x_{1} \in X$ such that $\left\|x_{1}\right\|=1$ and $\left\|A x_{1}\right\|=\|A\|$. Therefore, $\frac{\left\|A x_{1}\right\|}{\left\|x_{1}\right\|}=\|A\|$. Choose $\alpha_{n}=\frac{1}{n}$ for each positive integer $n$. Then $\frac{\left\|A\left(\alpha_{n} x_{1}\right)\right\|}{\left\|\alpha_{n} x_{1}\right\|}=\frac{\alpha_{n}\left\|A x_{1}\right\|}{\alpha_{n}\left\|x_{1}\right\|}=\|A\|$ for all $n$, and hence $\quad \lim _{\left\|\alpha_{n} x_{1}\right\| \rightarrow 0} \frac{\left\|A\left(\alpha_{n} x_{1}\right)\right\|}{\prod \mid \alpha_{n} x_{1} \|}=\|A\|$. Thus, if $\lim _{\|x\| \rightarrow 0} \frac{\|A x\|}{\|x\|}$ exists, then $\lim _{\|x\| \rightarrow 0} \frac{\|A x\|}{\|x\|}=\|A\|$.

Observe that under the hypothesis of Result (2.5), $\mathrm{df}\left(\mathrm{x}_{0}\right)$ exists and is a linear function of $X$ into itself. Thus, by Result (2.5), Theorem (2.6), and Lemma (2.7), we have the following corollary.

Corollary .8). Let $f \in C^{\prime}$ in the region $D \subseteq X$ and let $x_{0} \in D$. If
$\lim _{\|\Delta x\| \rightarrow 0} \frac{\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|}=L<\infty \quad$ (equivalently, if
$\left.\lim _{\|\Delta x\| \rightarrow 0} \frac{\left\|f\left(x_{0}+\Delta x\right)-f\left(x_{0}\right)\right\|!}{\|\Delta x\|}=L<\infty\right)$, then $f$ is contractive at $x_{0}$
if and only if $x_{0}$ is a fixed point of $f$ and $L<1$.

While it does not seem unreasonable to expect that both limits of Theorem (2.6) exist, the following theorem shows that the existence of the limits imposes strong conditions on the linear mapping $d f\left(x_{0}\right)$.

Theorem (2.9). Let (X, (,)) be a finite dimensional inner product space with induced norm $\| x: \mid=\sqrt{(x, x)}$ and let $A: X \rightarrow X$ be a linear operator. Then $A=\alpha U$ for some non-negative real number $\alpha$ and orthogonal matrix $U$ if and only if $\lim _{\|x\| \rightarrow 0} \frac{\|A x\|}{\|x\|}$ exists.

Proof. Observe that a linear operator $B$ defined on $X$ is orthogonal if and only if $(B x, B x)=(x, x)$, or equivalently, if and only if $\|B x\|=\|x\|$ for all $x \in X$. Note that the theorem is obviously true if $A=0$. If $A \neq 0$ and if $\lim _{\|x\| \rightarrow 0} \frac{\|A x\|}{\|x\|}$ exists, then, by Lemma (2.7), $\lim _{\|x\| \rightarrow 0} \frac{\|A x\|}{\|x\|}=\|A\|$ and therefore, $\lim _{\|x\| \rightarrow 0} \frac{\left\|\left(\left\|\left.\frac{1}{A} \right\rvert\,\right\|^{A}\right) x\right\|}{\| x| |}=1$. Let $B=\frac{1}{\|A\|} \cdot A$ and let $y \in X$. Choose $\alpha_{n}=\frac{1}{n}$ for each positive integer and consider the sequence of points $\left\{\alpha_{n} y\right\}_{n=1}^{\infty}$. Since $\left\|\alpha_{n} y\right\| \rightarrow 0$ as $n \rightarrow+\infty$, then $\lim _{\lim _{n} y \| \rightarrow 0} \frac{\left\|B\left(\alpha_{n} y\right)\right\|}{\left\|\alpha_{n} y\right\|}=1$.

But $\frac{\left\|B\left(\alpha_{n} y\right)\right\|}{\left\|\alpha_{n} y\right\|}=\frac{\|B y\|}{\|y\|}$ for each $n$ and hence $\lim _{\left\|\alpha_{n} y\right\|+0} \frac{\left\|B\left(\alpha_{n} y\right)\right\|}{\left\|\alpha_{n} y\right\|}=\frac{\|B y\|}{\|y\|}$.

Therefore, $\|B y\|=\|y\|$, so that $B$ is orthogonal, and thus, $A=\|A\| B$ has the required form.

Conversely, suppose that $A=\alpha U$ for some positive real number $\alpha$ and orthogonal matrix $U$. Then $\|U x\|=\|x\|$ for all $x \in X$, and hence
$\lim _{\|x\| \rightarrow 0} \frac{\|A x\|}{\|x\|}=\lim _{\|x\| \rightarrow 0} \frac{\|\alpha\| x \|}{\|x\|}=\alpha \lim _{\|x\| \rightarrow 0} \frac{\|U x\|}{\|x\|}=\alpha \cdot 1=\alpha \cdot\|U\|=\|\alpha U\|=\|A\|$.

Corollary (2.10). Let ( $\mathrm{X}, \mathrm{( }, \mathrm{)}$ ) be a finite dimensional inner product space with induced norm $\|x\|=\sqrt{(x, x)}$, let $f \in C^{\prime}$ in the region $D \subseteq X$, and let $x_{0} \in D$. If $\begin{aligned} & \text { lima }\|\Delta x\| \rightarrow 0\end{aligned} \frac{\left\|d f\left(x_{0}\right) \cdot \Delta x\right\|}{\|\Delta x\|}$ exists, then $f$ is contractive at $x_{0}$ If and only if $x_{0}$ is a fixed point of $f$ and $d f\left(x_{0}\right)=\alpha U$ for some real number $\alpha, 0<\alpha<1$, and orthogonal matrix $U$.

We end this section with an example to show that the condition that
$\lim _{\|\Delta x\| \rightarrow 0} \frac{\| d f\left(x_{0}\right) \cdot \Delta x| |}{\|\Delta x\|}$ exists is required in Corollary (2.10).
Example (2.11). Let $\mathrm{E}^{2}$ denote real 2-space and let $\mathrm{f}: \mathrm{E}^{2} \rightarrow \mathrm{E}^{2}$ be defined by $f\left(x_{1}, x_{2}\right)=\left(\frac{3 x_{1}}{4}, \frac{x_{2}}{2}\right)$. Since $\left\|f\left(x_{1}, x_{2}\right)-(0,0)\right\| \leq \frac{3}{4}\left\|\left(x_{1}, x_{2}\right)-(0,0)\right\|$ for all $\left(x_{1}, x_{2}\right) \in E^{2}$, and since $(0,0)$ is clearly a fixed point of $f$, then $f$ is contractive at $(0,0)$. However, $d f\left(x_{1}, x_{2}\right)$ at any point $\left(x_{1}, x_{2}\right) \in E^{2}$ is equal to $\left[\begin{array}{cc}3 / 4 & 0 \\ 0 & 1 / 2\end{array}\right]$, and it is easily verified that $\left[\begin{array}{cc}3 / 4 & 0 \\ 0 & 1 / 2\end{array}\right]$ cannot be written in the form $\alpha U$, where $\alpha$ is a scalar and $U$ is orthogonal.

## 3. A matrix representation of $\mathrm{df}(\mathrm{x})$

Let $E^{n}$ denote real or complex $n$ space and let $f: E^{n} \rightarrow E^{n}$ be defined by $f(x)=A(x) \cdot x$, where $A$ is a function from $E^{n}$ into $M_{n \times n}$, the space of $n \times n$ matrices. For any $x=\left(\begin{array}{c}x_{1} \\ \vdots \\ x_{n}\end{array}\right) \in E^{n}$, write $f(x)=\left(\begin{array}{l}f_{1}(x) \\ \vdots \\ f_{n}(x)\end{array}\right)$. Thus, for each $1=1, \ldots, n, f_{i}: E^{n}+E^{1}$ is the projection of $i(x)$ onto its fth coordinate. Let $A \in C^{\prime}$ in the region $R \subseteq E^{n}$ (hence $f \in C^{\prime}$ in $R$ ). Then, for any point $x \in R$, the Frechét derivative of $f$ is

Let

$$
\begin{aligned}
d f(x) & =\left(\begin{array}{ccc}
\frac{\partial f_{1}(x)}{\partial x_{1}} & \cdots & \frac{\partial f_{1}(x)}{\partial x_{n}} \\
\bullet & & \vdots \\
\vdots & & \vdots \\
\frac{\partial f_{n}(x)}{\partial x_{1}} & & \frac{\partial f_{n}(x)}{\partial x_{n}}
\end{array}\right) \\
A(x) & =\left(\begin{array}{lll}
a_{11}(x) & \cdots & a_{1 n}(x) \\
\cdot & & \cdot \\
\cdot & & \cdot \\
a_{n 1}(x) & \cdots & a_{n n}(x)
\end{array}\right)
\end{aligned}
$$

Therefore, $f_{i}(x)=\sum_{k=1}^{n} a_{i k}(x) \cdot x_{k}$ for each $i$ and

$$
\frac{\partial f_{i}(x)}{\partial x_{j}}=\sum_{k=1}^{n} \frac{\partial\left[a_{i k}(x)\right]}{\partial x_{j}} \cdot x_{k}+a_{i j}(x)
$$

is the $(i, j)$ th entry of $d f(x)$. If we denote the matrix

$$
\left(\begin{array}{ccc}
\sum_{k=1}^{n} \frac{\partial\left[a_{1 k}(x)\right]}{\partial x_{1}} \cdot x_{k} & \cdots & \sum_{k=1}^{n} \frac{\partial\left[a_{1 k}(x)\right]}{\partial x_{n}} \cdot x_{k} \\
\sum_{k=1}^{n} \frac{\partial\left[a_{n k}(x)\right]}{\partial x_{1}} \cdot x_{k} & \cdots & \cdots \sum_{k=1}^{n} \frac{\partial\left[a_{n k}(x)\right]}{\partial x_{n}} \cdot x_{k}
\end{array}\right)
$$

by $B(x)$, then $d f(x)=B(x)+A(x)$.
Since $A: E^{n} \rightarrow M_{n \times n}$, it follows that $d A(x)$ can be represented by the $n^{2} \times n$ matrix


If we let $D(x)$ be the $n \times n^{2}$ matrix

then $B(x)=D(x) d A(x)$ so that $d f(x)=D(x) \cdot d A(x)+A(x)$.
Although $D(x)$ and $d A(x)$ are not self maps, it is straightforward to show that

$$
\|\mathrm{df}(x)\| \leq\|D(x) \mathrm{dA}(x)\|+\|A(x)\| \leq\|D(x)\| \cdot\|\mathrm{dA}(x)\|+\|A(x)\|
$$

where we take the usual sup norm on the linear functions $d f(x), D(x), d A(x)$, and $A(x)$. (For example, $\|D(x)\|=\sup \left\{\|D(x) \cdot y\|_{n} \mid\|y\|_{n^{2}}=1, y \in E^{n^{2}}\right\}$, where $\left\|\|_{n}\right.$ and $\| \|_{n^{2}}$ denote the Euclidean norms in $E^{n}$ and $E^{n^{2}}$, respectively.) We next show that $\|D(x)\| \leq\|x\|$ for all $x \in E^{n}$. For, if $y \in \mathbb{E}^{n^{2}}$, then

$$
D(x) \cdot y=D(x)\left(\begin{array}{l}
y_{1} \\
\vdots \\
y_{n} \\
y_{n+1} \\
\vdots \\
y_{2 n} \\
\vdots \\
y_{n}{ }_{2}
\end{array}\right)=\left(\begin{array}{c}
\sum_{i=1}^{n} x_{i} y_{i} \\
n \\
\sum_{i=1}^{n} x_{i} y_{n+1} \\
\vdots \\
\\
\sum_{i=1}^{n} x_{i} y_{n}^{2}-n+i
\end{array}\right)
$$

and hence,

$$
\|D(x) \cdot y\|=\sqrt{\sum_{k=0}^{n-1}\left(\sum_{i=1}^{n} x_{i} y_{k n}+i\right)^{2}} .
$$

By the Cauchy-Schwarz-Bunyakovskii inequality,

$$
\left(\sum_{i=1}^{n} x_{i} y_{k n}+1\right)^{2} \leq\left(\sum_{i=1}^{n} x_{i}^{2}\right) \cdot\left(\sum_{i=1}^{n} y_{k n}^{2}+i\right) \quad \text { for any } k=0,1, \ldots n-1
$$

and hence,

$$
\left.\begin{array}{rl}
\|D(x) \cdot y\|^{2} & =\sum_{k=0}^{n-1}\left(\sum_{i=1}^{n} x_{i} y_{k n}+i\right.
\end{array}\right)^{2} .
$$

In particular, if $\|y\|=1$, we have that $\|D(x) \cdot y\| \leq\|x\|$ and hence $\|D(x)\|=\sup \left\{\|D(x) \cdot y\|\| \| y \|=1, y \in E^{n^{2}}\right\} \leq\|x\|$.

Summarizing the results thus far developed in this section, we have the following theorem.

Theorem (3.1). Let $f: E^{n} \rightarrow E^{n}$ be defined by $f(x)=A(x)$. $x$, where $A$ is a function from $E^{n}$ into $M_{n x_{n}}$. Suppose that $A=C^{\prime}$ in the region $R \subseteq E^{n}$ (hence $f \in C^{\prime}$ in $R$ ). Then, for any point $x \in R$, $d f(x)=D(x) \cdot d A(x)+A(x)$, where $D(x)$ is the $n \times n^{2}$ matrix


## Mor eover,

$$
\|\mathrm{df}(\mathrm{x})\| \leq\|\mathrm{\|}(\mathrm{x})\| \cdot\|\mathrm{dA}(\mathrm{x})\|+\|\mathrm{\|}(\mathrm{x})\| \leq\|\mathrm{\|}\| \cdot\|\mathrm{dA}(\mathrm{x})\|+\|\mathrm{A}(\mathrm{x})\|
$$

It should be noted that the above norm inequality is not sharp enough in seeking points at which $f$ is contractive. For, if $f$ is to be contractive at $x_{0}$, then $x_{0}$ is a fixed point of $f$. But then $\left\|x_{0}\right\|=\left\|f\left(x_{0}\right)\right\|=$ $=\left\|A\left(x_{0}\right) \cdot x_{0}\right\| \leq\left\|A\left(x_{0}\right)\right\| \cdot\left\|x_{0}\right\|$, so that (if $\left.x_{0} \neq 0\right)\left\|A\left(x_{0}\right)\right\| \geq 1$. Hence, $\left\|x_{0}\right\| \cdot\left\|\mathrm{dA}\left(\mathrm{x}_{0}\right)\right\|+\left\|A\left(x_{0}\right)\right\| \geq 1$ and the above inequality cannot be used to show that $\left\|\mathrm{df}\left(\mathrm{x}_{0}\right)\right\|<1$.

Finally, we close the paper with some observations relating to the work of B. C. Peters and H. F. Walker in [2]. A major result of [2] is that a function $\Phi_{\epsilon}$ is locally contractive at a consistent maximum-likelihood estimate $x_{0}$ for sufficiently small values of $\epsilon>0$. Since $\Phi_{\epsilon}\left(x_{0}\right)=x_{0}$, it suffices to show that $\left\|d_{\epsilon}\left(x_{0}\right)\right\|<1$. It is easily verified that $\Phi_{\epsilon}$
can be considered as a function from $E^{n}$ into itself and that $\Phi_{\epsilon}$ can be written in the form: $\Phi_{\epsilon}=(1-\epsilon) I+\epsilon \cdot f$, where $I$ is the identity map on $E^{n}$ and $f: E^{n} \rightarrow E^{n}$ is defined by $f(x)=A(x) \cdot x$, where $A$ is a function from $E^{n}$ into $M_{n \times n}$. (That is, $f$ is a function of the type considered earlier in this section.)

Since $d \Phi_{\epsilon}(x)=(1-\epsilon) I+\epsilon d f(x)$ at any point $x$ for which the differentials exist, then

$$
\left\|d \Phi_{\epsilon}(x)\right\| \leq(1-\epsilon)+\epsilon\|d f(x)\|
$$

Thus, if $\|\mathrm{df}(\mathrm{x})\|<1$, then

$$
\left\|\mathrm{d} \Phi_{\epsilon}(\mathrm{x})\right\| \leq(1-\epsilon)+\epsilon\|\mathrm{df}(\mathrm{x})\| \leq 1-(1-\|\mathrm{df}(\mathrm{x})\|) \epsilon<1 .
$$

Therefore, since the set of fixed points of $f$ is the set of fixed points of $\Phi_{\epsilon}$ for any $\epsilon>0$, it follows that if $f$ is contractive at $y_{0}$, then $\Phi_{\epsilon}$ is contractive at $y_{0}$ for any $\epsilon>0$.

Conversely, observe that $\mathrm{df}(\mathrm{x})=\frac{1}{\epsilon}\left[\mathrm{~d} \Phi_{\epsilon}(\mathrm{x})+(\epsilon-1) I\right]$, so that $\|\mathrm{df}(\mathrm{x})\| \leq \frac{1}{\epsilon}\left\|\mathrm{~d} \Phi_{\epsilon}(\mathrm{x})\right\|+\frac{|\epsilon-1|}{\epsilon}$. Thus, if $\left\|\mathrm{d} \Phi_{\epsilon}(\mathrm{x})\right\|=\alpha$, then $\| \operatorname{df}(x)| |<1$ if $\frac{1}{\epsilon}(\alpha+|\epsilon-1|)<1$. For $0<\epsilon \leq 1, \frac{1}{\epsilon}(\alpha+|\epsilon-1|)<1$ is equivalent to $\alpha<2 \epsilon-1$, and thus, if $\| d \Phi_{\epsilon}(x)| |<2 \epsilon-1$, then $\| \mathrm{df}(\mathrm{x})| |<1$. (Note, the assumption $\alpha<2 \epsilon-1$ implies that $\alpha<1$ for $0<\epsilon \leq 1$.) Thus, if $\Phi_{\epsilon}$ is contractive at $y_{0}$ and if $\left\|\mathrm{d} \Phi_{\epsilon}\left(\mathrm{y}_{0}\right)\right\|<2 \epsilon-1$, then f is contractive at $\mathrm{y}_{0}$.

Observe that if $\epsilon \geq 1$ and if $\left\|d \Phi_{\epsilon}(x)\right\|=\alpha$, then
$\|\mathrm{df}(\mathrm{x})\| \leq \frac{1}{\epsilon}(\alpha+\epsilon-1)$. Thus, since the condition $\frac{1}{\epsilon}(\alpha+\epsilon-1)<1$ is equivalent to the condition $\alpha<1$, it follows that if $\left\|d \Phi_{\epsilon}(x)\right\|<1$, then $\|\mathrm{df}(\mathrm{x})\|<1$. Therefore, for $\in \geq 1$ : $f$ is contractive at $y_{0}$ if and only if $\Phi_{\epsilon}$ is contractive at $y_{0^{\prime}}$. We remark that Peters and Walker have recently shown that $\Phi_{\epsilon}$ is contractive at a consistent maximum-1ikelihood estimate $x_{0}$ for $0<\epsilon<2$.

We summarize these final comments.

Theorem (3.2). With the notation and hypothesis of the preceding discussion, if $f$ is contractive at $y_{0}$, then $\Phi_{\epsilon}$ is contractive at $y_{0}$ for all $\epsilon>0$. If $0<\epsilon<1$, $\left\|d \Phi_{\epsilon}\left(y_{0}\right)\right\|<2 \epsilon-1$, and $y_{0}$ is a fixed point of $\Phi_{\epsilon}$ (hence $\Phi_{\epsilon}$ is contractive at $y_{0}$ ), then $f$ is contractive at $y_{0}$. If $1 \leq \epsilon$, $f$ is contractive at $y_{0}$ if and only if $\Phi_{\epsilon}$ is contractive at $y_{0}$.
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