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., ABSTRACT - : e

Many variations in design methods for aircraft digital
flight control have been proposed in the literature. In general, the
methods fall into two categories; those where the design is done in .
the continuous domain (or s-plane) and those where fhe design is done
in the discrete doﬁain (or z-plane). This report evaluates several
variations of each category and comparés them for various flight
control modes of the Langley TCV Boeing 737 aircraft. Design method
fidelity is evaluated by examining closed loop root movement and thé
frequency response of the discretely controlled continuous aifcraft.'
It was found that all methods provided acceptable performance for -
sample-rates greater than 10 cps except the "uncompensated s-plane
design' method which was acceptable above 20 cps. A design procedure
based on optimal control methods was proposed that provided the best
fidelity'at very slow sample rates and required no design iterations

for changing sample rates.

At very slow sample rates, system roughness or jerkiness
may be the.limiting factor on the design. To better understand this'.
phenomenon, an experimental study was defined for the Langley motion

simulator with candidate designs for evaluation.
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1.0 Introduction

Digital Computers for aircraft inner-loop control functions
have been implemented for research purposesl’2 and will probably'ﬁe
used for opefational aircraft within the next few‘yearé. This research
hés been carried out in order to facilitate the design and performance

evaluation of discrete flight control systems for future missions.

Many variations in design methodé exist, but generally fall’
into 'two broad categories: 1) those where the design is done in the
continuous domain (or s-plane) and then discretized, and 2) those where

the design is done in the discrete domain (z- or w-plane).

Desigh using the first.category is attractive since it utilizes
the experience gained over many years of continuous autopilot design,
and the additional discretization step required can be separated.ffom the
s—plane design process. All the discretization procedures (z~transform,
bilinear or Tustin's, and z-forms) introduce an error3 which is small for
relatively fast sampling (typically > 40 Hz) but grows larger as thel‘
sample rate is reduced. The effect of this error or approximation in
‘the design method is generally checked by a simulation of the system.. In
some cases, a continuous control design exists and the sole requirément
on the designer is to obtain the software for thé digital computer Which
duﬁlicates the continuous control as closely as possible. For these cases,

only the discretization and verification via simulation is required.

Design usihg the second category includes the w plane
: . 4,5 . . 6
techniques, "’ z-plane Nyquist techniques, and discrete state space.

8
P These methods do not introduce an error due to the

techniques.
discrete nature of the problem at any sample rate and therefore are
particularly attractive when attempting to establish the lowest pfactical

sample rate.

There ié an interaction between the design method samplé'rate,.
system sensifivity, roughness of contfol, prefilter design, and gust
response that needs to be thoroughly understood in order to synthésizé
digital control systems with confidehce. Preliminary results9 on - the

interaction between the sample rate and system sensitivity and gust 



~response for a high performance aircraft indicate thaf>samp1e rates
can be used which are lowér than those typically. judged necessary in
previously reported aircraft digital céntrol studies.l’lo’ll’lz This
research primarily concerns design method evaluations as a functién of

sample rate. Preliminary results concerning rdughness of control- are

also included.



2.0 Design Methods

2,1 -Introduction

The following sections carry out discrete designs for the NASA TCV
Boeing 737 autopilot using several different methods. All the resulting
designs are checked using an exact discrete analysis to determine the

fidelity of the design method vs. sample rate.

Although only a few aﬁtopilot modes have been studied,'the
dynamics of the aircraft in the remaining modes of the autopilot are not
sufficiently different to cause any significant change in the resulfs con-
cerning design»methods. However, for other aircraft with significantly
faster natural modes or greater structural Ilexibility, the results cdn4

: tained here do not apply.

2,2 Digitized S-Plane Design

Digitized s-piane design refers to the one-for-one replacement
of continuous transfer function blocks with difference equations that can
be meehanized on a digital computer. In classical flight control designs,
these blocks fall into.4 general categories: integrators, washouts, simp1e>
lag networks, and compound lead or lag shaping networks for frequehcy
compensation, The systems being considered here are ones that feedvback
sensor signals (ffom accelerometers, gyros, eltimeters, etc.) which have
been processed through these networks for stability imprevement, or noise

or bias rejection.

The digital problem after s—plane‘synthesis of an appropfiateb
control is to obtain the beet possible match of a continuous compensater
with a digital filter. There are many methods of transforming a con-
tinuous filter into digital form [Refs. 13, 14, 15, 16] among which are
the direct method, impulse invarianf, zero-oxrder hold, bilinear approxi-
ﬁation {sometimes called Tustin's method), and the matched z-transform.
The most successful methode exactly map the poles and zeros of the '

st

continuous filter into the z-plane by the transformation z = e for

‘all sampling rates. Some methods; notably Tustin's method without pre-



warping, cause a shift in the poles and zeros of the filter at low
saﬁpling rates; Exact mapping of the poles and zeros means that the °
"transformation itself plays less of a part in any degradation of

performance of the digital system.

The matched z-transform [16]was used in this analysis. For

the continuous filter transfer function,

the digital mechanization is

v ' =1\’ ' : ' ;
Glz) =

ul-:[ '(’ - °'?i')_.!fj (;2 - 267 cos d;Tz + -e-2ciT)_ |

" where

k=r+42s - m ?'2n, k20

and K’ is the normalization constant. K’ can be chosen to
produce the desired gaiﬁ at either high or low frequency. Thus, to
choose the gain at low frequency, G(z) is eva}uéted at z = +1 and
K'picked to yield the desired magnitude. For a high frequency gain,
G(z).is evaluated at z = -1, Table I shows the transforms and associated

difference equations for the four forms of compensation mentioned above.

Even though anj root movement due to the transformation is
_eliminated, there is still some degradation of performance due to the
physicél’zero-order hold (ZOH). The hold produces a lag proportional to
the sampling interval, and can be regarded as causing a shift in the z-
Plane zeros of the plant that increases with the sampling interval. - This
zero shift occurs for‘all plant zeros not at the origin.  Thus, any system
whose digital compensation is determined without taking into account the

phase shift of the hold mechanization will. have degraded performance for long

-4-
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vsﬁmpling intervals (or low sample rates).

Formally, the procedure of digitized s-plane design cohsists
of transforming an already existing_s—plaﬁe design by substituting'a_ 7
difference equation for each control block. A reasonable measure of the
success of this technique is to compare the equivalent s-plane root 
locations of'the closed loop discrete system at various sampling fétes to
the closed loop roots of the continuous system. Thisvcomparisonris not
a function of the merits of the continuous design; the éontinﬁous system
. roots are taken to be the desired roots. The consequences of anyfroot
shifting can be displayed grappically by a transient response simulétion.
This has been done for three systems based on the TCV Boeing 737: '

1) Pitch SAS, | .

2) Pitch attitude pontroi wheel steering,

3) Longitudinal autoland. »
For each of these systems a block diagram of the modelTwill be presented
with the difference equations produced by the digitization, as well as
a locus of root locations. Appropfiate transient responsevplots will-

also be shown.

The equivalent s-plane roots of the system with a digital

control law are determined by a method suitable for computer mechanization.

First, the transition matrix is determined from the plant equations'bf
motion and hold characteristics:
_ " Given

;(:iji-'Gu

the !
t eg X o ox_ + run

1
o FT
where © =e
T .
r = g eWGdT’
“0

and T = the sampling interval.

These difference equations are combined With the difference -

equations of the controller (put into appropriate stéte form), and the

The models are based on the actual TCV autopilot with nonlinearities
removed. ' ' o

-6-



eigenvalues found. These z-plane eigenvalues are transformed back into
"the s-plane -by the invefse relation s =0n(z)/T. A program to perform
. these .operations as well as certain synthesis methods is described in the

appendix.

2.2.1. Pitch SAS.

The pitch SAS is simple pitch rate feedﬁack to the elevatof for

" better damping and higher bandwidth. A short period model of the airplane
is used here: a block diagram of the continuous system is shown in Figure. 1.
In this system it is assumed that the control law is calculated instanté~ 

. neously; there is no sampling interval delay at the output of the controller.
- Also hote that there is no washout on pitch rate in this model. Although

a washout is common in most stability augmentation systems, it does hpt
affect root locations or their variation since its break frequency is

quite low. Without the washout, the digital controller haé no states and
no difference equation; therefore, this example is somewhat dégéﬁgfété

but will serve as a basis for comparison with other design metnods inf
later sections. The root movement shown in Figure 2 is due entirely to
the_lag induced by the ZOH. This lag causes immediate'degradétion of the
system damping. The real root is very slow and is not affected by .

sampling rate,

2.2.2 Pitch Attitude Control-wheel.steering

The aircraft model for the attitude control-wheel steering mode
is the same as that shown in Figure 1 with the addition of a pitch anglq
state. 1In this mode pitch rate is fed back through a washout to eliminate
' ahy steady-state compohent. The output of the washout and difference -
between the pitch angle and the preselected pitch angle is fed back through

a one cycle delay to simulate computational delay.

The existence of this delay depends on the particular mechanization
and does not always exist. Its presencevdegrades the stability and pér?
formance of the system more than would be encountered without it.

A block diagram of this system is shown in Figure 3.

-7-




The continuous Washout for the TCV is:

d(s) _ 16s
c(s) ~ 16s + 1

which yields a discrete transfer function (Table II) of

S d(z) 14+ /18 ( z -1

c(z) - 2 _ ~T/16
zZ - e

)
and a difference equétion

- c - c

= C1 dn + Cz( )

dn+1 +1 ‘n

‘where the values of the coefficients are given in Table II for several

_Sample rates.

- elevator ' short period model
10 6, |_ ____s+o0s6
> s + 10 > (s + 0.54 T 0.823) 4
+ 4.3

Short Period model in state space form:

e
|

- | -.6283 207.1] [w -.1408

Do
I

-.0033 =-.4499| |q -.01739

Figure.l Pitch SAS Model
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6, 10 . 6 - s +.0.6 1 6
> s+ 10 |—=—>] (5 + 0.54 T 0.82)) 1 s
one digital
: ' d c
cycle. washout o~
delay’
\
fdesired
Figure 3 Pitch Attitude Control Wheel Steering Model
Table II Washout Coefficient Values _
. . ) , -T/16
Sampling ' 'Cl = e T/16 . ' -Cz'; liEE____
Rate : : v .
32 cps - : - 0.998 - .0.999
16 | ~ 0.99 ‘ . 0.998
8 o . 0.992 , . -0.99
4 : 0.984 _ 0.992

For fhe purposes of analysis and simulation, the input from the control'wheel
is assumed to be zero. The variation in dominant rootAlocationsvverSus
sampling rate is shown in Figure 4. The transient response of pitch angle

and pitch rate is shown in Figure-'5 for an initial pitch error of 0.1 radian.

-10-



Sampling at 4 cps causes instability and is not shdwn.

4 Jw
r (r/sec)
8 ecps
. -_?L‘-, - 3
16 cps - 4 cps
. ,
32 cps —2-°
. » )
- : . 2
continuous .
L1
= 4 7
o (sec™ 1)
Figure 4

Doninant roots of the
CQntrol-wheel steering mode

 2.2.3 'Longituainal Autoland

The longitudinal autoland aircraft mode] is the same as that

for the control-wheel steering model with the addltlon of a vertical

position state given by:
h =w- 207.10
. The feedback control (Figure 6) was taken from drawings of the NASA
Langley's TCW Boeing 737 and linearized. As with'thc control-wheel
steering mode, a one cycle delay is assumed in the controller. The"

digital,@ashbut coefficients are théiSame as in Table II while the

difference cquation for the digital integration is

T .
t'n+1 = bn + 2 (an-n-l'+ n

-11-
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continuous
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32 cps

continuous

I t

10

(sec)

Figure 5 Pitch Angle/Rate, Control Wheel Steering
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The variafion iﬁ:dominant root locations versus sampling rate is shown
in Figure 7. Figure 8 shows the error in pitch rate for an initial
altitude error of 100 feet off the glide slope. Again sampling at

- 4 cps results in instability.

In summary, digitized s-plane design is suitable for higher-
'sampling rates or forISystems with high relative stability. The -
addition of delays due to computation(which are cascaded in several °

multi-computer syétems) has an increased'effect with slower sampling.

-13-



e

digital d
washout ‘ ‘
.85
0.28
- one cycle
//“\\ # digital b delay
\2if:/ —dintegration
6
c
elevator
command

Figure 6 Aufoland Controller
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Figure 7 Dominant autoland root locations
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Figure 8 Pitch Rate, Autoland
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2.3 Digitized S-Plane Design with Hold Approximations

A modification to the design method described in section 2.2 is

to include the effect of the ZOH in -the s-plane desigh. Since this effect

"ig sample rate dependent, the s-plane design needs to be refined'for'any

selected sample rate. This design techhique will be evaluated for the
Pitch SAS system which was discussed previouély in section 2.2.1. In:
this case the s-plane model is represented as shown in Figure 9, where
Gc(s) is nominally 1 for the continuous or extremely fast sampling case

and varied to cause an acceptable design as T increases.

Assuming that the loss of damping shown to occur in Figure 2 is due
primarily to the hold‘characteristics, some compensation such as a ‘

classical lead:

B:(s) - K (s + A(T))

q (s + B(T)) (A < B)A

will bézreqUired to retain sufficient damping when T increases. The lead
pafameters can be chosen to meet root»location or frequency response '

criteria, both of which will be described.

z G
1-¢5T -10(s+.6) | -
> S (s+10) (s+.54F.823) S

H(s) T e

Figure 9 Modified s-Plane Design Model
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2.3.1 Root Location Design

If the natural frequency aﬁd damping of the short periodA
roots are breserved,"the time résponse will be essentially unchangéd;
For purposes of constructing s-plane root loci, we approximate the
transcendental Laplace transform of the zero—drder hold by a rational

. . . 7 .-
expression of polynomials in s. Pade approximates,

(s 4 cil 4 a

' m
am(-ST) ta o

an(—sT)n + —-——- a ; )

-sT ~ . ' -
of e s are formed by matching the largest possible number of terms of
the réspeétive McLaurin series by suitable choice of the ai's and bi's.

The approximates thus formed are given in Table III (from ref. [17]).

m=0 L m=1 - m=2
neo |1 142z 1+ 2+
11 1 1
=1 1 1+ 3z 1+ 3z 4 32t
"= l—2z 1— iz 11—z
1 14 iz 1 4z + {42t
Ll T —fz+ §= T— iz + 5s2*
2! .

TABLE III - PADE Table for e (from [17])

‘The success of the approximation depends on selecting a high
enough ordef of approximate to match the'frequency'fesponse of the zero-
"order hold over the bandwidth of interest. Using Table III, we find

that the exact hold transfer function,

-sT.
H (s) = 1-e
s
reduces to: T
H (8) = —»"—- (for n,m = 1)
1 + 5T
2
and
H(s)= —2L 5 (for n,m = 2)
1.5T (sT) ’
2 12!

Fig. 10 Combares the amplitude and phase of all three representations of
H (s) '
-18-
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The m=n=1 aﬁproximate is accurate for frequencies less than 1/10
- the samplerraté and the m=n=2 approximate is very good for w less than 1/3
the sample rate. For the short period.closed loop poles at approximately
1 cps (Fig. 2), the 2nd order (m,n=2) approximate must be used to evaluate

sample rates of 5 cps.

Thebcompensafion is designed by arbitrarily locating thg lead
zero at s=-8 and by.successive trials determining the gain Kq apd pole
location =B which restore the short period roots that have been perturbed
by sampling. This is easily done since the transcendental nature.of.tﬁe
laé is eliminated by replacing it by a Padé approximate. The resuits of

these calculations are contained in Table IV.

 T(sec.) Xq

A B
.05 4.15 8  8.85
.1 4.1 8 10.

L2 4.7 8 14.1

TABLE IV -~ Compensation Parameters

Figure ll‘shows the equivalent s-plane roots that result after
converting the s-plane design in Table IV to discrete form using'Tustin's

(or Bilinear) approximation and the matched z-transform.

. ) -1
The Tustin transform is formed by substituting % ;:i for s.
AT/2 - 1
Kq s+A Kq (AT/2 + 1) ; z+ AT/2 + 1
s+B (BT/2 + 1) z+ BT/2 - 1
BT/2 + 1

The matched z-transform was defined in the previous section. As also
described in the previous section, the equivalent s-plane roots are
obtained by performing an exact discrete analysis of the system and

transforming the z-plane closed loop roots back into the s-plane by:

S:—%@ﬂz

~20-
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The root‘migration in Figure 11 is causedAprimafily by the
approximations in the matched z transform and Tustin digitization.
The figure shows that root migration at the lower sample rates is much
reduoed'compared to the identical design (Figure 2) performed without

the Padé approximafe for the hold.

As a further aid in evaluating these designs, frequency'
response data are presented in Figures 12 and 13 for the Tustin digiti-
zation., The open loop gain = 1 crossover frequency can be seen to be
1ower in the compensated discrete case (GHZ) at u: = Sﬂz than the

cont1nuous case (G). rthermore; the closed loop bandwidth can be
seen in Flgure 13 to decrease as the sample rate decreases. These 7
effects occur in spite of the fact that the short period root locatlons
.remaln essentlally unchanged; prlmarlly because the addltlonal root

1ptroduced by the compensation affects the frequency response.

- 2.3.2 Frequency Response Design

An alternate method of choosing the lead compensation is to
maintain certain characteristics of the open loop frequency response.
In other words, use the lead to restore the frequency response de-

gradation due to sampling.

The closed loop transferbfuhction of plant G with feedback'
compensation H is:
GzZ
1 + GHZ

where the zero-order hold (Z) must be included for sampled systems.

At low frequency the ZOH and lead network have vanishingly.
small effect, and the closed loop transfer function ;s Tgé as desired.
At . high frequency where 'GHZ] << 1 the transfer function is GZ instead
‘0of G, and the compensation H cannot counteract the zero order hold,‘

But this is well above the bandwidth of the system, the highest freqoency
of interest. The critical location and sharpness of the Band edge;-
(Closed loop magnitude of -3db) is heavily dependent on the frequency

at which |GHZ| = 0 db and the corresponding phase angle.

-22-
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Thus in the frequency response design, H(s) = Kq z + g
+

is picked so that the 0 db or cross-over frequéncy and phase margin

of G is maintained for GHZ as shown in Figure 14 for 5 cps.

The lead compensation is designed by arbitrarily locating

. -1
the zero at s = -8sec and choosing Kq, and B to meet the phase margin

and gain criterion of O db at (w = 4.1 radians/second, the cross—oVen
frequency of the continuous plant. The parameters thus obtained are

‘contained in Table V.

Table V
Lead Compensation by

Frequency Response Design

T. (Sec.) ESV. —f;‘ _E_
.01 4.48 8 8.42
02 4.68 -8 8.88
.05 5.41 8 10,54
.1 7.44 8 14,90
.2 31.8 8 64.53

In Figure 15. the equivalent s—plané'poies of the discrete,system

using fhe compensafion of Table V are shown.

The approximate discrete compehsation is formed using both
Tustin (or bilinear) and matched z-transform methods giVing rise to two

different s—-plane loci.

Also shown in the figure are the s-plane root locations before .
digitiéation.The root movement for the higher order Padé approximdtes,

is due to the preservation of frequency response characteristics.

. Furthermore, comparison of the various s-plane designs with-
different Padé approximates indicates that the 2nd order Padé yieidsﬂ
sufficient accuracy for this design although for the higher bandwidth
.roots at T =.2 seconds there is a noticeable difference between thé

-2nd and 3rd approximates.
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The discretization changes the predicted s-plane roots
significantly, especially if the compensation is fast relative to the
sample rate.. For our case where A = 8, the Bilinear transform is un-

acceptably inaccurate at moderate sample rates. The z-transform is

somewhat more accurate and should be used. The bilinear and matched

z-transform and Padé approximate curves’coalesce for higher sampling

and slbwer compensation. An example sf this is Figure 16 which .
resulted from a design using the same frequency response techniques.

but fixing the pole at -9.5 sec—1 and varying the zero for proper compene
sation. The compensation is relatively slow, but clearly ths curves

aré more consistent in this case. However, if the lead compensation
pole is too slow, clossd loopvfrequency response will'be adversely

affected.

The migration of the short period root that ocsprs in this
design (Figure 16) does not adversely affect the closed loop response
because the resonanf peak from the reduction in dambing of the short -
period is offset by the»lag from the real root originating from>thé
compensatlon pole and zero. Furthermore, the adverse phase lag of
the zero-order hold is counteracted by the increased bandwidth of the

short period poles.

The closed loop frequency response characterlstlcs of the
de51gns with lead parameters given in Table V and root locatlons

given in Figure 15 are shown in Figure 17. Comparing these results

~to the designs based on short period p61e fixing ( Figure 13), we.

find that the magnitude matches better at low frequenc1es and the

phase is slightly better over all frequenc1es

The designs with slower.compensation yielded less discretization
errors (note correspondence between dotted curves and solid curves in

Figure 16) because of the slower compensatlon to be dlgltlzed however,

" the slower compensatlon ‘yielded a poorer match to the continuous system

at the lower frequenc1es than either the fast compensation frequency

‘response design on the root location design.

Either frequency response design criteria or dominant root

location desigh criteria appear to be feasible methods for adjusting
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Figure 17 Closed Loop Frequency Response
For Frequency Domain Design (T = .2 seconds)
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the s-plane designs for the effect of sampling in the cases étudied.

The frequency response method, however, appears to offer a more reliable
method in general since movement of all roots is accounted for in the
design criteria. For flight control modes with higher order dynamics,
it may be more difficult to pick the dominant poles and adjust the

compensation without introducing some new dominant pole.
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2.4 Direct Digital Design

Direct digital design refers to fhe deéign of a controlierf"
in the z-plane (or the w-plané, with an appropriate transformation ).
It differs from digitized s-plﬁne design in that the effects of the
hold circuit are known exactly at all sampling rates. 1In the z-plane,
féchniques such as root locus and pole placement may be used éxactly.

as they are in the s-plane.

Direct digital design is most widely used in the constrﬁction
of estimators or of controllers with state variable feedback inasmuch
és-optimal control techniques may be applied with little chapge to the
discrete system. However, the starting point for most digital systeﬁs'
is a continuous mechanization, for which engineers still have the;moéf
insight as well. as an;arsenal of design tools. The object, theréfore)
is not to completely-redesign the systen, bﬁt instead, to have éhahges
to éccount forAthé dfscrete characteristics and the lag of the hoid
circuit. Towafd fhis aim, two of the systems discussed in the section
on digitized s—plane'design_(z.z) were re-analyzed with the addition of
a lead network at the input to the hold circuit. The lead-ratio and
gain of this network was chosen in order to place the dominant poles
bf the closed-loop system at the location chosen in the cohtinuous
design. This process can, in general, be done by’trial and error;
but for this effort,asystematic procedure was developed and implemented
in a computer program (called LEAD, See Appendix A). It calculates.
the lead required from the pole/zero constellation in the z-plane.. .
It is important to note that this design wés performed in the z-pléne,
‘which is an exact representation of the digital system. This FORTRAN
computer program has been expahded so that it contains options to'do
the analysis of the s-plane design method as well as calculating the

lead network.

2.4,1 Pitch SAS

To the SAS system shown in Figure 1 is added a digifal lead -

network which performs the equivalent of the continuous lead:
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s +1
_Tl e

s 1
_Tz +

using the matched z-transform method, the digitized version of this -
becomes:
o . - . ~T
£(z) _ K o Ll - e( T/Tz) o Z - e( /Tl)
e(z) ~ (-T/T1,) (-T/1,)
: : e | zZ - e 2

1l - 1

The constants for this lead network were deterﬁined so as to match'the
equivalent s-plane complex roots of the discrete system with the original
complex roots at s ==5.15 i 4.5j. Table VI shows the iead network
charactéristics'determined and the resulting eqﬁivalent's—plane root
" locations. Except for the 4 cps case, the complex roots were matched
exactly while;the'position of the additional real root added.by the

network varied. The inability.to match precisely the 4 cps compiex*

-TABLE VI -
- Pitch SAS Lead Characteristics

/T K v Roots -

Sampling 1/71 9
Rate :

32 cps 8.0  8.46 - 0.917 ~0.77, -5.15 + 4.5, -7.75

16 8.0  9.03 0.841 -0.79, -5.15 + 4.5, -7.45
8 . 8.0 10.7  0.714 . -0.82, -5.15 + 4.5, -6.75
4 8.0 75. 0.45 -0.97, -5.14 + 3.12,-5.08

‘roots was due to the arbitrary design procedure of fixing the lead‘zéro
at 8 r/sec and'varying thé lead pole to obtain the desired roots. A
zero placement leser to the s-plane brigin would . have allowed matching
at 4 cps also. o

. The additional real root arising from the lead compéns;tion
dynamics is suffiéiently fast to have a relatively small effect on the
'system'response. However, for progressively slower sampling the roQt
becomes progressively slower and more important in'the.response. In;
subsequent designs, the detrimental effects of the additional real root

on the transient response will be evaluated.

-33-



2.4.2 Pitch Attitude Control-Wheel Steering

Just as for fhe SAsadéscribed above, an appropriate
compensation for the control-wheel steering mode is a lead network
at the output of the digital controller (see Figure 18). LEAD was used
to match the dominant poleé at.—1.34 i 2.13j. Wwith decreasing sampling
fate, however, one of the faster roots moves toward the origin to in-
fluence the system response. Basically, there is no way to keep_ail
the system roots constant with a decreasing sampling_rate with only-
one cémpehsation. However, there is a great imbrovement in performance
"i.e. the response is gobd dowh to 4 cpsg whereas the system wifh a
digitized s-plane design goes unstable. Table VII'presehts,the para-
meters of the digital lead network employed, and Figure>19 indicatéé»
that there is no movement of the root at -1.34 + 2.13j at all versus
sampling rate. Thaf figﬁfe also shows the position of the next '
~fastér'root at 4 cps versus the lead network zero'(sampling faster
fhanv4 cps puts this root on the negative real axis and'ﬁuch faster
_thah the dominant root). Since these two roots have bandwidths of
the same order of magnitude, they both must be taken into considerQ
ation in determining performance. Figures 20 and 21 show the pitch
error and pitch rate transient.response for an initial pitch error
of 0.1 radian with lead compensation (they may be compared directly'
to Figure 5). Although there is some degradation in transient per;"
formance, it is considerably better than tﬁat of the system without

compensation.
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Table VII

Control Wheel Steering Lead Characteristics

‘Sampling
-rate

32 cps
16
8
4

/T

2.0
2.0

2.0

2.0

1 T,
2.23
2.49
3.31
6.03

-35-

0.87
0.77

0.61.

0.45




(09s/1)

me

g

$3004 9UBId-S JuUSTBATINDA Opol SuUTI993S TOOYM ToI3uo) g1 dan3itd

(

o9s) O

o

‘snonuriuod

sdo ¢g‘91‘zE M\\

O
1
-I-C?

I
O]

oJ9zZ uoyfjresusadwod’ *sa £do. § .38 300X IXDISBF IXBU

arex Surrdwes- *sa jo00x Pzanﬁsov

o 1, ..
o 0'T = /1
o+ = o

-36-

,wao 74

k\.m\ S'T = H.a\._”
sdo ¥

@* & o= i

sdo ¢

sdo ¥



32,16,8 cps

are between the

4 cps curve & the
continuous curve

—
o
8
@©
10 t (sec)
: continuous .
L
4 cps
o . 5 10 . t (sec)
\ 7, -+ 5
'3 »_ continuous
Q
m - .
5 32,16,8 cps
8 curves are between
~ the continuous curve
o . .
et & the 4 cps curve
© -.05 ]
s .
<
3]
N
el
a,
-.1 1

Figure 20 Pitch angle/rate, Control Wheel Stesring
(Discrete Design)
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2.5 Discrete Design Using Optimél Techniques

An altefnate methéd to the design technidueérdiscussedvso'
far is to use modern control's "optimal" estimator/controller approach.
This entails a somewhat arbitrary selection of weighting factors in a
cost function; however, once these are selected, the discretizatibﬁ

process is routine.

An estimator/controller implementation can be exactly the
same as a classical compensator, the difference being solely in the
‘methods used to arrive at fhe design. 1In many:continuous cases, however,
the estimatqr/controller design reéplts'in a higher-order compensétion
" than would result using classical methdds; fpr discrete systems, the

difference in order is less pronounced.

Design of compensation using modern methods is made up of
‘two parts; the controller and the estimator (sometimes called an observer).
The controller is determined by minimizing the quadratic performance
index:

© v
1 - T T
_Jc=§ So[xAx+uBu] dt.

and the estimator by minimizing:
o " T -1 T
- : - T
J, =3 S &(z—fk) R (z—Ik)+w(2w]dt
o o :

where .
x is the state vector
X = eétimated state vector
u = control vector

measurement vector

N
1

= measurement state distribution matrix
= state weighting matrix
control weighting matrix

= process noise vector

OH = W > om
1

= white process noise power spectral density matrix
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white measurement noise power

R
]

spectral density matrix

v = z -~ Hx = measurement error vector

It can be shown, (ref. [18] [19]) that the solution of the
optimal.control and estimation problem consists of linear state feed- -
back to the control u and linear measurement error feedback to the
estimator:

’ A
Cx

A A
(F + GC)x + K(z - Hx)

1]

W>ec

1]

Using eigenvector decomposition méthods'[IQJ, [26] the
steady state controller gains, C, and estimator gains, K, can be
efficiently determined. To accomplish this, the A, B matrices andii-v
the Q, R values of the.noise model are choseh to give a '"satisfactory”
system design. The judgement in determining,when the system is satisf
faétory is based on the same factors that one would use for a claééiCaily
designed system. In this particular design exercise; the goal is to 
obfain a modern design wﬁich has all the same root locations as the
previous design methods; thus enabling a direct comparison with thé'“ 
other methods. Therefore, A, B, Q, and R were selected to yield =
idéntical closed loop short pefiod roots while maintaining the additibnal
roots which occur with the introduction of the estimator relatively fast.
The bias estimate state (which performs the same function as the-clgssical
washout) iS‘an ekception to this; 1its root was.méintaingd'at the Wéshout

kbreakApoint.

A continuous controller/estimator for the Pitch_SAS with'é
washout was‘determined for the TCV vehicle. The state space modei for
the aircraft was given in section 2.2.1. Combining this with the - ‘

" actuator modél énd augmenting the state to account for a possiblé bias
in the pitch rate measurement (the equivalent of a washout), we oﬁtain

the system'model:
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" . r . o - o 3\
0 0 W
qb 0 0 ‘ . F qb 7 0
w | _Jo -.628 207 -:14 vl .19 s
a 0 -3.288% _.45 -1.722 '
e 0 o0 0 -10. ~ Be 10
. - L © - b J L .
y = Hx + v
where: H =.[1010];
qb = pitch rate measurement bias
q = pitch rate
w = z-component of aircraft velocity
5e = elevator angle in degress
6e = commanded elevator angle
c
y - = measurement
- The values of A and B selected for use in the cost function
were: A
r )
0 0 0
A=|0 .33 0 0 o B =1
0 0 ) 7.33>\4 0
0 o . 0 ) . =.86
L ' -

which yielded:
. ; L o
C = [0,,-1.35\~8, 247.23, 9.0\ 3

the values of Q and R selected are:

22.877 0. 0. 0. R
8
0. 5.03N 0. 0. :
Q= 3 . . R=1
0. 0. . 33.92 0.
0. o. . o) 1. 106V
which yielded:
-
‘\ 4.783
~1.908\4
K =
8.816
| -314.5

T -3 - -3
- the notation 3:T\3 means- 3.1 x 10
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For comparison-purposes, the poles and zeros of the resulting
design's open loop transfer function were coﬁputed . Figure (21) shows
the selected closed loop root 1ocations and a root loeus'vs the open
ioop gain, Thie design yields three roots more than a classieal design
with a washout. If compensating the system using classicel methods to -

overcome effects of sampling, one or two extra roots may be added;'a'

step that 18 not required when discrétizing a controller/estimator>design.

By formulating the system equations in a discrete fashion but
using an identical cost function and weighting values to the continuous
design, an opt1ma1 discrete controller/estimator results whlch closely

matches the performance of the continuous design.

In this case, the discrete system representatlon is as stated

in sectlon 2.2 and results in a d1screte controller:

u, = Cg.
1 1
A — -
=X, o+ -
Xisl VU RLR SCA e
- A ’
X, =& + Iu,
i+l i i
.z, = Hx . +v,
1 - 1 .1
_ A A : A
or - X =8+ Iy - KHPGx; - x,) + Kvy )

The actual cost function used in the minimization was discrete,

i.e.
| 12 p ot T
Controller: -min J ==27 [x. A X, +u., B u..]
o u, 2 i " Di i D1
1 i=0 .
' 1= T -1 T
Estimator: min J = = 25 [w Q "w, + (z, - Hx,) R (z, - Hx )}
: 2 i™D i i
: . X, i=0
T ———— e :_|: s et R : 20]
however, the values of A “and BD are computed [ based on A and B.

from the continuous design The values of Q and RD are the.same,as'l
the Q and R used in the contlnuous system optlmization, Eigenvecter fv

9,
decomp051t10n methods [1 20]

yield a very efficient tool in solving
for the optimal gains for either the continuous of diserete problem._ﬂ‘
Figure (22) shows the equivalent s-plane root locations for the diserete
| system designed as a continuous system in Figure (21). The roots show

very little migration due to sampling. Figure (23) shows the closed loop
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frequency response characterlstlcs for the varlous sample rates. To
demonstrate the modification to the compensator that is belng brought
about by this digitization procedure, we have included Figure (24).

Note the very large changes that occur in some gains vs. sample rate.

. The digitization procedure is essentially routlne and no
design 1terat10n is required for any of the sample rates evaluated
The design iteration is carried out on the continuous system with
the end product being a set of controller weighting matrices, A &
B, and estimator noise matrices.Q & R. 'These matrices are easily’f
turned into discrete control laws (or compensators) for any reasoneble

sample period in a non-iterative manner.

The ﬁost difficult part of the design method is obtaihing .
the continuous optimal design. For Systems being designed for the '
first time, the iterations required are on the same order as those
required for a classical design. For systems whose continuous design
exists and was obtained using classical means, the iterations required
to obtain a matching*-optimal design is someWhat cumbersome, but the
requirement to "match” only exists in a study such as this where it

is important to make consistent comparisons.

*x - , . : , :
actually can't be matched exactly because the order of the continuous
compensation is higher for the optimal method.
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2.6 Comparisons of Design Methods

Five different design methods have been evaluated for various
modes of the TCV flight control system. For a common comparison of
the methods, the fastest loop (inner pitch.stabilization) has been

»évaluated by all of the methods.

Figure 25 shows the equivalent s-plane short period root
locations of fhe disciete systems for four of the design methods.
and Figures 26 and 27 show the closed loop fréqﬁency response character-
istics for 5 of the methods. The methods are:
1) Uncompensated s-plane design (section 2.2)
2) Modified s-plane design based on pole fixing
with the matched z-transform digitigation
(section 2.3.1) -
.3) Modified s-plane design based on frequency response
with the matched z-transform digitization(section 2.3.2)
4) Discrete design based on pole fixing (section 2.4)
5) Optimal discrete design (section 2.5)
Figure 25 shows the most severe degradation in stability for the
"uncompensated" design method (as expected), a conclusion that is
amplified by Figures 26 and 27. For this flight control design’ _
problem, the uncompénsated design method should not be used with éamble
rates much slower than 20 cps. Since the system dominant pples afé 
at approximately 1 cps, this represents sampling at 20 times the

dbminant closed loop roots.

Further comparison of the designs shows a large root movement
of the frequency response desigh but no corresponding change in the
- frequency response. This arises because the short period'root merment
is being counteracted by shifts in the ofher real roots Which are not
shown and demonstrates the usefulness of the frequency response

information in performing a total design evaluation.

With the exception of the uncompensated design, all 6ther.
design methods would probably be considered acceptable; however, mosf'

show some loss of bandwidth at the slow sampling rate (5 cps).
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Since the frequency fesponse design was based on retaining
the same gain and phase at crossover (4.1 r/seé)'if's intéresting_tbf
note that the closed loop frequency respbnse information. does not »
match the continuous system at 4.1 r/sec. This is due to the errofi
brought about.by the digitization procedure (the matched z-transform),
an error that is present for any design method that is based on
s-plane results,-regardlessiof whether the hold chgracteristics are

accounted for or not.

Note also however, that accounting correctly for the’
digitization process is not nearly sufficient in itself to obtain a
good design. This is demonstrated by the discrete pole fixing desigh
in Figufes 26 and 27, which, except for ﬁhe uncompehsated design, is
the worst match to the continuous of all the desighs. This design'waé
not shown on’theiroot'locus in Figufe 25 because-it was based_on :
maintaining the z-plane roots at the location which produced no mo?ee
ment of the'equivalent S-plane roots. The shift in the frequency
response characteristics is due to shifting real root_locations which

~ were not taken into accbunt when compensating the system.-'

Factors other than the accuracy of the method must also be
taken into account when evaluating design procedures. Table VIII '
is included to illustrate these differences. The-first column refers
to the quality of match fo the continuous closed loop bandwidth as
evidenced by Figure 26. Intuitive design refers primarily to Whether.
the design iterations are performed in the s-plane or not,'which'most
designers prefer; however, thé modern discrete is givenva quaiified
yes because many designeré do not consider the weightigg matrix
selection an intuitivé process. The third column réfefs to whether
the digitization effects afe evaluated in the zéplane or not. For the )
s-plane methods, the magnitude of the error is dependent 6n the ' :

.. frequency placement of the compensation -- the higher the frequenéieé,
the worse the error. This error can always be computed by an '
analysis such as that performed by this study, but this is not con-

sidered to be part of_thé design method. - The fourth column refers to

whether any design iterations are required when changing sample rate,
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a feature that is attractlve if part of the de51gn exercise is to determine
the minimum practical sample rate; hence designs at many sample rates being
required. The order of the compensation refers to the complexity of the
control mechanization. For all but the modern design, considéréblé
freedom exists in the order of the compensation, although the order

tends to increase with slower sampling. For the modern design the
compensation order is typically equal to the plant order but can be made
equal. to the plant minus the number of measurements when using a reduced
order estimator. The last column is a somewhat arbitrary attempf to
indicate at whét sample rates the method can be used. For example the
uncompensated design method should not be used at sample_rates below

20 times the dominant closed loop poles. These estimates are based
prlmarlly on the quality of the closed loop bandwidth match as indicated
in Figure 26 and in the more detailed design data in the 1nd1v1dua1
sections. They are valid for the example used in the designs, the -
737.TCV pitch stabilization mode, and should be used with some caution

for other design problems.
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3.0 Roughness

Since the output of a ZOH is constant for an entire sémbl}ng
period, the-control is a series of steps which may be perceived b&.é
pilot through ‘his motion or visual cues.as jerkiness or roughneés.~
These effects will be most noticeable'in_the high frequency modes of
the aircraft and become increasingly noticéable as the sample rate

decreases.

To evaluate and quantify this effect of digital flight

- control for varying sample rates, the following designs have been
selected for implementation on the Langley motionbsimulator. .The>
autoland and control wheel steering modes have been selected for this
investigation., The autoland mode essentially places the pilot ih a
monitdring type of functionAand may produée different reactions édmpared
to the cqntrol wheel stéering where he will be required‘to execute

various tasks.

The holds to be considered are (Fig. 28) the standard zero

aorder hold'(ZOH) for a baseline and the integrél hold.

COMPUTER Z0H - ~ PLANT

o
~ 2.

PLANT |

w [~

COMPUTER Z.OH

N~ ~ ~~—

Integral Hold
]

Figure 28 Hold Definition
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The integral hold (IGH).is motivated by the desire to
eliminate the stcﬁ changes in u characteristic of the ZOH but to»
retain its hardware simplicity. Its mechanization simply‘requires 3
fhe addition of an anolog intcgrator between the standard ZOH and

the actuators in the aircraft.

Figure 29 combines the differenf elements of the evaluation
and indicates where the different portions of the computations are to

be carried out.

The algorithms to be implemented for the hold are:

ZOH: . u(t) = u,;t, <t < t,
i’ i i

t
"IGH: u(t) =;S _uidt
: o

+1

The aircraft model and autopilot for the control wheel
steering mode for use with the ZOH is given in Figure 18 with the .
washout coefficients given in Table II and lead coefficients in -

‘Table VII for the sample rates to be used on the CDC 6600,

The.aircraft model for the autcland mode is given by
Figures 1 and 3 and the additional pcsition state relationship:
" h=w - 207.10 |
The autoland autopilot for use with a ZOH is given in Figure 6. The-
digital washout coefficients are again given in Table II and the
integration by: o v

b - =b += (a +a )

- For Adéquate stability with decreasing sample rates, the overall loop

gain shown to be 0.85 in‘Figure 6 was adjusted according to Table‘IX.

TABLE IX

Autoland Gains

Sampling Rate ' - Gain
32 cps ' ' 0.60°

16 0.51
 0.34

4 ' 0.21
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Analog Computers (EAI 231R's)

Roughness "‘“““‘—J

- function }

: u(t) aircralt model and motion
i simulator transfor- .
’ holds L . simulator
: mations and washouts
lan -J
- I S I
Y o
autopilot + b
ug=4,8,16,320ps ) ‘pilot commgnds

evaluation

Digital Compu

ter (CDC 6600)

-Figure 29 Roughness Simulation Schematic
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For the integral hold, designs are'preliminary and need . .

" further refinement for good response characteristics. Because of

the extra 90o phase lag of the integrator and the additional feed-
"back from the integrator, the design is more difficult than that '
for the ZOH. -Cne preliminary deSign was performed using’a modifiea
s-plane approach where an approximation to the delay is containéd

in the system modél. The désign was obtained for 8 feedback only

so did not represent the full control wheel steering mode. Figure 30

shows the block diagram and defines portions of the compensation..

+ 3.2s : ) » 1 8
12 —_— : 1 :
. ~ 5+20 4 Approx. of S plant
Hold Delay : S

|
L .
_]
- I
7;5' s+20 hﬂ—'—_
|
l
1
|

3d
s+3_

digital 'I g analog
Figure 30 Integral Hold Design

The transient response of this controller obtained from a
hybrid simulation with a 10 cps sample rate in the digital_portiOn
is shown in Figure 31. It Shows that the performance can be madé'
to match that of the system without the extra integrator even though
the controller input to the actuator is ramped instead of steppéd.i
'Furthefmore,‘the magnitude closed loop frequency response is shéwn':

in Figure 32 to match very closely as well. Further design efforts are
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ZOH

N

t(sec)

IGH

. , “t(sec)

Figure 31 Transient Response of Pitéh Stabilization Mode

from Hybrid Simulation

underway to determine compensation for the control wheel steeringjand'

autoland modes.
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ZOH

(ab) 10 7
’ — 60
— .
0 - t t e
1 2
w (rad/sec)
-10 | ' _
-20 » -+
-30 ¢4

Figure 32 Closed loop Frequency Responsé Comparison

of the Integral and Conventional Hblds_.

Analytical evaluations of roughness have been proposed [20]
and can'be used for a quantitative comparison with pilot evaluatiohs;

they are:

_RF3 = ‘maxlm:Aul.
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where the terms are defined in Figure 33. These functions are to be.

evaluated in the digital cbmputer during the simulations.

The exact nature of the evaluations with regards to initial
conditions for the autoland, test maneuvers for the control wheel

steering, and form of pilot evaluations, have not been determined. .

ZERO ORDER HOLD

INTEGRAL HOLD

Figuré 33 Roughness Function Parameter Definitions
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CONCLUSIONS

Discrete Design methods have been compared at various saﬁple
fates for several different flight control modes for the Langley TCV
Boeing 737. It has been shown that digitization of continuous auto-
pilot design leads to a substantial degradation in performance for
sample rates slower than 20 HZ (or 20 times the closed loop bandwidth).
Modifications to the s-plane design to account for the lag due to A
sampling'improves performance considerably and can be uééd with
confidence at sample rates of 10 Hz (or 10 times the closed 1oop:
bandwidth). For samp1e>rates much lower than 10 Hz, a discrete design
procedure is advised to eliminate the digitization error present.in .
any s-plane design procedure. A new discrete design procedure hassv
_been evaluated which is based on optimal control and estimation
techniques. It entails perfbrming the design iterations on the
continuous system, then using the resulting weighting matrices in a
‘discrete optimal control procedure. The resulting discrete designs
match the continuously designed system bettef than any other method
evaluated and requires no iteration during the discretization

"procedure, a feature that no other acceptably accurate method possesses.

A test of roughness has been defined and control algorithms
determined for the Langley simulator facility with sample rates of
32, 16, 8 & 4 Hz. Preliminary designs are included for the integral
hold, a hold which requires the addition of an integrator between'

the ZOH and the actuator.
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Appendix A: Program LEAD

Program LEAD calculates the eigenvalues in the zéplane.of a
continuous system with a ZOH, actuator dynamics, and a digital controller
mechanized in difference equations. An option of the program allows the
userAto calculate the lead network required at the input of the ZOH to

produce given s-plane roots.

DeriVation:
A system may be written

x =A'x + B'u ' ‘Al
where
x =% -
- XZ , a state vector partitioned into the original

states xs, from x = Ax + Bu, and xa, the

actuator states

+ YA B . _

v C]_, | |

f_{ol- | | A2
D , ) o L

‘Thus u is the control signal to the actuators whose differential

es}
1

equations are of the form

X = AxX + Bx ' A3
s a : , .

If the transition matrix is calculated for equation Al

= + Qu

*n+1 PXn n - Ad
7

where P - eA T

T I}

. . A

Q = S e TB'd-r
o

To equation A4 must be added the difference equations of the digitél

controller. The control is of the form

u =C,x + C_.x + C.x i - AS



where X, is the controller state variables,

xs is the derivative of original state variables such as
acceleration. (and x, = A'x)
then

) - 7
X .1 = [P.+ Q(C1 f C3 A)] X, o+ chxcn . AQ

The difference equations can be written

. [y L[]
=Mx - + Mx + M. x + MXx + M

M ” 7
xcn+l 1l cn 2 cn+l 3 n 4 n+l 5X5n + 6xsn+1~ A

The presence of x is due to the existance of fhese

en+l’ *ni1’ *snel
types of terms in most matched 3-transforms.

Now

, ,
Xsn+l A X+l . B A8

which can be rewritten using A6

4 l / - - .
=" : 9
Xone1 = A [P + Q(C +C oA )1 x +A QC,x o A

and finally
: . -1 ’ ' ’
Xonel = (IjMz) { M3 + (M4 + M6A YIP + Q(C1 f C3A )].+ M5A 2 X
-1 7 . ‘A Al0
+ (-I-Mz) {Ml + (M4 + M6A )QC2’§ X n
Thus, given the state definition A2, A3, the sampling interval T, the

control law A5, and the difference equations A7, LEAD solves for the

eigenvalues of the matrix

r .
P +Q(C; +CA") «,
} .
| -1 , ) . ’
i (1-8)) {:“3 + (M, + 3 AP+ QUC, +QC;) + MAT) R R R TCR
L
S o

To calculate the lead network required to fix a specifié robt
in the s-plane, the program first computes the poles and zeroes of the

system in the z-plane. It then transforms the desired root into the
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z-plane, calculate the lead angle deficiency, and places the po;é>qf
the lead network from this. The gain 'is computed by standard root-

locus methods.

The user must program 3 FORTRAN subroutines: size, diffeq,
and plant. They defipe respectively the size of various arréys, the
difference equation matrices, and the state equations of the plé@t
and actuators; ‘A listing follows of the main program and reilevant

subroutines.
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IMPLICIT REAL (KyL,M)

REAL*8 F,ICNT,INT,GN,CS,ACL

REAL*E SRE,SIFM+Ch{,CWR

REAL*E CLCGyDSORT,LCATAN

DIMENSICN ICNTH20),INT(20),0N{LD,20),09120)+CaRi1u),LWIL10)
5 s TINVEI10,10) s ACLLLC,10)

OIMZnSICA kvtc‘lﬂflo’lVchb(10910’)VuLI“(lU'lU),VECR(lO'lO’

~ 1 sVECI(1C,100,VRVI10),VIVI1D), VRRV (LlU)sVRIVILY)

ONPWRE

DIMENSICN APRIME{10,101,BFPIME(LU1U)P(L0,1U),ul(1U,»10)
vyC1{10,10),C2(10,101,C3(10510),ML (10,10} M2(20,410)
»¥3010,10)9M4(10¢10),¥5(10210) M0 (LUy1V)

'ALL1G,10),B8(1G,201,C(10,10)s0(10,10) 0080 I40y1V),TeM5BA(10+10)
2 TEMAA(LO0,10)y TEM2AL{1D,1C) »TEMBALLOY1U) ,TEMAB(LU,10)
pVI(20),v2(2C) yTEMIEA(LIC,10) yTEMIBILUAV)yTEcBBILU,10)
y TEVM2AE(10,10)4yF(L10,10),TEM2BALLD 440) »TEMGBA(LU,10)
DATA APRINE/LUO%Qe/ ¢BFRIME/LOO%Ve/ s P/LlIUMV e/ 1 /i00%0./

3 4sCLl/10C*%0./+C2/16C%L./,C27100%0.4/ 911/ 100%04/4M2/10U0%0./
2 ¢M3/100%0./4Ma/100%0./7,VM5/7100%0../ yM6/LVUKV G/

CATA A/1CC*#D0./9y8/100%0./,C/200%0./
CALL SIZ‘(APLAATphDIG NCyNACT)
NS=NPLANT+NACT

NSTCT=NS+NDIG

- NSTGT2=24ASTOT

CALL COITUINPLART yNDIGNC o NACTyNOoudd TUTH»RSTOT 2y
1 ICANT 4INTyGiNyD99CWR4CuITIDMVIACLYRVES)VEURIN) VECINy VECR,
2 VECT ¢ VRV VIV VRAFPVyVRIV,AFRIMEZBPRIME,P A9y CLeC2yC39MLyM2,M3 M4,

'3 NS yME AR yCyDy TEMOBAZTEMALYyTEMZAA, TLABA»TedAD 4 ViV 2y

W

Wi NG e

1uy?

4 TEM3BA,TEMBB,TEM28BB, 15N&Ae,F.rEM<bk.Tt4“dA DNUH’
RETURN
END |
SLERGUTINE OOIT(NPLANT NDICGHNC, HACT’H)yNSTJT'NdeTzr
l ICFT,INT,GN,DQ,C“F’CVI)TIhVQuCL'rVLC,VCCAN'VELIN VLbR' .
2 VECI VRV VIVIVRRV I VRIVAPRIMEDPRIME (P oligliol s L39MLM24M3 M4,
3 M5 ME v AWByCyDyTEMSRAZTEMLL JTIMZALy VEMBAYTEMAD yV1sV2,y
4 TOM3BA,TEMBBy TEM2BB, TENZ2ABWFTEM2BA, TLMQBAIU“U“,‘
IMPLICIT KREAL (KybLsM) :
REAL®E Fy ICMTINT,,GiN9yCSyACL
PLAL%8 SRC,SIM,CWI,CWR
REAL®E DLCGyDSQORT,DATAN
COMMOM/T/TSAMP,CPCLES,C2ERCS
CIMENSICN ZERQO(2,8),PCLE(Z,48)
DIMENSILN ICNT(NiTQTZ)1IVT(NSTC(2,1GN(NJf0r'HbrJTl109(NST072,'
CHRINSTOT I CHIGNMSTCT ) TINVIMCIO M 1Oy ACLUHNOTUT,NSTITY,
RVEC INSTOTytSTOTY gy VECENINSTOT g iiSTHT) o VECTINI RS TUTHASTLT Y,
VECRINSTOTyNSTOT )y VECT(HSTET ySTOT by AV TOT J, VIVINST(QT),
4 VREVINSTCT) s VRIVINSTCT )y AP RINC (5,85 )y BPRIME{ NI SNL Dy

S P(ns h\),(’(.th),Cl(u(.hS)pCZ(uC,m) (J)'C3(HL ‘4.)’

DIMINSION MIGDIGyMDICY, Y Z(MDTIG,HoIG Yy M3 (101G, S ) Me{NDIG,NSY,
MS{NCI G,uS)yMb(fCIbyf\glp (NPLANT ,iPLART ) BLIPLANT oL )
TCUMACTY yNACT Iy LINAC Tyl\r3,7E~53A“\“L‘)ib,ﬁl$,'TE';MAA(HJS'."S)' ]
TEMZAAINS NS HTENRACRCIS oSS TEMAB L3y U 1G) VA (N3TAT 2Y,
VZ!;‘-'STL'TZ)vTi‘f:”3EA(}'JDI'Gv.\4’5)ITEMBB(.'«'[”L’:NOIG)}TCMZU&(r'iUICiND!G)!
TEV2AB (NS, HDIGT ) FAMSTCT NSTUT T e3AlilUTn 1S )y Te44nA(NHDIG NS
PUNCMURACT 9GNS
CALL FLANTUINPLANT G NUDICINC oNACT tiSstaSTLTyidSTUTe

LN T IR T 40y DO LRy Cw [ TIAVy 2CLy s VECs VECRIG VE L L) YEL K,
V:":(9Vl-‘loV1.Vc"v/F.-”\V'J:;',_IV9~"1$;’?IV{‘T)D{’..‘\i?"li:vp'QvCLOCZQCJOML”"ZyHB)Ml’r :
i e A B, Gy TEWS e, Ta i, TeMeans 173, Tudin gy ViV .
4 3 CMLEA,TEMBO  TEW2RG, Tk )/--.1 s TELN200y TaMGday uiviiit)
CAtll, CRENET{Y 207 154,100 ’

B P N

o U
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- CCCCC REAC CEMFENSATION ZERC (PCSITIVE SIGN)
" " REAC(10,*) CZEROS
1 CCNTINUE
CALL FRCMPT('INS? ',5,10)
ceece . :
“CCCCC READ INSTRUCTICNS
CCCLC INS = 1,253, OR 4 (INTEGER)
CCCCC TSAMP = SAMPLING INTERVAL (SECUNDS)
CCCCC THE THIRC AND FOURTH VARTABLES READ HAVE McANINGS DEPENDENT

cecece CN THE VALUE OF INS
CCCCC INS=13 QCCTS IN THE Z PLANE AMU S PLANc WILL .BE FUUWND FOR
ccee - THE SYSTEM WITh AN INPUTVED GAIM AiD COMPENSATION
ccece © PCLE AMD ZEXO. TKE THIRD VAKIAL3E IS THc GAIN. IT
cecec MULTIPLIES ALL THE ELEMENTS UF THE UNUM MATRIX. THE
ccece FCURTH VARIABLE IS THE CUMPEZNSATIud Pule (PUSiTIVE
ccece SIGN)e. [IF MC CCNPENSATION 15 DESIRED, SET THE POLE
- ccece LGCATIIN AT THE ZEFC LTCCATIOHN. THe &GOTo WilL THEN
ceeee INCLUDE ‘AN UNCCUPLEC ONE CURR:SPONDING TO THE
CCCCC. . CCMPENSATICM,
. CCCCC INS=23 THE GAIN AND PCLE LCCATION WItL B CALCULATZD THAT
- ceece WILL GUARANTEE FARTICULAK RJUTS I THE S PLANE. THE
cceee DESIRED S FLANE RGCT IS5 IWPJUTTED AS THc THIiRD ANHD FOURTH.
ceece : VARIABLES (RZAL AND IMAGINARY)e AS A CHeCKy THE
ccece " KCCTS ARS CALCLLATEC WITH THIS COMPUTEU CUMPENSATION AND
ceece GAIM.. THIS CAN BE LSED TU CHECK W THE LUCATION OF
cceee "CTRER RCJTS WHESE LCCATIUNS WERE nuT SPECIFIED.
ccece THIS OPTIGN WILL WCRK CURKENTLY OKLY FOR L ACTUATOR
cecee TEAT INFLUTMCES THE STATES THXOUGH Ui wJi=LERD ELEMENT
ceece CF DNOM. AHY CTHER FORMULATIGN WILL GiVE UVPKEDICTABLE
ceece RESULTS IN THIS VERSION.
CCCCC INS=3: THIS PERFORMS THE SAME CuMPUTATION A5 Fui InS=2.
cceces THIS CAN BE USEL OMY AFTER Id>=2 HAS BECH 3PECIFIED
ccece CFCR A PARTICULAR ZERO LOUCATICN AWD 5AMPLING INTERVAL.
cecece THIS QPTICM EXISTS TC ELIMINATE 304E CCMPUTATION THAT
ccece : wWAS PERFGRINED FREVICUSLY.
CCCCC IMS=4; FETURNS TO A PFCMPT FOR A NEW ZoKUe THE SECJND, THIRD
ceece AND FOURTH VARIABLES MUST BE INPUTTeD, BUT 4RE IGNORED.

cccec :
: REAC(10,%) INSyTSAMF,SRFNT,SIPNT
GO TN (SS54449166,10090)4INS
. 9 "CGAIN=SRENT
: CPGLES=SIFNT
€0 T3 195
44 GAlti=1.
CPCLES=CZERGS
CALL CMAT(D,ONOMyNACT  NCyCALH)
CALL CHTRLUINPLANT JHICIC/yNCHyNACT NS, wSTUT,NSTUTZ,
Tl ICKNT  INT oG eDI 9y ChRyCWIPTINV,ACLyRVEC,VECANI VECIN, VECR
IVECT YAy VIV VARV VA IV ATRIME ySPAIMZyF sl var L dylopiii oM 2o M3 oMby
3 MO MEJA S yCo D TENSRAZTEMAL,TEM2ARy TeMBAYTEMAL VLIV '
4 TEMIBAZTEMBHB,yTEMZBRy TEN2AR JFyTeMeBAy T aMe0 Ay LITUM)
CO 14G3 J=1,NSTOT
R=Cwit {J)*224CWI(J)*=2
{F (R .GT. Le ) GC TC 1402
YR=CwWh(J)
YI=CWI(J)
CU TU 1406
143 COMTIALE
l4u9 GAlN=C,
CALL CHATIC)ONCH yrACT 90 CyCALN)
CALL CHNYRLINPLANT sMECUCINC oAl T o v dSTLT o iuSTUT2
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S 0N -

4G4

ICNT yINTyGMNsDG 3 Cl qChIs TINV,ACL)RVEC,VECRN s VECINy VECR Y
VECI VRV yVIVeVFRVZVRIVJAPRIME ,BPUIMEWP QL oLy T3y ML )M2yMI ML,
NS NE A s RyCoyDe TEMSBAZTEMAAZTIMAA,y TEMBAYy TEHAB yVL V2
TEM3ERA, TENRBQTFVZbBo1EF7AE FoTEM2BA,TEMSBA,UNUM)

SF=1,

C3 404 I=1,NSTQT
SF=SF/DSGRTU(XR=CWR{L))**24(YI-CWI(]))ex2)

PCLE(L1, [)=CWRI(I)

POLE(Z2,1)=CHIL(T)

GAIN=1.E10

CALL CMAT(O,DLONNACTNC,CAIN)

CALL CNTEL(NAPLANT 3 ICTGCyNCoNACT NSy NSTOT »N3TUTRZ,

1 ICNT o INT GONsDGy ChRyC Iy TINV ACL kVeL s VECRIe» Ve CINy VECRY

2 VECI VRV, VIV,VRRV,VRIV,AFRINE, oPnIMc,P,C,LL.Ld'LJ,11:“2{”3."49

505

606
‘166

3 NS,beAvavC101TE~5BAoTENAﬁ'T TMZAA Y TeMBA» TeMAB W VLV 2,

4 TEM3EA,TEMBByTENM2BB,yTEN2AR,F,TEMZBA, T&M#dA:UNUH)

- NZ=0

‘GO 50¢% I=1,NSTCT o

IF (ChR(I)“*Z*CNI(I)*‘Z «CT. 2) GO TJ 505

NZ=NZ+1 -
LERG(14NZI=CHRI(I)

LERQU24N2)=CWI(])

CCNTINLE : ’ ] .
L3 €06 I=1,NZ ’
SF'(F*SCRT((XR“ZENU(I,I))**Z*(YI LEKU(ZyI))**Z, '
C2EROZ=EXF(~TSAMP*CZERGS)

LRPHNT= EXD(bRPIT'TSAMP)*CC<(SIPNTFTSAMP)

CZIPNT=EXP{SRAPHTATSAMPI*SINMNISIFNT®T AMP)

CALL L’AE(ZPPNT,ZIPNT,BCTCT POLEZNL 9 ZERISCLATHCPOLELy PHI

1 vCZEQUZ’SF)

4453
18s

8
10

45 T4
SEQ

4¢

sV eNaNeNaNe el

CPOLES=~ALOGICPOLEZ) /TSAMF

WRITE (6,5440) CPOLES,CCAIN

FORMAT(® FOLE 9Gl5+64% GAIN *3G1546)

CCHTINUE ,

CALL CMAT(D,DNCM,NACT ;NCyCCAIN)

CALL CNTRLUNPLANT JNDTCoNC oNACT piio, WSTUT 4HOTIT2,
L ICNT g INToGNeDSsChI ChIyTINV ACL yRVEC,VECKNs VECIN VECR,
2 VECI VEV,VIV,VERV,VAIV,APRIME,BPRINE, P, GrCLoCorChyMLyM2yM3, M4,
3 M5 My ArEsCyDyTENSBATEMAA TEMRAA , TEMBA, TEMAG sV Lo V20 -
4 TEM3BA, TEMBB,TENZBB, TEN2AE oF o TEM2BA, TEM4BA, UNIMI
FORMAT(! 'yGLl506,15X,C15.€)

FCRMAT(® *,4G15.6)

[T G€0 J=1,NSTOT
SHE=DLGG(CSORT(CWA(J)##Z+Ch [(J)xx2) ) /TLAMP
SIM=CATAN(CWI(J)/CWA(J))/TSAMP

IF (CWI(J) +EQe 0.D0) GL TC 4574

WRITE{641C) CWF{J),Chl{J) ,SRE,SIN

GG TQ S60

WRITE(EyE) LH?(J)'SRE

CONT INUE

GC TC 1

RETURN

END
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UL & W N e

I KT I NI S

. SUBROUTINE CHTRLINPLANT WMNDIGINCyNASTy iSeNSTUT o NSTST 2,

1 ICKNT o INTHGHsDGyCuR O I v TIAVIACL KVEC ) VECRNy VECINYVECR,

2 VECT VRV VIV VPRV, VRIVAFRIME,BPKIMEyPosQed9CeyC3yML M2y M3 M4,

3 MSyMEYAZBsCy Dy TENSBA,TENAL  TEMZ2AA, TEHMBATEMAG )WL V2y

4 TEM3BA,TEMBB,TENM2BB, TEN2AL F oy TEAcBA) TCMABAyUNDM)

IMPLICIT REAL (KyLgM) - a ’ '

REAL*E F,ICNT,INT)GN,CS,ACL

REAL*8 SRT,SIMyChI,CHWR

REAL*8 DLCG,DSQRT,DATAN

CCMMUN/T/TSAMPCFCLESCZERCS

DIMENSIUN TCHTINSTIT2)y INTUNSTUTZ)y GRNINSTOTyNSTUT)yD9(NSTOT2),
CWRAINSTOT)yCWICNSTAT)» TIAVINDIG 40 IO sACLINSTUTyNSTUT ),
RVECLASTCT yWSTOT )y VECARN(NSTOT yNSTIT) yVECINIRSITIT, iSTUT ),
VECRINSTCTyNSTOTY y VECTI(NSTOT yNSTST )y vaVINSTOT ), VIVINSTOTY,
VREVANSTCT) yVRIVINSTCT) yAFRIMEINS y NS ) o BPRIMECHSyNT )y
PUNSoNS) g QINS NCIsCLUINC NS)yC2UNLyWDIG) 3 C3LIEC 9iNS)

DIMENSICN MLIMDIGIMOCICY yM2({NDIG)NUIOG) sMI(iiDIGINS) 9 Me(NDIG4NSY,
MS(HCIGsAS) ¢MOEINCIGo NS )y A(NPLANT y dPLAIT ) 3 8P LART yNC ) »
CUNACToNACT) o DINACT yRC )y TENSBAINDIG9idS )y TEMAA (NS)NS)
TEMZAA(NS'NS)yTEVBA(hCIthS[vT&MAS(dSvNDIb)1V1(NSTJTZ)' -
V2INSTOT2) s TEMIABA(NDICYNS )y TEMBBIWDIGyNDIG) »TEMZBBINDIGyNDIGY),
TEM2ABINSsNDIG) s FINSTOT,NITAT) oTEMcUBACIDIG S ), TCWQDA(NDIGQNS,
sONOM(NACT,NC)

CALL CIFFEQINPLANT+NDIGeNCoNACT NS NGTOTNOTUT 2,

-1 xCI\l s INT yGN,D9,y CWR'CKIQTIVV'A\'LJRV L'VCCNN'VFLIN'VECR'

2 VECTyVRV, VIV VRV VK IV AFRIME, BPRIMEsPoWQsCLlsl &yC3) M1 M2y M3,MG,

-3 M51M6vA,EqC'D.TEMSBA.TEMAA.TEMAAAyTtMBA,TEMAB'VLpVZv

90

91 .

94

56

4 TEMBEAoTEMBB,TENZEB,TENZAE,F.TEMZBA,TEMQSA.DNUM)

0O 91 I= 1,NPLANT

DC S0 J= 1,NPLANT

APRIME(I,d)= A(1,4J)

CC 91 J= 1yNC
APRIME(T 4 J+APLANTI= RU(]1,44)

‘CD 34 I= 1,NACT

“CC S4& J=1,NACT

APRIME(I+NPLANT,, J#NPLANT) = C(IpJ)

DC $6&6 I=1,NACT

DO S6 J=1,NC
BPhIME(IGLPLANT,J)-D(IoJ)

CALL FGPC(APRIME EPRINE,P,CyNSyHC,TSAMP)
CALL MMULT(C3vAPRIME,TENRSEAWNC yN3 9 id3)
CALL MACC{TEMSBA,CL,TENMERBALKRC ynNSyuU)
CALL MMULT(C,TEMSPA,TENAALNS)NC,NS)
CALL MACT(TEMAA D, THEMAA 7S NS,0)

CALL MMLLTI(Q,C2,TEMAB,NSsNC4NDLG)
CALL MATIN(TINV,NCIG,1} v
CALL MACCUTINV, M2, TIHV,ADIG,NDIG,L)

CCALL MINVINOIGSHDIS, TINV,ACIGI ULy VL gVa)

CALL MMULT(MS, £PRTME,TEN2RA D IGyia sk}
CALL MACCUTEM2BRA MO TEUZBAZHDIGHNI, V)

CALL MNMULTITEM2PA,TEMAAYTANM2RA, D159 1NS)
CALL MMULT (M5, APRIMI, TEVAEL i iDIGyid »ilY)
CALL MADD(TEMAPA T WIEL,TENMIBA, DTGNSy V)
CALL MAUDRATIMARA A, T80 N0 TGty I)

CALL MAULTEOTINY,,TOU3 0L, i EVEAMNULL i NOTGdS)
CALL FMULTIQaC2, TE¥ZAE,N5,MC D10
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1zs

76

77

CALL MMULTITEM2BA,TEMABy TENM2BByMIIGINS»INDiIG)
CALL MACCHUTEMZ2P3 4MYL,TEN2BEHWyNDIGeNUIG,U)
CALL MMULTUTINV,TEM2B8R,TEMEByNDIG»NVIG)ROIG)
DC 125 I=1.NS :
€0 125 J=14NS
FIT,J)=TeEMAALTJ)
CC 76 1=1,NDIG
CO 76 J=14NS
- FUJdy I4NS)=TEMAB(J, 1)
FLI+NS U =TEMBA(I,J)
DO 77 I=1.NCIG
CC 77 J=1.NDIG
FOCI+NSyJenS)=TEMRBI(I,J)

CHBRR 3 ARTB P F D AR ARAREF BXXA DD SIS X4 D pkdRRR KR &

CALL BALANC (NSTCT,NSTCT,F,ILOW,IAIGH,D9)
CALL ELMEES (NSTOT,WNSTUT,ILCWIHIGH,F,INT)

CALL - hCR2 (NSTOT;NSTUT,ILCkaHIGHcF1CNA:CWI.ACLgiCNT,&46)

CoRmn K3k o K0 D RAMEBE AR XKD £ A & B ¥ BKK HRERK K

o000 n00n

4¢

RETURN

" END

SUBRCLTINE LEADIXR,Y I,y hPCLES,POLL;NZchJSyZ:ﬂUyGAIN.CuMPP PHT,

1 CGMPZ,SF)
CIMENSICN POLL(Z;E) ZERClZz,8)

© ANGLE=Q.

GAIN=1,
[FINPCLES.EQ.O) GO T0 15

" CC 10 1=1,NPGLES

v
25

GAIN=GATA®SURT ({XK=PULE (L, 1)) 4826 (YI~PULE (2, 1) 1%¥2)
TEMP=LTAM(YI=POLE(Z, [))/IXR=PILE(L,1)))
IFIPOLE(L,1)aGToXR) TEMP=2,141592+TEMP
ANGLE=ANGLE+TEMP

FIRMAT(7F10.2)

IF(NZERCS.EQ.0) -GC TO 2%

GO 20 I=1,NZEROS

GAIN=GAIN/(SQRT( (XR=ZEFC(L, 1)) #%2+( YI-ZERD (241 1) %%2) )
TEMF=ATAR((YI=2ERC (2, 1)1/ (XR=2=Rulis1)))
IF(ZERTIL, 1) oGToXR) TEMF=34141592+T EMP

ANGLE =AIGLE~TEMP

PHI = AKGLI+3.141592

. FHIZ=ATAN{(YI/(XR-CCMP2))

oO00

IF(CCMPZLGTLXR)Y PRTZ=2.1415G62+PHIL

COMEP = X8 = YI/TAN(FFIZ=F+I)

GAIN=GAIN® SQRT{(X2-CLMPP)%¥24+(Y])e%2)
GAIN=SF¥GAIN/{ SCHRT{(XS-CCMPZI*%x2+ (i) #k2) )

GALE=GAIN#(1.~CCMPZ)/ (L .,-CCMPP)

RETURN

END
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laXakzkzizls)

10

"SUBRCUTINE DMAT(C,DACM,NACT yNC,GAIN)

DIMEMSIGN DRCGMINACT ¢NC) D INACT yNC)
CC 10 I=1,NACT

DO 10 J=1,NC
CUIyJ)=OKCMUIJ)*GAIN

RETULRN .

END
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cceee
cceee
cceen
_cceece
- cceece
ccece
ccecce
cccece
cceece
cccec
cceece
‘cceee
ccece

naANACAaACAN

G Wi -

(e ANEL S~ VN BN R

ceccce
cocee
cZccc
cCcCce
CCCCC
CCcCece

SUBRONTINE sng(NPLANT;NnIG,nc,hACTy

SIZE IS A USFR-WRITTTY PROGRAP THAT DETERMINFS THE SIZT QF

THF SYSTFM™., TT SHGHLD RE PROGRAMMED AS TN THTS EXAMPLE,

MPLANT = T'I® NUMRFR OF DIFFRERENTIRL EQUATIONS OF TH™ PLANT

¥DIG = THE NUMRFD 0F DIFFERFNCE FQUATION TN THE CONTROL

NC = THF NOYBE® OF COHTROLS

NACT = THE NUMPEP OF ACTUATOR DIFFERENTIAL EQUATIOXS,
NOTE: THIS MEAXS THAT NPLAM DORS NOT THCLUDE ANY
ACTHATOR DYHAMICS

THE PROGRMM SHCWN HERE IS FOF THE LONGITHDINAL ATTITADE

CONTRNL-WHELL STZRRING PROBLF¥ DISCUSSFD TN THEZ EOLY OF THE

REPORT

NPLANT=3
NCIG=3
NACT =1
NC=1
RETURN
END

SUREOUTINT® PLANT(NPLANT, ¥DIG,NC,YACT,HS,NSTOT,NSTOT2,

1 TCNT,INT,GM,DQ,C®P,CWT, TINV ,ACL,RVEC,VECRY,VRCTN,V=CP,

2 VFCI,VRY,VIV,VDEY YPTY, ADRTIE,RPNINMF,P,N,C1,C2,C03,41,M2,H43, M4,

3 M5,M6,A,B,C,D,TIMSBA, TEMAA, TEM2 DA, TEMBA,TFMAB,V1,V2, :

4 TEMIBA,TEMBB,TENM2BB,7FM 200, F,TOH2RL, TEMURA, DNOY)

IMPLICIT PRAYL (K,L,M)

REAL*R 7, ICNT,INT,GN,D9,ACL

APAL*R CEF,STH,CHT,CWR

REAL*¥8 DLOG,DSOR?,DATAN

COMMON/T/TSANDP,CPPLPS, CZBROS

DIMFNSTON 2TFO(2,9),POLFE (2,0) .

DI*ENSTIAN ICNT(NSTOT2) ,INT(NSTOT2) ,GN (MSTOT,NSTAT) ,NA(NSTOT2),
CWP (KSTNT) ,CWI (HSTNTY ," TNV (HDTG,NNTG), ACL(NSTOT, NSTAT) ,
EVEC(NSTOT,LSTNT), VFCRN(NSTOT, HSTOT) ,VECIN (NSTOT,NSTOTY,

VECP (KSTOT,%N5707) , VECI(MSTAT,¥ST07) , VRV (MSTCT) ,VIV(NSTOT),
YPIV (RSTO™) , VETV (NSTOT) ,APPIVF (XS, ¥5),BPFIYE(NS,NC),
O(NS,NS) ,0(NS,NC),CH(MC,MSY,C2(KC, ¥DIG),C2 (¥C,NS)

DIMTHSTON MU(NDTG,NDTR) ,M2(NDTG,ENTA) ¥ (NNIG, NS) , MU (NDTG,NS),
MS(EDTG, NS, ME (NDTH,NS) LA (MPIANT, KELAYT) , B{FPLANT,¥CQ).,
C(NACT,¥AC™ ,N(NAC™, HC) ,mPMERA(NDTG,NE) , TO»AA (UGS, T},
TF¥2S5A(US,NS) ,TFPNRA (NDTG, NS) , TEMAS (NS, UNIC) , VI (NSTOT2),
VZ(N3™nT2) ,TR43RE (KDTG,N3), TEMPR(NDIG,'DTR) , TEM?BRP(NDIG,NDIGY,
TFRAIAR (IS, NNTIG), F(USTAT,RETOM) ,TEX 204 (DTG, KC) ,7TANET8 (NNTG, NS)
,DESH (NLCT,NC) :

PYAMT IS B USTR-WSITTTY PAQAERA THAT DATARMIVES TIHE

DIFYEIT TTAL FOUATIAN OF THT PLANT, NANT QDPRCOTFICATIY T7°
DEFL™ RS THE MATZICES 5 ,7,0, ALD DNOM,  THF ROnTINE TS IALLED,
ONCFE PER BN, AND THTZEEOCT vAY COSTATT FIAD OTATTYENTI AND

THE LIKZ,
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CCCCC THE PROAGPAM SHOWN USRE TS POP THE LONGTTHDINAL A™TITUDE
CCCCC CCNTROL-WHELL STEFETNG PROBIFM DISCUSSED IN THE ROLY OF THE
CCCCC REPORT ' ~

ccecee

s e NeEx X R Ke K2 N X2l

rceee
ccccce
CCCCC

CcCcccc

CCCCC
CCCCr

- gccec

cecccce
cenee
ccceco
CCCcCe
CcCecco
CCCCC

2(1,1)=-6,238287F-1
A(2,1)=-23.279197-3
A(1,2)=307,06u4
A(2,2) =-4,499647=1
A (3,2) =1,
R(1,1)=-1.508R8F-1
R(2,1) ==1,73928E-2
c (1,1 ==-10,
DNOM (1,1) =10,
RETUIN © -

END

SUBRROUTINT® DIFFFO(NPLANT;HDIG,NC,HACT,NS,NSTOT,NSTOTZ,
ICNT,INT,GY, DO, CYR,CHI, TTNV ,ACL, VFC,VECRY,VPCIN, Y™ CR,

VRCT, V2V v'v vpvv VPIV APPI 1r RPFTNF,P,0,C1,C2,C3,11,M2,43, M4,
u5,no,n B c, D,fLﬂSgA,TT AA,TEﬂ:AA,TFYBA TEMAB,V1,V2,
TEM3IRA, “E“Dp T?M?RB,TEM2AE,?,TFH2BA,T?MUBA,DNOM)

IMPLICIT FREL (Y,L,¥) '

REAL®*®-F, ICNT,INT,GY,D9,ACL

IERAL%*R SPE,SIM,CYT,CHR -

REAL*S DLOG,DSOPT,DATAH ,

COMMOK/T/mSAMP,CPCLES,C7Z 8208 :

DIMTHSTON TCNT(NSTOT2),INT(FSTOT2),GH (ES™0T,NSTOT) ,D9(NSTOT2),
CWP (NETOTY ,CYIIrSTOT) , TINV(MDIG,NDYG), ACL (NSTAT,NSTOT),

RVAC (NSTQT, NSTATY) , VPCRE(NSTAT, KSTOT) ,ITCIN (NSTOT,NSTOTY ,
VECF(NSTOT,NSTOT),V?CI(NS?OT,ﬂSTOT),V?V(NSTOT),VTV(NSTOT),
YRRV (5STO™Y), v"Tv(vsmOT),rpFIrx(rq <), RPRIMF (NS ,NC) ,

DTS, HESY L0 (NF,HECY ,CT(UC, NSY ,C2(NC, NDTIN) ,C3 (NC,NS)

DIFENSINY mv(un S, NDTGY , M2(EDTG, NDIG) K2 (NDIG,NS) , ML (NDIG, PS),
MS(NDIG,NS) ,EE (NI, NS) A (NPLANT, NELAYT) ,B(MPLAYT NC),
C(MACT,NACTY ,D (N30T ,NC) ,"FMSBA(NDTIG, NS) , TEFMAA(NS,NS)Y,
TEMIAA(MS,NS), TEMBA(NDTG,NS) , TFMAN (NS, ¥DIG), VY (NSTOTDY,
V2(¥SET0T2),TEM3PA(MDIG,NE), TEMRRB (MNTG, ¥NTG) , TEM2R2 (NDTIG,NDIG),

TFY2:2 (NS, vn*c),v(uoto;,us"ow) TEM2BA(UDIG,HNS) ,TEMURBE (NDIG,NS)

ot MY =

AE WY -

Fy

, DNIM(NACT, ¥C)

:J\mz:'ul_).a

DIFFEQ IS A NSEP-WRITTEN PROGPAM THAT DETERMINTS TUP DIFPFERFNCP
SQUATICES USRD TY THE DIGTTAL CONTRCL., MOPF SPECIFICIALLY
TF DEFINTS TUE MATRTCES: M1,M2,M3,Mu,M5,%4, AND C1,02,C3

TN TERMS OF TEA¥D AMD ANY CONTPOT COMSTANTS, TT TS CALLERP
SEVFTAL TIMFS TH CETTING THY COMPZHSATTON (TWS=2) €0 COMTEOL
PARAMNFTERS SHOULD NAT NE READ TN THS SHURPANTINT, RANUT SUONLD
INSTEAR RE REEARD AT TUE REGIWVVING NOF TIT PROGPAM ANT DPRSGT
TO PTFFEQ TH A LATTLEND COMMON, THF ECQHATTAN OF 7T
COMDIUSATION MTET R DROGPAMMED HERTF, AWD THNS, NNTG, TIE
MHFDSN NP DIFFIRSECT BOUATIONS MUS™ TAHILUDT THY COMDPFNEATION
TourTION, .

THE PFGGPAM SHOWN MERT TS FOR THP TONGITHUDINAL ATTITUDE
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“CCCCC CONTROL-WHRLL STFFRING PFOBLFM DISCHSSED IV THF BOLY OF THE
CCCCC REPORT )

ccccece
RO1R=FXP (- TSAHUP/16.)
EO16F3=57,20577Q51% (1, +¥016) /2,
: €2(1,3)=1.
- C WASHOUT .

n1(1,1)=EN16
M3(1,2)==-F016F3*2, 16
MU (1,2) SEO16F3%2,16

C COMDPENSATION
TT2=BAP (=TCAXPRCPOLTS)
TT1=FXP (-TSAMP*CZTRQOS)
M1(2,2)=TT2
GLL=(1.=-7T2y /(1.-7T Y
M1(2, 1) ==GLL*TT1
M2(2, 1)=GLL
M3(2,3) =-GLL*TT1%247,53
M4 (2,3) =GLL*247,.53

C DELAY '
M1(2,2)=1,
FETURN
END ; -
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The utility routines are:

MMULT
MADD
MATIN
 MATEQ
SCAMAT
FGPQ
MINV
CDIV
HQR2
BALANC

ELMHES

matrix multiplication

matrix addition

matrix initialization (0 or I)
equate two matrices
matrix-scaler multiplicatién
calculates ¢ given F

matrix inverse

complex number division
éigenvalue solver (QR algorithm)
pfeprocesses matrix for HQR2

postprocesses matrix from HQR2
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