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## CHAPTER 1

## PLANETARY ATMOSPHERES AND AERODYNAMIC FORCES

## 1-1. INTRODUCTION

To study the effects of aerodynamic forces on trajectories at orbital speeds, it is necessary to model the planetary atmospheres in which the flights take place. Because of the nature of the aerodynamic forces on orbiting and entry vehicles, only a very thin layer of atmosphere near the planet's surface need be considered. This is convenient, for in these lower reaches of the atmosphere the modeling is much simpler.

Many of the more complicated aspects of planetary atmospheres are of no consequence in aerodynamic calculations. For instance, though the atmosphere is composed of a mixture of a number of gases, it may be treated as a uniform gas of unvarying composition throughout the aerodynamically important altitudes.

In fact, the overriding feature of the atmosphere, as far as its effect on the--spacecraft is concerned, is the density. The-particular composition of the atmosphere can have an important influence on the aerodynamic heating of the vehicle because of the details of the dissociation of the gas after passing through the vehicle's bow shock wave, but the manner in which this is treated in this text accounts for this very simply. Once a particular reference value of aeroheating is determined, the other values are proportional.

The effect of composition on aerodynamic force is negligible. Hence, the concern in modeling the atmosphere will be to conveniently and accurately represent the density.

## 1-2. FUNDAMENTAL ASSUMPTIONS

There are several important assumptions which may be made with respect to
any planetary atmosphere. These assumptions will be considered with the goal of providing an analytical representation which lends itself to ease of manipulation while maintaining reasonable accuracy. For high accuracy, tables of density such as in Ref. 1 and detailed models as discussed in Ref. 2 and 3 may be used for particular numerical cases.

## 1-2.1. Assumption of Spherical Symmetry

By far the greatest simplification in analytical atmospheric modeling is achieved by assuming that the atmospheric density is a function only of radial distance from the center of the planet - the assumption of spherical symmetry. Actually, a much better assumption is that the density is a function only of altitude. If the planet's surface were a sphere, then these assumptions would be identical. But the basic figure of all the planets is an oblate spheroid, which has an elliptical cross-section along any meridian. For example, the Earth's ellipticity, the eccentricity of this cross-sectional ellipse, is 0.00335, Table 1-1.

This oblateness of the atmosphere is the greatest deviation from spherical symmetry. However, the tremendous analytical advantages of this assumption justifies this penalty in" accuracy. This shortcoming can be easily corrected when necessary. The spherically symmetric model atmosphere is presented as a function of the altitude above the planet's mean sphere. This same density variation is then used as a function of the altitude above the planet's basic oblate spheroid.

This is almost equivalent to assuming the density is constant on surfaces of spheroids with the same ellipticity as that of the planet, and similarly aligned. For example, for Earth if the density at 300 kilometers altitude is referred in this manner to the surface spheroid, it will deviate from a similar spheroid by less than a kilometer (being high at the poles, and conversely low at the equator).

For planets with small ellipticity, the reference spheroid can be conveniently approximated with exror $\epsilon^{2}$, by

$$
\begin{equation*}
r=r_{E}\left(1-\epsilon \sin ^{2} \varphi\right) \tag{1-1}
\end{equation*}
$$

where $r_{E}$ is the equatorial radius, $\epsilon$ is the ellipticity, and $\varphi$ is the latitude.

For particular cases, the oblateness of the atmosphere can be included in . this way. However, the complications introduced are severe, and general results are obscured. This approach can be seen in Ref. 4.

Another source of deviation from spherical symmetry is the reaction of the atmosphere to solar activity. At extremely high altitudes the density increases drastically in response to solar radiation. This shows up in several ways - as a diurnal hump of dense atmosphere which follows the Sun as the Earth rotates, as a seasonal density increase which follows summer north and south, as a 27 day cycle responding to a particular solar flare on the rotating surface of the Sun, and as a long period variation corresponding to the eleven year sunspot cycle.

Only rarely do any of these effects descend below 250 kilometers altitude. Since aerodynamic forces are of short-term importance only below about 150 kilometers, these effects are negligible except when considering the slow decay of a high altitude satellite.

## 1-2.2. Assumption of Nonrotating Atmosphere

The atmosphere which the space vehicle encounters is not stationary, but rotates with the planet. For Earth and Mars the aerodynamic forces have immediate effects only at low altitudes, very near the surface. At these altitudes the atmosphere rotates with approximately the angular velocity of the planet. Venus has a denser atmosphere with a much greater effective thickness, but its angular velocity is almost nil, and the rotation of the atmosphere is miniscule. Only on Jupiter and Saturn, of the readily reachable planets, with their fantastic
rotational speed, turbulent atmosphere, and lack of a well-defined surface, would the rotating atmosphere deserve special treatment. For the other planets, the speed of the atmosphere past the vehicle contributed by the rotation of the atmosphere is a small percentage of the total speed, Table 1-1.

For example, for Earth, the maximum rotational speed of the atmosphere, . encountered at the equator, is about-six percent of the circular orbital velocity at low altitude. Thus, the aerodynamic force due to atmospheric rotation has a maximum value of about twelve percent of the aerodynamic force due to the vehicle's speed. In most circumstances it would be far less than this.

It is possible to treat this effect analytically. However, just as for the oblateness of the atmosphere, the rotational effect would depend on the latitude of the vehicle at all times. In addition, it would depend heavily on the inclination of the trajectory to the equator. Inclusion of such detail in an analytical study would do more to obscure than reveal general trends and effects.

An example of such treatment is well-presented in Ref. 4. The effects are so slight, however, that they may easily be accounted for by slight changes in the coefficients of lift and drag for a vehicle. Indeed, the errors in such coefficients probably would already exceed the error caused by neglecting the rotation of the atmosphere.

For all of these reasons, it is usual to assume a nonrotating atmosphere. The assumption is certainly justifiable.

> Ellipticity of basic spheroid, $\epsilon$
surface rotational speed
circular orbital speed at surface

| Venus | 0. | $0 \%$ |
| :--- | :--- | :--- |
| Earth | 0.0034 | $6 \%$ |
| Mars | 0.0052 | $7 \%$ |
| Jupiter | 0.062 | $30 \%$ |
| Saturn | 0.096 | $40 \%$ |

Table 1-1. Relative effects of oblateness and rotation of the atmosphere on aerodynamic force.

## 1-2.3. Assumption of Exponential Atmosphere

A powerful assumption, greatly simplifying atmospheric analyses, which is frequently made, is that the atmospheric density decreases exponentially with altitude. There are several nuances to this assumption which are worth investigating.

There are two basic equations governing the density as a function of altitude. The first is the familiar equation of state

$$
\begin{equation*}
p=\rho \frac{R^{*}}{M} T \tag{1-2}
\end{equation*}
$$

where $R^{*}$ is the universal gas constant, $8.31439 \times 10^{3}$ joules $/ \mathrm{kg}-{ }^{\circ} \mathrm{K}$, and M is the mean molecular weight of the atmosphere. The second basic equation expresses that the rate of change of pressure must equal the increased weight of the atmosphere supported, as the altitude changes.

$$
\begin{equation*}
d p=-\rho g d r \tag{1-3}
\end{equation*}
$$

From the equation of state comes

$$
\begin{equation*}
\frac{d \rho}{\rho}=\frac{d p}{p}-\frac{d T}{T} \tag{1-4}
\end{equation*}
$$

which, combined with Equation (1-3), gives.

$$
\begin{equation*}
\frac{d o}{\rho}=-\left[\frac{\mathrm{gM}}{\mathrm{R}^{*} T \mathrm{~T}}+\frac{1}{\mathrm{~T}} \frac{\mathrm{dT}}{\mathrm{dr}}\right] \mathrm{dr} \tag{1-5}
\end{equation*}
$$

This equation can be rewritten as

$$
\begin{equation*}
\frac{\mathrm{d} \rho}{\rho}=-\beta \mathrm{dr} \tag{1-6}
\end{equation*}
$$

where $\beta$, defined as the bracketed term in Equation (1-5), is the reciprocal of the scale height.

At this point several specific types of density atmospheres, corresponding to different assumptions on $\beta$, are to be considered.
a) the locally exponential atmosphere.

If the coefficient $\beta$ can be considered constant over some small altitude interval, the integrated density function is

$$
\begin{equation*}
\frac{\rho}{\rho_{0}}=e^{-\beta\left(r-r_{0}\right)} \tag{1-7}
\end{equation*}
$$

from which the character of $1 / \beta$ as a scale height is apparent. The coefficient $\beta$ is evaluated at the initial, or reference, point indicated by subscript zero.
b) the strictly exponential atmosphere.

If $\beta$, can be considered constant throughout the atmosphere, the equation (1-7) holds for all $r$. In this case the reference level is commonly taken to be the surface of the planet.
c) the isothermal atmosphere.

If the temperature can be considered constant through an altitude interval of the atmosphere, $d T / d r=0$, and $\beta$ is given by

$$
\begin{equation*}
\beta=\frac{\mathrm{gM}}{R^{*} T} \tag{1-8}
\end{equation*}
$$

Since

$$
\begin{equation*}
g=g_{o}\left(\frac{r_{0}}{r}\right)^{2} \tag{1-9}
\end{equation*}
$$

the quantity $\beta r^{2}$ is constant in an isothermal atmosphere. Again, the density is given by the exponential function, equation (1-7).
d) the $\beta r$ - constant atmosphere.

In several studies of atmospheric entry (Ref. 5,6), it has been convenient to consider the dimensionless quantity $\beta r$ as constant. For all the planets this is a large quantity, usually of the order 1000, Table 1-2. In this case, the difference introduced into equation (1-6) is additive, of the order of $1 / \beta r$. Thus, the exponential atmosphere may be retained while considering $\beta r$ to be constant.

For Earth, the scale height at altitudes below 120 km , stays between about 5 km and 14 km , with a weighted mean value of about 7.1 km . The quantity $\beta r$ varies from 750 to 1300 , with a weighted average of 900.


Table l-2. Scale heights of the planets.

1-3. THE EARTH'S ATMOSPHERE
Of course, the primary interest must be focused on the Earth's atmosphere.

In order to make an analytic study of orbital trajectories encountering the Earth's atmosphere, it is necessary to have a simple, but accurate, expression for the density as a function of $r$. For numerical calculations for particular cases, using a high speed computer, detailed tables, such as those in Ref. 1 , or polynomial representations, are used. For detailed computations for a specific vehicle, such an approach is valuable. However, the intimate knowledge of the Earth's atmosphere which such references make available can be used to generate more easily used functions. In particular, it is convenient to produce piecewise exponential functions, Ref. 7.

An accurate density function can be obtained by considering the effects on density of the variation in scale height, $H \equiv 1 / \beta$, and molecular scale temperature, $\mathrm{T}_{\mathrm{M}}$.

The molecular scale temperature accounts for both temperature and molecular weight changes with altitude.

$$
\begin{equation*}
T_{M} \equiv \frac{T}{M} M_{0} \tag{1-10}
\end{equation*}
$$

The standard atmosphere of Ref. 1 shows that both $H$ and $T_{M}$ may be represented as piecewise linear functions between the altitudes of 54 kilometers and 300 kilometers, Figure $1-1$, which is the region of interest for aerodynamically affected orbital trajectories.

In each of the seven piecewise linear sections the scale height can be written

$$
\begin{equation*}
H \equiv \frac{1}{\beta}=H_{i}+a\left(r-r_{i}\right) \tag{1-11}
\end{equation*}
$$

and the molecular scale temperature as

$$
\begin{equation*}
T_{M}=T_{M_{i}}+b\left(r-r_{i}\right) \tag{1-12}
\end{equation*}
$$

where the subscript $i$ indicates the value at some reference point for the


Figure l-1. The Scale Height and Molecular Scale Temperature Versus Altitude. The Values at the Endpoints of the Sections are Noted.
section under consideration. The reference points are chosen in such a way that the density expression will give the least deviation from the 1959 ARDC Model Atmosphere, Ref. 1.

The seven sections and the constants for each are given in Tabie 1-3. The constants $a$ are dimensionless; the constants $b$ have dimensions ${ }^{\circ} \mathrm{K} / \mathrm{km}$. If the altitude above mean sea level is $h$, then the radial distances $r$ and $r_{i}$ in equations (1-11) and (1-12) can be replaced by $h$ and $h_{i}$, where $h_{i}$ is $h_{\text {ref }}$ for a given section.

From the equation of state, (1-2), and the equation defining the scale height, (1-6), it is seen that

$$
\begin{equation*}
\frac{1}{\mathrm{H}} \equiv \beta=-\mathrm{d} .(\ln \mathrm{p}) \tag{1-13}
\end{equation*}
$$

Differentiating the logarithm of $p$ from the equation of state, using the definitions of $H$ and $T_{M}$, and assuming linear behavior for $H$, (equation (1-11)), gives

$$
\begin{equation*}
d \ln \left(\rho T_{M}\right)=-\frac{d r}{H_{i}+a \cdot\left(r-r_{i}\right)} \tag{1-14}
\end{equation*}
$$

which, when integrated, gives

$$
\begin{equation*}
\ln \left(\frac{\rho T_{M}}{\rho_{i} T_{M}}\right)=\ln \left(\frac{H_{i}}{H_{i}+a\left(r-r_{i}\right)}\right)^{1 / a} \tag{1-15}
\end{equation*}
$$

or, what is the same,

$$
\begin{equation*}
\rho_{i}=\left(\frac{T_{M_{i}}}{T_{M_{i}}+b\left(r-r_{i}\right)}\right)\left(\frac{H_{i}}{H_{i}+a\left(r-r_{i}\right)}\right)^{1 / 2} . \tag{1-16}
\end{equation*}
$$

where the linear behavior of $T_{M}$, equation (1-12), is assumed.

| Region | Altitude Range (KM4) | $\mathrm{h}_{\text {ref }}(\mathrm{KM})$ | Reference Values |  | $\mathrm{T}_{\text {Mref }}\left({ }^{\circ} \mathrm{K}\right)$ | Constants |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\rho_{r e f}\left(\mathrm{Kg} / \mathrm{M}^{3}\right)$ | $\mathrm{H}_{\text {ref }}$ (KM) |  | a | ${ }^{\text {b. }}$, ${ }^{\mathrm{O}} \mathrm{K} / \mathrm{km}$ |
| 1 | $54 \sim 80$ | 67 | $1.4975-4$ | 6.6597 | 222.8 | -0.1296385 | -4.044231 |
| 2 | $80 \sim 91$ | 85 | 7.726-6 | 4.979 | 165.7. | 0.1545455 | 0.0 |
| 3 | $91 \sim 107$ | 99 | 4.504-7 | 5.905 | 195.6 | 0.1189286 | 3.878571 |
| 4 | $107 \sim 164$ | 110 | 5.930-8 | 8.731 | 288.2 | 0.5925240 | 19.17964 |
| 5 | $164 \sim 175$ | 170 | 7.932-10 | 42.62 | 1381. | 0.3054545 | 9.454545 |
| 6 | $175 \sim 207$ | 190 | 4.680-10 | 46.51 | 1498. | 0.1596875 | 4.687500 |
| 7 | $207 \sim 300$ | 254 | 1.149-10 | 54.78 | 1730. | 0.1190323 | 3.236559 |

Table 1-3. The Constants and $b$ and Reference Values of

$$
h_{\text {ref }}, \rho_{\text {ref }}, H_{\text {ref }}, T_{\text {Mref }} \text { for Each Region }
$$

By introducing two dimensionless parameters, $\delta_{H}$ and $\delta_{T_{M}}$, with the Earth ${ }^{\prime} s$ mean radius, $r_{e}$,

$$
\begin{equation*}
\delta_{H} \equiv \frac{\mathrm{a}}{\mathrm{H}_{i}} \mathrm{r}_{\mathrm{e}} \quad \quad \delta_{\mathrm{T}_{\mathrm{M}}} \equiv \frac{\mathrm{~b}}{\mathrm{~T}_{\mathrm{M}_{i}}} \mathrm{r}_{\mathrm{e}} \tag{1-17}
\end{equation*}
$$

one arrives at the basic density equation which takes into account the variation of scale height and molecular scale temperature:

$$
\begin{equation*}
\frac{\mathrm{Q}}{\rho_{i}}=\left(\frac{1}{1+\delta_{\mathrm{T}_{M}}\left(\frac{r-r_{i}}{r_{e}}\right)}\right)\left(\frac{1}{1+\delta_{\mathrm{H}}\left(\frac{r-r_{i}}{r_{e}}\right)}\right) \cdot 1 / \mathrm{a} \tag{1-18}
\end{equation*}
$$

Values for $\delta_{H}$ and $\delta_{T_{M}}$ in the seven regions are given in Table 1-4.

| Region | $\delta_{H}$ | $\delta_{T_{M}}$ |
| ---: | ---: | ---: |
| I | 124.1549 | 126.0780 |
| II | 1.9797 | 0.0000 |
| III | 128.4549 | 126.4670 |
| IV | 432.8391 | 424.4544 |
| V | 45.7107 | 43.6648 |
| VI | 21.8982 | 19.9577 |
| VII | 13.8588 | 11.9322 |

Table 1-4. The dimensionless parameters $\delta_{H}$ and $\delta_{T_{M}}$ for the Earth's ${ }^{-}$ Atmosphere (Ref. 7).

A major simplification can be made by noting, that $\delta_{H}$ and $\delta_{T_{M}}$ are approximately equal in the seven regions. Setting $\delta_{T_{M}}$ equal to $\delta_{H}$ in equation (1-18) gives

$$
\begin{equation*}
\rho_{i}=\left[\frac{1}{1+\delta_{H}\left(\frac{r-r_{i}}{r_{e}}\right)}\right]^{\frac{1+a}{a}} \tag{1-19}
\end{equation*}
$$

which can be rewritten using equation (1-1i) as

$$
\begin{equation*}
\frac{\rho}{\rho_{i}}=\left(\frac{H_{i}}{H}\right)^{\frac{1+a}{a}} \tag{1-20}
\end{equation*}
$$

This is the power function density relationship of Billik, Ref. 8, and shows that it is a special case of the more general density expression, equation (1-18).

Equations (1-18) and (1-19) with the constants from Table 1-4 yield the maximum percentage deviations from the 1959 ARDC Model Atmosphere given in Table l-5.

Region
Eq. (1-18), general density expression

$$
0.07 \%
$$

$0.40 \%$
II
III
0.02\%
0.25\%

IV
V
VI
VII
$0.57 \%$
1.16\%
$0.11 \%$
0.25\%
0.04\%
$0.52 \%$
$0.11 \%$
1.52\%

Table 1-5. Maximum percentage deviation from standard atmosphere.

## 1-4. HYPERSONIC FLOW

In supersonic flow it is obvious that the velocity of sound is too small to carry a portion of the flow pattern ahead of the moving body. But with increasing Mach number even the Iateral extent of the flow pattern shrinks to smaller and smaller Mach angles, until the accumulating gas masses along the surface of the body have to create local velocities of sound high enough to keep the gas density finite and the thickness of the layer from shrinking to zero. The flow around bodies under these conditions, at which the undisturbed Mach number loses importance and the thermodynamical characteristics of the gas at high temperatures gain weight, is called hypersonic flow. Its investigation constitutes an important discipline of gasdynamics to which the senior author of this text has contributed significantly in its early development. The practical interest in high performance aircraft, guided missiles, and aerodynamically maneuverable spacecraft has brought a new extension to the study of hypersonic flow in engineering because of all the specific questions to make their flights feasible and safe. Here we shall summarize only the basic characteristics of hypersonic flow to help in evaluating the aerodynamic forces on a vehicle configuration in order to analyze its motion in the very high speed range.

Most authors consider as a rough definition of the hypersonic flow regime, a supersonic flow in which the Mach number exceeds approximately five. Main characteristics are the following:

1/ The shock waves originating at the leading edge of the body lie close to the body surface. This results in a strong interaction with the boundary layer caused by the surface friction.

2/ The presence of extreme temperatures in the region between the shock waves and the body invalidates the ideal gas concept. At low Mach numbers a diatomic molecule, such as $\mathrm{N}_{2}$ or $\mathrm{O}_{2}$ in air, has five active degrees of
freedom: three in translation and two in rotation. As the temperatures behind a shock wave increase with increasing Mach number, the heretofore inert degrees of freedom (vibration, dissociation, and ionization) are activated, causing serious alterations in the thermodynamic properties of the air.

Such complex phenomena create challenging problems. Early reports of their investigations can be found in many specialized texts, such as Refs. 9 and 10. Here we shall be mainly concerned with the practical importance with respect to determining the forces acting on bodies at hypersonic speeds using the most simplifying assumptions.

## 1-5. NEWTONIAN FLOW

At very high Mach numbers, approaching infinity, the shock waves get very close to the body surface, at least for the front part. They would even get closer to the surface when the thermodynamical degrees of freedom are increased toward infinity, for which the ratio of the specific heats $\gamma$ is approaching the value one. It is amazing that for such extremely modern conditions the impact forces of the gas get close to the analytical description of the wind forces on buildings 300 years ago by Sir Isaac Newton, who neglected the thermodynamic movements of the air particles and assumed the free path length to be infinite. Considering an element of the surface $\Delta$ s inclined under an angle $\alpha$ to the direction of the incident flow, (Fig. 1-2), the mass of particles which collide with the surface element in unit time is equal to

$$
\begin{equation*}
\Delta \mathrm{m}=\rho \Delta \mathrm{s} V \sin \dot{\alpha} \tag{1-21}
\end{equation*}
$$

where $\rho$ is the density of the medium and $V$ the speed of the particles. The force acting on the element $\Delta s$ as a result of the collisions depends on the nature of the interaction between the particles and the body surface. For gases Newton assumed an elastic reflection of the particles on a smooth wall, reversing the normal velocity component $\nabla \sin \alpha$ while retaining the tangential


Fig. 1-2. Newtonian Flow Past Double-Wedge Profile
component $V \cos \alpha$. However, for what he calls a "continuous medium" (water, oil, and mercury), Newton estimated the normal force to be diminished by onehalf, because "the body does not immediately strike against all particles, but presses only the particles that lie next to it, which press the particles beyond, which press other particles and so on." This value is exactly the result for $M \rightarrow \infty$ and $\gamma \rightarrow 1$, when the free path is small and no thermodynamical particle movements existed before the collision with the body ( $M=\infty$ ) nor would be created at the collision by the energy loss'according to the disappearing velocity component $\hat{\mathrm{V}}$.sin $\alpha$ because of the infinite number of degrees of freedom sharing its heat equivalent $(\gamma=1)$. Dropping simply the normal velocity component V.sin $\alpha$ during the collision creates a normal force on the surface element $\Delta s$ :

$$
\begin{equation*}
\Delta \mathrm{F}=\Delta \mathrm{m} \quad V \cdot \sin \alpha=\rho V^{2} \Delta s \sin ^{2} \alpha \tag{1-22}
\end{equation*}
$$

Hence we have the Newtonian formula for the pressure coefficient:

$$
C_{p}=2 \sin ^{2} \alpha
$$

It was first observed by Lees (Ref. 11), that a substantial improvement in the agreement of the Newtonian calculations with experimental data for symmetric two-dimensional and axisymnetric flow can be obtained by modifying the formula as

$$
\begin{equation*}
C_{p}=C_{p}^{*} \frac{\sin ^{2} \alpha}{\sin ^{2} \alpha_{0}} \tag{1-24}
\end{equation*}
$$

where $C_{p}^{*}$ is the value of the pressure coefficient at the leading edge or nose of the body, found from the theory of supersonic flow of an ideal gas, and $\alpha_{0}$ is the angle between the tangent to the body contour and the free-stream direction. For bodies with blunt noses, we have obviously $\sin \alpha_{0}=1$, while $C_{p}^{*}$ as a function of the Mach number $M$ and the ratio of the constant specific heats $\gamma$ can be obtained with the aid of the normal shock relations and the

Bernoulli integral as

$$
\begin{equation*}
C_{p}^{*}=\frac{2}{\gamma M^{2}}\left[\left(\frac{\gamma+1}{2} M^{2}\right)^{\gamma /(\gamma-1)}\left(\frac{\gamma+1}{2 \gamma M^{2}-\gamma+1}\right)^{1 /(\gamma-1)}-1\right] \tag{1-25}
\end{equation*}
$$

For $M \rightarrow \infty$, we have

$$
\begin{equation*}
c_{\mathrm{p}}^{*}=\frac{2}{\gamma}\left(\frac{\gamma+1}{2}\right)^{\gamma /(\gamma-1)}\left(\frac{\gamma+1}{2 \gamma}\right)^{1 /(\gamma-1)} \tag{1-26}
\end{equation*}
$$

If the simple Newtonian impact theory is used, where any static pressure and skin friction are neglected, the force on the element $\Delta s$ is the impact pressure force. Newton's theory implies that only those frontal surfaces exposed to the flow can contribute to the aerodynamic force, and pressure forces on rear surfaces in the aerodynamic shadow are negligible, (Fig. 1-2). Now if we divide the forces acting normal on every exposed surface element $\Delta s$ into positive drag components in the direction of the free-stream velocity and lifting components orthogonal to it, then using the simple pressure from Eq. (1-23) at the surface element inclined at an angle $\alpha$ with respect to the incident velocity, we have:

$$
\begin{equation*}
\left(C_{p}\right)_{D}=C_{p} \sin \alpha=2 \sin ^{3}{ }_{\alpha} \tag{1-27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(C_{p}\right)_{L}=C_{P} \cos \alpha=2 \sin ^{2} \alpha \cos \alpha \tag{1-28}
\end{equation*}
$$

For this simple body or, integrated over the surface of a complicated body, Eqs. (1-27) and (1-28) give the drag and lift coefficients, $C_{D}$ and $C_{L}$, respectively.

1-6. THE DRAG POLAR
On the basis of the simple formulas derived from Newton impact theory, we can determine the hypersonic aerodynamic characteristics of wedges or cone-1ike
bodies when a high degree of accuracy is not required.
As an illustrative example, we shall consider a plane-convex airfoil whose cross-section has the form of an isoceles triangle (Fig. 1-3). Let $\theta$ be the nose angle of the airfoil and $\alpha$ the angle of attack, defined as the angle between the base of the triangle and the direction of the free-stream velocity. We restrict ourselves to the case of small angles $\theta$ and $\alpha$.

Consider the case in which both the lower surface and the forward half of the upper surface are exposed to the flow, $(0<\alpha<\theta)$. The angle of attack of the lower surface is $\alpha$ while the local angle of attack for the upper surface is clearly $(\theta-\alpha)$


Fig. 1-3. Triangular Airfoil At Angle of Attack

The lower surface is a flat plate at an incidence $\alpha$. The lift and drag coefficients are respectively

$$
\begin{align*}
& C_{L_{1}}=2 \alpha^{2}  \tag{1-29}\\
& C_{D_{1}}=2 \alpha^{3}
\end{align*}
$$

The total lift and drag coefficients for the airfoil are evaluated using the area of the lower surface as a reference area. Since the front area of the upper surface is practically equal to half of the area of the lower surface for small $\theta$, the contributions of the lift and drag coefficients from the upper surface, considered as a flat plate at an incidence $(\theta-\alpha)$, are

$$
\begin{align*}
& C_{L_{2}}=-(\theta-\alpha)^{2}  \tag{1-30}\\
& C_{D_{2}}=(\theta-\alpha)^{3}
\end{align*}
$$

The total lift and drag coefficients for the complete airfoil are found by simply adding the separate contributions of the individual surfaces, as long as $0 \leq \alpha \leq \theta$.

$$
\begin{align*}
& C_{L}=2 \alpha^{2}-(\theta-\alpha)^{2} \\
& C_{D}=2 \alpha^{3}+(\theta-\alpha)^{3} \tag{1-3I}
\end{align*}
$$

In hypersonic flow, a useful small parameter $\tau$, called the thickness ratio of the body, is defined as the maximum value of the angle between the surface of the forward portion of the body and the free-stream direction. Here, we define $\tau \equiv \theta / 2$, and write the Eqs. (1-31)

$$
\begin{align*}
& \frac{C_{L}}{\tau^{2}}=2\left(\frac{\alpha}{\tau}\right)^{2}-\left(2-\frac{\alpha}{\tau}\right)^{2}  \tag{1-32}\\
& \frac{C_{D}}{T^{3}}=2\left(\frac{\alpha}{\tau}\right)^{3}+\left(2-\frac{\alpha}{\tau}\right)^{3}
\end{align*}
$$

The second terms in these expressions are valid only for $\alpha / \tau<2$. For large angles of attack, the pressure on the upper surfaces of the airfoil is zero and the airfoil behaves like a flat plate. Both expressions for $C_{L} / \tau^{2}$ and $C_{D} / \tau^{3}$ are functions only of the ratio $\alpha / \tau$. The plot of $C_{L} / \tau^{2}$ versus $C_{D} / \tau^{3}$ is called the drag polar (Fig. 1-4).


Fig. 1-4. Drag Polar For Triangular Airfoil

- in Hypersonic Flow

1-7. THE BUSEMANN FORMULA
For the case of a flow over a wedge or axisymmetric cone, the gas particles move along straight lines in an infinitely thin layer adjacent to the surface in which the density of the gas is infinitely large. The pressure on the surface of the wedge and cone coincides with the pressure behind the shock wave and is determined by the Newtonian formula

$$
\begin{equation*}
p=\rho_{1} V^{2} \sin ^{2} \alpha \tag{1-33}
\end{equation*}
$$

with subscript 1 denoting the free-stream condition. On a curved body, a
particle is constrained within the continuum flow in the shock layer to follow a curved path and the forces required to curve the trajectories of the particles must be taken into consideration. The result is a pressure difference across the shock layer equal to the momentum flow in the layer times the curvature of the layer. The inclusion of this centrifugal force was first proposed by Busemann who gave formulas for the correction (Ref. 12, pp. 276-277).

Based on the assumptions of inelastic collisions, $\gamma=1$, and the absence of frictional forces, we may assume that the speed of each particle remains unchanged after its collision with the surface and that the particles move along the geodesic lines of the surface. Under this assumption, we refer to Fig. 1-5 for the evaluation of the pressure difference in the layer for two-dimensional and axisymmetric flows:

Let us follow the motion of the particles along the surface of the body after collision. These particles move within an infinitely thin layer depicted in the figure by the body contour and the dashed line. At the point $x$, measured along the body contour, the pressure difference $d p$ in the infinitesimal. layer composed of particles which have collided with the-surface near-the point $x^{\prime}$ and which have the velocity $u\left(x^{\prime}\right)$, is equal to

$$
\begin{equation*}
d p=\frac{\rho\left(x, x^{\prime}\right) u^{2}\left(x^{\prime}\right)}{R(x)} d n \tag{1-34}
\end{equation*}
$$

where $R(x)$ is the radius of curvature of the body at the point $x$, and dn the thickness of the infinitesimal layer of the deviated gas particles, evaluated along the outward normal to the surface.

Let $F$ be the cross-sectional area of the body in a plane normal to the direction of the free-stream flow. By consideration of the conservation of mass in the layer, we have

$$
\begin{equation*}
\rho_{1} \operatorname{VdF}\left(x^{\prime}\right)=\rho\left(x, x^{\prime}\right) u\left(x^{\prime}\right) \ell(x) d n \tag{1-35}
\end{equation*}
$$



Fig. 1-5. Curved Trajectories of Gas Partictes After Collisions

For womidmensional flow, $2(x)=1$, and for axisymetric flow $h(x)=2 \pi r(x)$
where $x$ is the radial coordmate for the body of revolution.
The radius of curvature $R(x)$ of the body at the point $x$ is

$$
\begin{equation*}
R=-\frac{d x}{d u}=-\frac{1}{\sin \alpha} \frac{d r}{d c} \tag{1-36}
\end{equation*}
$$

Using Eqs. (1-35) and (1-36) in Eq. (1-34), we obtain

$$
\begin{equation*}
d p=-\rho_{1} v \sin \alpha \frac{d a}{d F} u\left(x^{\prime}\right) d F\left(x^{\prime}\right) \tag{1-37}
\end{equation*}
$$

Since the velocity component of a particke tangential to the body surface is unaItered by the collision, $u\left(x^{\prime}\right)=V \cos \left[a\left(x^{\prime}\right)\right]$. Hence,

$$
\begin{equation*}
d p=-\rho_{1} V^{2} \sin \alpha \frac{d \alpha}{d F} \cos \alpha\left(x^{\prime}\right) d F\left(x^{\prime}\right) \tag{1-38}
\end{equation*}
$$

Integrating the equation for $d p$ and taking into account the fact that at the outer boundary of the layer, $p=\rho_{I} v^{2} \sin ^{2} \alpha$, we find the pressure on the body surface to be

$$
\begin{equation*}
p=\rho_{1} V^{2}\left(\sin ^{2} \alpha+\sin \alpha \frac{d \alpha}{d F} \int_{F_{0}}^{F} \cos \alpha d F\right) \tag{1-39}
\end{equation*}
$$

This formula was first given by Busemann in Ref. 12. In recent years, it has been used by several authors in their investigations of minimum drag bodies at hypersonic speeds (Ref. 13).

Convex surfaces have a negative value $\mathrm{d} \alpha / \mathrm{dF}$, and avoid separation only when the pressure is nowhere negative. This implies a finite positive $\alpha$ at the end of the nose.
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## EQUATIONS FOR FLIGHT OVER A SPHERICAL PLANET

## 2-1. INTRODUCTION

In this chapter we shall derive the equations of motion of a vehicle considered as a point mass of mass m flying inside a planetary atmosphere. The motion of the vehicle is defined by

$$
\begin{align*}
& \overrightarrow{\mathrm{r}}(\mathrm{t})=\text { position vector } \\
& \overrightarrow{\mathrm{V}}(\mathrm{t})=\text { velocity vector } \tag{2-1}
\end{align*}
$$

At each instant, it is subject to a total force $\vec{F}$ composed of the gravitational force $\vec{m} \vec{g}$, the aerodynamic force $\vec{A}$ and a thrusting force $\vec{T}$ provided by the propulsion system.

$$
\begin{equation*}
\vec{F}=\vec{T}+\vec{A}+m \vec{g} \tag{2-2}
\end{equation*}
$$

With respect to an inertial system, we have the vector equation

$$
\begin{equation*}
\text { m } \frac{\mathrm{d} \overrightarrow{\mathrm{~V}}}{\mathrm{dt}}=\overrightarrow{\mathrm{F}} \tag{2-3}
\end{equation*}
$$

## 2-2. RELATIVE ANGULAR MOTION

Consider a fixed system $O_{1} X_{1} Y_{1} Z_{1}$, and another system $0 x y z$ which is rotating with respect to the fixed system.

Let $\vec{i}$, $\vec{j}$ and $\vec{k}$ be the unit vectors along the axes of the rotating system. Let $\vec{A}$ be any arbitrary vector with components $A_{x}, A_{y}$ and $A_{z}$ along the rotating axes. Then

$$
\begin{equation*}
\vec{A}=A_{x} \vec{i}+A_{y} \vec{j}+A_{z} \vec{k} \tag{2-4}
\end{equation*}
$$

Since. Oxyz is rotating, its associated unit vectors $\vec{i}, \vec{j}$ and $\vec{k}$ are functions of time. Hence, the time derivative of $\vec{A}$, taken with respect to


Fig. 2-1. Relative Angular Motion
the fixed system, is

$$
\begin{equation*}
\frac{d \vec{A}}{d t}=\left(\frac{d A}{d t} \vec{i}+\frac{d A}{d t} \vec{j}+\frac{d A_{z}}{d t} \vec{k}\right)+\left(A_{x} \frac{d \vec{i}}{d t}+A_{y} \frac{d \vec{j}}{d t}+A_{z} \frac{d \vec{k}}{d t}\right) \tag{2-5}
\end{equation*}
$$

Now, a point $P$ with position vector $\vec{r}$, fixed in a system rotating with angular velocity $\vec{\omega}$, will have as linear velocity (Fig. 2-2) $\cdots$

$$
\begin{equation*}
\vec{V}=\frac{d \vec{r}}{d t}=\vec{w} \times \vec{r} \tag{2-6}
\end{equation*}
$$

If $\vec{r}$ is taken as the vector $\vec{i}, \vec{j}$ and $\vec{k}$ respectively, we have the Poisson formulas

$$
\begin{equation*}
\frac{d \vec{i}}{d t}=\vec{\omega} \times \vec{i}, \frac{d \vec{j}}{d t}=\vec{\omega} \times \vec{j}, \frac{d \vec{k}}{d t}=\vec{\omega} \times \vec{k} \tag{2-7}
\end{equation*}
$$



Fig. 2-2. Kinematics of Rotation

Using these relations, together with the definition (2-4), it is seen that the second term on the right-hand side of Eq. (2-5) is

$$
\begin{equation*}
A_{x} \frac{d \vec{i}}{d t}+A_{y} \frac{d \vec{j}}{d t}+A_{z} \frac{d \vec{k}}{d t}=\vec{\omega} \times \vec{A} \tag{2-8}
\end{equation*}
$$

The first term can be interpreted as the time derivative of the vector $\vec{A}$ if the vectors $\vec{i}$, $\vec{j}$ and $\vec{k}$ are constant unit vectors. Hence, it is the time derivative of $\vec{A}$ with respect to the rotating system $0 x y z$. We denote it by

$$
\begin{equation*}
\frac{\delta \vec{A}}{\delta t}=\frac{d A_{x}}{d t} \vec{i}+\frac{d A_{y}}{d t} \vec{j}+\frac{d A_{Z}}{d t} \vec{k} \tag{2-9}
\end{equation*}
$$

and write the equation (2-5) as

$$
\begin{equation*}
\frac{d \vec{A}}{d t}=\frac{\delta \vec{A}}{\delta t}+\vec{w} \times \vec{A} \tag{2-10}
\end{equation*}
$$

This is the formula for transforming the time deriyative of a vector from one system to another rotating system.

## 2-3. BASIC EQUATIONS OF MOTION

The inertial reference frame $O X_{Y} Y_{1} Z_{I}$ is taken such that 0 is at the center of the grayitational field of a spherical $p l a n e t$ and the $O X_{I} Y_{I}$ plane is the equatorial plane. The OXYZ reference frame is fixed with respect to the planet, hence it is rotating with an angular velocity $\vec{\omega}$ assumed constant and directed along the z-axis (Fig. 2-3).

The vector equation (2-3) is written with respect to the inertial frame. In deriving the equations of motion we shall use the planet-fixed axes as the reference frame. Hence, putting $\vec{A}=\vec{r}$ in Eq. (2-10) and then taking its time derivative, we have the expression for the absolute acceleration $\mathrm{d} \overrightarrow{\mathrm{V}} / \mathrm{dt}$.

$$
\begin{aligned}
& \frac{d \vec{r}}{d t}=\frac{\delta \vec{r}}{\delta t}+\vec{\omega} \times \vec{r} \\
& \frac{d \vec{V}}{d t}=\frac{\delta}{\delta t}\left[\frac{\delta \vec{r}}{\delta t}+\vec{\omega} \times \vec{r}\right]+\vec{\omega} \times\left[\frac{\delta \vec{r}}{\delta t}+\vec{\omega} \times \vec{r}\right]
\end{aligned}
$$

or since $\delta \vec{\omega} / \delta t=0$,

$$
\begin{equation*}
\frac{d \vec{V}}{d t}=\frac{\delta^{2} \vec{r}}{\delta t^{2}}+2 \vec{w} \times \frac{\delta \vec{r}}{\delta t}+\vec{w} \times(\vec{\omega} \times \vec{r}) \tag{2-11}
\end{equation*}
$$

The vector equation (2-3) now becomes, with the planet-fixed system used as the reference frame,

$$
\begin{equation*}
m \frac{\delta^{2 \vec{r}}}{\delta t^{2}}=\vec{F}-2 m \vec{m} \times \frac{\delta \vec{r}}{\delta t}-m \vec{\omega} \times(\vec{\omega} \times \vec{r}) \tag{2-12}
\end{equation*}
$$

For convenience, we change the notation for the time derivative and write it as

$$
\begin{equation*}
m \frac{d \vec{V}}{d t}=\vec{F}-2 m \vec{m} \times \vec{V}-m \vec{\omega} \times(\vec{\omega} \times \vec{r}) \tag{2-13}
\end{equation*}
$$

with $\vec{y}$ being the velocity with respect to the planet, and the time derivative taken with respect to planet-fixed axes.

In this planetocentric system, the position vector $\vec{r}$ is defined by its magnitude $r$, its longitude $\theta$ (measured from the X-axis, in the equatorial plane, positively eastward), and its latitude $\phi$ (measured from the equatorial plane, along a meridian, and positively northward).

It is convenient to evaluate different vectors in Eq. (2-13) by their components in a rotating coordinate system $0 x y z$ such that the $x$-axis is along the position vector, the $y$-axis in the equatorial plane positive toward the direction of motion and orthogonal to the $x$-axis, and the $z$-axis completing a right handed system (Fig. 2-3).

Let $\gamma$ be the angle between the local horizontal plane (that is, the plane passing through the vehicle and orthogonal to the vector $\vec{r}$, and the velocity $\overrightarrow{\hat{V}}$. The angle $\gamma$ is termed the flight path angle and is positive when $\vec{V}$ is above the horizontal plane. Let $\psi$ be the angle between the local parallel of latitude and the projection of $\vec{V}$ on the horizontal plane. The angle $\psi$ is termed the heading and is measured positively in the right-handed direction about the x-axis. Let $\vec{i}, \vec{j}$ and $\vec{j}$ be the unit vectors along the axes of the rotating system 0xyz . We have

$$
\begin{equation*}
\vec{r}=r \vec{i} \tag{2-14}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{y}=(V \sin \gamma) \vec{i}+(V \cos \gamma \cos \psi) \vec{j}+(V \cos \gamma \sin \psi) \vec{k} \tag{2-15}
\end{equation*}
$$

On the other hand, the angular velocity $\vec{\omega}$ can be represented by

$$
\begin{equation*}
\vec{\omega}=(\omega \sin \phi) \vec{i}+(\omega \cos \phi) \vec{k} \tag{2-16}
\end{equation*}
$$

## Hence

$$
\begin{align*}
\vec{\omega} x \vec{V}= & -(\omega V \cos \gamma \cos \phi \cos \psi) \vec{i}+\omega V(\sin \gamma \cos \phi-\cos \gamma \sin \phi \sin \psi) \vec{j} \\
& +\omega V \cos \gamma \sin \phi \cos \psi \vec{k} \tag{2-17}
\end{align*}
$$
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and

$$
\begin{equation*}
\vec{\omega} \times(\vec{\omega} \times \vec{r})=-\omega^{2} r \cos ^{2} \phi \vec{i}+\omega^{2} r \sin \phi \cos \phi \vec{k} \tag{2-18}
\end{equation*}
$$

In the force $\overrightarrow{\mathrm{F}}$, the gravity force is simply

$$
\begin{equation*}
\overrightarrow{m g}=-m g(r) \vec{i} \tag{2-19}
\end{equation*}
$$

The aerodynamic force $\vec{A}$ can be decomposed into a drag force $\vec{D}$ opposite. to the velocity vector $\vec{V}$ and a lift force $\vec{L}$ orthogonal to it. In symmetric flight the thrust vector $\vec{T}$ is always in the lift-drag plane. Let $\varepsilon$ be the angle between the velocity vector $\vec{V}$ and the thrust $\vec{T}$. Then, we can decompose the thrust into a component $T \cos \varepsilon$ along the velocity and a component $T \sin \varepsilon$ along the lift force. It is convenient for the derivation of the equations to group the components of aerodynamic and propulsive force and define

$$
\begin{align*}
& F_{T}=T \cos \varepsilon-D  \tag{2-20}\\
& F_{N}=T \sin \varepsilon+L
\end{align*}
$$

where $F_{T}$ is the component of the aerodynamic and propulsive forces along the velocity vector and $F_{N}$ is their component orthogonal to it in the lift-drag plane. In vector form, since $\overrightarrow{\mathrm{F}}_{\mathrm{T}}$ is along $\overrightarrow{\mathrm{V}}$, we can refer to Eq. (2-15) to write

$$
\begin{equation*}
\vec{F}_{T}=\left(F_{T} \sin \gamma\right) \vec{i}+\left(F_{T} \cos \gamma \cos \psi\right) \vec{j}+\left(F_{T} \cos \gamma \sin \psi\right) \vec{k} \tag{2-21}
\end{equation*}
$$

In planar flight, the vector $\vec{F}_{N}$ is in the $(\vec{r}$, $\vec{V}$ plane), that is the vertical plane, and there is no lateral force. By control action, if we rotate the vector $\overrightarrow{\mathrm{L}}$, and hence also the vector $\overrightarrow{\mathrm{F}}_{\mathrm{N}}$, about the velocity vector $\overrightarrow{\mathrm{V}}$, we create a lateral component of the force $\overrightarrow{\mathrm{F}}_{\mathrm{N}}$ that has the effect of changing the orbital plane. To resolve the force $\vec{F}_{N}$ or its collinear force $\overrightarrow{\mathrm{L}}$ into components along the rotating axes, we refer to Fig. 2-4. The vertical plane considered is the ( $\vec{r}, \vec{V}$ ) plane. Assume the vector $\overrightarrow{\mathrm{L}}$ is rotated out of this plane through an angle $\sigma$. The angle $\sigma$ which is the angle between the vector
$\overrightarrow{\mathrm{L}}$ and the ( $\overrightarrow{\mathrm{r}}, \overrightarrow{\mathrm{V}}$ ) plane will be referred to as the roll, or the bank, angle. The force $\overrightarrow{\mathrm{F}}_{\mathrm{N}}$ is decomposed into a component.. $\overrightarrow{\mathrm{F}_{\mathrm{N}} \cos \vec{\sigma}}$ in the vertical plane and orthogonal to $\vec{V}$ and a component $\overrightarrow{F_{N} \sin \sigma}$ orthogonal to the vertical plane. Let $x^{\wedge}, y^{\prime}$, and $z^{\wedge}$ be the axes from the position $M$ of the vehicle, parallel to the rotating axes $x, y$, and $z$. Let $x_{1}, y_{1}$, and $z_{1}$ be the axes from the point $M$, along the direction of $\overrightarrow{F_{N} \cos \vec{\sigma}}$, $\vec{V}$ and $\overrightarrow{F_{N} \sin \sigma}$ respectively. The system $M x_{1} y_{1} z_{1}$ is deduced from the system $M^{\prime} y^{\prime} z^{\prime}$ by a rotation $\psi$ in the horizontal plane, followed by a rotation $\gamma$ in the vertical plane. Hence, we have the transformation matrix equation

$$
\left[\begin{array}{l}
x^{-}  \tag{2-22}\\
y^{\prime} \\
\ddot{z}^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \psi & -\sin \psi \\
0 & \sin \psi & \cos \psi
\end{array}\right]\left[\begin{array}{cccc}
\cos \gamma & \sin \gamma & 0 & x_{1} \\
-\sin \gamma & \cos \gamma & 0 & y_{1} \\
0 & 0 & 1 & z_{1}
\end{array}\right]
$$

or

$$
-\left[\begin{array}{l}
x^{\prime}  \tag{2-23}\\
y^{\prime} \\
z^{\prime}
\end{array}\right]=\left[\begin{array}{ccc}
\cos \gamma & \sin \gamma & 0 \\
-\sin \gamma \cos \psi & \cos \gamma \cos \psi & -\sin \psi \\
-\sin \gamma \sin \psi & \cos \gamma \sin \psi & \cos \psi
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
y_{1} \\
z_{I}
\end{array}\right]
$$

Since the components of $\vec{F}_{N}$ in the $M x_{1} y_{1} z_{1}$ system are $x_{1}=F_{N} \cos \sigma, y_{1}=0$, $z_{1}=F_{N} \sin \sigma$, we deduce the components of $\vec{F}_{N}$ along the system $M x^{\prime} y^{\prime} z^{\prime}$, or what is the same, along the rotating system 0xyz

$$
\begin{gather*}
\vec{F}_{N}=\left(F_{N} \cos \sigma \cos \gamma\right) \dot{\mathbf{I}}-\left(F_{N} \cos \sigma \sin \gamma \cos \psi+F_{N} \sin \sigma \sin \psi\right) \vec{j} \\
-\left(F_{N} \cos \sigma \sin \gamma \sin \psi-F_{N} \sin \sigma \cos \psi\right) \vec{k} . \tag{2-24}
\end{gather*}
$$

In summary, we have resolved all the vector terms in Eq. (2-13) into components along the rotating axes $0 x y z$.

In order to take the time derivative of the vectors $\vec{r}$ and $\vec{V}$ with respect to the planet-fixed system $0 X Y Z$ using their components along the rotating system $0 x y z$, we need to evaluate the angular velocity vector $\vec{\Omega}$ of the
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rotating axes. The system $0 x y z$ is obtained from the system $0 X Y Z$ by a rotation $\theta$ about the positive $Z$-axis, followed by a rotation $\phi$ about the negative y-axis. Hence the angular velocity $\vec{\Omega}$ of the rotating system $0 x y z$ is

$$
\begin{equation*}
\vec{\Omega}=\left(\sin \phi \frac{d \theta}{d t}\right) \vec{i}-\left(\frac{d \phi}{d t}\right) \vec{j}+\left(\cos \phi \frac{d \theta}{d t}\right) \vec{k} \tag{2-25}
\end{equation*}
$$

We use the Eq. (2-7) with $\vec{\Omega}$ instead of $\vec{\omega}$ to deduce the time derivative of . $\vec{i}, \vec{j}$, and $\vec{k}$.

$$
\begin{align*}
& \frac{d \vec{i}}{d t}=\vec{\Omega} \times \vec{i}=\left(\cos \phi \frac{d \theta}{d t}\right) \vec{j}+\left(\frac{d \phi}{d t}\right) \vec{k} \\
& \frac{d \vec{j}}{d t}=\vec{\Omega} \times \vec{j}=-\left(\cos \phi \frac{d \theta}{d t}\right) \vec{i}+\left(\sin \phi \frac{d \theta}{d t}\right) \vec{k}  \tag{2-26}\\
& \frac{-d \vec{k}}{d t}=\vec{\Omega} \times \vec{k}=-\left(\frac{d \phi}{d t}\right) \vec{i}-\left(\sin \phi \frac{d \theta}{d t}\right) \vec{j}
\end{align*}
$$

If we take the time derivative of $\vec{r}$, as given by Eq. (2-14), using the first of the Eqs. (2-26) for the derivative of $\vec{i}$, we have

$$
\begin{equation*}
-\quad \frac{\overrightarrow{d r}}{d t}=\left(\frac{d r}{d t}\right) \vec{i}+\left(r \cos \phi \frac{d \theta}{d t}\right) \vec{j}+\left(r \frac{d \varphi}{d t}\right) \vec{k} \tag{2-27}
\end{equation*}
$$

Identifying this equation with Eq. (2-15) yields three scalar equations

$$
\begin{align*}
& \frac{d r}{d t}=V \sin \gamma \\
& \frac{d \theta}{d t}=\frac{V \cos \gamma \cos \psi}{r \cos \phi}  \tag{2-28}\\
& \frac{d \phi}{d t}=\frac{V \cos \gamma \sin \psi}{r}
\end{align*}
$$

These equations are the kinematic equations.
On the other hand, if we take the derivative of the velocity vector $\overrightarrow{\mathrm{V}}$, , as given by Eq. (2-15), using the Eqs. (2-26) for the derivatives of the unit vectors $\vec{i}$, $\vec{j}$, and $\vec{k}$, and subsequently the Eqs. (2-28) for $d \theta / \mathrm{dt}$ and d $\phi / \mathrm{dt}$., we have

$$
\begin{align*}
\frac{d \vec{V}}{d t}= & {\left[\sin \gamma \frac{d V}{d t}+V \cos \gamma \frac{d \gamma}{d t}-\frac{V^{2}}{r} \cos ^{2} \gamma\right] \vec{i} } \\
+ & {\left[\cos \gamma \cos \psi \frac{d V}{d t}-V \sin \gamma \cos \psi \frac{d \gamma}{d t}-V \cos \gamma \sin \psi \frac{d \psi}{d t}\right.} \\
& \left.+\frac{V^{2}}{r} \cos \gamma \cos \psi(\sin \gamma-\cos \gamma \sin \psi \tan \phi)\right] \vec{j}  \tag{2-29}\\
+ & {\left[\cos \dot{\gamma} \sin \psi \frac{d V}{d t}-V \sin \gamma \sin \psi \frac{d \gamma}{d t}+V \cos \gamma \cos \psi \frac{d \psi}{d t}\right.} \\
& \left.+\frac{V^{2}}{r} \cos \gamma\left(\sin \gamma \sin \psi+\cos \gamma \cos ^{2} \psi \tan \phi\right)\right] \vec{k}
\end{align*}
$$

By substituting into the basic vector equation (2-13), using the Eqs. (2-17) -(2-19), (2-21) and (2-24), we obtain three scalar equations

$$
\begin{aligned}
\sin \gamma \frac{d V}{d t}+V \cos \gamma \frac{d \gamma}{d t}-\frac{V^{2}}{r} \cos ^{2} \gamma= & \frac{I}{m} F_{T} \sin \gamma+\frac{1}{m} F_{N} \cos \sigma \cos \gamma-g \\
& +2 \omega V \cos \gamma \cos \phi \cos \psi+\omega^{2} r \cos ^{2} \phi
\end{aligned}
$$

$\cos \gamma \frac{d V}{d t}-V \sin \gamma \frac{d \gamma}{d t}-V \cos \gamma \tan \psi \frac{d \psi}{d t}$
$+\frac{V^{2}}{r} \cos \gamma(\sin \gamma-\cos \gamma \sin \psi \tan \phi)=\frac{1}{m} F_{T} \cos \gamma-\frac{1}{m}\left(F_{N} \cos \dot{\sigma} \sin \gamma+F_{N} \sin \sigma \tan \right.$ $-\frac{2 \omega V}{\cos \psi}(\sin \gamma \cos \phi-\cos \gamma \sin \phi \sin \psi)$.

$$
\begin{aligned}
\cos \gamma & \frac{d V}{d t}-V \sin \gamma \frac{d \gamma}{d t}+\frac{V \cos \gamma}{\tan \psi} \frac{d \psi}{d t}+\frac{V^{2}}{r} \cos \gamma\left(\sin \gamma+\frac{\cos \gamma \cos \psi \tan \phi}{\tan \psi}\right) \\
& =\frac{I}{m} F_{T} \cos \gamma-\frac{1}{m}\left(F_{N} \cos \sigma \sin \gamma-\frac{F_{N} \sin \sigma}{\tan \psi}\right) \\
& -2 \omega V \frac{\cos \gamma \sin \phi}{\tan \psi}-\omega^{2} r \frac{\sin \phi \cos \phi}{\sin \psi}
\end{aligned}
$$

Solving for the derivatives $d v / d t$, $d \gamma / d t$, and $d \psi / d t$, we get the three scaler equations:

$$
\begin{align*}
\frac{d V}{d t}= & \frac{1}{m} F_{T}-g \sin \gamma+\omega^{2} r \cos \phi(\sin \gamma \cos \phi-\cos \gamma \sin \phi \sin \psi) \\
V \frac{d \gamma}{d t}= & \frac{1}{m} F_{N} \cos \sigma-g \cos \gamma+\frac{V^{2}}{r} \cos \gamma+2 \omega V \cos \phi \cos \psi \\
& +\omega^{2} r \cos \phi(\cos \gamma \cos \phi+\sin \gamma \sin \phi \sin \psi) \tag{2-31}
\end{align*}
$$

$$
\begin{aligned}
\mathrm{V} \frac{d \psi}{d t}= & \frac{I}{\mathrm{~m}} \frac{\mathrm{~F}_{\mathrm{N}} \sin \sigma}{\cos \gamma}-\frac{\mathrm{V}^{2}}{r} \cos \gamma \cos \psi \tan \phi+2 \omega V(\tan \gamma \cos \phi \sin \psi-\sin \phi) \\
& -\frac{\omega^{2} r}{\cos \gamma} \sin \phi \cos \phi \cos \psi
\end{aligned} \quad(2-31, \text { continued }) ~ \$
$$

These three equations are the force equations. The presence of the $\omega$ term is due to the rotation of the planet. If we assume that the atmosphere is at rest with respect to the planet, then it has the same rotation as the planet. In general, $\omega$ is small and the term $\omega^{2} r$ can be neglected. On the other hand, the term $2 \omega V$, called the Coriolis acceleration, has an important effect in a high-speed, long~range flight. For an accurate analysis, especially in the problem of computing the trajectory of a ballistic missile, the term should be retained. In this book, we shall mainly be concerned with the variations of the speed and altitude of the vehicle in the main portion of the trajectory where high deceleration develops. For this purpose, we can also ignore the effect of the Coriolis, that is, we shall assume that the planet, and hence the atmosphere, is nonrotating, $\omega=0$.

Then, the equations become

$$
\begin{align*}
\frac{d V}{d t} & =\frac{1}{m} F_{T}-g \sin \gamma \\
V \frac{d \gamma}{d t} & =\frac{1}{m} F_{N} \cos \sigma-g \cos \gamma+\frac{V^{2}}{r} \cos \gamma  \tag{2-32}\\
V \frac{d \psi}{d t} & =\frac{1}{m} \frac{F_{N} \sin \sigma}{\cos \gamma}-\frac{V^{2}}{r} \cos \gamma \cos \psi \tan \phi
\end{align*}
$$

where the force components $F_{T}$ and $F_{N}$ are defined in the 'Eqs., (2-20) for the case of powered flight. In this case, the mass of the vehicle is varying and we add the equation for the mass flow rate

$$
\begin{equation*}
\frac{d m}{d t}=-\frac{T}{c} \tag{2-33}
\end{equation*}
$$

where $T$ is the thrust and $c$ a parameter characterizing the propellant used in the propulsion system on board the vehicle. In the case of nonthrusting
flight, which is usually the case for high speed entry into the planetary atmosphere, we have $T=0, F_{T}=-D$ and $F_{N}=\mathrm{L}$. Hence, the three force equations for entry trajectories are

$$
\begin{align*}
\frac{d V}{d t} & =-\frac{D}{m}-g \sin \gamma \\
V \frac{d \gamma}{d t} & =\frac{L \cos \sigma}{m}-g \cos \gamma+\frac{V^{2}}{r} \cos \gamma  \tag{2-34}\\
V \frac{d \psi}{d t} & =\frac{L \sin \sigma}{m \cos \gamma}-\frac{V^{2}}{r} \cos \gamma \cos \psi \tan \phi
\end{align*}
$$
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## CHAPTER 3

PERFORMANCE IN EXTRA-ATMOSPHERIC FLIGHT

## 3-1. INTRODUCTION

Beginning here, we shall analyze the performance of long-range hypervelocity vehicles. The flight is assumed to take place in the plane containing the great circle arc, between the take-off point and the landing point. The flight is thought of in two phases as illustrated in Fig. 3-1.
a/ The powered phase, in which sufficient kinetic energy provided by the propulsion system is imparted to the vehicle to bring it, under a proper guidance, to a prescribed position and velocity in space. The trajectory followed is the arc $A B$ in Fig. 1. The point $B$ is referred to as the burn-out position.
b/ The unpowered phase, in which the vehicle travels to its destination under the influence of the gravity and aerodynamic forces. The trajectory followed is the arc $B C$.


Fig. 3-1. Trajectory of Long Range Hypervelocity Vehicle.

The powered phase is generally short, and the corresponding longitudinal range during launch, $X_{B}$, is small compared to the radius of the Earth. Hence, the trajectory can be analyzed using the flat Earth assumption. This is done in the following Chapter. For a short range flight, the unpowered phase is performed entirely in the dense layer of the atmosphere. For long range flight, if the total energy imparted to the vehicle at the burn-out position $B$ is sufficiently high, with a proper orientation of the burn-out velocity, the trajectory followed will have a portion entirely outside the dense layer of the atmosphere. This portion of the trajectory is represented by the arc BE in Fig. 3-1. The corresponding contribution to the range, $\left(x_{E}-x_{B}\right)$, may be large. This is one of the most interesting features in hypersonic flight. For long-range operation, hypervelocity vehicles may reduce the cost in fuel consumption since the range $\left(x_{E}-x_{B}\right)$ can be made infinite with finite energy input. In this respect, Sänger and Bredt were among the first to recognize the favorable connection between speed and range (Ref. 3-1). The idea leads to the concept of present-day shuttle vehicles where, after the powered phase, the subsequent trajectory is entirely flown outside the atmosphere for several days and the required mission is accomplished without additional energy input. When it comes time to return to the Earth a rocket may be fired to deflect the trajectory such that it intersects the atmosphere of the Earth at a certain point $E$ called the entry position. The subsequent trajectory is called the reentry trajectory. This portion of the trajectory is illustrated by the arc EC in Fig. 3-1.

In this Chapter, we shall be concerned with the extra-atmospheric portion of the flight trajectory, namely the arc $B E$. We shall assume that space is completely free of atmosphere. Hence, from classical orbital mechanics, the trajectory is a Keplerian conic. The reentry phase will be analyzed
in subsequent chapters.

## 3-2. THE TRAJECTORY EQUATION

In the plane of motion, the position of the vehicle, considered as a mass point represented by the point $M$., is defined in polar coordinates by its radial distance $r$ from the-center of the Earth 0 , and the angle $\theta$ between the vectors $\overrightarrow{O B}$ and $\overrightarrow{O M}$ (Fig. 3-2).


Fig. 3-2. Geometry of the Trajectory

With the aerodynamic force neglected, the vehicle is subject only to the gravitational attraction which, for a spherical earth, is directed toward the center 0 with a force per unit mass

$$
\begin{equation*}
\frac{\mathrm{F}_{\mathrm{r}}}{\mathrm{~m}}=-\frac{\mu}{\mathrm{r}^{2}} \tag{3-1}
\end{equation*}
$$

where $m$ is the mass of the vehicle, and $\mu$ a positive constant

$$
\begin{equation*}
\mu=G m_{e} \tag{3-2}
\end{equation*}
$$

$m_{e}$ is the mass of the Earth and $G$ a universal constant. This yields a value of $\mu$ for Earth:

$$
\mu=398603.2 \frac{\mathrm{~km}^{3}}{\mathrm{sec}^{2}}
$$

Since the force is central, its component $F_{\theta}$ along the direction perpendicular to the position vector $\vec{r}$ is zero. Hence, we can write the equations of the motion in polar coordinates

$$
\begin{align*}
& \ddot{r}-r \dot{\theta}^{2}=-\frac{\mu}{r^{2}}  \tag{3-3}\\
& \ddot{r}+2 \ddot{r} \dot{\theta}=0 \tag{3-4}
\end{align*}
$$

The dot represents derivatives taken with respect to time. By integrating Eq. (3-4) directly, we obtain

$$
\begin{equation*}
r^{2} \dot{\theta}=h \tag{3-5}
\end{equation*}
$$

where $h$ is a constant. Since $r \dot{\theta}$ is the velocity component orthogonal to the position vector, Eq. (3-5) shows that the constant $h$ is the angular momentum per unit mass.

The equation for $r$, Eq. (3-3), can be integrated by the change of variable

$$
\begin{equation*}
r=\frac{1}{s} \tag{3-6}
\end{equation*}
$$

Using $\theta$ as the new independent variable to replace the time gives

$$
\begin{equation*}
\dot{r}=\frac{d r}{d \theta} \frac{d \theta}{d t}=\dot{\theta} \frac{d}{d \theta}\left(\frac{1}{s}\right)=-\frac{\dot{\theta}}{s^{2}} \frac{d s}{d \theta} \tag{3-7}
\end{equation*}
$$

Since, from Eqs. (3-5) and (3-6)

$$
\begin{equation*}
\dot{\theta}=h s^{2} \tag{3-8}
\end{equation*}
$$

we can write Eq. (3-7) as

$$
\begin{equation*}
\dot{r}=-h \frac{d s}{d \theta} \tag{3-9}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\ddot{r}=-h \frac{d^{2} s}{d \theta^{2}} \frac{d \theta}{d t}=-h^{2} s^{2} \frac{d^{2} s}{d \theta^{2}} \tag{3-10}
\end{equation*}
$$

Making these substitutions into Eq. (3-3) we obtain the linear equation in s

$$
\begin{equation*}
\frac{d^{2} s}{d \theta^{2}}+s=\frac{\mu}{h^{2}} \tag{3-11}
\end{equation*}
$$

The general solution of this equation is

$$
\begin{equation*}
s=\frac{\mu}{h^{2}}+c \cos \left(\theta-\theta_{0}\right) \tag{3-12}
\end{equation*}
$$

where $C$ and $\theta_{0}$ are two constants of integration. Returning to the variable $r$, we write

$$
\begin{equation*}
r=\frac{p}{1+e \cos \left(\theta-\theta_{0}\right)} \tag{3-13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{p} \equiv \mathrm{~h}^{2} / \mu \tag{3-14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{e} \equiv \mathrm{Ch}^{2} / \mu \tag{3-15}
\end{equation*}
$$

Equation (3-13) represents a family of conic sections. The center of attraction 0 is a common focus for the family. The dimensionless parameter e is called the eccentricity of the conic, and the parameter $p$, which has the dimension of length, is the semilatus rectum, or the conic parameter. The polar equation involves three constants, $P, e$ and $\theta_{0}$. These constants are specified by the values of the radial distance $r_{B}$, the speed $V_{B}$ and the flight path angle $\gamma_{B}$ at the burn-out position $B$. The flight path
angle $\gamma$ along the trajectory is measured positive upward from the local horizontal to the velocity vector $\overrightarrow{\mathrm{V}}$.

3-3. CHARACTERISTIC VALUES OF A TRAJECTORY
Once the initial values $r_{B}, V_{B}$ and $\gamma_{B}$ are specified, the trajectory followed by the vehicle is well-detemined. With each trajectory, there are associated a number of characteristic values which are constants of the motion. In this section, we shall define these values and interpret their physical meanings.

First, using Eq. (3-5), we rewrite Eq. (3-3) as

$$
\begin{equation*}
\ddot{r}-\frac{h^{2}}{r^{3}}=-\frac{\mu}{r^{2}} \tag{3-16}
\end{equation*}
$$

Multiplying the equation by $\dot{r}$, we have

$$
\ddot{r r}-\frac{h^{2} \dot{r}}{r^{3}}=-\frac{\mu \dot{r}}{r^{2}}
$$

or equivalently

$$
\frac{1}{2} \frac{d}{d t}\left(\dot{r}^{2}+\frac{h^{2}}{r^{2}}\right)=\frac{d}{d t}\left(\frac{\mu}{r}\right)
$$

By integrating and replacing $h^{2}$ by $\left(r^{2} \dot{\theta}\right)^{2}$, we obtain

$$
\begin{equation*}
\frac{1}{2}\left[\dot{r}^{2}+(r \dot{\theta})^{2}\right]-\frac{\mu}{r}=E \tag{3-17}
\end{equation*}
$$

where $E$ is a constant of integration. If $V_{r}$ is the radial component and $V_{\theta}$ the transverse component of the velocity, $V_{r}=\dot{r}$ and $V_{\theta}=r \dot{\theta}$, and

$$
\begin{equation*}
v^{2}=v_{r}^{2}+v_{\theta}^{2}=\dot{r}^{2}+(r \dot{\theta})^{2} \tag{3-18}
\end{equation*}
$$

Hence Eq. (3-17) can be written as

$$
\begin{equation*}
\frac{1}{2} v^{2}-\frac{\mu}{r}=E \tag{3-19}
\end{equation*}
$$

At each point along its trajectory, the vëhicle has, per unit mass, a kinetic energy equal to $\frac{1}{2} v^{2}$ and a potential energy from which is derived the
gravitational force. Since the gravitational force per unit mass has the magnitude $\frac{\mu}{r^{2}}$, the potential energy at a distance $r$ is $-\frac{\mu}{r}$, if we select the level of the potential energy such that it has the value zero at infinity. Hence, relation (3-19) states that the total energy per unit mass, along the trajectory, is constant. The equation is called the energy integral or the vis-viva integral.

Next, by a rotation of the direction of reference, we can make $\theta_{0}=0$ and $e \geqslant 0$ in the polar equation (3-3) for the trajectory. Hence we consider

$$
\begin{equation*}
r=\frac{P}{1+e \cos \theta} \tag{3-20}
\end{equation*}
$$

In this form, the angle $\theta$ is no longer measured from the position vector $\overrightarrow{r_{B}}$, but from a new reference direction which we shall determine later. Equation (3-20) is the general equation of a conic section. The radial distance $r$ remains finite if $0 \leqslant e<1$. This condition defines a family of closed curves, ellipses. If the trajectory does not intersect the boundary of the Earth's atmosphere, the vehicle returns to its initial condition for each variation of $2 \pi$ of the angle $\theta$. Hence we shall refer to the trajectory as an orbit. The distance $r$ remains the same when we change $\theta$ into $-\theta$. The elliptic orbit is symmetric with respect to the polar axis (Fig. 3-3). The minimum value of $r$ is called the pericenter distance $r_{p}$. It is obtained by setting $\theta=0$ in Eq. (3-20). We have

$$
\begin{equation*}
r_{p}=\frac{p}{1+e} \tag{3-21}
\end{equation*}
$$

We see now that the reference direction is the direction toward the point $P$ of closest distance called the pericenter. The maximum value of $r, r_{a}$, is called the apocenter distance. It is, obtained by setting $\theta=\pi$ in Equation (3-20). We have


Fig. 3-3. Elliptic Orbit

$$
\begin{equation*}
r_{a}=\frac{p}{I-e} \tag{3-22}
\end{equation*}
$$

The point of farthest distance, the point $A$, is called the apocenter. For the Earth, the point $P$ and the point $A$ are also called the perigee and the apogee, respectively. They are the apses of the elliptic orbit, and the line joining $P$ and $A$ is called the line of apses. The distance $2 a$ between the apses is defined as the major axis of the ellipse. Hence

$$
\begin{equation*}
2 a=r_{p}+r_{a}=\frac{p}{1+e}+\frac{p}{1-P}=\frac{2 p}{\left(1-e^{2}\right)} \tag{3-23}
\end{equation*}
$$

This gives the relation for the semi-1atus rectum

$$
\begin{equation*}
p=a\left(1-e^{2}\right) \tag{3-24}
\end{equation*}
$$

Therefore, in terms of $a$ and $e$, the expression for $r_{p}$ and $r_{a}$ can be written as

$$
\begin{equation*}
r_{p}=a(1-e), r_{a}=a(1+e) \tag{3-25}
\end{equation*}
$$

Now, by taking the derivative of Eq. (3-20), we have

$$
\dot{r}=\frac{p e \sin \theta}{(I+e \cos \theta)^{2}} \frac{d \theta}{d t}
$$

Or using Eqs. (3-5) and (3-20) and noticing that $v_{r}=\dot{r}$, we have

$$
\begin{equation*}
\nabla_{r}=\frac{h}{p} e \sin \theta \tag{3-26}
\end{equation*}
$$

On the other hand, in evaluating $V_{\theta}=\dot{r} \theta$, we have

$$
\begin{equation*}
V_{\theta}=\frac{h}{p}(1+e \cos \theta) \tag{3-27}
\end{equation*}
$$

The Equations (3-26) and (3-27) give the expressions for the radial and transverse components of the velocity along the orbit as functions of the polare angle. The magnitude of $\vec{V}$ is given by Eq. (3-18) written as

$$
\begin{equation*}
V=\frac{h}{p} \sqrt{1+e^{2}+2 e \cos \theta} \tag{3-28}
\end{equation*}
$$

Since $h^{2}=\mu p$ by Eq. (3-14), using the relation (3-24) we can rewrite this expression as

$$
\begin{equation*}
V=\sqrt{\frac{\mu}{a\left(1-e^{2}\right)}} \sqrt{1+e^{2}+2 e \cos \theta} \tag{3-29}
\end{equation*}
$$

This equation gives the magnitude of the velocity along the orbit as a function of $\theta$. It passes through a maximum at the pericenter, $\theta=0$, and a minimum at the apocenter, $\theta=\pi$. We have

$$
\begin{equation*}
v_{p}=\sqrt{\frac{\mu(1+e)}{a(1-e)}}, \quad \nabla_{a}=\sqrt{\frac{\mu(1-e)}{a(1+e)}} \tag{3-30}
\end{equation*}
$$

The flight path angle at each point along the orbit is given by

$$
\begin{equation*}
\sin \gamma=\frac{V_{r}}{V}, \quad \cos \gamma=\frac{V_{\theta}}{V}, \quad \tan \gamma=\frac{V_{r}}{V_{\theta}} \tag{3-31}
\end{equation*}
$$

Hence, using the Eqs. (3-26) - (3-28), we have

$$
\begin{aligned}
& \sin \gamma=\frac{e \sin \theta}{\sqrt{1+e^{2}+2 e \cos \theta}}, \cos \gamma=\frac{1+e \cos \theta}{\sqrt{1+e^{2}+2 e \cos \theta}}, \\
& \tan \gamma=\frac{e \sin \theta}{1+e \cos \theta}
\end{aligned}
$$

If we use $r=r_{p}$, and $V=V_{p}$ to evaluate the constant energy $E$ in the vis-viva integral, (3-19), we have

$$
\begin{equation*}
\varepsilon=-\frac{\mu}{2 a} \tag{3-33}
\end{equation*}
$$

This shows that the total energy of the orbit is a function solely of the major axis. With this value for $\varepsilon$, we rewrite the energy integral

$$
\begin{equation*}
v^{2}=\mu^{\prime}\left(\frac{2}{r}-\frac{1}{a}\right) \tag{3-34}
\end{equation*}
$$

This very important relation expresses the speed along the elliptical orbit in terms of the radial distance $r$.

We have defined the elliptic orbit as an orbit with an eccentricity such that $0 \leqslant e<1$. The two limiting cases are the cases where $e=0$, and $e \rightarrow 1$.

When $e=0$, the Eq. (3-20) shows that the radial distance is constant. The orbit is circular. From the Eqs. (3-26) and (3-27) with $e=0$, we see that the radial component of the velocity is zero, while the normal component of the velocity is constant. This component, which is tangential to the circular orbit, is called the circular speed. The circular speed can also be obtained from Eq. (3-34) by putting $a=x$. Thus,

$$
\begin{equation*}
\nabla_{c i r}=\sqrt{\frac{\mu}{r}} \tag{3-35}
\end{equation*}
$$

The other. Iimiting case is obtained by making $e \rightarrow 1$. From Eq. (3-23), we see that, holding the semilatus rectum $p$ constant, when $e \rightarrow 1$, the major axis of the ellipse tends to infinity. We say that in the limiting case $e=1$, the orbit is a parabola. The equation of the conic, Eq. (3-20),
with $\mathrm{e}=1$, becomes

$$
\begin{equation*}
r=\frac{p}{1+\cos \theta}=\frac{p}{2 \cos ^{2} \frac{\theta}{2}} \tag{3-36}
\end{equation*}
$$

The closest distance is obtained for $\theta=0$

$$
\begin{equation*}
r_{p}=\frac{p}{2} \tag{3-37}
\end{equation*}
$$

The farthest distance, when $\theta=\pi$, is infinite. Since the trajectory has an infinite branch, the vehicle along a parabolic flight path escapes to infinity, though it takes infinite time. For this reason, the speed along a parabolic trajectory is called the escape speed. From Eq. (3-34) we see in the limiting case, when $a \rightarrow \infty$, the escape speed is

$$
\begin{equation*}
v_{\text {escape }}=\sqrt{\frac{2 \mu}{r}} \tag{3-38}
\end{equation*}
$$

It is obvious that, at any distance $r$, the condition for a circular orbit is that Eq. (3-35) holds, together with the condition that the direction of the velocity is perpendicular to the position vector. In contrast, for a parabolic orbit, condition (3-38) is necessary and sufficient. Now Eq. (3-5) can be written

$$
\begin{equation*}
\dot{A}=\frac{1}{2} r^{2} \dot{\theta}=\frac{h}{2} \tag{3-39}
\end{equation*}
$$

The quantity $\dot{A}$ is called the areal velocity. It represents the rate at which the position vector sweeps out area. We see that this rate is con-. stant for a given orbit. For an elliptic orbit, if we integrate the equation over a full period $T$ we obtain

$$
\begin{equation*}
\frac{h}{2} T=\pi a^{2} \sqrt{1-e^{2}} \quad=\text { Area of ellipse } \tag{3-40}
\end{equation*}
$$

But from the Eqs. (3-14) and (3-24)

$$
\begin{equation*}
h=\sqrt{\mu p}=\sqrt{\mu a\left(1-e^{2}\right)} \tag{3-41}
\end{equation*}
$$

Therefore the period is

$$
\begin{equation*}
T=2 \pi \sqrt{\frac{a}{\mu}} \tag{3-42}
\end{equation*}
$$

Just as is the energy $E$, the period, $T$, in elliptical motion is a function solely of the major axis.

## 3-4. TIME OF FLIGHT ALONG THE ORBIT

Consider the Eq. (3-39) written as

$$
\begin{equation*}
\mathrm{dt}=\frac{1}{\mathrm{~h}} \mathrm{r}^{2} \mathrm{~d} \theta \tag{3-43}
\end{equation*}
$$

Using the polar equation (3-20) for $r$, we have the time of flight from the pericenter to a position $M$ defined by the polar angle $\theta$

$$
t=\frac{p^{2}}{h} \int_{0}^{\theta} \frac{d \theta}{(1+e \cos \theta)^{2}}=\frac{p^{2}}{h\left(1-e^{2}\right)^{3 / 2}} S(\theta)
$$

or

$$
\begin{equation*}
t=\sqrt{\frac{a^{3}}{\mu}} \mathrm{~S}(\theta) \tag{3-44}
\end{equation*}
$$

where the function $S(\theta)$ is given by

$$
\begin{equation*}
S(\theta)=-\frac{e \sqrt{1-e^{2}} \sin \theta}{1+e \cos \theta}+2 \text { arc } \tan \left(\sqrt{\frac{1-e}{1+e}} \tan \frac{\theta}{2}\right) \tag{3-45}
\end{equation*}
$$

Let $M_{1}$ and $M_{2}$ be two points along the orbit with polar angle $\theta_{1}$ and $\theta_{2}$. The time of flight for the vehicle to travel the arc $M_{1} M_{2}$ is

$$
\begin{equation*}
t_{2}-t_{1}=\sqrt{\frac{a^{3}}{\mu}}\left[s\left(\theta_{2}\right)-s\left(\theta_{1}\right)\right] \tag{1}
\end{equation*}
$$

Using Eq. (3-42) we can write

$$
\begin{equation*}
\frac{t_{2}-t_{1}}{T}=\frac{1}{2 \pi}\left[S\left(\theta_{2}\right)-S\left(\theta_{1}\right)\right] \tag{3-47}
\end{equation*}
$$

The time of flight along an elliptic orbit can also be obtained by simple geometric considerations. First we shall give some properties related to an ellipse.

An ellipse can be obtained from a circle of center $\omega$ and radius $a$, called the principal circle, by an affine reduction with ratio b/a (Fig. 3-4). From each point $M^{\prime}$ on the circle, the corresponding point $M$ on the ellips is obtained by reducing the ordinate of $M^{\prime}$ by the factor $b / a$.


Fig. 3-4. True Anomaly and Eccentric Anomaly

Hence when $M^{\prime}$ is at the point $B^{\prime}$, the corresponding point on the ellipse is $B$ such that $\omega B=b$. The minor axis of the ellipse is $2 b$. In celestial mechanics, the polar angle $\theta$ defining the point $M$, measured from the pericenter, is called the true anomaly. On the other hand, the angle E measured at the center $\omega$ of the-principal-circle from the pericenter, defining the point $M^{\prime}$ on the principal circle, is called the eccentric anomaly. Using Cartesian coordinates as shown in Fig. 3-4, with the eccentric anomaly as the parameter, we can write the coordinates of the
point $M^{\prime}$ moving along the principal circle

$$
\begin{align*}
& x^{\prime}=a \cos E \\
& y^{\prime}=a \sin E \tag{3-48}
\end{align*}
$$

Using the affinity described above, the Cartesian coordinates of the point on the ellipse are

$$
\begin{align*}
& x=a \cos E \\
& y=b \sin E \tag{3-49}
\end{align*}
$$

From this, we can verify the familiar Cartesian equation of the ellipse

$$
\begin{equation*}
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1 \tag{3-50}
\end{equation*}
$$

The point $0^{\prime}$, symmetric to the point 0 with respect to the center $\omega$, is called the second focus, or the vacant focus of the ellipse. A main property of the ellipse is that the sum of the distances from any point $M$ on the ellipse to the foci 0 and $0^{\prime}$ remains constant and equal to the major axis, that is

$$
\begin{equation*}
\mathrm{MO}+\mathrm{MO}^{\prime}=2 \mathrm{a} \tag{3-51}
\end{equation*}
$$

Another property is that the bisector $M \mathbb{N}$ of the angle $O M O^{\prime}$ is the normal at the point $M$ to the ellipse. Hence, this bisector is orthogonal to the tangent at $M$.

The distance $00^{\prime}=2 \mathrm{c}$ is called the focal distance. From Fig. 3-4 we have

$$
c=\omega O=\omega P-O P=a-a(I-e)
$$

Therefore

$$
\begin{equation*}
c=a e^{*} \tag{3-52}
\end{equation*}
$$

On the other hand, since $O B=a$, from the triangle $O B \omega$

$$
b^{2}=a^{2}-c^{2}
$$

or

$$
\begin{equation*}
b=a \sqrt{1-e^{2}} \tag{3-53}
\end{equation*}
$$

The ellipse can be considered as the projection of the principal circle, the angle. $\alpha$. between the planes containing the circle and the ellipse, respectively, being such that $\cos \alpha=b / a$. We have shown that the time of flight from the pericenter $P$ to the point $M$ is proportional to the area POM swept by the radius vector $O M$. By using the notation Area $P O M=(P O M)$, we write

$$
t=K \cdot(P O M)
$$

where $K$ is a coefficient of proportionality. But

$$
\begin{aligned}
(P O M) & =\frac{b}{a}\left(P O M^{\prime}\right) \\
& \left.=\frac{b}{a}\left[P \omega M^{\prime}\right)-\left(0 \omega M^{\prime}\right)\right] \\
& =\frac{b}{2 a}\left[3^{2} E-a^{2} e \sin E\right]
\end{aligned}
$$

Hence

$$
\begin{equation*}
t=\frac{K a b}{2}[E-e \sin E] \tag{3-54}
\end{equation*}
$$

The coefficient $K$ is obtained by taking $E=2 \pi$, which corresponds to the time $t$ equal to a full period of revolution $T$. Hence

$$
\begin{equation*}
T=\operatorname{Kab} \pi \tag{3-55}
\end{equation*}
$$

Compared with Eq. (3-42)

$$
\begin{equation*}
\frac{\mathrm{Kab}}{2}=\sqrt{\frac{\mathrm{a}^{3}}{\mu}} \tag{3-56}
\end{equation*}
$$

Hence, the time of flight from the pericenter in terms of the eccentric. anomaly E is given by

$$
\begin{equation*}
M=E-e \sin E \tag{3-57}
\end{equation*}
$$

where $M$ is a non-dimensional time

$$
\begin{equation*}
M=\sqrt{\frac{\mu}{a^{3}}} t \tag{3-58}
\end{equation*}
$$

Equation (3-57) is the well-known Kepler's equation. The variable $M$, expressed in radians, is called the mean anomaly.

Finally, it is easy to derive relations between the true anomaly $\theta$ and the eccentric anomaly E . From Fig. 3-4, we have

$$
\overline{O Q}=\overline{O \omega}+\overline{\omega Q}
$$

or

$$
\begin{equation*}
r \cos \theta=-a e+a \cos E \tag{3-59}
\end{equation*}
$$

Using Eq. (3-20) for $r$, with $p=a\left(1-e^{2}\right)$, we have

$$
\frac{\left(1-e^{2}\right) \cos \theta}{1+e \cos \theta}=\cos E-e
$$

Hence,

$$
\begin{equation*}
\cos \theta=\frac{\cos E-e}{1-e \cos E}, \cos E=\frac{e+\cos \theta}{1+e \cos \theta} \tag{3-60}
\end{equation*}
$$

From this,

$$
\begin{equation*}
\sin \theta=\frac{\sqrt{1-e^{2}} \sin E}{1-e \cos E}, \quad \sin E=\frac{\sqrt{1-e^{2}} \sin \theta}{1+e \cos \theta} \tag{3-61}
\end{equation*}
$$

Also,

$$
\tan ^{2} \frac{\theta}{2}=\frac{1-\cos \theta}{1+\cos \theta}=\frac{(1+e)(1-\cos E)}{(1-e)(1+\cos E)}=\frac{(1+e)}{(1-e)} \tan ^{2} \frac{E}{2}
$$

That is,

$$
\begin{equation*}
\tan \frac{\theta}{2}=\sqrt{\frac{1+e}{1-e}} \tan \frac{E}{2} \tag{3-62}
\end{equation*}
$$

Quite often, we use the expression for the radial distance $r$ in terms of the eccentric anomaly E . Using Eq. (3-60) in Eq. (3-59), we have

$$
\begin{equation*}
r=a(I-e \cos E) \tag{3-63}
\end{equation*}
$$

3-5. THE ELEMENTS OF THE ORBIT IN TERMS OF THE INITIAL CONDITION
Let us now follow the trajectory, starting from the burnout position $B$. The quantities $r_{B}, V_{B}$, and $\gamma_{B}$ are known, together with the .direction from the center of the Earth 0 to the position $B$. We propose in this section to calculate the quantities related to the orbit followed by the vehicle in terms of the information obtained at burnout (Fig. 3-5).


Fig. 3-5. The Orbit from Burnout Conditions

It is convenient to define the non-dimensional burnout speed $u_{B}$ as the ratio of the speed $V_{B}$, to the circular speed at distance $r_{B}$

$$
\begin{equation*}
u_{B}=\frac{V_{B}}{\sqrt{\mu / r_{B}^{*}}} \tag{3-64}
\end{equation*}
$$

We shall assume that the ozbit is elliptic, that is $u_{B}<\sqrt{2}$. First, by
applying the energy intergral, Eq. (3-34), at the point $B$, we have

$$
V_{B}^{2}=\mu\left(\frac{2}{r_{B}}-\frac{1}{a}\right)
$$

From this equation, the major-axis is

$$
\begin{equation*}
\frac{a}{r_{B}}=\frac{1}{2-\frac{u}{b}_{2}^{2}} \tag{3-65}
\end{equation*}
$$

Since the angular momentum is constant along an orbit, it can be evaluated at the burnout position

$$
\begin{equation*}
h=r_{B} V_{B} \cos \gamma_{B} \tag{3-66}
\end{equation*}
$$

Using Eq. (3-41), with the major-axis obtained from Eq. (3-65), we have for the eccentricity

$$
\begin{equation*}
e=\sqrt{1-u_{B}^{2}\left(2-u_{B}^{2}\right) \cos ^{2} \gamma_{B}} \tag{3-67}
\end{equation*}
$$

or

$$
\begin{equation*}
e=\sqrt{\sin ^{2} \gamma_{B}+\left(1-u_{B}^{2}\right)^{2} \cos ^{2} \gamma_{B}} \tag{3-68}
\end{equation*}
$$

From Eqs. (3-65) and (3-68) for a and $e$, we have for the apocenter distance and the pericenter distance from Eq. (3-25)

$$
\begin{equation*}
\frac{r_{a}}{r_{B}}=\frac{1}{2-u_{B}^{2}}\left[1+\sqrt{\sin ^{2} \gamma_{B}+\left(1-u_{B}^{2}\right)^{2} \cos ^{2} \gamma_{B}}\right] \tag{3-69}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{r_{p}}{r_{B}}=\frac{1}{2-u_{B}^{2}}\left[1-\sqrt{\left.\sin ^{2} \gamma_{B}+\left(1-u_{B}^{2}\right)^{2} \cos ^{2} \gamma_{B}\right]}\right. \tag{3-70}
\end{equation*}
$$

The condition for the orbit to intersect the Earch's atmosphere, assumed to be spherical, with a finite radius $R$, is that $r_{p} \leqslant R$. Hence, in terms of the initial conditions, we have the condition for intersection

$$
\begin{equation*}
\frac{R}{r_{B}} \geqslant \frac{1}{2-u_{B}^{2}}\left[1-\sqrt{\left.\sin ^{2} \gamma_{B}+\left(1-u_{B}^{2}\right)^{2} \cos ^{2} \gamma_{B}\right]}\right. \tag{3-71}
\end{equation*}
$$

The orientation of the orbit is given by the angle $\theta_{B}$ between the direction to the pericenter and the direction to the burnout position B . This angle is obtained by replacing in Eq. (3-20) $r$ and $\theta$ by $r_{B}$ and $\theta_{B}$. We have

$$
\cos \theta_{B}=\frac{1}{e}\left[\frac{a}{r_{B}}\left(1-e^{2}\right)-1\right]
$$

or, using Eqs. (3-65) and (3-67)

$$
\begin{equation*}
\cos \theta_{B}=\frac{u_{B}^{2} \cos ^{2} \gamma_{B}-I}{\sqrt{\cdot 1-u_{B}^{2}\left(2-u_{B}^{2}\right) \cos ^{2} \gamma_{B}}} \tag{3-72}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\sin \theta_{B}=\frac{u_{B}^{2} \sin \gamma_{B} \cos \gamma_{B}}{\sqrt{1-u_{B}^{2}\left(2-u_{B}^{2}\right) \cos ^{2} \gamma_{B}}} \tag{3-73}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan \theta_{B}=\frac{u_{B}^{2} \sin \gamma_{B} \cos \gamma_{B}}{u_{B}^{2} \cos ^{2} \gamma_{B}-1} \tag{3-74}
\end{equation*}
$$

3-6. MINIMUM-ENERGY ORBIT
Let us consider the case where the vehicle, after ascending to the highest altitude, at the apocenter $A$, returns and intersects the Earth's atmosphere at the entry point $E$ at a distance $R$ from the center of attraction 0 (Fig. 3-6). This is the case where the inequality (3-71) for intersection is satisfied. The angle $\phi$ between the positions $B$ and $E$, measured at the center of attraction 0 , is called the range angle. From Fig. 3-6, it is seen that

$$
\begin{equation*}
\phi=\theta_{E}-\theta_{B} \tag{3-75}
\end{equation*}
$$

where $\theta_{E}$ is the polar angle defining the entry position $E$. The angle $\theta_{B}$ is given by Eq. (3-72). The angle $\theta_{E}$ is obtained by replacing in the


Fig. 3-6. The Range Angle

Eq. (3-20) $r$ and $\theta$ by $R$ and $\theta_{E}$. We have .

$$
\begin{equation*}
\cos \theta_{E}=\frac{1}{e}\left[\frac{a}{R}\left(1-e^{2}\right)-1\right] \tag{7}
\end{equation*}
$$

Using Eq. (3-65) for the semi-major axis we have

$$
\begin{equation*}
\frac{a}{R}=\frac{r_{B}}{R} \frac{a}{r_{B}}=\frac{\lambda}{2-u_{B}^{2}} \tag{3-77}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{r_{B}}{R} \tag{3-78}
\end{equation*}
$$

is the ratio of the radial distances to the point $B$ and $E$, respectively. Hence,

$$
\begin{equation*}
\cos \theta_{\mathrm{B}}=\frac{\lambda \mu_{B}^{2} \cos ^{2} \gamma_{B}-1}{\sqrt{1-u_{B}^{2}\left(2-u_{B}^{2}\right) \cos ^{2} \gamma_{B}}} \tag{3-79}
\end{equation*}
$$

The range angle is then

$$
\begin{equation*}
\phi=\arccos \frac{1}{e}\left(\lambda u_{B}^{2} \cos ^{2} \gamma_{B}-1\right)-\operatorname{arc} \cos \frac{1}{e}\left(u_{B}^{2} \cos ^{2} \gamma_{B}-1\right) \tag{3-80}
\end{equation*}
$$

where $e$ is given by Eq. (3-67). We notice that when the point $B$ is at the top of the atmosphere, $r_{B}=R$, and $\lambda=1$. Since the point $E$ is beyond the apocenter, $\theta_{\mathrm{E}}=2 \pi-\theta_{\mathrm{B}}$, and Eq. $(3-80)$ becomes

$$
\begin{equation*}
\phi=2\left[\pi-\operatorname{arc} \cos \frac{1}{e}\left(u_{B}^{2} \cos ^{2} \gamma_{B}-1\right) \cdot\right] \tag{3-81}
\end{equation*}
$$

The range can be evaluated when the trajectory intersects the Earth's atmosphere. In the limiting case, where we have an equality in condition (3-71), the trajectory is tangent at its pericenter to the circle with center 0 and radius $R$ representing the atmosphere in the plane of the motion. The flight path angle at the point of tangency, which is also the limiting position of the entry point $E$, is zero. The trajectory is called the graz= ing trajectory. By simple geometric considerations, it is seen that the range angle for the grazing trajectory is given by $\phi_{G}=2 \pi-\theta_{B}$. Hence, from Eq. (3-74),

$$
\begin{equation*}
\tan \phi_{G}=\frac{u_{B}^{2} \sin \gamma_{B} \cos \gamma_{B}}{1-u_{B}^{2} \cos ^{2} \gamma_{B}} \tag{3-82}
\end{equation*}
$$

This equation can be written as

$$
\begin{equation*}
\sin \phi_{G}-u_{B}^{2} \sin \left(\phi_{G}+\gamma_{B}\right) \cos \gamma_{B}=0 \tag{3-83}
\end{equation*}
$$

Equation (3-80) for the range gives $\phi$ as a function of two parameters $u_{B}$ and $\gamma_{B}$. For a given initial velocity $u_{B}$, there exists a value of the initial flight path angle $\gamma_{B}$ such that the range angle is a maximum. Conversely, for a prescribed range angle $\phi$, Eq. (3-80) gives the initial velocity $u_{B}$ as function of the initial flight path angle $\gamma_{B}$. There exists an angle $\quad \gamma_{B}$ giving the minimum velocity $u_{B}$ to achieve the prescribed range
angle. Since, by Eq. (3-65) the minimum of $u_{B}$ corresponds to the minimum of the semimajor axis a , which in turn, by Eq. (3-33), corresponds to the minimum of the total energy $\varepsilon$, such an orbit is called the minimum-energy orbit. To calculate the minimum-energy orbit, it is convenient to rewrite

Eq.. (3-80) in the implicit form

$$
\begin{equation*}
f\left(\phi, \lambda, u_{B}, \gamma_{B}\right)=0 \tag{3-84}
\end{equation*}
$$

For this purpose, we write Eq. (3-75)

$$
\cos \theta_{E}=\cos \left(\phi+\theta_{B}\right)
$$

or

$$
\cos \theta_{E}=\cos \phi \cos \theta_{B}-\sin \phi \sin \theta_{B}
$$

From the Eqs. (3-72), (3-73) and (3-79)

$$
I-\lambda u_{B}^{2} \cos ^{2} \gamma_{B}=\cos \phi\left(I-u_{B}^{2} \cos ^{2} \gamma_{B}\right)+\sin \phi u_{B}^{2} \sin \gamma_{B} \cos \gamma_{B}
$$

or

$$
\begin{equation*}
f\left(\phi, \lambda, u_{B}, \gamma_{B}\right)=\frac{1-\cos \phi}{u_{B}^{2} \cos ^{2} \gamma_{B}}+\frac{\cos \left(\phi+\gamma_{B}\right)}{\cos \gamma_{B}}-\lambda=0 \tag{3-85}
\end{equation*}
$$

Now, consider the case where the points $B$ and $E$ are prescribed. The Eq. (3-85) gives the relation between the initial speed $u_{B}$ and the initial flight path angle $\gamma_{B}$ to achieve the prescribed range $\phi$. We write the equation

$$
\begin{equation*}
\frac{(1-\cos \phi)}{u_{B}^{2}} \tan ^{2} \gamma_{B}-\sin \phi \tan \gamma_{B}+\frac{1-\cos \phi}{2}+\cos \phi-\lambda=0 \tag{3-86}
\end{equation*}
$$

For each initial speed $u_{B}$, this equation, considered as a quadratic equation in $\tan \gamma_{B}$, gives two values $\gamma_{B}$. Hence, there exist two trajectories connecting the points $B$ and $E$. One is called the high trajectory, and the other the low trajectory. The two trajectories coincide when the equation has a double root. Then we have

$$
\begin{equation*}
\sin ^{2} \phi-\frac{4(1-\cos \phi)}{u_{B}^{2}}\left(\frac{1-\cos \phi}{u_{B}^{2}}+\cos \phi-\lambda\right)=0 \tag{3-87}
\end{equation*}
$$

We notice that if we consider Eq. (3-85) as an implicit equation giving $u_{B}$ as function of $\gamma_{B}$, for a prescribed range angle $\phi$, then by taking its derivative with respect to $\gamma_{B}$

$$
\frac{\partial f^{-}}{\partial u_{B}} \frac{d u_{B}}{d \gamma_{B}}+\frac{\partial f^{-}}{\partial \gamma_{B}}=\cdot 0
$$

The minimum of $u_{B}$ with respect to $\gamma_{B}$ corresponds to $\frac{d u_{B}}{d \gamma_{B}}=0$, that is, $\frac{\partial f}{\partial \gamma_{B}}=0$, which is the same condition as for Eq. (3-86) to have a double root. Hence Eq. (3-87), when solved, provides the minimum speed $u_{B}$ for a prescribed range angle $\phi$, with an initial distance ratio $\lambda$. Solving for $u_{B}$, we have by taking the positive root:

$$
\begin{equation*}
u_{B}^{2}=\frac{1}{\cos ^{2} \frac{\phi}{2}}\left[\cos \phi-\lambda+\sqrt{\left.\lambda^{2}-2 \lambda \cos \phi+1\right]}\right. \tag{3-88}
\end{equation*}
$$

The corresponding flight path angle $\gamma_{B}$ is given by the double root of Eq. (3-86). We have

$$
\begin{equation*}
\tan \gamma_{B}=\frac{u_{B}^{2}}{2 \tan \frac{\phi}{2}} \tag{3-89}
\end{equation*}
$$

In the simple case where the point $B$ is at the top of the atmosphere, we have $\lambda=1$. The Eqs. (3-88) and (3-89) are reduced to

$$
\begin{equation*}
u_{B}^{2}=\frac{2 \sin \frac{\phi}{2}}{1+\sin \frac{\phi}{2}} \tag{3-90}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan \gamma_{B}=\frac{\cos \frac{\phi}{2}}{I+\sin \frac{\phi}{2}}=\tan \left(\frac{\pi}{4}-\frac{\phi}{4}\right) \tag{3-91}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\gamma_{B}=\frac{\pi}{4}-\frac{\phi}{4} \tag{3-92}
\end{equation*}
$$

We see that, for the case of the minimum-energy orbit, when the burnout and the entry positions are at the same distance from the center of attraction, the initial speed and the initial flight path angle are given by simple expressions in terms of the range angle $\phi$. . In this case, the other elements of the flight path can also be expressed in terms of the range angle.

For the semi-major axis, using Eq. (3-65) with $r_{B}=R$, and Eq. (3-90) we have

$$
\begin{equation*}
\frac{a}{R}=\frac{1}{2}\left(1+\sin \frac{\phi}{2}\right) \tag{3-93}
\end{equation*}
$$

For the eccentricity, we write Eq. (3-67)

$$
\begin{equation*}
e=\sqrt{1-\frac{u_{B}^{2}\left(2-u_{B}^{2}\right)}{I+\tan ^{2} \gamma_{B}}} . \tag{3-94}
\end{equation*}
$$

Using Eqs. (3-90) and (3-91), we have, after simplification

$$
\begin{equation*}
e=\frac{\cos \frac{\phi}{2}}{1+\sin \frac{\phi}{2}}, 1-e^{2}=\frac{2 \sin \frac{\phi}{2}}{1+\sin \frac{\phi}{2}} \tag{3-95}
\end{equation*}
$$

We notice from Eq. (3-91) that

$$
\begin{equation*}
\mathrm{e}=\tan \gamma_{\mathrm{B}} \tag{3-96}
\end{equation*}
$$

The apocenter distance of the trajectory is

$$
r_{a}=a(1+e)=\frac{R}{2}\left(1+\sin \frac{\phi}{2}\right)\left(1+\frac{\cos \frac{\phi}{2}}{1+\sin \frac{\phi}{2}}\right)
$$

Hence

$$
\begin{equation*}
\frac{r}{R}=\frac{1}{2}\left(1+\sin \frac{\phi}{2}+\cos \frac{\phi}{2}\right) \tag{3-97}
\end{equation*}
$$

For the time of flight between the two points $B$ and ' $E$, we use Kepler's equation, Eq. (3-57). Let $E_{1}$ and $E_{2}$ be the eccentric anomalies corresponding to the point $B$ and $E$, respectively. Then the time of flight is given by

$$
\sqrt{\frac{\mu}{3}}\left(t_{2}-t_{1}\right)=E_{2}-E_{1}-e\left(\sin E_{2}-\sin E_{1}\right)
$$

Obviously, when $\lambda=1$, the points $B$ and $E$ are symmetric with respect to the line of apses. Hence

$$
E_{2}=2 \pi-E_{1}
$$

Therefore,

$$
\begin{equation*}
\sqrt{\frac{\mu}{3}}\left(t_{2}-t_{1}\right)=2\left(\pi-E_{1}+e \sin E_{1}\right) \tag{3-98}
\end{equation*}
$$

On the other hand, if $\theta_{1}$ is the true anomaly of the point $B$

$$
\begin{equation*}
\theta_{1}=\pi-\frac{\phi}{2} \tag{3-99}
\end{equation*}
$$

Using equations. (3-61) and Eq. (3-95) for $e$ we have

$$
\sin \left(\pi-E_{1}\right)=\sin E_{1}=\frac{\sqrt{1-e^{2}} \sin \theta_{1}}{1+e \cos \theta_{1}}=\sqrt{\frac{2 \sin \frac{\phi}{2}}{1+\sin \frac{\phi}{2}}}
$$

and

$$
e \sin E_{1}=\frac{\cos \frac{\phi}{2}}{1+\sin \frac{\phi}{2}} \sqrt{\frac{2 \sin \frac{\phi}{2}}{1+\sin \frac{\phi}{2}}}
$$

Upon substituting into Eq. (3-98) and using Eq. (3-93) for a , we have

$$
\begin{equation*}
\sqrt{\frac{2 \mu}{R^{3}}}\left(t_{2}-t_{1}\right)=\left(1+\sin \frac{\phi}{2}\right)^{3 / 2} \operatorname{arc} \sin \sqrt{\frac{2 \sin \frac{\phi}{2}}{1+\sin \frac{\phi}{2}}+\cos \frac{\phi}{2} \sqrt{2-\sin \frac{\phi}{2}} .} \tag{3-100}
\end{equation*}
$$

3-7. EFFECTS OF VARTATIONS OF THE INITIAL CONDITION IN THE ELEMENTS AT ENTRY The trajectory followed by the vehicle during reentry depends strongly on the condition at the reentry position $E$. Hence, it is interesting to study the resulting errors at the entry position $E$ due to an error incurred at the burnout position B


Fig. 3-7. Error in the Range Angle

First, we consider the variation in the curvilinear range (Fig. 3-7)

$$
\begin{equation*}
x=R \phi \tag{3-101}
\end{equation*}
$$

The parameters specifying the burnout condition are $r_{B}, V_{B}$ and $\gamma_{B}$, and the curvilinear distance $\mathrm{x}_{\mathrm{B}}$ from the origin to the projection of the burnout position $B$ on the top of the atmosphere. It is apparent that, from the rotational symmetry of the force field, any error in linear range $\Delta x_{B}$, incurred
at the burnout position will be translated into an equal exror $\Delta \mathrm{x}_{\mathrm{E}}$ of the range

$$
\begin{equation*}
\Delta x_{E}=\Delta x_{B} \tag{3-102}
\end{equation*}
$$

We shall now evaluate the error $\Delta x$, or equivalently the error $\Delta \phi$ in the range as function of an error $\Delta r_{B}^{\hat{B}} \because \Delta v_{B}$ or $\Delta \gamma_{B}$ incurred at the burnout position. For this purpose we rewrite Eq. (3-85) with the velocity $V_{B}$ appearing explicitly

$$
\begin{equation*}
f\left(\phi, \lambda, \nabla_{B}, \gamma_{B}\right)=\frac{1-\cos \phi}{\frac{R^{\prime}}{\mu} \lambda v_{B}^{2} \cos ^{2} \gamma_{B}}+\frac{\cos \left(\phi+\gamma_{B}\right)}{\cos \gamma_{B}}-\lambda=0 \tag{3-103}
\end{equation*}
$$

Then, the differential of $\mathbf{f}$ is

$$
\Delta f=\frac{\partial f}{\partial \phi} \Delta \phi+\frac{\partial f}{\partial \lambda} \Delta \lambda+\frac{\partial f}{\partial V_{B}} \Delta V_{B}+\frac{\partial f}{\partial \gamma_{B}} \Delta \gamma_{B}=0
$$

Holding $V_{B}$ and $\gamma_{B}$ constant, the change in the range $\Delta \phi$, due to a change in the ratio of the radial distance $\Delta \lambda$ is

$$
\begin{equation*}
\frac{\Delta \phi}{\Delta \lambda}=-\frac{\partial f / \partial \lambda}{\partial f / \partial \phi} \tag{3-104}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\frac{\Delta \phi}{\partial \bar{V}_{B}}=-\frac{\partial f / \partial V}{\partial f / \partial \phi} \tag{3-105}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\Delta \phi}{\Delta \gamma_{B}}=-\frac{\partial f / \partial \gamma_{B}}{\partial £ / \partial \phi} \tag{3-106}
\end{equation*}
$$

By evaluating the partial derivatives, we have the following formulae for computing the error in the range angle

$$
\begin{equation*}
\frac{\Delta \phi}{\Delta \lambda}=\frac{1-\cos \phi+\lambda u_{\cdot B}^{2} \cos ^{2} \gamma_{B}}{\lambda\left[\sin \phi-u_{B}^{2} \sin \left(\phi+\gamma_{B}\right) \cos \gamma_{B}\right]} \tag{3-107}
\end{equation*}
$$

$$
\begin{aligned}
\frac{\Delta \phi}{\Delta V_{B}} & =\frac{2(1-\cos \phi)}{V_{B}\left[\sin \phi-u_{B}^{2} \sin \left(\phi+\gamma_{B}\right) \cos \gamma_{B}\right]} . \\
\frac{\Delta \phi}{\Delta \gamma_{B}} & =\frac{-2(1-\cos \phi) \sin \gamma_{B}+u_{B}^{2} \sin \phi \cos \gamma_{B}}{\cos , \gamma_{B}\left[\sin \phi-u_{B}^{2} \sin \left(\phi+\gamma_{B}\right) \cos \gamma_{B}\right]}
\end{aligned}
$$

Now, consider the quantity in the square brackets in the denominators of the Eqs. (3-107)

$$
\begin{equation*}
\Delta=\sin \phi-u_{B}^{2} \sin \left(\phi+\gamma_{B}\right) \cos \gamma_{B} \tag{3-108}
\end{equation*}
$$

$\Delta=0$ when

$$
\begin{equation*}
\sin \phi-u_{B}^{2} \sin \left(\phi+\gamma_{B}\right) \cos \gamma_{B}=0 \tag{3-109}
\end{equation*}
$$

This is the same as Eq. (3-83) for grazing trajectory. Hence, in general, $\Delta$ is not vanishing and keeps the same sign which we can easily verify as the positive sign. Since $1-\cos \phi \geqslant 0$, from the first two equations (3-107), we see that the ratio $\Delta \phi / \Delta \lambda$ and $\Delta \phi / \Delta_{B}$ are positive. Any increase in the initial altitude, or in the initial speed, provides an increase in the range. On the other hand, from the third equation (3-107), the ratio $\Delta \phi / \Delta \gamma_{B}$ changes its sign when

$$
2(1-\cos \phi) \sin \gamma_{B}=u_{B}^{2} \sin \phi \cos \gamma_{B}
$$

or

$$
\begin{equation*}
\tan \gamma_{B}=\frac{u_{B}^{2}}{2 \tan \frac{\phi}{2}} \tag{3-110}
\end{equation*}
$$

This equation is the same as Eq. (3-89) for the minimum-energy trajectory. Along a minimum-energy trajectory, the variation of $\Delta \phi$ is always negative, and is of the second order in $\Delta \gamma_{B}$. We have

$$
\begin{equation*}
\Delta \phi=\frac{\partial \phi / \lambda^{\prime}}{\partial \gamma_{B}} \Delta \gamma_{B}+\frac{1}{2} \frac{\partial^{2} \phi}{\partial \gamma_{B}^{2}}\left(\Delta \gamma_{B}\right)^{2}+\ldots . \tag{3-111}
\end{equation*}
$$

By taking the derivative of the third of equations (3-107) with respect to $\gamma_{B}$,
and using the relations for the minimum-energy trajectory, we have

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial \gamma_{B}^{2}}=-\frac{4 \sin ^{2} \frac{\phi}{2}}{\Delta \cos ^{2} \gamma_{B}} \tag{3-112}
\end{equation*}
$$

Now, using Eq. (3-89) for a minimum-energy trajectory we have

$$
\begin{aligned}
\Delta & =\sin \phi-u_{B}^{2} \sin \left(\phi+\gamma_{B}\right) \cos \gamma_{B} \\
& =2 \sin \frac{\phi}{2}\left[\cos \frac{\phi}{2}-\frac{\sin \gamma_{B} \sin \left(\phi+\gamma_{B}\right)}{\cos \frac{\phi}{2}}\right] \\
& =2 \tan \frac{\phi}{2}\left[\cos ^{2} \frac{\phi}{2} \cos ^{2} \gamma_{B}+\sin ^{2} \frac{\phi}{2} \sin ^{2} \gamma_{B}-2 \sin \frac{\phi}{2} \cos \frac{\phi}{2} \sin \gamma_{B} \cos \gamma_{B}\right]
\end{aligned}
$$

or

$$
\Delta=2 \tan \frac{\phi}{2} \cos ^{2}\left(\gamma_{B}+\frac{\phi}{2}\right) .
$$

Therefore, a perturbation $\Delta \gamma_{B}$ in the initial flight path angle, along a min-imum-energy trajectory, corresponds to an error in the range angle given by

$$
\begin{equation*}
\Delta \phi=-\frac{\sin \phi}{2 \cos ^{2} \gamma_{B} \cos ^{2}\left(\gamma_{B}+\frac{\phi}{2}\right)}\left(\Delta \gamma_{B}\right)^{2} \tag{3-113}
\end{equation*}
$$

In this case, using Eq. (3-89) in the first two of equations (3-107), we have for the error in the range angle with respect to an error in the initial altitude and in the initial speed, along a minimum-energy trajectory

$$
\begin{equation*}
\frac{\Delta \phi}{\Delta \lambda}=\frac{\sin \phi+\lambda \sin 2 \gamma_{B}}{2 \lambda \cos ^{2}\left(\gamma_{B}+\frac{\phi}{2}\right)} \tag{3-114}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\Delta \phi}{\Delta V_{B}}=\frac{\sin \phi}{V_{B} \cos ^{2}\left(\gamma_{B}+\frac{\phi}{2}\right)} \tag{3-115}
\end{equation*}
$$

In the special case where the point $B$ is at the top of the atmosphere, $r_{B}=R$, and

$$
2 \cos ^{2}\left(\gamma_{B}+\frac{\phi}{2}\right)=1+\cdot \cos \left(2 \gamma_{B}+\phi\right)
$$

But from Eq. (3-92), $2 \gamma_{B}+\phi=\frac{\pi}{2}+\frac{\phi}{2}$. Hence,

$$
\begin{equation*}
2 \cos ^{2}\left(\gamma_{B}+\frac{\phi}{2}\right)=1-\sin \frac{\phi}{2} \tag{3-116}
\end{equation*}
$$

The Equations (3-113) - (3-115) become

$$
\begin{align*}
\Delta \phi & =-4 \tan \frac{\phi}{2}\left(\Delta \gamma_{B}\right)^{2}  \tag{3-117}\\
\frac{\Delta \phi}{\Delta \lambda} & =\frac{1}{\cos \frac{\phi}{2}}\left(1+\sin \frac{\phi}{2}\right)\left(1+2 \sin \frac{\phi}{2}\right)  \tag{3-118}\\
\frac{\Delta \phi}{\Delta V_{B}} & =\frac{4}{V_{B}} \tan \frac{\phi}{2}\left(1+\sin \frac{\phi}{2}\right) \tag{3-119}
\end{align*}
$$

Now, let us consider the variations in the entry speed $\mathrm{V}_{\mathrm{E}}$ and the entry flight path angle $\gamma_{E}$. From the energy integral, Eq. (3-19), we have the relation connecting the elements at the burnout position $B$ and the entry position $E$

$$
\begin{equation*}
\frac{1}{2} v_{B}^{2}-\frac{\mu}{r_{B}}=\frac{1}{2} v_{E}^{2}-\frac{\mu}{R} \tag{3-120}
\end{equation*}
$$

On the other hand, by evaluating the angular momentum at these points, we have

$$
\begin{equation*}
r_{B} V_{B} \cos \gamma_{B}=R V_{E} \cos \gamma_{E} \tag{3-121}
\end{equation*}
$$

The differentials of Eqs. (3-120) and (3-121) give

$$
\begin{equation*}
V_{B} \Delta V_{B}+\frac{\mu}{r_{B}^{2}} \Delta r_{B}=V_{E} \Delta V_{E} \tag{3-122}
\end{equation*}
$$

and

$$
\begin{gathered}
\left(V_{B} \cos \gamma_{B}\right) \Delta r_{B}+\left(r_{B} \cos \gamma_{B}\right) \Delta V_{B}^{\prime}-\left(r_{B} V_{B} \sin \gamma_{B}\right) \Delta \gamma_{B}=\left(R \cos \gamma_{E}\right) \Delta V_{E} \\
\ddots
\end{gathered}
$$

For an error $\Delta V_{B}$ in the burnout speed alone, the corresponding error in the entry speed is given by Eq. (3-122) with ${ }^{\Delta} \Delta r_{B}=0$

$$
\begin{equation*}
\frac{\Delta \mathrm{V}_{E}}{\Delta \mathrm{~V}_{\mathrm{B}}}=\frac{\mathrm{V}_{\mathrm{B}}}{\mathrm{~V}_{\mathrm{E}}} \tag{3-124}
\end{equation*}
$$

From Eq. (3-123) the error in the entry angle is obtained by putting $\Delta r_{B}=0$ and $\Delta \gamma_{B}=0$

$$
\begin{equation*}
\left(\tan \gamma_{E}\right) \Delta \gamma_{E}=\frac{\Delta v_{B}}{v_{B}}\left(\frac{v_{B}^{2}}{v_{E}^{2}}-1\right) \tag{3-125}
\end{equation*}
$$

For an error in the initial altitude, the error in the entry speed is

$$
\frac{\Delta V_{E}}{V_{E}}=\left(\frac{\Delta r_{B}}{r_{B}}\right)\left(\frac{\mu}{r_{B}}\right) \frac{1}{V_{E}^{2}}
$$

In terms of $\lambda$ and $u_{B}$, this is

$$
\begin{equation*}
\frac{\Delta V_{E}}{V_{E}}=\frac{1}{\left[u_{B}^{2}+2(\lambda-1)\right]}\left(\frac{\Delta \lambda}{\lambda}\right) \tag{3-126}
\end{equation*}
$$

The corresponding error in the entry angle is

$$
\begin{equation*}
\left(\tan \gamma_{E}\right) \Delta \gamma_{E}=-\frac{u_{B}^{2}+2 \lambda-3}{u_{B}^{2}+2 \lambda-2}\left(\frac{\Delta \lambda}{\lambda}\right) \tag{3-127}
\end{equation*}
$$

Finally, for an error in the initial flight path angle $\gamma_{B}$ alone, there is no error in the entry speed. The error in the entry angle is given by

$$
\begin{equation*}
\left(\tan \gamma_{E}\right) \Delta \gamma_{E}=\left(\tan \gamma_{B}\right) \Delta \gamma_{B} \tag{3-128}
\end{equation*}
$$

We notice from Eqs. (3-125), (3-127) and (3-128) that the entry angle is particularly sensitive for a grazing trajectory, $\quad \gamma_{E}=0$.
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## CHAPTER 4

## THE POWERED PHASE

## 4-1. INTRODUCTION .

In this chapter, we shall analyze the trajectory of the vehicle from the launching pad, point $A$, to the burnout position, point B. During the thrusting phase, the energy provided by the propellant is transformed into potential energy through the increase in the altitude of the vehicle, and kinetic energy through its increase in speed. Also, a part of the energy provided by the propulsion system is dissipated in the form of heat by action of the aerodynamic drag. The powered phase is the phase during which it is possible to have a guidance system to control the trajectory such that at the end of the thrusting program, the vehicle reaches a prescribed position $B$, specified by the position vector $\overrightarrow{r_{B}}$, and a prescribed velocity $\vec{V}_{B}$, We have seen in the preceding chapter that the trajectory required by the mission may be completely specified by these conditions at burnout.

The guidance is achieved by the following modes of control.
a/ Control of the thrusting force $\vec{T}$. This control is performed by the direction of the vector thrust. Its magnitude can also be controlled by the variation of the mass flow rate.
b/ Besides the main engine, the vehicle can be equipped with several small rockets providing lateral thrusting forces for its guidance. We shall assume that the resultant thrusting force of all the engines is represented by the vector thrust $\vec{T}$.
... cl. Control of the aerodynamic force $\vec{A}$. This control is performed by varying the angle of attack of the vehicle and possibly by varying its. ae:odynamic configuration. In three-dimensional flight, the' aerodynamic force
is also a function of the bank angle.

## 4-2. THE EQUATIONS OF MOTION

To write the equations of motion, we shall assume that the trajectory lies in the plane of the great circle containing the launch point $A$ and the burnout position B. Hence, it is necessary that all the forces involved be contained in that plane. This leads to the assumption that the vehicle has a plane of symmetry and that the velocity vector $\vec{V}$, the aerodynamic force $\vec{A}$ and the thrusting force $\vec{T}$ are all contained in that plane. The duration of the powered phase is generally short and it is convenient for a first-order approximation to assume that the Earth is an adequate inertial reference and in this reference system the atmosphere is at rest.

The center of mass $M$ of the vehicle is defined by its coordinates $x$ and $z$ in a ground coordinate system Axz , where the axis $A x$ is the horizontal at the launching point A taken as the origin of the coordinates, with positive $x$ in the direction of motion, and the axis $A z$ is the vertical at the point A, taken positively up (Fig.4-1)

At any point along its trajectory, the flight path angle of the vehicle is defined as the angle between the local horizontal (the plane perpendicular to the gravitational force $\overrightarrow{m g}$, and the velocity vector $\vec{V}$. The angle $\phi$ between the local horizontal and the line $M x$ drawn parallel to the horizontal Ax of the launch point is precisely the range angle as defined in the preceding chapter.

At each instant $t$, the vehicle is subject to three forces (Fig. 4-2). a) The gravitational force $\overrightarrow{\mathrm{W}}=\overrightarrow{\mathrm{mg}}$ applied at the center of mass $M$.
b/ The aerodynamic force $\vec{A}$ applied at the aerodynamic center $P$. The aerodynamic force can be decomposed into a drag force $\vec{D}$ in the opposite


Fig. 4-1. Ground Inertial System
direction to the velocity $\vec{V}$, and a lift force $\overrightarrow{\mathrm{L}}$ orthogonal to it.
c/ A propulsive force represented by the thrust vector 幂, applied
at a point $Q$. To simplify the force diagram we shall assume that the three points $M, P$ and $Q$ are aligned and constitute a body axis, fixed with respect to the vehicle. Then the angle of attack $\alpha$ can be conveniently measured from this body axis to the velocity vector $\overrightarrow{\mathrm{V}}$. The thrust angle $\varepsilon$ is defined as the angle between the body axis and the direction of the thrust.

Using Newton's second law, we can write the equation of motion in vector form

$$
\begin{equation*}
\text { III } \frac{d \vec{V}}{d t}=\vec{T}+\vec{A}+\vec{W} \tag{4-1}
\end{equation*}
$$



Fig. 4-2. Forces Acting on the Vehicle
where $m$ is the mass of the vehicle. By projecting this equation into the tangent and the normal to the trajectory of the vehicle we have

$$
\begin{equation*}
\mathrm{ml} \frac{\mathrm{dV}}{\mathrm{dt}}=\mathrm{T} \cos (\varepsilon-\alpha)-D-W \sin \gamma \tag{4-2}
\end{equation*}
$$

and

$$
\begin{equation*}
-m V \frac{d(\gamma-\phi)}{d t}=T \sin (\varepsilon-\alpha)-L+W \cos \gamma \tag{4-3}
\end{equation*}
$$

These equations are the dynamical equations. They can be obtained directly
from the general equations for flight over a spherical Earth derived in Chapter2.

The lift and the drag forces are assumed to have the form

$$
\begin{align*}
& \mathrm{L}=\frac{1}{2} \rho \mathrm{SC}_{\mathrm{L}} \mathrm{~V}^{2} \\
& \mathrm{D}=\frac{1}{2} \rho \mathrm{SC}_{\mathrm{D}} \mathrm{v}^{2} \tag{4-4}
\end{align*}
$$

where $\rho$ is the atmospheric mass density, and $S$ a reference area. The coefficients $C_{L}$ and $C_{D}$ are lift and drag coefficients. They are functions of the angle of attack $\alpha$, the Mach number $M$ and the Reynolds number $R_{e}$

$$
\begin{align*}
& C_{L}=C_{L}\left(\alpha, M, R_{e}\right)  \tag{4-5}\\
& C_{D}=C_{D}\left(\alpha, M, R_{e}\right)
\end{align*}
$$

The longitudinal range x , and the altitude z are obtained from the kinematic relations

$$
\begin{align*}
& x=\int_{0}^{t} v \cos (\gamma-\phi) d t  \tag{4-6}\\
& z=\int_{0}^{t} V \sin (\gamma-\phi) d t \tag{4-7}
\end{align*}
$$

Finally we have the pitching moment equation, describing the motion of the vehicle about the center of mass

$$
\begin{align*}
B \frac{d^{2}}{d t^{2}}(\gamma+\alpha-\phi)= & L \ell_{P} \cos \alpha+D \ell_{P} \sin \alpha-T \ell_{Q} \sin \varepsilon  \tag{4-8}\\
& -M_{q}-K \frac{d(\gamma+\alpha-\phi)}{d t}
\end{align*}
$$

where $B$ is the moment of inertia of the vehicle about an axis passing through the center of mass and perpendicular to the plane of symmetry, $\ell_{p}$ the distance between $\dot{P}$ and $M$ and $\ell_{Q}$ the distance between $Q$ and $M$. The term $M_{q}$ is the aerodynamic pitching moment, and the term $\operatorname{Kd}(\gamma+\alpha-\phi) / d t$ represents the moment. due to the mass flow of the gas ejected from the propulsion system.

The thrust can be written as

$$
\begin{equation*}
\vec{T}=-\beta \overrightarrow{\mathrm{V}}_{r e}+\left(\mathrm{p}_{e}-\mathrm{p}_{0}\right) A_{e} \overrightarrow{\mathrm{n}}_{\mathrm{e}} \tag{4-9}
\end{equation*}
$$

where $\beta \equiv-d m / d t$ is the overall mass flow; $V_{\text {re }}$ the average relative velocity, $p_{e}$ the average pressure and $A_{e}$ the area over the exit of the engine. It is assumed that the tangential stress over the exit area is negligible. The unit vector $\overrightarrow{n_{e}}$ normal to the area $A_{e}$ is positive directed inward. Finally, $p_{0}$ is the average free stream pressure. For simplicity, we may assume that the vectors in Eq. (4-9) are all collinear and write the one dimensional equation as

$$
\begin{equation*}
T=\beta V_{r e}+\left(p_{0}-p_{e}\right) A_{e} \tag{4-10}
\end{equation*}
$$

We define the effective exhaust velocity $c$ as

$$
\begin{equation*}
c=V_{r e}+\left(p_{0}-p_{e}\right) \frac{A_{e}}{\beta} \tag{4-11}
\end{equation*}
$$

Hence, the expression for the thrust magnitude is simply

$$
\begin{equation*}
T=\beta c=-c \frac{d m}{d t} \tag{4-12}
\end{equation*}
$$

This equation gives the thrust in terms of the mass flow rate and the parameter c which can be characterized as a function of the propellant used in the propulsion system on board the vehicle. In engineering practice, we may use the specific impulse $I_{s p}$ as an alternate parameter which specifies the thrust performance. It is defined as the thrust impulse per unit mass of propellant or

$$
\begin{equation*}
I_{s p}=-\frac{T d t}{d m}=\frac{T}{\beta} \tag{4-I3}
\end{equation*}
$$

From the last two equations, it is seen that the specific impulse $I_{\text {sp }}$ may be alternatively defined as the thrust obtained per unit mass flow which is
precisely the same as the effective exhaust velocity. But it is a common practice to use different units for $I_{s p}$ and $c$ through the relationship

$$
\begin{equation*}
c=g I_{s p} \tag{4-14}
\end{equation*}
$$

where $g$ is the acceleration of gravity. Therefore, while $c$ is given in meters per second, $I_{S p}$ is given in- seconds. .

Using Eqs. (4-11) and (4-14) we have

$$
\begin{equation*}
I_{s p}=\frac{V_{r e}}{g}+\frac{\left(p_{0}-p_{e}\right)}{g \beta} A_{e} \tag{4-15}
\end{equation*}
$$

The mass flow rate can be computed from

$$
\begin{equation*}
\beta=C_{\beta} p_{c} A_{c} \tag{4-16}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{\beta}= & \text { mass flow coefficient, function of the propellant } \\
P_{c}= & \text { average pressure in the combustion chamber. This pressure is also } \\
& \text { called the operating pressure. } \\
A_{c}= & \text { area of the throat of the nozzle }
\end{aligned}
$$

Hence

$$
\begin{equation*}
I_{s p}=\frac{V_{r e}}{g}+\frac{\left(p_{0}-p_{e}\right)}{g C_{\beta} p_{c}} \frac{A_{e}}{A_{c}} \tag{4-17}
\end{equation*}
$$

The ratio of the areas $A_{e} / A_{c}$ can be expressed in terms of the expansion factor $p_{c} / p_{e}$ as

$$
\begin{equation*}
\frac{A_{c}}{A_{e}}=\left(\frac{k+1}{2}\right)^{\frac{1}{k-1}}\left(\frac{p_{e}}{p_{c}}\right)^{\frac{1}{k}} \sqrt{\left(\frac{k+1}{k-1}\right)\left(1-\frac{p_{e}}{p_{c}}\right)^{\frac{k-1}{k}}} \tag{4-18}
\end{equation*}
$$

where $k$ is the ratio of the specific heats.

- From these relations, we see that the specific impulse is a function of the following four factors

1. The nature of the propellant $\left(C_{\beta}, V_{r e}, k\right)$
2. The operating pressure $p_{c}$
3. The expansion factor $\mathrm{P}_{\mathrm{c}} / \mathrm{p}_{\mathrm{e}}$
4. The altitude of flight ( $g$ and $p_{0}$ are functions of the altitude)

For a given type of propellant, we can evaluate its specific impulse under some reference conditions. These conditions are:

For a solid propellant, $p_{c}=70 \mathrm{~atm} ., p_{c} / p_{e}=70 / 1$ at sea level.
For a liquid propellants $p_{c}=25 \mathrm{~atm} ., p_{c} / p_{e}=25 / 1$ at sea level.
Let the specific impulse of the given propellant evaluated at these reference conditions be denoted $\left(I_{s p}\right)_{0}$. Then we define the coefficient

$$
\begin{equation*}
i_{s p} \equiv \frac{I_{s p}}{\left(I_{s p}\right)_{0}} \tag{4-19}
\end{equation*}
$$

This dimensionless coefficient characterizing the propellant under the actual operating condition is now a function of four parameters--the ratio of the specific heats $k$, the altitude $z$, the pressure in the combustion chamber $p_{c}$ and the expansion ratio $p_{c} / p_{e}$. If we assume that the ratio of the specific heats if the same for all propellants, then the function $i_{s p}=f\left(z, p_{c}, p_{c} / p_{e}\right)$ can be tabulated for practical reference.

For an analytical integration of the equations of motion, we shall assume that, under normal operational conditions, the specific impulse $I_{s p}$, or equivalently the effective exhaust velocity $c$, is constant.

Finally, if $R$ is the radius of the Earth, then the range angle $\phi$ is seen to be given by

$$
\begin{equation*}
\tan \phi=\frac{x}{R+z} \tag{4-20}
\end{equation*}
$$

Now we see that, for each stage of the rocket vehicle, the dynamical equations, Eqs. (4-2) and (4-3), the kinematic equations, Eqs. (4-6) and (4-7), the moment equation, Eq. (4-8), and the mass flow program equation, Eq. (4-12),
constitute a system of six equations for the following eight unknowns

```
x
    } = coordinates of the center of mass
z
V
    } = components of the velocity vector
\gamma
m = mass of the vehicle
\alpha = angle of attack
\varepsilon = angle of the thrust
T = magnitude of the thrust
```

Therefore, to specify the flight trajectory, we have at our disposal two control variables. They may be taken to be the thrust magnitude $T$, and the thrust direction $\varepsilon$. On the other hand, for a fully controlled flight, the angle of attack $\alpha$ has to be adjusted constantly to render the moment equation, Eq. (4-8), identically satisfied. Consequently, with a flight program fully controlled, the remaining equations constitute a system of five equations--the Eqs. (4-2) and (4-3), (4-6) and (4-7), and the Eq. (4-12)-which provide the solution for the variables $\mathrm{x}, \mathrm{z}, \mathrm{V}, \gamma$ and m as functions of the time $t$.

If the time history of the thrust magnitude $T(t)$ is prescribed in advance, then by integrating the mass flow equation, Eq. (4-12), we have the variation of the mass as a function of the time. If we assume a constant mass flow rate, then $m$ is a decreasing linear function of the time. In general, the mass of the vehicle is a decreasing function with respect to time as shown in Fig. 4-3.


Fig. 4-3. The Variation of the Mass of a Multi-Stage Rocket Vehicle

The figure represents the variation of the mass of a multi-stage rocket. The first stage of the rocket is operating between the initial time and the time $t_{1}$. At $t_{1}$ the first stage is released provioing a discontinuity in the mass of the vehicle. If a lapse of time $\Delta t_{1}$ exists before the engine in the second stage is ignited, during that time the vehicle is in coast flight with constant mass. Next $m$ continues to decrease between the time $\left(t_{1}+\Delta t_{1}\right)$ and $t_{2}$ and so on. In the subsequent analysis, we shall assume that all the $\Delta t_{i}$ are zero.

The remaining control variable can be selected either as the angle of attack $\alpha$, or the thrust angle $\varepsilon$ or a combination of both by specifying a relation between these variables and possibly other variables also. With this selection the ascending program is completely specified.

In general; in considering an aspending program, we are trying to obtain the optimum of some performance criterion. For example, for a preprogramed motor, we would like to select a time history for the thrust orientation such that the range achieved is a maximum. Problems like these involve
the calculus of variations or the equivalent modern control theory and will not be discussed here. From an engineering standpoint, the selection of a best flight control program is severely restricted by other technical constraints. For example, for a thrusting flight giving the maximum range, it caa be shown, upon using not unrealistic assumptions, that the flight must be at maximum lift-to-drag ratio, with the thrust directed orthogonally to the aerodynamic force, and hence making a constant angle with the velocity vector. But the thrust angle $\varepsilon$, due to the technical construction of the propulsion system, cannot deviate at a large angle from the axis of the vehicle. In general $\varepsilon$ is constrained by a maximum angle $\varepsilon_{\text {max }}$ of a few degrees from the main thrusting line.

Another factor to be considered is the normal acceleration. In general, due to structural c@astraints, this acceleration is severely limited. Hence, for practical purposes, we are led to adopt some simple ascending program which is satisfactory for the analysis during the preliminary stage of the design project. The simplifying hypotheses will provide an analytical solution to the problem considered. The analytical solution has the advantage that it displays explicitly the many relationships among the different variables al-: lowing a global analysis. For example, the solution will give the approximate. size of the engine, and the weight of the propellant required to launch a certain given payload (final weight of the vehicle) into a prescribed final orbit. From these approximate data, with the aid of high speed compuṭers, we may update the numerical results to obtain the exact solution to the problem.

4-3. ASCENDING TRAJECTORY AT CONSTANT FLIGHT PATH ANGLE
The equations of motion derived in section 4-2 cannot be integrated analytically. For a prescribed initial condition, and a specified thrusting program, numerical integration using high speed computers has to be performed
in order to obtain the variables describing the dynamical system as functions of the time.

For advanced planning purposes, it is useful to adopt some simplifying assumptions in order to obtain an analytical solution of the ascending powered flight. Such a solution will give explicit relationships among the different variables and permit a preliminary selection of the size of the vehicle, its aerodynamic characteristics, the propulsion system required to perform a given mission. With these data we can then use numerical integration to readjust the different characteristic values.

There exists a simple ascending law which can be used to approximate the real powered trajectory. Using this program, as a first approximation, we can assume that, after lift-off, the vehicle essentially follows a straightline trajectory having a constant angle of inclination with respect to the local horizontal. In reality, if the flight path angle is constant', the trajectory will be a logarithmic spiral in the plane of the motion, but since we shall assume a flat Earth model for the gravitational field, the trajectory with constant flight path is essentially a straight line.

More specifically, we shall use the following assumptions to simplify the equations in section 4-2:
a/ The powered flight trajectory involves short longitudinal range and a relatively small altitude compared to the radius of the Earth. Hence, from Eq. (4-20)

$$
\tan \phi \simeq \frac{x}{R} \simeq 0
$$

Therefore, we can use $\phi=0$ in the equations in section 4-2. This assumption is usually called the flat Earth assumption:
b/ For the same reason, the acceleration of gravity $g$ can be considered constant for the altitude range considered.
c) We shall neglect the aerodynamic force.

With these assumptions, the dynamical equations, (Eqs. (4-2) and (4-3) become, as can be seen from the simplifying force diagram in Fig. 4-4

$$
\begin{align*}
m \frac{d V}{d t} & =T \cos (\varepsilon-\alpha)-W \sin \gamma  \tag{4-21}\\
-m V \frac{d \gamma}{d t} & =T \sin (\varepsilon-\alpha)+W \cos \gamma \tag{4-22}
\end{align*}
$$



Fig. 4-4. Simple Force Diagram Neglecting Aerodynamic Force and the Curvature of the Earth

Since we assume that $\gamma=$ const. , then $d \gamma / d t=0$. Hence, from
Eq. (4-22) we have the relation between the thrust and the weight

$$
\begin{equation*}
T \sin (\alpha-\varepsilon)=W \cos \gamma \tag{4-23}
\end{equation*}
$$

In general, the thrust is large as compared to the weight. Hence from this equation we see that the angle $(\alpha-\varepsilon)$ is necessarily small and we can take
$\cos (\varepsilon-\alpha) \simeq 1$ in Eq. (4-21). Then we have the simplified equation

$$
\begin{equation*}
m \frac{d V}{d t}=T-W \sin \gamma \tag{4-24}
\end{equation*}
$$

Using Eq. (4-12) for the thrust we can rewrite this equation, using the relation $W=m g$

$$
\begin{equation*}
d V=-c \frac{d m}{m}-g \sin \gamma d t \tag{4-25}
\end{equation*}
$$

To integrate this equation for a multi-stage rocket vehicle, we refer to the Fig. 4-3 and assume that all the time intervals $\Delta t_{i}$ between the separation of the ith stage and the engine ignition of the $(i+1)$ th stage are zero. Then by integrating Eq. (4-25) starting from the time $t_{i-1}$ of the separation of the (i-1)th stage, we have during the operation of the ith stage

$$
\begin{equation*}
V(t)=V_{i-1}-c_{i} \log \frac{m_{i}(t)}{m_{i_{0}}}-g \sin \gamma t^{\prime} \tag{4-26}
\end{equation*}
$$

where

$$
\begin{aligned}
V(t) & =\text { instantaneous speed at the time } t \\
V_{i-1} & =\text { speed at the initial time of burning of the ith stage } \\
c_{i} & =\text { effective exhaust velocity of the ith stage } \\
m_{i}(t)= & \text { instantaneous mass at the time } t \\
m_{i_{0}}= & \text { mass at the initial time of burning of the ith stage } \\
t^{\prime}= & t-t_{i-1} \text {, time interval from the initial time of } \\
& \text { burning of the ith stage }
\end{aligned}
$$

Now, consider the operation of one single stage. For example, let us assume that the vehicle is a single-stage rocket. At the burnout time $t_{1}$ of this stage, the change in the speed is

$$
\begin{equation*}
\Delta V=V_{1}-V_{0}=c \log \frac{m_{0}^{r}}{m_{1}}-g \sin \gamma t_{1} \tag{4-27}
\end{equation*}
$$

where $c$ is the effective exhaust velocity of the stage considered, $m_{0}=m_{1}$ is the initial mass and $m_{1}=m_{1}\left(t_{1}\right)$ is the final mass of the vehicle. If we neglect the gravitational force, we have for the change in the speed

$$
\begin{equation*}
\Delta V=c \log \frac{m_{0}}{m_{1}} \tag{4-28}
\end{equation*}
$$

We see that, in this case, $\Delta V$ can be used as a measure of the fuel consumption. This quantity is called the characteristic velocity of the maneuver. From this simple formula, we can see that $\Delta \nabla$ must have a certain upper limit. The exhaust velocity has an upper limit which depends on the propulsion system used. For example, ordinary chemi̇cal propulsion systems currently provide exhaust velocities up to $3000 \mathrm{~m} / \mathrm{sec}$, with a theoretical maximum in the neighborhood of $4000 \mathrm{~m} / \mathrm{sec}$. On the other hand, the ratio of the masses $m_{0} / m_{1}$ also cannot be made arbitrarily large. Let $\Delta m=m_{0}-m_{1}$ be the mass of the fuel spent. Then we define the fuel ratio

$$
\begin{equation*}
\mathrm{f} \equiv \frac{\Delta \mathrm{~m}}{\mathrm{~m}_{0}}=1-\frac{\mathrm{m}_{1}}{\mathrm{~m}_{0}} \tag{4-29}
\end{equation*}
$$

so that we can write Eq. (4-28)

$$
\begin{equation*}
\Delta v=c \log \frac{1}{1-f} \tag{4-30}
\end{equation*}
$$

It is obvious that $f$ can never approach unity, since any amount of fuel always requires a certain provision of structure for its operation. Therefore, the characteristic velocity for a single stage is limited due to technological constraints. Some optimistic predictions advance a figure in the neighborhood of $9000 \mathrm{~m} / \mathrm{sec}$ for its ultimate value.

Equation (4-30) gives the performance of a single stage rocket in the hypothetical situation of gravity-free, vacuum space. If we include the gravitational force, the increase in the speed during a thrusting phase of a
stage is given by Eq. (4-27). The term $\mathrm{gt}_{1} \sin \gamma$ characterizes the losses due to the gravitational force. Because of this component, the performance of a single stage rocket is further limited. Therefore, to obtain higher final speed, one must use a multi-stage rocket.

Let $\tau$ be the total burning time for a rocket vehicle having $n$ stages. By repeated application of Eq. (4-26), we have the final speed at burnout, assuming a zero initial speed.

$$
\begin{equation*}
V_{B}=\sum_{i=1}^{n} \Delta V_{i}=-\left(\sum_{i=1}^{n} c_{i} \log \mu_{i}\right)-g \tau \sin \gamma \tag{4-31}
\end{equation*}
$$

where $\mu_{i}$ is the ratio of the masses of the ith stage, defined as

$$
\begin{equation*}
\mu_{i} \equiv \frac{m_{i 1}}{m_{i 0}}=\frac{\text { mass of the vehicle at burnout of ith stage }}{\text { mass of the vehicle at initial time of ith stage }} \tag{4-32}
\end{equation*}
$$

For the range and the altitude at the end of the powered phase, we use the Eqs. (4-6) and (4-7) with $\phi=0$, and $\gamma=$ const. We have

$$
\begin{align*}
& \frac{x_{B}}{\cos \gamma}=\int_{0}^{\tau} V(t) d t \\
& \frac{z_{B}}{\sin \gamma}=\int_{0}^{\tau} V(t) d t \tag{4-33}
\end{align*}
$$

Using $V(t)$ as given by Eq. (4-26) to evaluate the integral, we have, for the case of constant mass flow $\beta, \quad\left(\beta \equiv-\frac{d m}{d t}\right)$,

$$
\begin{equation*}
x_{B}=\cos \gamma\left\{\sum_{i=1}^{n}\left[V_{i-1} \tau_{i}+c_{i} \tau_{i}\left(1+\frac{\mu_{i}}{1-\mu_{i}} \log \mu_{i}\right)\right]-\frac{1}{2} g \tau^{2} \sin \gamma\right\} \tag{4-34}
\end{equation*}
$$

where $\tau_{i}$ is the burning time of the ith stage. The final altitude is simply

$$
\begin{equation*}
z_{B}=x_{B} \tan \gamma \tag{4-35}
\end{equation*}
$$

4-4. OPTIMUM STAGING
The final speed of a rocket vehicle, having a prescribed number of stages is given by Eq. (4-31). This expression for $V_{B}$ is a function of the characteristic parameters $c_{i}$ and $\mu_{i}$ of the different stages, of the constant flight path angle $\gamma$ and the total burning time $\tau$ of the powered phase. By these considerations one may ask the following question:
"Is there an optimum distribution of the masses of different stages such that, for a prescribed burnout speed $V_{B}$, the ratio $m_{L} / m_{F}$ of the initial mass at launching to the final mass at the end of the powered phase is a minimum?"

If such a solution exists, it therefore gives the lightest rocket for a prescribed payload (final mass $m_{F}$ ) for a prescribed final speed $V_{B}$.

In solving this problem, we write the ratio of the masses

$$
\begin{equation*}
\frac{m_{L}}{m_{F}}=\frac{m_{1}}{m_{2}} \cdot \frac{m_{2}}{m_{3}} \cdot \cdots \cdot \frac{m_{n}}{m_{n+1}}=\prod_{i=1}^{n} \frac{1}{s_{i}} \tag{4-36}
\end{equation*}
$$

where to ease the notation, in this section, we have used the subscripts as follows
$m_{i}$ - total mass of the vehicle at the initial burning time of the ith stage. This mass is also referred to as the gross mass of the ith stage.

From Eq. (4-36) we see that we have defined the ratio $s_{i}$, called the staging ratio, as

$$
\begin{equation*}
s_{i}=\frac{m_{i+1}}{m_{i}} \tag{4-37}
\end{equation*}
$$

We notice that $s_{i}$ is the ratio of the gross mass of the ( $i+1$ )th stage to the gross mass of the ith stage, the masses are all evaluated at the initial burning time of the corresponding stage. "Also it is seen that $m_{1}=m_{L}$ is the initial gross mass of the rocket vehicle, while. $m_{n+1}=m_{F}$ is the
resulting payload of the operation.
There is a basic difference between the ratio $\mu_{i}$ as defined by Eq. (4-32) and the staging ratio $s_{i}$ as defined by Eq. (4-37). This is illustrated by Fig. 4-5 showing the mass distribution in the ith stage of a rocket vehicle


Fig. 4-5. Distribution of the Masses in the ith Stage of a Rocket Vehicle

The total mass shown is the gross mass $m_{i}$ of the ith stage. The mass $m_{i f}$ denotes the mass of the fuel used during the operation of the ith stage, while the mass me ${ }_{i s}^{\prime}$ denotes the mass of the structural components of the propulsion system used in the operation of the ith stage. This mass is to be discarded leaving the mass $m_{i+1}$ as the initial mass for the operation of the ( $i+1$ )th stage. Hence, the mass of the vehicle at burnout of the ith stage is

$$
\begin{equation*}
m_{i 1}=m_{i}-m_{i f}=m_{i s}+m_{i+1} \tag{4-38}
\end{equation*}
$$

Since we have used $m_{i}=m_{i 0}$ to denote the mass of the rocket vehicle at the initial time of the $i$ th stage, the ratio $\mu_{i}$, as defined by Eq. (4-32) now becomes

$$
\begin{equation*}
\mu_{i}=\frac{m_{i}-m_{i f}}{m_{i}}=1-\frac{m_{i f}}{m_{i}} \tag{4-39}
\end{equation*}
$$

On the other hand, the staging ratio $s_{i}$, as defined by Eq. (4-37) is

$$
\begin{equation*}
s_{i}=\frac{m_{i+1}}{m_{i}}=1-\frac{\left(m_{i f}+\dot{m}_{i s}\right)}{m_{i}} \tag{4-40}
\end{equation*}
$$

We define the structural ratio $\omega_{i}$ for the propulsion system used in the operation of the ith stage as

$$
\begin{equation*}
\omega_{i}=\frac{m_{i s}}{m_{i f}+m_{i s}} \tag{4-41}
\end{equation*}
$$

Using this relation in Eq. (4-40) we have

$$
\begin{equation*}
s_{i}=1-\frac{1}{\left(1-\omega_{i}\right)} \frac{m_{i f}}{m_{i}} \tag{4-42}
\end{equation*}
$$

By eliminating ( $\mathbb{m}_{i f} / \mathrm{m}_{\mathrm{i}}$ ) between the Eqs. (4-39) and (4-42), we have the relation

$$
\begin{equation*}
s_{i}=\frac{\mu_{i}-\omega_{i}}{1-\omega_{i}} \tag{4-43}
\end{equation*}
$$

We can now formulate the optimization problem as follows.
The final speed $V_{B}$, the climb angle $\gamma$ and the total burning time $\tau$ are given. That is, we have from Eq. (4-31)

$$
-\sum_{i=1}^{n} c_{i} \log \mu_{i}=V_{B}+g \tau \sin \gamma=V_{0}
$$

where $\mathrm{V}_{0}$ is therefore prescribed. We write this equation as a constraining relation

$$
\begin{equation*}
f\left(\mu_{i}\right) \equiv \sum_{i=1}^{n} c_{i} \log \mu_{i}+v_{0}=0 \tag{4-44}
\end{equation*}
$$

The number of stages $n$, the different propellant characteristics $c_{i}$, and the different structural ratios $\omega_{i}$ are also given. Find a mass distribution $\mu_{1}, \mu_{2}, \cdots, \cdots, \mu_{n}$ such that the following function

$$
\begin{equation*}
g\left(\mu_{i}\right)=\prod_{i=1}^{n} s_{i}=\prod_{i=1}^{n} \frac{\left(\mu_{i}-\omega_{i}\right)}{\left(1-\omega_{i}\right)} \tag{4-45}
\end{equation*}
$$

is a maximum. This is equivalent to minimizing the produč $\prod_{i=1}^{n} 1 / s_{i}$.
In solving this problem, we introduce a Lagrange multiplier $\lambda$ to form the augmented function

$$
\begin{equation*}
F\left(\mu_{i}\right) \equiv g\left(\mu_{i}\right)+\lambda f\left(\mu_{i}\right) \tag{4-46}
\end{equation*}
$$

The solution to the problem is obtained by solving the system of ( $n+1$ ) equations

$$
\begin{equation*}
\frac{\partial F}{\partial \mu_{i}}=0 \quad, \quad f\left(\mu_{i}\right)=0 \tag{4-47}
\end{equation*}
$$

for the ( $n+1$ ) unknowns $\mu_{1}, \mu_{2}$, . . ., $\mu_{n}$ and $\lambda$. Explicitly, we write the first $I T$ equations

$$
\begin{equation*}
\frac{\partial F}{\partial \mu_{i}}=\frac{1}{\left(1-\omega_{i}\right)}{\underset{\substack{j=1 \\ j \neq i}}{n} \frac{\left(\mu_{j}-\omega_{j}\right)}{\left(I-\omega_{j}\right)}+\lambda \frac{c_{i}}{\mu_{i}}=0,000}^{j}=0 \tag{4-48}
\end{equation*}
$$

For each of the $n$ equations (4-48), we have

$$
\frac{\mu_{i}}{c_{i}\left(\mu_{i} \omega_{i}\right)}=-\frac{\lambda}{\prod_{i=1}^{n}\left[\left(\mu_{i}-\omega_{i}\right) /\left(I-\omega_{i}\right)\right]}
$$

Since the right hand side is the same for all equations, it is a constant and we introduce a new constant $K$ to replace the Lagrange multiplier $\lambda$.

$$
\begin{equation*}
\frac{\mu_{i}}{c_{i}\left(\mu_{i}-\omega_{i}\right)} \equiv \frac{1}{K} \tag{4-49}
\end{equation*}
$$

These $n$ equations can also be put into the form.

$$
\begin{equation*}
\dot{\mu}_{i}=\frac{c_{i} \omega_{i}}{c_{i}-K} \tag{4-50}
\end{equation*}
$$

The problem is then to evaluate the constant $K$. Using this expression in the constraining relation (4-44), we have

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i} \log \frac{c_{i} \omega_{i}}{c_{i}-K}=-V_{0} \tag{4-51}
\end{equation*}
$$

The sum of the logarithms can be written as the logarithm of a product

$$
\begin{equation*}
\log \prod_{i=1}^{n}\left(\frac{c_{i} \omega_{i}}{c_{i}-K}\right)^{c_{i}}=-V_{0} \tag{4-52}
\end{equation*}
$$

That is,

$$
\prod_{i=1}^{n}\left(\frac{c_{i} \omega_{i}}{c_{i}-K}\right)^{c_{i}}=e^{-V_{0}}
$$

Or finally, by separating the unknown $K$

$$
\begin{equation*}
\prod_{i=1}^{n}\left(c_{i}-K\right)^{c_{i}}=e^{V_{0} \prod_{i=1}^{n}\left(c_{i} \omega_{i}\right)^{c_{i}}} \tag{4-53}
\end{equation*}
$$

This equation can be solved for $K$, and subsequently the mass distribution $\mu_{1}, \mu_{2}$, . . , $\mu_{n}$ is obtained from Eq. (4-50). Obviously the equation (4-53) can only be solved numerically. To obtain an explicit solution, simplifying assumptions have to be made. We have the following special cases.

## 4-4.1. All the Propulsion Systems are Similar

If we assume that all the stages use the same propellant, and regardless of the difference in size, it is possible to achieve the same structural ratio for all the stages, we have

$$
\begin{align*}
& c_{1}=c_{2}=\cdots=c_{n}=c \\
& \omega_{1}=\omega_{2}=\cdots=\omega_{n}=\omega \tag{4-54}
\end{align*}
$$

Then, by Eq. (4-50), the mass distribution is the same for each stage. We have

$$
\begin{equation*}
\mu_{1}=\mu_{2}=\ldots=\mu_{n}=\mu=\frac{c \omega}{c-K} \tag{4-55}
\end{equation*}
$$

The equation (4-53) for $K$ becomes

$$
(c-K)^{-n c}=e^{V_{0}}(c \omega)^{n c}
$$

Solving for $K$

$$
\begin{equation*}
K=c\left[1-\omega e^{v_{0} / n c}\right] \tag{4-56}
\end{equation*}
$$

Using this solution in Eq. (4-55), we have for the common mass ratio

$$
\begin{equation*}
\mu=e^{-V_{0} / n c} \tag{4-57}
\end{equation*}
$$

We notice, by Eq. (4-43), that the staging ratios are also the same

$$
s_{1}=s_{2}=\ldots=s_{n}=s^{=}=\frac{\mu-\omega}{1-\omega}
$$

or, explicitly in terms of the given characteristics

$$
\begin{equation*}
s=\frac{\omega}{1-\omega}\left[\frac{e^{-V_{0} / n c}}{\omega}-1\right] \tag{4-58}
\end{equation*}
$$

The final payload is then obtained in terms of the gross.mass of the vehicle at launching

$$
\begin{equation*}
m_{F}=m_{L}\left(\frac{\omega}{I-\omega}\right)^{n}\left[\frac{e^{-V_{0} / n c}}{\omega}-I\right]^{n} \tag{4-59}
\end{equation*}
$$

Finally, from Eq. (4-31), we have the final speed

$$
\begin{equation*}
V_{B}=-n c \log \mu-g \tau \sin \gamma \tag{4-60}
\end{equation*}
$$

The special case we have analyzed is highly hypothetical. Nevertheless, the solution is obtained in closed form and it provides a first estimation of the distribution of the masses for different stages.

4-4.2. The Propellant Used is the Same for All Stages
If we assume that the propellant used is the same for all stages, but because of technological construction, the structural ratios are all different, then we have the simplification

$$
\begin{equation*}
c_{1}=c_{2}=\cdots=c_{n}=c \tag{4-61}
\end{equation*}
$$

Equation (4-53) for $K$ becomes

$$
\begin{equation*}
(c-K)^{n c}=e^{V_{0} c^{n c}\left(\omega_{1} \omega_{2} \ldots \omega_{n}\right)^{c}} \tag{4-62}
\end{equation*}
$$

Solving for $K$,

$$
\begin{equation*}
K=c\left[1-\left(\omega_{1} \omega_{2} \cdots \omega_{n}\right)^{1 / n} e^{V_{0} / n c}\right] \tag{4-63}
\end{equation*}
$$

The mass distribution is given by Eq. (4-50).

$$
\begin{equation*}
\mu_{i}=\frac{\omega_{i}}{\left(\omega_{1} \omega_{2} \ldots \omega_{n}\right)^{1 / n}} e^{-V_{0} / n c} \tag{4-64}
\end{equation*}
$$

We notice that the ratio $\mu_{i} / \omega_{i}$ is the same for all stages. On the other hand, by Eq. (4-43), the staging ratio is

$$
\begin{equation*}
s_{i}=\frac{\omega_{i}}{\left(1-\omega_{i}\right)}\left[\frac{e^{-v_{0} / n c}}{\left(\omega_{1} \omega_{2} \ldots \omega_{n}\right)^{1 / n}}-1\right] \tag{4-65}
\end{equation*}
$$

The final payload is

$$
\begin{equation*}
m_{F}=m_{L}\left[\frac{e^{-V_{0} / n c}}{\left(\omega_{1} \omega_{2} \cdots \omega_{n}\right)^{I / n}}-1\right] \prod_{i=1}^{n \cdot\left(\frac{\omega_{i}}{1-\omega_{i}}\right)} \tag{4-66}
\end{equation*}
$$

Finally, we have for the final speed

$$
\begin{equation*}
V_{B}=-c \sum_{i=1}^{n} \log \mu_{i}-g \tau \sin \gamma \tag{4-67}
\end{equation*}
$$

It is easy to verify that the equations in this section are reduced to the equatians derived in the preceding section if we put $\omega_{1}=\omega_{2}=\ldots=\omega_{n}=\omega$.

## 4-4.3. The Structural Ratios are the Same for All Stages

The special case considered in the previous section is very close to the practical realization of a multi-stage rocket vehicle. There exists another special case, namely when technological realization $n l l o w s$ a common structural ratio for all the stages-although different propellants are used. Then we have the simplification

$$
\begin{equation*}
\omega_{1}=\omega_{2}=\cdot .=\omega_{n}=\omega \tag{4-68}
\end{equation*}
$$

In this case the equation (4-53) cannot be solved explicitly for $K$. The mass ratio is here

$$
\begin{equation*}
\mu_{i}=\frac{\omega c_{i}}{c_{i}-k} \tag{4-69}
\end{equation*}
$$

It is seen that $\mu_{i}$ is a decreasing function of $c_{i}$. Therefore, if the propellants used are such that $c_{1}<c_{2}$, we have $\mu_{1}>\mu_{2}$. The staging ratio is given by Eq. (4-43) written as

$$
\begin{equation*}
s_{i}=\frac{1}{(1-\omega)}\left(\mu_{i}-\omega\right) \tag{4-70}
\end{equation*}
$$

We see that it varies in the same direction as $\mu_{i}$
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THE RETURN TO THE ATMOSPHERE

## 5-1. INTRODUCTION

In Chapter 3, the trajectory for flight outside the atmosphere, assumed to be spherical with a finite radius $R$, was considered. We have seen that, if the burnout position B , (Fig. 3-1), is outside the atmosphere, the resulting trajectory is a Keplerian conic until the atmosphere is reencountered. In the case of an elliptic trajectory, if the periapsis distance $r_{p}$ is less than the radius $R$ of the atmosphere, a condition expressed by the inequality (3-71), the trajectory will intersect the atmosphere at a point $E$, the entry position.- In the case where inequality (3-71) is not satisfied, the vehicle will be in an elliptic orbit around the Earth if the initial speed is less than the escape speed, that is if

$$
\begin{equation*}
V_{B} \leqslant \sqrt{\frac{2 \mu}{r_{B}}} \tag{5-1}
\end{equation*}
$$

After the mission has been accomplished, to bring back the vehicle, one must perform a series of maneuvers to change the initial orbit, designated by $E_{1}$, to a final orbit, $E_{2}$, intersecting the atmosphere at the entry position E (Fig. 5-1). From this point on, the vehicle is in the atmosphere and follows a flight path subject to the gravitational and atmospheric forces. The flight path from the entry position $E$ to the landing point $C$ is called the reentry flight path and its analysis is the subject of several later chapters. In this Chapter, we shall be concerned with the maneuver performed to change the nonintersecting orbit $\dot{E}_{1}$ into the intersecting orbit $E_{2}$. In general, the means of accomplishing a change of orbit, or transfer, will be by firing the rocket on board the $\begin{aligned} & \text { Jehicle to change its velocity, thus propelling }\end{aligned}$
the vehicle into a new orbit. If the rocket engine provides a high thrust, the burning time is generally short, compared with the orbital period. Hence, it can be assumed that, during a thrusting phase, the position of the vehicle remains essentially unchanged while the velocity undergoes a change impulsively. Furthermore, we shall be concerned with the last orbital change before reentry. Hence the orbit $E_{1}$ is the final nonintersecting orbit resulting from a series of maneuvers. At a point $D$ in this orbit, referred to as the deorbit position, a velocity impulse $\overrightarrow{\Delta V}$ will be applied to the vehicle to change the initial velocity $\overrightarrow{\mathrm{V}_{1}}$ into a new velocity $\overrightarrow{\mathrm{V}_{2}}$, thus injecting the vehicle into the descending orbit $E_{2}$. This orbit, initiated from the point $D$, intersects the atmosphere at the entry position $E$ at a distance $R$ from the center of the Earth. The speed $V_{e}$, and the flight path angle $\gamma_{e}$ at the point $E$ will be referred to as the entry speed and the entry flight path angle。

In the subsequent analysis, we shall assume that the initial orbit $E_{1}$. and the deorbit position $D$ are prescribed. Hence, we have the polar equation of the initial orbit (Fig. 5-1)

$$
\begin{equation*}
r=\frac{a_{1}\left(1-e_{I}^{2}\right)}{1+e_{I} \cos \theta} \tag{5-2}
\end{equation*}
$$

where $a_{1}$ is the semimajor axis, and $e_{1}$ the eccentricity of the orbit $E_{1}$. The deorbit position $D$ is defined by the polar angle $\theta_{D}$ measured from the direction to the periapsis of the initial orbit taken as direction of reference. The distance from the center of the Earth to the point D is denoted by $r_{D}$. It is given by Eq. (5-2) with $\theta=\theta_{D}$. In general the point $D$ is on the second half of the orbit, that is, $\theta_{D} \geqslant \pi$. The firing of the rocket is performed at a point of the orbit where the vehicle is on its way toward the periapsis. From the previous analyses; it is seen that, if $\theta_{D}$ is
specified, the speed $V_{I}$ and the flight path angle $\gamma_{I}$ at the point $D$ are also known. The angle $\phi$ between the directions to the deorbit position $D$ and the entry position $E$, measured at the center of attraction 0 , is the range angle. It is function of the descending orbit $E_{2}$


Fig. 5-1. The Descending Trajectory

A successful recovery of the vehicle depends on the condition at entry, namely on the location of the point $E$, the entry speed $V_{e}$, and the entry flight path angle $\gamma_{e}$. Therefore, in this Chapter we shall consider several types of descending trajectory $E_{2}$. Each family of trajectories, initiated from the deorbit position $D$, is such that a certain condition at the entry
position $E$ is prescribed. More specifically, we shall successively consider families of trajectories such that:
a) the entry speed $V_{e}$ is prescribed.
b/ the entry angle $\gamma_{e}$ is prescribed.
c) the entry position, or equivalently (for the planar case under consideration) the range angle $\phi$ is prescribed.

The first two problems are associated with the safe recovery of the vehicle since the heating and the deceleration during atmospheric entry depends on the entry speed and the entry angle. The last problem is associated with the selection of the landing point.

In each problem we shall first evaluate the impulse velocity required to achieve the entry condition specified. It will be shown that, for each problem, there exists a family of descending trajectories satisfying the prescribed entry condition. Next we shall compute the trajectory requiring the minimum $\Delta V$, since the minimum of this characteristic velocity also corresponds to the minitmum fuel consumption of the maneuver.

## 5-2. DESCENT TRAJEGTORY FOR GIVEN ENTRY SPEED

In this section, we shall consider the family of descent trajectories initiated from the deorbit position $D$ such that the resulting speed $V_{e}$ at the entry position $E$ is equal to a prescribed value.

At the point $D$, velocity impulse $\overrightarrow{\Delta V}$ is applied to the vehicle to change the initial velocity $\overrightarrow{\mathrm{V}}_{1}$ into a new velocity $\overrightarrow{\mathrm{V}}_{2}$ called the deorbit velocity. The resulting flight path $F_{2}$ is the descent flight path. It intersects the atmosphere at the entry position $E$. Along the trajectory $E_{2}$, the total energy is constant as shown by Eq. (3-19). By evaluating this constant energy at the points $D$ and $E$, respectively, we have

$$
\begin{equation*}
v_{2}^{2}-\frac{2 \mu}{r_{\mathrm{D}}}=\mathrm{v}_{\mathrm{e}}^{2}-\frac{2 \mu}{\mathrm{R}} \tag{5-3}
\end{equation*}
$$

where from Eq. (5-2), the radial distance $r_{D}$ to the deorbit position $D$ is prescribed and is given by

$$
\begin{equation*}
r_{D}=\frac{a_{1}\left(1-e_{I}^{2}\right)}{1+e_{1} \cos \theta_{D}} \tag{5-4}
\end{equation*}
$$

with $\theta_{D}$ the true anomaly specifying the point $D$.
We define the nondimensional speeds

$$
\begin{equation*}
u_{1} \equiv \frac{V_{1}}{\sqrt{\mu / r_{D}}}, \quad u_{2} \equiv \frac{V_{2}}{\sqrt{\mu / r_{D}}}, \quad u_{e} \equiv \frac{V_{e}}{\sqrt{\mu / r_{D}}}, \quad \Delta u \equiv \frac{\Delta V}{\sqrt{\mu / r_{D}}} \tag{5-5}
\end{equation*}
$$

Note that $\sqrt{\mu / r_{D}}$ is the circular speed evaluated at distance $r_{D}$. We shall use $\overrightarrow{u_{i}}$ to denote the scaled velocity $\overrightarrow{V_{i}} / \sqrt{\mu \mu / r_{D}}$. Distances are measured in units of $R$, with the nondimensional distances defined as

$$
\begin{equation*}
\lambda \equiv \frac{r_{D}}{R} \quad, \quad \alpha_{1} \equiv \frac{a_{1}}{R} \quad, \quad \alpha_{2} \equiv \frac{a_{2}}{R} \tag{5-6}
\end{equation*}
$$

In terms of the nondimensional quantities, Eq. (5-3) becomes

$$
\begin{equation*}
u_{2}^{2}-2=u_{e}^{2}-2 \lambda \tag{5-7}
\end{equation*}
$$

Then the required dimersionless deorbit speed $u_{2}$ to achieve the prescribed dimensionless 'entry speed $u_{e}$ is

$$
\begin{equation*}
u_{2}=\sqrt{u_{e}^{2}+2(1-\lambda)} \tag{5-8}
\end{equation*}
$$

It is convenient for the analysis to define a velocity axis system Dxy , the hodograph space, such that its origin is at the deorbit position $D$, the $y$-axis along the position vector $\overrightarrow{r_{D}}$, positive outward, and the $x$-axis along the perpendicular to the position vector, positive along the direction of the motion. Note that the axis Dx represents the horizontal at the
point $D$. In this axis system, the initial velocity $\overrightarrow{u_{1}}$ is defined in polar coordinates by the dimensionless speed $d_{1}$ and the flight path angle $\gamma_{1}$ (Fig. 5-2)


Fig. 5-2. Dimensionless Velocity Space

Since the initial orbit is given and the deorbit position prescribed, $u_{1}$ and $\gamma_{1}$ are known quantities. From

$$
\nabla_{1}^{2}=\mu\left(\frac{2}{r_{D}}-\frac{1}{a_{1}}\right)
$$

comes

$$
\begin{equation*}
u_{1}=\sqrt{\frac{2 \alpha_{I}-\lambda}{\alpha_{1}}} \tag{5-9}
\end{equation*}
$$

The flight path angle is given by Eq. (3-32).

$$
\cos \gamma_{1}=\frac{1+e_{1} \cos \theta_{D}}{\sqrt{1+e_{1}^{2}+2 e_{1} \cos \theta_{D}}}
$$

Using Eqs. (5-4) and (5-6), we can write

$$
\begin{gather*}
\cos \gamma_{1}=\alpha_{1} \sqrt{\frac{\left(1-e_{1}^{2}\right)}{\lambda\left(2 \alpha_{1}-\lambda\right)}}  \tag{5-10}\\
\sin \gamma_{1}= \pm \sqrt{\cdots \cdots \cdots} \sqrt{\frac{\lambda\left(2 \alpha_{1}-\lambda\right)-\alpha_{1}^{2}\left(1-e_{1}^{2}\right)}{\lambda\left(2 \alpha_{1}-\lambda\right)}}
\end{gather*}
$$

Now consider Eq. (5-8) for the deorbit speed $u_{2}$. Since $u_{e}$ and $\lambda$ are prescribed, it is seen that $u_{2}$ is constant for all possible descent trajectories. Hence, the locus of the terminus of the velocity $\overrightarrow{u_{2}}$ in the hodograph space is a circle centered at $D$ and having a given radius $u_{2}$ as given by Eq. (5-8). For each direction of this velocity, defined by the flight path angle $\gamma_{2}$, we have a vector $\overrightarrow{u_{2}}$. The required velocity impulse $\overrightarrow{\Delta u}$ is such that

$$
\overrightarrow{\mathrm{u}_{1}}+\overrightarrow{\Delta \mathrm{u}}=\overrightarrow{\mathrm{u}_{2}}
$$

Its magnitude is obtained by applying the law of cosines to the velocity triangle in Fig. 5-2. Thus,

$$
\begin{equation*}
\Delta u=\sqrt{u_{1}^{2}+u_{2}^{2}-2 u_{1} u_{2} \cos \left(\gamma_{2}-\gamma_{1}\right)} \tag{5-11}
\end{equation*}
$$

The direction of $\overrightarrow{\Delta u}$ is defined by the angle $\delta$ from the horizontal Dx . Applying the law of sines to the velocity triangle in Fig. 5-2, we have

$$
\begin{equation*}
\sin \left(\delta-\gamma_{2}\right)=\frac{u_{1}}{\Delta u} \sin \left(\gamma_{2}-\gamma_{1}\right) \tag{5-12}
\end{equation*}
$$

From Eqs. (5-11) and (5-12) it is apparent that the deorbit flight path angle $\gamma_{2}$ for the descending trajectory can be used as a parameter. To each angle $\gamma_{2}$ corresponds an impulse velocity $\overrightarrow{\Delta U}$, and hence, a trajectory $E_{2}$. The elements of this trajectory can be obtained by using the equations derived in Section 3-5, with the subscript $B$ replaced by subscript 2 ,
and $r_{B}$ by $r_{D}$.
We have for the semimajor axis of $E_{2}$

$$
\frac{a_{2}}{r_{D}}=\frac{1}{2-u_{2}^{2}}
$$

or

$$
\begin{equation*}
\alpha_{2}=\frac{\lambda}{2 \lambda-u_{e}^{2}} \tag{5-13}
\end{equation*}
$$

For the eccentricity of the descending trajectory, by using Eq. (3-67) we have

$$
\begin{equation*}
e_{2}=\sqrt{1-\left(2 \lambda-u_{e}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right] \cos ^{2} \gamma_{2}} \tag{5-14}
\end{equation*}
$$

The periapsis distance is given by

$$
\begin{equation*}
\frac{r_{p_{2}}}{r_{D}}=\frac{I-\sqrt{1-\left(2 \lambda-u_{e}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right] \cos ^{2} \gamma_{2}}}{2 \lambda-u_{e}^{2}} \tag{5-15}
\end{equation*}
$$

Hence we have the condition for the trajectory $E_{2}$ to intersect the atmosphere

$$
\frac{1}{\lambda} \geqslant \frac{1-\sqrt{1-\left(2 \lambda-u_{e}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right] \cos ^{2} \gamma_{2}}}{2 \lambda-u_{e}^{2}}
$$

Solving for $\gamma_{2}$, we have the condition

$$
\begin{equation*}
\cos \gamma_{2} \leqslant \frac{u_{e}}{\lambda \sqrt{u_{e}^{2}+2(1-\lambda)}} \tag{5-16}
\end{equation*}
$$

This condition restricts the locus of the terminus of the vector $\overrightarrow{u_{2}}$ in the velocity space to an arc of a circle (Fig. 5-2).

The entry angle at the entry position is obtained by writing that the angular momentum is constant along the descent orbit. We have, by evaluating this constant at the point $D$ and at the point $E$, respectively

$$
r_{D} V_{2} \cos \gamma_{2}=R V_{e} \cos \gamma_{e}
$$

Hence, in terms of the dimensionless variables

$$
\cos \gamma_{e}=\frac{\lambda u_{2} \cos \gamma_{2}}{u_{e}}
$$

or

$$
\begin{equation*}
\cos \gamma_{e}=\frac{\lambda \sqrt{u_{e}^{2}+2(1-\lambda)}}{u_{e}} \cos \gamma_{2} \tag{5-17}
\end{equation*}
$$

The orientation of the descent trajectory $E_{2}$ is defined by the angle $\omega$ between the reference direction, which has been taken as the direction to the periapsis of the initial orbit, and the direction to the periapsis of the descent trajectory (Fig. 5-3). The angle $w$ is called the longitude of periapsis of the descent trajectory.


Fig. 5-3. Geometry of the Descent Trajectory

To evaluate the angle $\omega$, let us recall two important properties of the ellipse already mentioned in Section 3-4. Let $0_{2}$ be the second focus of the elliptic trajectory $E_{2}$, the first focus being the center 0 . The line $\mathrm{OO}_{2}$ is the line of apses.

First, if $D$ is a point on the ellipse $E_{2}$, then

$$
\begin{equation*}
\mathrm{DO} 0+\mathrm{DO}_{2}=2 \mathrm{a}_{2} \tag{5-18}
\end{equation*}
$$

where $a_{2}$ is the semimajor axis of $E_{2}$.
Next, if DN is the normal to the ellipse at the point $D$, then $D N$ is the bisector of the angle $\mathrm{ODO}_{2}$. Since the $\ddagger 1$ ight path angle $\gamma_{2}$ at the point $D$ is defined as the angle between the horizontal at $D$, which is perpendicular to the position vector $\overrightarrow{O D}$, and the velocity $\overrightarrow{V_{2}}$, which is tangent to the ellipse at the point $D$, this property is expressed by the relation

$$
\begin{equation*}
\mathrm{ZODO}_{2}=2 \gamma_{2} \tag{5-19}
\end{equation*}
$$

Now let $\eta$ be the angle between the vectors $\overrightarrow{O D}$ and $\overrightarrow{0_{2}}$ (Fig. 5-3). Using the law of sines in the triangle $\mathrm{ODO}_{2}$ and the property expressed by Eq. (5-19) we have

$$
\frac{\mathrm{DO}_{2}}{\sin \eta}=\frac{\mathrm{OO}_{2}}{\sin 2 \gamma_{2}}=\frac{\mathrm{OD}}{\sin \left(2 \gamma_{2}+\eta\right)}
$$

But $\quad 00_{2}=2 a_{2} e_{2}$, and by the property expressed by Eq. (5-18) $\quad D O_{2}=2 a_{2}-r_{D}$. Hence,

$$
\begin{equation*}
\frac{2 \varepsilon_{2}-r_{D}}{\sin \eta}=\frac{2 a_{2} e_{2}}{\sin 2 \gamma_{2}}=\frac{r_{D}}{\sin \left(2 \gamma_{2} \pm n\right)} \tag{5-20}
\end{equation*}
$$

Therefore, the first equation (5-20) gives

$$
\sin \eta=\frac{\left(2 \alpha_{2}-\lambda\right)}{2 \alpha_{2} e_{2}^{*}} \sin 2 \gamma_{2}
$$

or

$$
\begin{equation*}
\sin n=\frac{\left[u_{e}^{2}+2(1-\lambda)\right] \sin 2 \gamma_{2}}{2 \sqrt{1-\left(2 \lambda-u_{e}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right] \cos ^{2} \gamma_{2}}} \tag{5-21}
\end{equation*}
$$

Another expression for $\eta$ is obtained by using the second equation (5-20). We have,

$$
\tan \eta=\frac{\left(2 a_{2}-r_{D}\right) \sin 2 \gamma_{2}}{r_{D}-\left(2 a_{2}-r_{D}\right) \cos 2 \gamma_{2}}=\frac{\left(2 a_{2}-\lambda\right) \sin 2 \gamma_{2}}{\lambda-\left(2 \alpha_{2}-\lambda\right) \cos 2 \gamma_{2}}
$$

or

$$
\begin{equation*}
\tan \eta=\frac{\left[u_{e}^{2}+2(1-\lambda)\right] \sin 2 \gamma_{2}}{\left(2 \lambda-u_{e}^{2}\right)-\left[u_{e}^{2}+2(1-\lambda)\right] \cos 2 \gamma_{2}}=\frac{\left[u_{e}^{2}+2(1-\lambda)\right] \tan \gamma_{2}}{\left[(2 \lambda-1)-u_{e}^{2}\right]+\tan ^{2} \gamma_{2}} \tag{5-22}
\end{equation*}
$$

The longitude of periapsis of the descending trajectory $E_{2}$, is then given by

$$
\begin{equation*}
\omega=\theta_{D}-(\pi+\eta) \tag{5-23}
\end{equation*}
$$

Finally, the range angle $\phi$ from the deorbit position to the entry position is given by Eq. (3-80), written as

$$
\begin{equation*}
\phi=\arccos \frac{1}{e_{2}}\left(\lambda u_{2}^{2} \cos ^{2} \gamma_{2}-1\right)-\arccos \frac{1}{e_{2}}\left(u_{2}^{2} \cos ^{2} \gamma_{2}-1\right) \tag{5-24}
\end{equation*}
$$

5-3. MINIMUM IMPULSE FOR ENTRY AT GIVEN SPEED
We have seen in the preceding section that, if the entry speed alone is specified, then there exists a family of descent trajectories which is a function of the deorbit angle $\gamma_{2}$. To each angle $\gamma_{2}$ corresponds a descent trajectory, and hence an impulsive change, $\overrightarrow{\Delta u}$, in the velocity. The magnitude of this impulse, the characteristic velocity, is a measure of the fuel consumption for the maneuver. In this section we shall compute this particular descent trajectory such that $\Delta u$ is a minimum.

Let $\gamma_{2}^{0}$ be the limiting value of the angle $\gamma_{2}$ selected as the parameter for optimization. This value $\gamma_{2}^{0}$ is given by the equality sign in
condition (5-16). Then from Fig. 5-2, if $\gamma_{2}^{0} \leqslant \gamma_{1}$, to minimize $\Delta u$, we must select $\gamma_{2}=\gamma_{1}$. The velocity impulse. $\overrightarrow{\Delta u}$ is tangential to the initial orbit, at the deorbit point $D$, to reduce the speed from $u_{1}$ to $u_{2}$. Hence, we have the condition for optimum tangential deorbit for a given entry. speed

$$
\begin{equation*}
\frac{u_{e}}{\lambda \sqrt{u_{e}^{2}+2(1-\lambda}} \geqslant \cos \gamma_{1} \tag{5-25}
\end{equation*}
$$

Using Eq. (5-10) for $\cos \gamma_{1}$, we can write this condition

$$
\begin{equation*}
u_{e}^{2} \leqslant \frac{2 \lambda(\lambda-1)\left(1-e_{1}^{2}\right) \alpha_{1}^{2}}{\lambda\left(1-e_{1}^{2}\right) \alpha_{1}^{2}-2 \alpha_{1}+\lambda} \tag{5-26}
\end{equation*}
$$

- This condition expresses that, for a given initial orbit, with a prescribed deorbit position, the prescribed entry speed $u_{e}$ must be less than a certain value for an optimum tangential deorbit to be possible.

For tangential optimum deorbit, we have the following results obtained by putting $\gamma_{2}=\gamma_{1}$ in the general expressions for the descent trajectory derived in the previous section.

First,

$$
\begin{equation*}
\cos \gamma_{2}=\cos \gamma_{1}=\alpha_{1} \sqrt{\frac{\left(1-e_{1}^{2}\right)}{\lambda\left(2 \alpha_{1}-\lambda\right)}} \tag{5-27}
\end{equation*}
$$

The minimum characteristic velocity is simply

$$
\begin{equation*}
\Delta u=u_{1}-u_{2} \tag{5-28}
\end{equation*}
$$

where $u_{2}$ and $\dot{u}_{1}$ are given by Eq. (5-8) and Eq. (5-9), respectively.
The direction of the optimum velocity impulse is given by

$$
\begin{equation*}
\delta=\pi+\gamma_{1} \tag{5-29}
\end{equation*}
$$

The major axis is the same as given by Eq. (5-13) but the expression for the eccentricity becomes

$$
\begin{equation*}
e_{2}=\sqrt{1-\left(2 \lambda-u_{e}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right] \cos ^{2} \gamma_{1}} \tag{5-30}
\end{equation*}
$$

Using Eq. (5-27) we can rewrite this expression

$$
\begin{equation*}
e_{2}=\sqrt{1-\frac{\alpha_{1}^{2}\left(1-e_{1}^{2}\right)\left(2 \lambda-u_{e}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right]}{\lambda\left(2 \alpha_{1}-\lambda\right)}} \tag{5-31}
\end{equation*}
$$

The entry angle is given by Eq. (5-17) written as

$$
\begin{equation*}
\cos \cdot \gamma_{e}=\frac{\alpha_{1}}{u_{e}} \sqrt{\frac{\lambda\left(1-e_{1}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right]}{\left(2 \alpha_{1}-\lambda\right)}} \tag{5-32}
\end{equation*}
$$

The longitude of periapsis of the descent trajectory is given by Eq. (5-23), where now the expression for the angle $\eta$ is

$$
\begin{equation*}
\tan \eta=\frac{\alpha_{1}\left[u_{e}^{2}+2(1-\lambda)\right] \sqrt{\left(1-e_{1}^{2}\right)\left[\lambda\left(2 \alpha_{1}-\lambda\right)-\alpha_{1}^{2}\left(1-e_{1}^{2}\right)\right]}}{\lambda\left(2 \alpha_{1}-\lambda\right)-\alpha_{1}^{2}\left(1-e_{1}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right]} \tag{5-33}
\end{equation*}
$$

The range angle is given by Eq. (5-24). The polar equation of the entry orbit is

$$
\begin{equation*}
r=\frac{p_{2}}{1+e_{2} \cos (\theta-\omega)} \tag{5-34}
\end{equation*}
$$

where $e_{2}$ is given by Eq. (5-31) and

$$
\begin{equation*}
\frac{p_{2}}{R}=\alpha_{2}\left(1-e_{2}^{2}\right)=\frac{\alpha_{1}^{2}\left(1-e_{1}^{2}\right)\left[u_{e}^{2}+2(1-\lambda)\right]}{\left(2 \alpha_{1}-\lambda\right)} \tag{5-35}
\end{equation*}
$$

The entry position $E$ is defined by the polar angle $\theta_{E}$

$$
\begin{equation*}
\theta_{E}=\theta_{D}+\phi \tag{5-36}
\end{equation*}
$$

where $\phi$ is the range angle. $\theta_{\mathrm{E}}$ can also be computed from Eq. (5-34) with
$r=R$ and $\theta=\theta_{E} \quad$.
A tangential-deorbit is optimal when the entry velocity is small as constrained by the inequality (5-26). When this inequality is not satisfied, the minimum deorbit angle $\gamma_{2}^{0}$ for the descent trajectory to intersect the atmosphere is langer than the initial flight path angle $\gamma_{I}$ (Fig. 5-4)


Fig. 5-4. Optimal Velocity Impulse when $\gamma_{2}^{0-} \geqslant \gamma_{1}$

In this case, as can be seen in Fig. 5-4, the minimum $\Delta u$ corresponds to $\gamma_{2}=\gamma_{2}^{0}$. Since the limiting value of $\gamma_{2}$ is given by the equality sign in (5-16), we have

$$
\begin{equation*}
\cos \gamma_{2}=\frac{u_{e}}{\lambda \sqrt{u_{e}^{2}+2(I-\lambda)}} \tag{5-37}
\end{equation*}
$$

The minimum characteristic velocity is given by Eq. (5-11), and its direction by Eq. (5-12) with the value of $\gamma_{2}$ obtaíned from Eq. (5-37). Using Eq. (5-37) in Eq. (5-17) we see that $\cos \gamma_{e}=1$. Hence, the entry is grazing

$$
\begin{equation*}
\gamma_{e}=0 \tag{5-38}
\end{equation*}
$$

The eccentricity of the descending orbit is given by Eq. (5-14), which by virtue of Eq. (5-37), becomes

$$
\begin{equation*}
e_{2}=\frac{u_{e}^{2}-\lambda}{\lambda} \tag{5-39}
\end{equation*}
$$

The longitude of periapsis of the descent orbit is given by Eq. (5-23). To evaluate the angle $\eta$, we notice from Eqs. (5-14), (5-21) and (5-22) that

$$
\begin{equation*}
\cos n=\frac{\left(2 \lambda-u_{e}^{2}\right)-\left[u_{e}^{2}+2(1-\lambda)\right] \cos 2 \gamma_{2}}{2 e_{2}} \tag{5-40}
\end{equation*}
$$

From Eq. (5-37)

$$
\cos 2 \gamma_{2}=2 \cos ^{2} \gamma_{2}-1=\frac{u_{e}^{2}\left(2-\lambda^{2}\right)-2 \lambda^{2}(1-\lambda)}{\lambda^{2}\left[u_{e}^{2}+2(1-\lambda)\right]}
$$

Hence, upon substituting into Eq. (5-40) we have

$$
\begin{equation*}
\cos \eta=\frac{\lambda^{2}-u_{e}^{2}}{\lambda\left(u_{e}^{2}-\lambda\right)} \tag{5-41}
\end{equation*}
$$

The polar equation of the entry orbit is

$$
\begin{equation*}
r=\frac{p_{2}}{1+e_{2} \cos (\theta-\omega)} \tag{5-42}
\end{equation*}
$$

where now, by using Eqs. (5-13) and (5-39)

$$
\begin{equation*}
\frac{P_{2}}{R}=\cdot \alpha_{2}\left(1-e_{2}^{2}\right)=\frac{u_{e}^{2}}{\lambda} \tag{5-43}
\end{equation*}
$$

The position of entry is given by the polar angle $\theta_{E}$. It is obtained by putting $r=R$; and $\theta=\theta_{E}$ in Eq. (5-42).

5-4. DESCENT TRAJECTORY FOR GIVEN ENTRY ANGLE
In this section, we shall consider the family of descending trajectories initiated from the deorbit position $D$, such that the resulting flight path
angle $\gamma_{e}$ at the entry position $E$ is equal to a prescribed value.
The notation used is the same as in the previous sections. We now write the equations for the conservation of energy and conservation of angular momentum, Eqs. (5-7) and (5-17), using the dimensionless variables defined by Eqs. (5-5) and (5-6).

$$
\begin{equation*}
\mathrm{u}_{2}^{2}-2=\mathrm{u}_{\mathrm{e}}^{2}-2 \lambda \tag{5-44}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{e} \cos \gamma_{e}=\lambda u_{2} \cos \gamma_{2} \tag{5-45}
\end{equation*}
$$

In the hodograph space Dxy as defined in section (5-2), let $x$ and $y$ be the components of the deorbit velocity $u_{2}$. Then

$$
\begin{align*}
& x=u_{2} \cos \gamma_{2}  \tag{5-46}\\
& y=u_{2} \sin \gamma_{2}
\end{align*}
$$

Therefore

$$
\begin{equation*}
u_{2}^{2}=x^{2}+y^{2} \tag{5-47}
\end{equation*}
$$

Using these equations, we rewrite Eqs. (5-44) and (5-45)

$$
\begin{align*}
\left(x^{2}+y^{2}\right)-2 & =u_{e}^{2}-2 \lambda  \tag{5-48}\\
u_{e} \cos \gamma_{e} & =\lambda x
\end{align*}
$$

By eliminating $u_{e}$ between these two equations, we have

$$
\begin{equation*}
\frac{x^{2}}{\frac{2\left(\lambda^{2}-1\right)\left(\cos ^{2} \gamma_{e}\right)}{\left(\lambda^{2}-\cos ^{2} \gamma_{e}\right)}}-\frac{y^{2}}{2(\lambda-1)}=1 \tag{5-49}
\end{equation*}
$$

This is the equation of a hyperbola symmetric with respect to the axes in the velocity coordinates system Dxy (Fig. 5:5).


Fig. 5-5. Locus of the Terminus of the Deorbit Velocity for Entry at Given Angle

The equation expresses that, for a deorbit from a prescribed position D , at a given distance $\lambda$, in such a way that the entry angle $\gamma_{e}$ is equal to a prescribed value, the terminus of the deorbit velocity $\overrightarrow{u_{2}}$ must be on a branch of a hyperbola defined by Eq. (5-49). Each hyperbola corresponds' to a specified entry angle $\gamma_{e}$. In particular, when the entry is grazing, $\cos \gamma_{e}=1$, and we have the limiting hyperbola

$$
\begin{equation*}
\frac{x^{2}}{\frac{2}{(\lambda+1)}}-\frac{y^{2}}{2(\lambda-1)}=1 \tag{5-50}
\end{equation*}
$$

Figure 5-5 giyes the plots: of several hypertiolas; loci of the terminus of the deorbit velocity $\overrightarrow{u_{2}}$, for several yalues of $\gamma_{e}$, and for an initial distance ratio $\lambda=1.18$.

To each prescribed value $\gamma_{e}$, we have a branch of an hyperbola. When the terminus of the vector $\overrightarrow{\mathrm{u}_{2}}$ moves along this hyperbola, it generates a family of descent trajectories, all intersecting the atmosphere at a point $E$ at a distance $R$, with the prescribed entry angle $\gamma_{e}$. The deorbit angle $\gamma_{2}$ can be used as a parameter for the family.

If the entry speed is also prescribed, then the magnitude of $u_{2}$ is prescribed as given by Eq. (5-8). The descending orbit is obtained by finding the intersection of the circle of radius $u_{2}$ and the hyperbola given by Eq. (5-49). We have, by using the Eqs. (5-8) and (5-46)

$$
\begin{align*}
& x^{2}=\left[u_{e}^{2}+2(1-\lambda)\right] \cos ^{2} \gamma_{2}  \tag{5-51}\\
& y^{2}=\left[u_{e}^{2}+2(1-\lambda)\right] \sin ^{2} \gamma_{2}
\end{align*}
$$

To simplify the notation, we rewrite Eq. (5-49) as

$$
\begin{equation*}
\alpha x^{2}-\beta y^{2}=1 \tag{5-52}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha & \equiv \frac{\lambda^{2}-\cos ^{2} \gamma_{e}}{2(\lambda-1) \cos ^{2} \gamma_{e}} \\
\beta & \equiv \frac{1}{2(\lambda-1)} \tag{5-53}
\end{align*}
$$

By substituting the Eqs. (5-51) into Eq. (5-52) and solving for $\gamma_{2}$, we have

$$
\begin{equation*}
\cos \gamma_{2}=\frac{u_{e} \cos \gamma_{e}}{\lambda \sqrt{u_{e}^{2}+2(I-\lambda)}} \tag{5-54}
\end{equation*}
$$

The branch of the hyperbola corresponding to the yelocity $\overrightarrow{u_{2}}$ pointing in the same direction as the motion along the initial orbit corresponds to a solution providing two points of intersection, hence two values for $\gamma_{2}$. One solution $\gamma_{2}>0$, gives a high descent orbit, while the other, $\gamma_{2}<0$, gives a low descent orbit. The solutions are real when

$$
\begin{equation*}
\frac{u_{e}^{\cos \gamma_{e}}}{\lambda \sqrt{u_{e}^{2}+2(1-\lambda)}} \leqslant 1 \tag{5-55}
\end{equation*}
$$

or, that is, when

$$
\begin{equation*}
u_{e} \geqslant \lambda \sqrt{\frac{2(\lambda-1)}{\lambda^{2}-\cos ^{2} \gamma_{e}}} \tag{5-56}
\end{equation*}
$$

For a given entry angle $\gamma_{e}$, there exists a lower bound for a predetermined entry speed for an entry trajectory to be physically possible. On the other hand, we can write Eq. (5-55) in terms of a condition on $\gamma_{e}$

$$
\begin{equation*}
\cos \gamma_{e} \leqslant \frac{\lambda \sqrt{u_{e}^{2}+2(1-\lambda)}}{u_{e}} \tag{5-57}
\end{equation*}
$$

Hence, if the entry speed is prescribed, there exists a lower bound for the entry angle $\gamma_{e}$, for an entry trajectory to be physically possible.

By prescribing both $\gamma_{e}$ and $u_{e}$, for a given initial orbit, that is, for a given $\alpha_{1}$ and $e_{1}$, we can also vary the deorbit position, by varying $\lambda$, to satisfy the physical constraints on the entry. To study the influence of $\lambda$ on the condition for entry, we rewrite the condition (5-56)

$$
\begin{equation*}
\frac{V_{e}}{\sqrt{\frac{\mu}{R}}} \geqslant \sqrt{\frac{2 \lambda(\lambda-1)}{\lambda^{2}-\cos ^{2} \gamma_{e}}} \tag{5-58}
\end{equation*}
$$

With $\gamma_{e}$ fixed, the right hand side of the inequality (5-58) is an increasing function of $\lambda$. Hence its minimum corresponds to the position of
deorbit at the periapsis of the initial orbit.

$$
\begin{equation*}
\lambda=\alpha_{1}\left(1-e_{1}\right) \tag{5-59}
\end{equation*}
$$

We conclude that, when $V_{e}$ and $\gamma_{e}$ are both prescribed, for a given initial orbit, single-impulse deorbit is always possible if the following condition is -satisfied-

$$
\begin{equation*}
\frac{v_{e}}{\sqrt{\frac{\mu}{R}}} \geqslant \sqrt{\frac{2 \alpha_{1}\left(1-e_{1}\right)\left[\alpha_{1}\left(1-e_{1}\right)-1\right]}{\alpha_{1}^{2}\left(1-e_{1}\right)^{2}-\cos ^{2} \gamma_{e}}} \tag{5-60}
\end{equation*}
$$

We now return to the case where only the entry angle $\gamma_{e}$ is prescribed. Then, there exists a family of deorbit trajectories initiating from a prescribed deorbit position $D$. Using the deorbit flight path angle $\gamma_{2}$ as a parameter for this family, we can calculate the elements of the descent trajectory selected. This can be obtained by expressing the entry speed $u_{e}$ in terms of the variables $\lambda, \gamma_{e}$ and $\gamma_{2}$ and then substituting into the equations obtained in section 5-2. For 'ue we have

$$
\begin{equation*}
u_{e}=\lambda \sqrt{\frac{2(\lambda-1)}{\lambda^{2} \cos ^{2} \cdot \gamma_{2}-\cos ^{2} \gamma_{e}}} \cos \gamma_{2} \tag{5-61}
\end{equation*}
$$

The deorbit speed $u_{2}$ is given by Eq. (5-45).

$$
\begin{equation*}
u_{2}=\sqrt{\frac{2(\lambda-1)}{\lambda^{2} \cos ^{2} \gamma_{2}-\cos ^{2} \gamma_{e}}} \cos \gamma_{e} \tag{5-62}
\end{equation*}
$$

The magnitude of the velocity impulse $\overrightarrow{\Delta \mathrm{u}}$, and its direction $\delta$, are given by the Eqs. (5-11) and (5-12) respectively, with the initial speed given by Eq. (5-9) and the initial flight path angle by Eq. (5-10). The dimensionless semimajor axis of the descending trajectory is given by Eq. (5-13), written with the value of $u_{e}$ given by Eq. (5-61) as

$$
\begin{equation*}
\alpha_{2}=\frac{\lambda^{2} \cos ^{2} \gamma_{2}-\cos ^{2} \gamma_{e}}{2\left(-\lambda \cos ^{2} \gamma_{2}-\cos ^{2} \gamma_{e}\right)} \tag{5-63}
\end{equation*}
$$

The eccentricity of the descending trajectory is given by Eq. (5-14). In terms of $\lambda, \gamma_{e}$ and $\gamma_{2}$, this is

$$
\begin{equation*}
e_{2}=\sqrt{1-\frac{4 \lambda(\lambda-1)\left(\lambda \cos ^{2} \gamma_{2}-\cos ^{2} \gamma_{e}\right) \cos ^{2} \gamma_{e} \cos ^{2} \gamma_{2}}{\left(\lambda^{2} \cos ^{2} \gamma_{2}-\cos ^{2} \gamma_{e}\right)^{2}}} \tag{5-64}
\end{equation*}
$$

The longitude of periapsis of the descent trajectory is given by Eq. (5-23), where now the angle $\eta$ is given in terms of the selected variables as

$$
\begin{equation*}
\tan n=\frac{2(\lambda-1) \cos ^{2} \gamma_{e} \tan \gamma_{2}}{\left[\lambda^{2}-(2 \lambda-1) \cos ^{2} \gamma_{e}\right]-\cos ^{2} \gamma_{e} \tan ^{2} \gamma_{2}} \tag{5-65}
\end{equation*}
$$

The polar equation of the entry trajectory is

$$
\begin{equation*}
r=\frac{p_{2}}{1+e_{2} \cos (\theta-\omega)} \tag{5-66}
\end{equation*}
$$

where $e_{2}$ is given by Eq. (5-64) and

$$
\begin{equation*}
\frac{\mathrm{P}_{2}}{\mathrm{R}}=\frac{2 \lambda(\lambda-1) \cos ^{2} \gamma_{e} \cos ^{2} \gamma_{2}}{\lambda^{2} \cos ^{2} \gamma_{2}-\cos ^{2} \gamma_{e}} \tag{5-67}
\end{equation*}
$$

The position of entry $E$ is Aefined by its polar angle $\theta_{E}$ which is obtained by putting $r=R$, and $\theta=\theta_{E}$ in the polar Eq. (5-66).

## 5-5. MINIMUM IMPULSE FOR ENTRY AT GIVEN ANGLE

We have seen in the preceding section that, for an entry at a prescribed angle initiating from a prescribed deorbit position, there exists a family of descent trajectories which is a function of the deorbit angle $\gamma_{2}$. These trajectories are such that the terminus of the deorbit velocity $\overrightarrow{u_{2}}$ is on a hyperbola defined by Eq. (5-52). In this section, we shall select from among the descent trajectories in this family the one that results in a minimum characteristic velocity $\Delta u$. That particular trajectory is called the optimal deorbit trajectory for a prescribed entry angle.

In the hodograph space (Fig. 5-6), consider a hyperbola, the Íocus of the terminus of. $\vec{u}_{2}$ for a given entry angle $\gamma_{e}$. In this hodograph space, the initial velocity $\vec{u}_{I}$ is prescribed. Let $x_{l}$ and $y_{l}$ be the projections. of $u_{1}$ on the axes of the coordinates system Dxy . We have from Eqs. (5-9) and (5-10)

$$
\begin{gather*}
x_{1}=\dot{u}_{1} \cos \gamma_{1}=\sqrt{\frac{\alpha_{1}\left(1-e_{1}^{2}\right)}{\lambda}}  \tag{5-68}\\
y_{1}=u_{1} \sin \gamma_{1}= \pm \sqrt{\frac{\lambda\left(2 \alpha_{1}-\lambda\right)-\alpha_{1}^{2}\left(1-e_{1}^{2}\right)}{\lambda \alpha_{1}}}
\end{gather*}
$$

The minus sign for $Y_{1}$ is taken if the point $D$ is on the second half of the initial orbit.

The minimum $\Delta u$ is obtained by finding the shortest distance from the point with coordinates ( $\mathrm{x}_{1}, \mathrm{y}_{1}$ ) to the hyperbola. Let superscript (*) denote the optimal elements. The point with coordinates ( $\mathrm{x}^{*}, \mathrm{y}^{*}$ ) giving the terminus of the optimal deorbit velocity $\overrightarrow{\mathrm{u}}_{2}^{*}$ on the hyperbola defined by Eq. (5-52) is the point where the normal to the hyperbola passes through the point ( $x_{1}, y_{1}$ ).

Let the equation of this hyperbola be

$$
\begin{equation*}
f(x, y)=\alpha x^{2}-\beta y^{2}-1=0 \tag{5-69}
\end{equation*}
$$

where $\alpha$ and $\beta$ are defined by Eq. (5-53). The components of the normal to the hyperbola are given by

$$
\begin{align*}
& \frac{\partial f}{\partial x}=2 \alpha x \\
& \frac{\partial f}{\partial y}=-2 \beta y \tag{5-70}
\end{align*}
$$

Requiring that this normal be collinear. to the vector $\overrightarrow{\Delta u}$ gives

$$
\begin{equation*}
\frac{x-x_{1}}{\alpha x}=-\frac{y-y_{1}}{\beta y} . \tag{5-71}
\end{equation*}
$$



Fig. 5-6. Optimal Velocity Triangle for Entry at Given Angle
The set of Eqs. (5-69) and (5-71), gives the coordinates $\left(x^{*}, y^{*}\right)$, components of the optimal deorbit velocity $\overrightarrow{\mathrm{u}}_{2}{ }^{*}$.

It is convenient to use the deorbit angle $\gamma_{2}$ as the variable. Let

$$
\begin{equation*}
z \equiv \tan \gamma_{2}^{*}=\frac{y^{*}}{x^{*}} \tag{5-72}
\end{equation*}
$$

be the tangent of the optimal deorbit angle. Then from Eqs. (5-71) and (5-72) we have

$$
\begin{align*}
& \mathbf{x}^{*}=\frac{\alpha y_{1}+\beta x_{1} z}{(\alpha+\beta) z}  \tag{5-73}\\
& y^{*}=\frac{\alpha y_{1}+\beta x_{1} z}{(\alpha+\beta)}
\end{align*}
$$

Upon substituting into Eq. (5-69) we have a quartic equation in $z$

$$
\begin{equation*}
A_{0} z^{4}+A_{1} z^{3}+A_{2} z^{2}+A_{3} z+A_{4}=0 \tag{5-74}
\end{equation*}
$$

where the coefficients $A_{i}$ are given by

$$
\begin{align*}
& A_{0} \equiv \beta^{3} x_{1}^{2} \\
& A_{1} \equiv 2 \alpha \beta^{2} x_{1} y_{1} \\
& A_{2} \equiv \alpha^{2} \beta y_{1}^{2}-\alpha \beta^{2} x_{1}^{2}+(\alpha+\beta)^{2}  \tag{5-75}\\
& A_{3} \equiv-2 \alpha^{2} \beta x_{1} y_{1} \\
& A_{4} \equiv-\alpha^{3} y_{1}^{2}
\end{align*}
$$

Hence, the optimal deorbit flight path angle is obtained by solving a quartic equation. In general, this equation gives four roots corresponding to four normals drawn from the point ( $\mathrm{x}_{1}, \mathrm{y}_{1}$ ) to the hyperbola defined by Eq. (5-69). One of these roots corresponds to the minimum of $\Delta u$ -

The elements of the optimal deorbit trajectory can be easily obtained in terms of $z$ by using the general equations derived in the preceding section.

First the components of the deorbit velocity $\dot{\mathrm{u}_{2}}$ * are given by Eq. (5-73). Next, the minimum characteristic velocity is simple

$$
\begin{equation*}
\Delta u^{*}=\sqrt{\left(x^{*}-x_{1}\right)^{2}+\left(y^{*}-y_{1}\right)^{2}} \tag{5-76}
\end{equation*}
$$

The direction of $\overrightarrow{\Delta u}^{*}$ is the direction of the normal to the hyperbola which has components ( $\alpha \mathrm{x}^{*},-\beta \mathrm{y}^{*}$ ) . Hence, if $\delta^{*}$ is the optimal angle of $\overrightarrow{\Delta u}^{*}$, measured from the x-axis, we have

$$
\begin{equation*}
\tan \delta^{*}=-\frac{\beta}{\alpha} z=-\frac{z \cos ^{2} \gamma_{e}}{\lambda^{2}-\cos ^{2} \gamma_{e}} \tag{5-77}
\end{equation*}
$$

The entry speed is given by Eq. (5-61). Since

$$
\cos ^{2} \gamma_{2}^{*}=\frac{1}{1+\tan ^{2} \gamma_{2}^{*}}=\frac{1}{1+z^{2}}
$$

then

$$
\begin{equation*}
u_{e}^{*}=\lambda \sqrt{\frac{2(\lambda-1)}{\lambda^{2}-\left(1+z^{2}\right) \cos ^{2} \gamma_{e}}} \tag{5-78}
\end{equation*}
$$

The optimal deorbit speed is given by Eq. (5-62) written as

$$
\begin{equation*}
u_{2}^{*}=\sqrt{2(\lambda-1)\left(1+z^{2}\right)} \sqrt{\lambda^{2}-\left(1+z^{2}\right) \cos ^{2} \gamma_{e}} \cos \gamma_{e} \tag{5-79}
\end{equation*}
$$

The dimensionless seminajor axis of the optimal deorbit trajectory is given by Eq. (5-63). We have

$$
\begin{equation*}
\alpha_{2}^{*}=\frac{\lambda^{2}-\left(1+z^{2}\right) \cos ^{2} \gamma_{e}}{2\left[\lambda-\left(1+z^{2}\right) \cos ^{2} \gamma_{e}\right]} \tag{5-80}
\end{equation*}
$$

The eccentricity of this orbit is

$$
\begin{equation*}
e_{2}^{*}=\sqrt{1-\frac{4 \lambda(\lambda-1)\left[\lambda-\left(1+z^{2}\right) \cos ^{2} \gamma_{e}\right] \cos ^{2} \gamma_{e}}{\left[\lambda^{2}-\left(1+z^{2}\right) \cos ^{2} \gamma_{e}\right]^{2}}} \tag{5-81}
\end{equation*}
$$

The longitude of periapsis of the optimal deorbit trajectory is given by Eq. (5-23) with the angle $\eta$ expressed in terms of $\lambda, \gamma_{e}$ and $z$ as

$$
\begin{equation*}
\tan \eta=\frac{2(\lambda-1) z \cos ^{2} \gamma_{e}}{\left[\lambda^{2}-(2 \lambda-1) \cos ^{2} \lambda_{e}\right]-z^{2} \cos ^{2} \gamma_{e}} \tag{5-82}
\end{equation*}
$$

The polar equation of the entry orbit is given by Eq. (5-66) where $e_{2}$ is given by Eq. (5-81) and

$$
\begin{equation*}
\frac{p_{2}^{*}}{R}=\frac{2 \lambda(\lambda-1) \cos ^{2} \gamma_{e}}{\lambda^{2}-\left(1+z^{2}\right) \cos ^{2} \gamma_{e}} \tag{5-83}
\end{equation*}
$$

The position of entry $E$ is defined by its polar angle $\theta_{E}$ which is obtained by putting $r=R$ and $\theta=\theta_{E}$ in the polar Eq. (5-66).

The formulae (5-78) - (5-83) are expressed in, terms of the variable $z=\tan \gamma_{2}^{*}$, solution of the quartic equation (5-74). By using, instead of
$z$, the components $x^{*}$ and $y^{*}$ of the optimal deorbit velocity $\vec{u}_{2}^{*}$ as given by the Eqs. (5-73), we have the following alternate formulae.

The optimal deorbit speed is

$$
\begin{equation*}
u_{2}^{*}=\sqrt{x^{* 2}+y^{* 2}} \tag{5-84}
\end{equation*}
$$

Hence, we have from Eq. (5-44) for the entry speed

$$
\begin{equation*}
u_{e}^{*}=\sqrt{x^{* 2}+y^{* 2}+2(\lambda-1)} \tag{5-85}
\end{equation*}
$$

Also, from Eq. (5-13)

$$
\begin{equation*}
\alpha_{2}=\frac{\lambda}{2-\left(x^{* 2}+y^{* 2}\right)} \tag{5-86}
\end{equation*}
$$

The eccentricity is obtained from Eq. (5-14). With the aid of Eqs. (5-51) and (5-85), it is seen that

$$
\begin{equation*}
e_{2}^{*}=\sqrt{\left(x^{* 2}-1\right)^{2}+x^{* 2} y^{* 2}} \tag{5-87}
\end{equation*}
$$

For the angle $\eta$ in the evaluation of the longitude of periapsis of the optimal deorbit trajectory through Eq. (5-23), we rewrite Eq. (5-22)

$$
\tan \eta=\frac{u_{2}^{2} \tan \gamma_{2}}{\left(I-u_{2}^{2}\right)+\tan ^{2} \gamma_{2}}
$$

Then, using the Eqs. (5-72) and (5-84) to simplify the expression

$$
\begin{equation*}
\tan \eta=\frac{x^{*} y^{*}}{1-x^{* 2}} \tag{5-88}
\end{equation*}
$$

Finally,

$$
\frac{p_{2}^{*}}{R}=\alpha_{2}^{*}\left(1-e_{2}^{* 2}\right)
$$

or using Eqs. (5-86) and (5-87),

$$
\begin{equation*}
\frac{\mathrm{p}_{2}^{*}}{\mathrm{R}}=\lambda \mathrm{x}^{* 2} \tag{5-89}
\end{equation*}
$$

## 5-6. DESCENT TRAJECTORY FOR A GIVEN ENTRY POSITION

In this section, we shall consider the family of descent trajectories initiated from the deorbit position $D$ and intersecting the atmosphere at a prescribed position $E$. This entry position can be defined by the range angle $\phi$ measured from the initial position vector $\overrightarrow{O D}$ (Fig. 5-7).

Let $u_{2}$ be the deorbit speed and. $\gamma_{2}$ the deorbit flight path angle at the point $D$. They are the initial speed and flight path angle for the descending trajectory $E_{2}$. The equation relating the initial speed, flight path angle, radial distance and range angle has been derived in Chapter 3, Eq. (3-86). We rewrite this equation, using subscript' 2 to replace subscript B

$$
\frac{(1-\cos \phi)}{u_{2}^{2}} \tan ^{2} \gamma_{2}-\sin \phi \tan \gamma_{2}+\frac{(1-\cos \phi)}{u_{2}^{2}}+\cos \phi-\lambda=0
$$

In the hodograph space Dxy as defined in section 5-2, let $x$ and $y$ be the projection of the deorbit velocity $\overrightarrow{\mathrm{u}}_{2}$ on the axes

$$
\begin{align*}
& x=u_{2} \cos \gamma_{2} \\
& y=u_{2} \sin \gamma_{2} \tag{5-91}
\end{align*}
$$

Hence,

$$
\begin{align*}
& u_{2}^{2}=x^{2}+y^{2}  \tag{5-92}\\
& \tan \gamma_{2}=\frac{y}{x}
\end{align*}
$$

By substituting Eq. (5-92) into Eq. (5-90) and rearranging, we have

$$
\begin{equation*}
\cdot(\lambda-\cos \phi) x^{2}+\sin \phi x y-(1-\cos \phi)=0 \tag{5-93}
\end{equation*}
$$

In the velocity coordinates system Dxy , this equation is the equation of an hyperbola having the asymptotes


Fig. 5-7. The Hyperbola which is the Locus of the Terminus of the Deorbit Velocity for Entry at Given Position

$$
\begin{align*}
& x=0 \\
& y=-\frac{(\lambda-\cos \phi)}{\sin \phi} x \tag{5-94}
\end{align*}
$$

Hence, the first asymptote is the y-axis. . For a geometric interpretation of the second asymptote, we consider the triangle ODE , and evaluate the tangent
of the angle $O D E$. Let $E^{\prime}$ be the projection of the point $E$ on the axis OD . Then

$$
\tan \not \Varangle 0 D E=\frac{E E^{\prime}}{D E^{\prime}}=\frac{R \sin \phi}{r_{D}-R \cos \phi}
$$

Hence,

$$
\begin{equation*}
\tan \Varangle O D E=\frac{\sin \phi}{\lambda-\cos \phi} \tag{5-95}
\end{equation*}
$$

Thus, the second asymptote of the hyperbola given by Eq. (5-93) is the line DE Equation (5-93) shows that, for the descent trajectory initiated from the point $D$, to intersect to the atmosphere at a prescribed position $E$ defined by the range angle $\phi$, the terminus of the deorbit velocity $\overrightarrow{u_{2}}$ must be on that hyperbola. When the terminus of the vector. $\overrightarrow{\mathrm{u}}_{2}$ moves on that hyperbola, it generates a family of descent trajectories. Using the deorbit flight path angle $\gamma_{2}$ as the parameter for this family, we can calculate the elements of the descent orbit in terms of $\lambda, \phi$ and $\gamma_{2}$. Let

$$
\begin{equation*}
z \equiv \tan \gamma_{2} \tag{5-96}
\end{equation*}
$$

Then, if $x$ and $y$ are the components of the deorbit velocity $\vec{u}_{2}$ in the Dxy axis system,

$$
\begin{equation*}
\mathrm{y}=\mathrm{xz} \tag{5-97}
\end{equation*}
$$

By substituting into Eq. (5-93) we have

$$
[(\lambda-\cos \phi)+z \sin \phi] x^{2}=1-\cos \phi
$$

Hence,

$$
\begin{equation*}
x=\sqrt{\frac{(1-\cos \phi)}{(\lambda-\cos \phi)+z \sin \phi}} \tag{5-98}
\end{equation*}
$$

.and

$$
\begin{equation*}
y=z \sqrt{\frac{(1-\cos \phi)}{(\lambda-\cos \phi)+z \sin \phi}} \tag{5-99}
\end{equation*}
$$

The deorbit speed can be obtained by directly solving Eq. (5-90).

$$
\begin{equation*}
u_{2}=\sqrt{\frac{(1-\cos \phi)\left(1+z^{2}\right)}{(\lambda-\cos \phi)+z \sin \phi}} \tag{5-100}
\end{equation*}
$$

For the other elements of the descent trajectory, we only need to evaluate the entry speed $u_{e}$ in terms of $\lambda, \phi$ and $z=\tan \gamma_{2}$, and then substitute into the equations derived in section 5-2. From Eq. (5-7) we obtain


The impulsive change in the velocity $\overrightarrow{\Delta u}$, and its direction $\delta$, are given by Eqs. (5-11) and (5-12), respectively, with the initial speed given by Eq. (5-9) and the initial flight path angle by Eq. (5-10).

The entry flight path angle is given by Eq. (5-17). We have


The dimensionless semimajor axis of the descent orbit is given by Eq. (5-13), written with the value of $u_{e}$ given by Eq. (5-101) as

$$
\begin{equation*}
\alpha_{2}=\frac{\lambda[(\lambda-\cos \phi)+z \sin \phi]}{(2 \lambda-1)-\cos \phi+2 \sin \phi z-(1-\cos \phi) \cdot z^{2}} \tag{5-103}
\end{equation*}
$$

The eccentricity of the descent orbit is given by Eq. (5-14).

$$
\begin{equation*}
e_{2}=\frac{\sqrt{2(1-\cos \phi) z^{2}+2(\lambda-1) \sin \phi z+(\lambda-1)^{2}}}{[(\lambda-\cos \phi)+z \sin \phi]} \tag{5-104}
\end{equation*}
$$

The longitude of periapsis of the descent orbit is given by Eq. (5-23) where
now the angle $\eta$ is given in terms of the selected variables as

$$
\begin{equation*}
\tan n=\frac{(1-\cos \phi) z}{(\lambda-1)+z \sin \phi} \tag{5-105}
\end{equation*}
$$

The polar equation of the entry orbit is

$$
\begin{equation*}
r=\frac{p_{2}}{1+e_{2} \cos (\theta-\omega)} \tag{5-106}
\end{equation*}
$$

where $e_{2}$ is given by Eq. (5-104) and

$$
\begin{equation*}
\frac{P_{2}}{R}=\frac{\lambda(1-\cos \phi)}{(\lambda-\cos \phi)+z \sin \phi} \tag{5-107}
\end{equation*}
$$

The position of entry $E$ is, of course, specified by the prescribed range angle $\phi$.

5-7. MINIMUM IMPULSE FOR ENTRY AT GIVEN POSIIION
We have seen in the preceding section that, for an entry at a prescribed position, initiating from a given point $D$ on the initial orbit, there exists a family of descent trajectories which is a function of the deorbit flight path angle $\gamma_{2}$. These trajectories are such that the terminus of the deorbit velocity $\overrightarrow{u_{2}}$ is on a branch of hyperbola defined by Eq. (5-93). In this section, we shall select from among the descent trajectories in this family the one that results in a minimun characteristic velocity $\Delta u$. That particular trajectory is called the optimal deorbit trajectory for a prescribed entry position.

In the hodograph space (Fig. 5-8), consider the hyperbola which is the locus of the terminus of $\overrightarrow{u_{2}}$ for a given entry position defined by the range angle $\phi \quad=$ In this hodograph space, the initial velocity $\vec{u}_{1}$ is prescribed. Ies projections $\mathrm{X}_{1}$ and $\mathrm{y}_{\mathrm{I}}$ on the axis system Dxy are given by Eq. (5-68). As for the problem of minimum impulse for entry at a given angle solved in section 5-5, we obtain the minimum of * $\Delta u$ by finding the shortest distance from the point with coordinates $\left(x_{1}, y_{1}\right)$ to the hyperbola defined by Eq. (5-93).
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Again, let superscript (*) denote the optimal elements. The point with coordinates $\left(x^{*}, y^{*}\right)$ on the hyperbola giving the terminus of the optimal deorbit velocity $\overrightarrow{\mathrm{u}}_{2}$ * is the point where the normal to the hyperbola passes through the point $\left(x_{1}, y_{1}\right)$. We write the equation of this hyperbola

$$
\begin{equation*}
f(x, y)=(\lambda-\cos \phi) x^{2}+\sin \phi x y-(1-\cos \phi)=0 \tag{5-108}
\end{equation*}
$$

The components of the normal to the hyperbola are given by

$$
\begin{align*}
& \frac{\partial f}{\partial x}=2(\lambda-\cos \phi) x+\sin \phi y \\
& \frac{\partial f}{\partial y}=\sin \phi x \tag{5-109}
\end{align*}
$$

Requiring that this normal be collinear to the vector $\overrightarrow{\Delta u}$ gives

$$
\begin{equation*}
\frac{x-x_{I}}{2(\lambda-\cos \phi) x+\sin \phi y}=\frac{y-y_{1}}{\sin \phi x} \tag{5-110}
\end{equation*}
$$

The set of equations (5-108) and (5-110) gives the coordinates ( $\mathrm{x}^{*}, \mathrm{y}^{*}$ ), components of the optimal deorbit velocity $\vec{u}_{2}$ * . It is convenient to use the variable $z$ as defined by Eq. (5-96). Then the components of the vector $\overrightarrow{\mathrm{u}}_{2}$ are given in terms of $z$ by Eqs. (5-98) and (5-99). Upon substituting these equations into Eq. (5-110) and rearranging we have a quartic equation in: $z$

$$
\begin{equation*}
B_{0} z^{4}+B_{1} z^{3}+B_{2} z^{2}+B_{3} z+B_{4}=0 \tag{5-111}
\end{equation*}
$$

where the coefficients $B_{i}$ are

$$
\begin{align*}
\mathrm{B}_{0} \equiv & \sin ^{2} \phi(1-\cos \phi) \\
\mathrm{B}_{1} \equiv & 4 \sin \phi(1-\cos \phi)(\dot{\lambda}-\cos \phi)-\mathrm{y}_{1}^{2} \sin ^{3} \phi \\
\mathrm{~B}_{2} \equiv & 2(1-\cos \phi)\left(2 \lambda^{2}-4 \lambda \cos \phi+3 \cos ^{2} \phi-1\right) \\
& +2 \mathrm{x}_{1} \mathrm{y}_{1} \sin ^{3} \phi-5 \mathrm{y}_{-1}^{2}(\lambda-\cos \phi) \sin ^{2} \phi \tag{5-112}
\end{align*}
$$

$$
\begin{aligned}
\mathrm{B}_{3} \equiv & -4 \sin \phi(1-\cos \phi)(\lambda-\cos \phi)-\mathrm{x}_{1}^{2} \sin ^{3} \phi+6 \mathrm{x}_{1} \mathrm{y}_{1}(\lambda-\cos \phi) \sin ^{2} \phi \\
& -8 \mathrm{y}_{1}^{2}(\lambda-\cos \phi)^{2} \sin \phi \\
\mathrm{~B}_{4} \equiv & \sin ^{2} \phi(1-\cos \phi)-\mathrm{x}_{1}^{2}(\lambda-\cos \phi) \sin ^{2} \phi+4 \mathrm{x}_{1} \mathrm{y}_{1}(\lambda-\cos \phi)^{2} \sin \phi \\
& -4 y_{1}^{2}(\lambda-\cos \phi)^{3}
\end{aligned}
$$

Hence, the optimal deorbit flight path angle is obtained by solving a quartic equation. In general, this equation gives four roots corresponding to four normals drawn from the point ( $\mathrm{x}_{1}, \mathrm{y}_{1}$ ) to the hyperbola given by Eq. (5-93). One of these roots corresponds to the minimum of $\Delta u$.

The elements of the optimal deorbit trajectory are obtained by using the value of $z$ computed from the quartic equation (5-111) in the general equations for descending trajectory derived in the previous section.

By using, instead of $z$, the components $x^{*}$ and $y^{*}$ of the optimal deorbit velocity $\vec{u}_{2}^{*}$ as computed from Eqs. (5-98) and (5-99), we also can calculate the elements of the descending trajectory using the alternate formulas, Eqs. (5-84) - (5-89).
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## CHAPTER 6

THE ENTRY EQUATIONS

## 6-1. INTRODUCTION

In Chapter 5-we considered-the trajectory of the vehicle from the deorbit position $D$ to the entry position $E$. This point $E$ is assumed to be at the top of the sensible atmosphere. Thus, until now, the trajectory has been analyzed for flight in a vacuum. From here on, this text will treat the portion of the flight path beyond the point $E$, referred to as the entry trajectory.

Along the entry trajectory, the aerodynamic force is no longer negligible. In fact, it plays an important role as a braking force to reduce the speed of the vehicle to the point such that the terminal phase of the flight before landing can be conducted as a vertical free fall using a system of parachutes for soft landing for vehicles with no lift capability, or as a gliding flight at low speed as an ordinary airplane for vehicles which can generate aerodynamic lift.

## 6-2. ENERGY DISCUSSION OF THE TRAJECTORY IN PHASE SPACE

The equations of motion of a vehicle flying in a Newtonian gravitational force field and subject to thrust and aerodynamic force were derived in Chapter 2. We shall assume that along the fundamental part of the entry trajectory where the deceleration undergoes rapid change, the engine is shut off at all time. Hence, with $T=0$, we have the planar equations of motion in the plane of a great circle (Fig. 6-1).


Fig. 6-1. Geometry of the Entry Trajectory

$$
\begin{gather*}
\frac{d V}{d t}=-\frac{\rho S C_{D} V^{2}}{2 m}-g(r) \sin \gamma \\
V \frac{d \gamma}{d t}=\frac{\rho S C_{L} V^{2}}{2 m}-\left[g(r)-\frac{v^{2}}{r}\right] \cos \gamma  \tag{6-1}\\
\frac{d r}{d t}=V \sin \gamma
\end{gather*}
$$

where $V$ is the speed of the vehicle, $\gamma$ the flight path angle measured from the local horizontal, positively up, and $r$ the radial distance from
the center of the planet. The atmospheric density $\rho$ and the acceleration of gravity $g$ are, in general, functions of the distance $r$.

$$
\begin{equation*}
\rho=\rho(r) \quad, \quad g=g(r) \tag{6-2}
\end{equation*}
$$

The reference area $S$ has some conventional value, used to evaluate the lift coefficient $C_{L}$ and the drag coefficient $C_{D}$. In general, these coefficients are functions of the angle of attack $\alpha$, the Mach number $M$, and the Reynolds number $\mathrm{R}_{\mathrm{e}}$

$$
\begin{align*}
& C_{L}=C_{L}\left(\alpha, M, R_{e}\right)  \tag{6-3}\\
& C_{D}=C_{D}\left(\alpha, M, R_{e}\right)
\end{align*}
$$

In hypersonic flight however, it is generally assumed that $C_{L}$ and $C_{D}$ are functions of the angle of attack only.

For a given vehicle, if the initial conditions are prescribed, $\boldsymbol{x}=\mathrm{r}_{0}$, $\mathrm{V}=\mathrm{V}_{0}$, and $\gamma=\gamma_{0}$ at $\mathrm{t}=0$, and if a flight program is prescribed by specifying the angle of attack function $\alpha=\alpha(t)$, then with Eqs. (6-2) and (6-3), the system of equations (6-1) can be integrated, at least numerically, giving the time histories of the variables $r(t), V(t)$, and $\gamma(t)$. In the following we shall mainly interest ourselves in the flight program of constant $\alpha$. In this case the coefficients $C_{L}$ and $C_{D}$ in Eqs. (6-1) are constants.

It is convenient to write the Eqs. (6-1) in nondimensional form. For this purpose, let $r_{0}$ be a reference radial distance. Frequently $r_{0}$ is taken as the radius of the planet, assumed homogeneous and spherical, but for reasons which shall be clearly justified later, we shall take $r_{0}$ as the initial radial distance. We define the dimensionless variables

$$
\begin{equation*}
u \equiv \frac{1}{2}\left(\frac{\mathrm{v}^{2}}{g_{0} r_{0}}\right) \quad, \quad z \equiv \frac{r_{0}}{r} \tag{6-4}
\end{equation*}
$$

where $u$ is the dimensionless kinetic energy, and, for a Newtonian force field, $z$ is the negative of the potential energy. The acceleration of gravity is then

$$
\begin{equation*}
g=g_{0}\left(\frac{r_{0}}{r}\right)^{2} \tag{6-5}
\end{equation*}
$$

where $g_{0}$ is the acceleration of the gravity at the reference distance. With $r_{0}$ as the initial distance, the initial value of $z$ is $z_{0}=1$. Using $z$ as the new independent variable, we eliminate the time and rewrite Eqs. (6-1) as

$$
\begin{gather*}
\frac{d u}{d z}=\frac{r_{0} \rho S C_{D}^{u}}{m z^{2} \sin \gamma}+1  \tag{6-6}\\
\frac{d \phi}{d z}=\frac{r_{0} \rho S C_{L}}{2 m z^{2}}+\left(\frac{1}{z}-\frac{1}{2 u}\right) \phi
\end{gather*}
$$

where

$$
\begin{equation*}
\phi \equiv \cos \gamma \tag{6-7}
\end{equation*}
$$

The system of Eqs. (6-6) constitutes the exact equations for flight in a Newtonian force field, subject to aerodynamic forces. 'Its integration requires specifying the law of variation for the atmospheric density, $\rho$, as a function of the independent variable $z$.

The system of Eqs. (6-6) is exact. Hence, for flight in a vacuum, that is when $\ddot{\rho} \rightarrow 0$; we expect to obtain the trajectory in the form of a Keplerian orbit: Putting $\rho=0$ in the Eqs. (6-5), we have the system

$$
\begin{gather*}
: \frac{\mathrm{du}}{\mathrm{dz}}=1  \tag{6-8}\\
\frac{\mathrm{~d} \phi}{\mathrm{dz}}=\left(\frac{1}{\mathrm{z}}-\frac{1}{2 \mathrm{u}}\right) \phi
\end{gather*}
$$

Integrating the first equation yields the vis viva integral

$$
\begin{equation*}
\mathrm{u}=\mathrm{z}+\mathrm{C} \tag{6-9}
\end{equation*}
$$

where $C$ is a constant representing the total energy. Substituting this relation into the second equation (6-8) and integrating gives

$$
\begin{equation*}
\sigma=\frac{\phi \sqrt{u}}{z}=K \tag{6-10}
\end{equation*}
$$

where $K$ is a new constant of integration.
The definitions (6-4) and (6-7) of $u, z$, and $\phi$ show that

$$
\begin{equation*}
\sigma=\frac{\mathrm{r} \nabla \cos \gamma}{\sqrt{2 \mathrm{~g}_{0} \mathrm{r}_{0}^{3}}} \tag{6-11}
\end{equation*}
$$

Hence, Eq. (6-10) is a statement of the conservation of angular momentum for flight in a vacuum.

The Keplerian trajectory can be conveniently visualized in the cylindrical coordinate space ( $z, \sigma, u$ ) (Fig. 6-2). The trajectory is in the plane $\sigma=$ constant. In this plane, it is a segment of a straight line representing the equation (6-9). This line makes an angle of $45^{\circ}$ with the $u$ axis (Fig. 6-3).


Fig. 6-2. Drag-Free Trajectory in Phase Space


By the definitions (6-4) of $u$ and $z$, the trajectory lies in the positive ( $u, z$ ) space. When $c<0$, it is an ellipse, and the radial distance is bounded. The variable $z$ oscillates between a minimum $z_{a}$ corresponding to the apogee distance, and a maximum $z_{p}$ corresponding to the perigee distance. On the other hand, the kinetic energy is a minimum where the radial distance is maximum, and it is a maximum for a minimum of $r$. When $C=0$, the trajectory is a parabola, and since $z_{a}=0$, the maximum distance is infinity. At the point at infinity, the kinetic energy of the system is zero. When $C>0$, the trajectory is a hyperbola. But, at the point at infinity where the potential energy is zero, there is a residual kinetic energy equal to $C$.

When $\rho \neq 0$, the total energy and the angular momentum are no longer constant. Still, it is possible to discuss the variations of these quantities and have some insight into the behavior of the trajectory by considering the phase space ( $z, \sigma, u$ ) .

Let $\xi$ be the variable total energy when aerodynamic force is encountered. We have

$$
\begin{equation*}
\xi=u-z \tag{6-12}
\end{equation*}
$$

From the first equation (6-6)

$$
\begin{equation*}
\frac{\mathrm{d} \xi}{\mathrm{dz}}=\frac{\mathrm{r}_{0} \rho \mathrm{SC}_{\mathrm{D}}^{\mathrm{u}}}{\mathrm{~m} z^{2} \sin \gamma} \tag{6-13}
\end{equation*}
$$

From the last equation (6-1), it follows that

```
If sin }\gamma>0,r\mathrm{ increases and z decreases.
If }\operatorname{sin}\gamma<0,r\mathrm{ decreases and }z\mathrm{ increases.
```

Ir both cases the total energy, $\xi$, of the system is decreasing, as seen in Eq. ( $6-13$ ). Hence, $\xi$ is a convenient dimensionless independent
variable.
On the other hand, the definition ( $6-10$ ) of the angular momentum, $\sigma$, shows that

$$
\frac{d \sigma}{\dot{d} z}=\frac{\sqrt{u}}{z} \frac{d \phi}{d z}+\frac{\phi}{2 z \sqrt{u}} \frac{d u}{d z}-\frac{\phi \sqrt{u}}{z^{2}}
$$

With the aid of the equations (6-6) we have

$$
\frac{d \sigma}{d z}=\frac{r_{0} \rho S C_{L} \sqrt{u}}{2 m z^{3}}+\left(\frac{\sqrt{u}}{2}-\frac{1}{2 z \sqrt{u}}\right) \phi+\frac{r_{0} \rho S C_{D} \phi \sqrt{u}}{2 m z^{3} \sin \gamma}-\left(\frac{\sqrt{u}}{z^{2}}-\frac{1}{2 z \sqrt{u}}\right) \phi
$$

Hence

$$
\begin{equation*}
\frac{d \sigma}{d z}=\frac{r_{0} \rho S \sqrt{u}}{2 m z^{3}}\left(C_{L}+\frac{C_{D}}{\tan \gamma}\right) \tag{6-14}
\end{equation*}
$$

If $\tan \gamma<0, z$ increases. Thus, for the angular momentum to decrease, the condition

$$
\begin{equation*}
C_{L}+\frac{C_{D}}{\tan \gamma}<0 \tag{6-15}
\end{equation*}
$$

-must be satisfied. Hence, if high lift is developed, for example in the case of a pull-up maneuver, the condition may be violated, and the angular momentum can increase. On the other hand, if $\tan \gamma>0, z$ decreases. Then, decreasing angular momentum requires that

$$
\begin{equation*}
C_{L}+\frac{C_{D}}{\tan \gamma}>0 \tag{6-16}
\end{equation*}
$$

The condition is always satisfied for positive lift. But for large negative lift, the angular momentum can increase.

Thus, we have obtained some very general conclusions for the variations of the total energy and of the angular momentum of the dynamical system representing the motion of the vehicle without regard to a specific law of variation for the atmospheric density. These criteria are very useful for the
gualitative discussion of the asymptotic behavior of the dymamical system represented by the point $M$ in the phase space (Fig. 6-2). For example, if we consider the trajectory of a satellite starting out at very high altitude, with an initially elliptic orbit, and subject to aerodynamic force besides the gravitational force, then first we see that, in the phase space ( $z, \sigma$, u) , the point $M$ is constantly on a ruled surface generated by the equations

$$
\begin{gather*}
\sigma=\sigma(t)  \tag{6-17}\\
u=z+\xi(t)
\end{gather*}
$$

with $\xi(t)$ being a decreasing function of the time $t$. Let $R$ be the radius of the planet. By the physical constraint $r>R$, in the phase space of Fig. (6-2), both $z_{a}$ and $z_{p}$ tend to $r_{0} / R$ with

$$
z_{a} \leqslant \frac{r_{0}}{R} \leqslant z_{p}
$$

Also, since $u>0$, the limit of $\xi$ is

$$
\xi\left(t_{0}\right) \geqslant \xi(t) \geqslant-\max z_{p}
$$

Furthermore, for a vehicle with no lift capability, putting $C_{L}=0$ and dividing Eq. (6-13) by Eq. (6-14), gives

$$
\frac{\mathrm{d} \xi}{\mathrm{~d} \sigma}=\frac{2 \mathrm{z} \sqrt{u}}{\phi}
$$

which is, using definition (6-10),

$$
\begin{equation*}
\frac{\mathrm{d} \xi}{\mathrm{~d} \sigma}=\frac{2 \mathrm{u}}{\sigma} \tag{6-18}
\end{equation*}
$$

This shows that the angular momentum $\sigma(t)$ is also decreasing. .

## 6-3. THE FUNDAMENTAL EQUATIONS

The system of nonlinear differential equations (6-6) can be integrated for any specified vehicle from a prescribed initial condition, once the law of variation of the atmospheric density is known. We shall assume an exponential atmosphere of the form

$$
\begin{equation*}
\rho=\rho_{s} e^{-\beta h} \tag{6-19}
\end{equation*}
$$

where $h$ is the altitude above the surface of the planet

$$
\begin{equation*}
h=r-R \tag{6-20}
\end{equation*}
$$

with $R$ being the radius of the planet. $\beta$ is the reciprocal of the scale height and $\rho_{s}$ is the atmospheric density at the surface. Using an average value for $\beta$ in the altitude range of interest, we can treat it as essentially a constant.

We define the drag parameter of the vehicle as

$$
\begin{equation*}
K_{D}=\frac{r_{0} \rho_{S} S e^{\beta R}}{2 m \lambda} c_{D} \tag{6-21}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\beta r_{0} \tag{6-22}
\end{equation*}
$$

Although $\lambda$ is a function of the initial distance, for all practical purposes, when one considers an entry trajectory from outer space, $r_{0}$ is usually fixed at some arbitrary level where the aerodynamic force begins to take effect. For the Earth's atmosphere $\lambda$ has a mean value of approximately 900 in lower reaches of the atmosphere where aerodynamic force is effective. For the atmospheres at the surface of other planets, from data such as is presented in References 1, 2, and 3, approximate mean values of several quantities of interest are given in the Table below

| Planet | $\mathrm{R}_{\theta}=1$. | Gases | $\beta^{-1}$ | - $\lambda$ |
| :---: | :---: | :---: | :---: | :---: |
| Venus | 0.97 | $\begin{gathered} \mathrm{CO}_{2} \\ \mathrm{~N}_{2} \end{gathered}$ | $\begin{aligned} & 2-5 \times 10^{4} \mathrm{ft} . \\ & 6-15 \mathrm{~km} . \end{aligned}$ | 500-900 |
| Earth | 1.00 | $\begin{aligned} & \mathrm{N}_{2}(78 \%) \\ & \mathrm{o}_{2}(21 \%) \end{aligned}$ | $2.35 \times 10^{4} \mathrm{ft}$. <br> 7.1 km . | 900 |
| Mars | 0.57 | $\begin{aligned} \mathrm{CO}_{2} & (>80 \%) \\ \mathrm{N}_{2} & (<20 \%) \end{aligned}$ | $\begin{aligned} & 3.5 \times 10^{4} \mathrm{ft.} \\ & 10.6 \mathrm{~km} . \end{aligned}$ | $\sim 350$ |
| Jupiter | 11.00 | $\begin{gathered} \mathrm{H}_{2}(>50 \%) \\ \mathrm{He} \quad ? \end{gathered}$ | $\begin{aligned} & 8 \times 10^{4} \mathrm{ft.} ? \\ & 25 \mathrm{~km} . \quad ? \end{aligned}$ | $\sim 3000$ ? |

Table 6-1. Characteristics of the Atmospheres of Some Planets

It is convenient for a discussion of entry trajectories valid for a general type of vehicle, to introduce a new dimensionless atmospheric mass density $\eta$ such that

$$
\begin{equation*}
\eta=K_{D} e^{-\lambda / z} \tag{6-23}
\end{equation*}
$$

The variable $\eta$ can be used to replace the altitude variable. Thus,

$$
\begin{equation*}
\frac{\mathrm{d} \eta}{\dot{n}}=\frac{\lambda \mathrm{d} z}{z^{2}} \tag{6-24}
\end{equation*}
$$

Use of Eqs. (6-21) - (6-24) transforms Eqs. (6-6) into

$$
\begin{gather*}
\frac{\cdots \xi}{d \eta}=\frac{2(\dot{\xi}+z)}{\sin \gamma} \\
\therefore \quad \frac{d \phi}{d \eta}=\frac{C_{L}}{C_{D}}-\frac{z^{2}}{\lambda \eta}\left[\frac{1}{2(\xi+z)}-\frac{1}{z}\right] \phi \tag{6-25}
\end{gather*}
$$

This system is the fundamental system of equations for entry trajectories. The system is exact in the sense that the equations are valid for flight in
a Newtonian force field.
The atmosphere is specified by prescribing the value of $\lambda$ (e.g., $\lambda=900$ for the Earth's atmosphere). The characteristics of the vehicle are specified by the constant lift-to-drag ratio, $C_{L} / C_{D}$, and the drag parameter, $K_{D}$. For the integration of the entry equations, the variables $z_{0}, u_{0}$, and $\gamma_{0}$ at the initial time are given. Hence the equivalent initial conditions for the fundamental system (6-25) are

$$
\begin{equation*}
z_{0}=1, \quad \xi_{0}=u_{0}-1, \quad \phi_{0}=\cos \gamma_{0}, \quad n_{0}=K_{D} e^{-\lambda} \tag{6-26}
\end{equation*}
$$

When the system (6-25) is integrated numerically, at each instant the value of $z$ is obtained in terms of the corresponding value of $\eta$ from Eq. (6-23). Since the flight path is in the sensible layer of the atmosphere, the value of $z$ is nearly unity. Hence, except for the case of a skipping trajectory in which the vehicle is ejected into the vacuum after having negotiated a turn inside the atmosphere, we can take $z=1$ in the system (6-25) and consider the resulting equations as the exact equations for entry. Furthermore, for all practical purposes, the initial value $n_{0}$, which is proportional to the initial atmospheric density, can be taken as zero. With these assumptions, and the value for $\lambda$, we need only to specify the lift-to-drag ratio, $C_{L} / C_{D}$ for the computation of the trajectory for any pair of values ( $u_{0}, \gamma_{0}$ ). The results can be used for a general type of vehicle. For any specified entry vehicle, the characteristic value of the drag parameter' $K_{D}$ is used to convert the value of the variable $\eta$ into the corresponding flight altitude through the definition of $\eta$, Eq. (6-23). This approach was first used by Vinh and Brace in Ref. 4, and is developed in References 5-7. It leads to a new theory for the entry trajectory which can be considered as an improvement of the well-known theory developed by Chapman.

In subsequent chapters we shall present different well-established theories for solving approximately the system of fundamental equations developed in this chapter. Chapter 7 will be concerned with Loh's second order theory for reentry trajectories. Loh's theory is empirical but it is the most accurate of all approximate analytical theories. In Chapter 10 we will present the theory of Yaroshevskii which can be considered as a special case of Chapman's theory. Chapman's theory will be the subject of chapters 11 and 12. Finally, starting with Chapter 13 we shall develop a unified theory which has all the advantages of Chapman's theory in addition to an improvement in the accuracy.
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## CHAPTER 7

LOH'S SECOND-ORDER THEORY FOR ENTRY TRAJECTORIES

## 7-1. INTRODUCTION

In Chapter 6, we derived the exact equations for entry at constant lift-to-drag ratio. The set of fundamental equations of entry are not solvable analytically, even with the usual assumption considering the acceleration of gravity constant. However, upon restricting the solution to a limited region of application, one can obtain several first-order approximate analytical solutions. Each of these solutions is then valid for one type of entry. On the other hand, Loh has derived a more general solution which covers the entire range of lift-to-drag ratios and initial flight path angles (Ref. 1). We shall refer to his solution as Loh's second-order solution.

Loh's theory is empirical, and is based on data from extensive numerical integration of entry trajectories. Nevertheless, it proves to be very accurate, even for trajectories with. varying lift-to-drag ratio (Ref. 2).

In formulating Loh's assumption, we consider the fundamental equations, Eqs. (6-25)

$$
\begin{gather*}
\frac{d u}{d \eta}=\frac{2 u}{\sin \gamma}+\frac{z^{2}}{\lambda \eta} \\
\frac{d \phi}{d \eta}=\frac{C_{L}}{C_{D}}-\frac{z^{2}}{\lambda \eta}\left(\frac{1}{2 u}-\frac{I}{z}\right) \phi \tag{7-I}
\end{gather*}
$$

where, as before,

$$
\begin{equation*}
\lambda \equiv \beta r_{0} \quad, \quad u \equiv \frac{1}{2}\left(\frac{v^{2}}{g_{0} r_{0}}\right) \quad, \quad z \equiv \frac{r_{0}}{r}, \quad \phi \equiv \cos \gamma \tag{7-2}
\end{equation*}
$$

with $r_{0}$ the initial radial distance. The variable $\eta$ is proportional to the atmospheric density, and by Eqs. (6-21) and (6-23) of Chapter 6, is
defined as

$$
\begin{equation*}
\eta=\frac{S C_{D}}{2 m \beta} \rho \tag{7-3}
\end{equation*}
$$

Loh's first assumption is to take $z=1$ in the fundamental equations, Eqs. (7-1). Thus,

$$
\begin{gather*}
\frac{d u}{d \eta}=\frac{2 u}{\sin \gamma}+\frac{1}{\lambda n} \\
\frac{d \phi}{d n}=\frac{C_{L}}{C_{D}}-\frac{1}{\lambda \eta}\left(\frac{1}{2 u}-1\right) \phi \tag{7-4}
\end{gather*}
$$

Loh considered this system as the systen of exact equations for entry, but, as seen here, it is obtained by neglecting the altitude as compared to the reference radial distance. The flight path angle used by Loh is $\theta$ which is the negative of the flight path angle $\gamma$ defined in this text.

Let

$$
\begin{equation*}
G \equiv \frac{1}{\lambda \eta}\left(\frac{1}{2 u}-1\right) \phi \tag{7-5}
\end{equation*}
$$

Although the right-hand side of this equation is a function of the variables $n$, u and $\phi$, all varying with the time, Loh observed through extensive numerical integration for different types of entry trajectories, that the term remains nearly constant for each trajectory. Therefore, he used the assumption that $G$ is constant for the purpose of integration with respect to either $\eta$ or $\gamma$. A possible interpretation of this phenomenon can be seen by observing that the expression for $G$ is the difference between the gravity force and the centrifugal force along the normal to the flight path. For curvilinear flight over a spherical earth, this difference remains nearly constant. In keeping this term, these effects are retained in the solution, with any resulting error from the assumption coming entirely from the fluctuation
between the two forces. Such fluctuation is small.
1
7-2. UNIFIED SOLUTION FOR ENTRY
With G considered as constant, the second Eq. (7-4) is written

$$
\begin{equation*}
\frac{d \phi}{d \eta}=\frac{C_{L}}{C_{D}}-G \tag{7-6}
\end{equation*}
$$

where, for constant lift-to-drag ratio, the right-hand side of this equation is constant. The integration is immediate,

$$
\begin{equation*}
\left.\cos \gamma-\cos \gamma_{0}=\frac{C_{L}}{\left(\frac{L}{D}\right.}-G\right)\left(\eta-n_{0}\right) \tag{7-7}
\end{equation*}
$$

This equation can be rearranged to give the expression for the flight path angle in terms of $\eta$ and $u$.

$$
\begin{equation*}
\cos \gamma=\frac{\cos \gamma_{0}+\left(C_{L} / C_{D}\right) n\left(1-n_{0} / n\right)}{1+\lambda^{-1}\left(1-\eta_{0} / n\right)[(1 / 2 u)-1]} \tag{7-8}
\end{equation*}
$$

To integrate the first equation (7-4), Eq. (7-6) is rewritten as

$$
\begin{equation*}
-\sin \gamma \frac{d \gamma}{d n}=\frac{C_{L}}{C_{D}}-G \tag{7-9}
\end{equation*}
$$

Then, with $\gamma$ as the independent variable of integration, Eq. (7-4) is'

$$
\frac{d u}{d \gamma}+\frac{2 u}{\left[\left(C_{L} / C_{D}\right)-G\right]}=\frac{--\sin \gamma}{\lambda n\left[\left(C_{L} / C_{D}\right)-G\right]}
$$

Using the solution (7-7) to rearrange the right-hand side of this equation gives

$$
\frac{d \dot{u}}{d \gamma}+\frac{2 u}{\left[\left(C_{L} / C_{D}\right)-G\right]}=-\frac{\sin \gamma}{\lambda\left\{\cos \gamma-\cos \gamma_{0}+\eta_{0}\left[\left(C_{L} / C_{D}\right)-G\right]\right\}}
$$

Since $\eta_{0} \simeq 0$, the final equation for $u$ is

$$
\begin{equation*}
\frac{d u}{d \gamma}+\frac{2 u}{\left[\left(C_{L} / C_{D}\right)-G\right]}=\frac{\sin \gamma}{\lambda\left(\cos \gamma_{0}-\cos \gamma\right)} \tag{7-10}
\end{equation*}
$$

Let

$$
\begin{equation*}
K \equiv \frac{2}{\left[\left(C_{L} / C_{D}\right)-G\right]} \tag{7-11}
\end{equation*}
$$

and

$$
\begin{equation*}
f(\gamma) \equiv \frac{\sin \gamma}{\cos \gamma_{0}-\cos \gamma} \tag{7-12}
\end{equation*}
$$

The equation for $u$ is a non-homogeneous, linear equation:

$$
\begin{equation*}
\frac{d u}{d \gamma}+K u=\frac{1}{\lambda} f(\gamma) \tag{7-13}
\end{equation*}
$$

If we treat $G$ as essentially constant, $K$ is a constant for constant lift-to-drag ratio entry. Then Eq. (7-13) can be integrated:

$$
\begin{equation*}
u=C e^{-K \gamma}+\frac{1}{\lambda} F(\gamma) \tag{7-14}
\end{equation*}
$$

where $C$ is the constant of integration, and $F(\gamma)$ represents the integral

$$
\begin{equation*}
F(\gamma) \equiv e^{-K \gamma} \int e^{K \gamma} E(\gamma) d \gamma \tag{7-15}
\end{equation*}
$$

The constant of integration $C$ can be evaluated by using the initial conditions

$$
\begin{equation*}
\gamma=\gamma_{0}, \quad u=u_{0}, \quad n=\eta_{0} \tag{7~16}
\end{equation*}
$$

It should be noted that, although $K$ is treated essentially as a constant for the purpose of integration, when the solution is obtained explicitly in the form (7-14), both terms on the right-hand side of this solution are now functions of $u, \gamma$ and $n$ through the definitions (7-5) and (7-11) of $G$ and $K$. Hence, in evaluating the constant of integration $C$, one may choose either to consider $K$ as a function of $u, \gamma$ and $\eta$ or as a constant evaluated at some specific point along the trajectory. If $C$ is
evaluated by considering $K$ as yarying, then

$$
\begin{equation*}
u=u_{0} e^{\left(K_{0} \gamma_{0}-K \gamma\right)}+\frac{1}{\lambda}\left[F(\gamma)-e^{\left(K_{0} \gamma_{0}-K \gamma\right)} F\left(\gamma_{0}\right)\right] \tag{7-17}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{0} \equiv \frac{2}{\left(C_{L} / C_{D}\right)-\left(1 / \lambda n_{0}\right)\left[\left(1 / 2 u_{0}\right)-1\right] \cos \gamma_{0}} \tag{7-18}
\end{equation*}
$$

The two equations (7-8) and (7-17) constitute Loh's unified solution for entry. In general, the function $F(\gamma)$ as given by the integral (7-15) cannot be expressed in terms of elementary functions, but series solutions are available (Ref. 1). The equations can be solved for any two of the three variables $\mathbf{u}, \gamma$ and $\eta$ in terms of the remaining one. From the value of $\eta$, one can recover the real altitude through the definition (7-3) written as

$$
\begin{equation*}
\eta \equiv \frac{S C_{D} \rho_{s}}{2 m \beta} e^{-\beta h} \tag{7-19}
\end{equation*}
$$

The drag parameter of the vehicle is involved only at this step. Hence, as far as the relationship between the dimensionless kinetic energy $u$ and the flight path angle $\gamma$ is concerned, it is dependent on the value of the drag parameter only through the initial value $\eta_{0}$. Practically, $\eta_{0}$ is zero.

- Thus, the relationship between $u$ and $\gamma$ is completely independent of the drag parameter. In this case the value $\mathrm{K}_{0}$ as defined by (7-18) should be evaluated at some intermediate point of the trajectory other than the iniciaz. point to avoid the singularity caused by taking $n_{0}=0$.


## 7-3. SECOND-ORDER SOLUTION FOR ENTRY

In general, the unified solution as presented by Loh is too tedious to use since the two governing equations, Eqs. (7-8) and (7-17) are transcendental in the variables $u, \gamma$ and $\eta$. But the second term in the expression (7-17) for $u$ contains the factor $1 / \lambda$, which is generally small.

For the Earth, $\lambda=900$, and according to Table 1 of Chapter 6, the values of $\lambda$ for the planets Venus, Mars and Jupiter are 500,350 and 3000 respectively. Therefore, except for the cases where extreme accuracy at the terminal phase of flight is desired or for the cases involving planetary atmospheres in which the values of $\lambda$ are unforeseeably small, one can omit the term with the factor $1 / \lambda$ in the expression (7-17) for $u$. In this case, the solution becomes

$$
\begin{equation*}
\cos \gamma=\frac{\cos \gamma_{0}+\left(C_{L} / C_{D}\right) n\left(1-n_{0} / n\right)}{1+\lambda^{-1}\left(1-\eta_{0} / n\right)[(1 / 2 u)-1]} \tag{7-20}
\end{equation*}
$$

and

$$
\begin{equation*}
\log \left(\frac{u}{u_{0}}\right)=\frac{2\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)-(1 / \lambda \eta)[(1 / 2 u)-1] \cos \gamma} \tag{7-21}
\end{equation*}
$$

Equations (7-20) and (7-21) form the basic second-order solution as derived by Loh. From these two equations, any two of the three variables u, $\gamma$ and $\eta$ can be determined in terms of the remaining one. The equations are still transcendental in the variables. To ease the numerical computation, whenever $\eta_{0} / \eta \ll 1$, Eq. (7-20) can be approximated by

$$
\begin{equation*}
\cos \gamma=\frac{\cos \gamma_{0}+\left(C_{L} / C_{D}\right) \eta}{1+\lambda^{-1}[(1 / 2 u)-1]} \tag{7-22}
\end{equation*}
$$

On the other hand, Eq. (7-21), when solved for $\eta$, gives

$$
\begin{equation*}
\eta=\frac{(1 / \lambda)[(1 / 2 u)-1] \cos \gamma \log \left(u / u_{0}\right)}{\left(C_{L} / C_{D}\right) \log \left(u / u_{0}\right)-2\left(\gamma_{0}-\gamma\right)} \tag{7-23}
\end{equation*}
$$

Eliminating $\eta$ between the last two equations yields

$$
\begin{equation*}
\gamma=\gamma_{0}-\frac{1}{2}\left(\frac{C_{L}}{C_{D}}\right) \log \left(\frac{u}{u_{0}}\right)\left[1+\frac{1}{\lambda} \frac{[(1 / 2 u)-1]}{\left[1-\left(\cos \gamma_{0} / \cos \gamma\right)\right]}\right]^{-1} \tag{7-24}
\end{equation*}
$$

This transcendental equation can be solved for $\gamma$ in terms of $u$. Subsequently, the corresponding value of $\eta$ can be obtained from Eq. (7-23),
or more accurately from Eq. (7-20), rewritten as

$$
\left(\frac{C_{L}}{C_{D}}\right)\left(\bar{n}-n_{0}\right)=\left(\cos \gamma-\cos \gamma_{0}\right)+\frac{1}{\lambda}\left(1-\frac{n_{0}}{n}\right)\left(\frac{1}{2 u}-1\right) \cos \gamma
$$

For $\eta_{0} / \eta \ll l$, the right hand side can be simplified. This gives approximately the dimensionless atmospheric density $n$ representing the variation of the altitude

$$
\begin{equation*}
n=n_{0}+\left(\frac{C_{L}}{C_{D}}\right)^{-1}\left[\left(\cos \gamma-\cos \gamma_{0}\right)+\frac{1}{\lambda}\left(\frac{1}{2 u}-1\right) \cos \gamma\right] \tag{7-25}
\end{equation*}
$$

Loh has shown that the second-order solution, as derived, is very accurate compared with the exact numerical solution (Ref. 1). However, it should be noted that the exact equations as considered by Loh are the equations (7-4) obtained by taking $z=1$. The theory is based on computational experience showing that, during the process of integration, the term $G$ is nearly constant. This explains the accuracy of the theory. A physical explanation of this phenomenon will be given in the next section when we show how the secondorder solution is reduced to different first-order solutions.

7-4. REDUCTION OF THE SECOND-ORDER SOLUTION TO FIRST-ORDER SOLUTIONS
Several authors have obtained first-order solutions for different cases of entry trajectories. The procedures followed in deriving these solutions are the same. First, the type of entry trajectory is examined, and then approximations are made based on physical reasoning, and the fundamental equations for entry are simplified allowing simple integrations to obtain the solution in closed form. Each of the solutions is then only valid for a specified type of entry trajectory. The second-order solution obtained by Loh is a unified solution in the sense that it is valid for all types of entry trajectories. Hence, upon appropriate simplifications, it should be reducible
to the different types of entry solutions if the empirical observation made by Loh is consistent with the physical entry phenomena.

The second-order solution derived by Loh as presented in the previous section is reproduced here for convenience of discussion.

$$
\begin{gather*}
\cos \gamma=\frac{\cos \gamma_{0}+\left(C_{L} / C_{D}\right) n\left(1-\eta_{0} / n\right)}{1+\lambda^{-1}\left(1-\eta_{0} / n\right)[(1 / 2 u)-1]}  \tag{7-26}\\
\log \left(\frac{u}{u_{0}}\right)=\frac{2\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)-(1 / \lambda \eta)[(1 / 2 u)-1] \cos \gamma} \tag{7-27}
\end{gather*}
$$

An alternate expression is

$$
\begin{equation*}
\gamma=\gamma_{0}-\frac{1}{2}\left(\frac{C^{L_{0}}}{C_{D}}\right) \log \left(\frac{\mathrm{u}}{\mathrm{u}_{0}}\right)\left[1+\frac{1}{\lambda} \frac{[(1 / 2 u)-1]}{\left[1-\left(\cos \gamma_{0} / \cos \gamma\right)\right]}\right]^{-1} \tag{7-28}
\end{equation*}
$$

The solution has been derived based on the assumption that a combined gravity and centrifugal term $G$ is constant. This $G$ term is defined as

$$
\begin{equation*}
G \equiv \frac{1}{\lambda \eta}\left(\frac{1}{2 u}-1\right) \cos \gamma \tag{7-29}
\end{equation*}
$$

As has been observed, this term represents the difference between the gravity force and the centrifugal force along the normal to the flight path. We shall derive the different first-order solutions from Loh's second-order solution and at the same time try to justify his empirical assumption.

## 7-4.1. Gliding Entry at Small Flight Path Angles

When the flight path angle is small, $\cos \gamma \simeq \cos \gamma_{0} \simeq 1$. Thus, Eq. (7-26) becomes, with $\eta_{0} \simeq 0$

$$
\begin{equation*}
\frac{1}{\lambda}\left(\frac{1}{2 u}-1\right)=\left(\frac{C_{L}}{C_{D}}\right) n \tag{7-30}
\end{equation*}
$$

Or, solving for $u$

$$
\begin{equation*}
u=\frac{1}{2\left[1+\lambda\left(C_{L} / C_{D}\right) n\right]} \tag{7-31}
\end{equation*}
$$

Now, Eq. (7-29) with cos: $\gamma \simeq 1$ can be written as

$$
\begin{equation*}
\frac{1}{\lambda}\left(\frac{1}{2 u}-1\right)=\mathrm{Gn} \tag{7-32}
\end{equation*}
$$

By comparing the two Eqs. (7-30) and (7-32), we see that the nearly constant term $G$ is, in this case, nearly equal to the constant lift-to-drag ratio. It also can be seen in Eq. (7-6) that, for gliding entry at small flight path angles, $\phi=\cos \gamma$ is nearly unity and the right-hand side of this equation is nearly zero. The condition

$$
\begin{equation*}
\frac{C_{L}}{C_{D}}-\frac{I}{\lambda n}\left(\frac{I}{2 u}-1\right) \cos \gamma=0 \tag{7-33}
\end{equation*}
$$

is called the condition of equilibrium glide. That is, there is nearly exact balancing among the lift force, the gravitational force and the centrifugal force along the flight path for $\gamma \simeq 0$. This assumption was first formulated by Sanger and Bredt in Ref. 3.

Now Eq. (7-28) is written as

$$
\begin{align*}
\frac{\gamma_{0}-\gamma}{\cos \gamma-\cos \gamma_{0}}= & \frac{(1 / 2)\left(C_{L} / C_{D}\right) \log \left(u / u_{0}\right)}{\left(\cos \gamma-\cos \gamma_{0}\right)+(1 / \lambda)[(1 / 2 u)-1] \cos \gamma}  \tag{7-34}\\
& \simeq \frac{\lambda}{2}\left(\frac{C_{L}}{C_{D}}\right) \log \left(\frac{u}{u_{0}}\right)\left(\frac{1}{2 u}-1\right)^{-1}
\end{align*}
$$

- The left-hand side of this equation, for $\gamma \simeq \gamma_{0}$, can be approximated by

$$
\frac{\gamma_{0}-\gamma}{\cos \gamma-\cos \gamma_{0}}=\frac{\gamma_{0}-\gamma}{2 \sin \frac{1}{2}\left(\gamma+\gamma_{0}\right) \sin \frac{1}{2}\left(\gamma_{0}-\gamma\right)} \simeq \frac{1}{\sin \frac{1}{2}\left(\gamma+\gamma_{0}\right)} \simeq \frac{1}{\sin \gamma} .
$$

On the other hand, for entry from near circular speed, $2 u_{0} \simeq 1$, and the logarithm term on the right-hand side of Eq. (7-34) is approximated by

$$
\log \left(\frac{u}{u_{0}}\right) \simeq \log 2 u=-\log \left(\frac{1}{2 u}\right)=-\frac{\left(\frac{1}{2 u}-1\right)}{\frac{1}{2 u}}+\ldots . \simeq-2 u\left(\frac{1}{2 u}-1\right)
$$

With these approximations, Eq. (7-34) is reduced to the final result for the small flight path angle in the form

$$
\begin{equation*}
\sin \gamma=-\frac{1}{\lambda\left(C_{L} / C_{D}\right) u} \tag{7-35}
\end{equation*}
$$

Equations (7-31) and (7-35) form the first-order solution of Eggers, Allen and Neice (Ref. 4) for gliding entry at small flight path angle. The derivation of Eq. (7-35) directly from the second-order solution is somewhat delicate because it involves the ratio of small quantities. A more direct way is to use the first Eq. (7-4) with the second term on the right-hand side neglected. This is equivalent to assuming that the component of the gravity force on the tangent to the flight path is negligible compared to the drag force. Then,

$$
\frac{d u}{d \eta}=\frac{2 u}{\sin \gamma}
$$

Using the first-order solution (7-31) to evaluate the derivative du/dn yields

$$
\frac{2 u}{\sin \gamma}=-\frac{\lambda\left(C_{L} / C_{D}\right)}{2\left[I+\lambda\left(C_{L} / C_{D}\right) \eta\right]^{2}}=-2 \lambda\left(C_{L} / C_{D}\right) u^{2}
$$

Simplification gives the solution

$$
\sin \gamma=-\frac{1}{\lambda\left(C_{L} / C_{D}\right) u}
$$

which is precisely Eq. (7-35).

## 7-4.2. Gliding Entry at Medium and Large Flight Path Angles

When the flight path angle is not small, we neglect the terms with coefficient $1 / \lambda$ in Loh's second-order solution. Then the Eqs. (7-26) and (7-27) are reduced to

$$
\begin{equation*}
\cos \gamma-\cos \gamma_{0}=\left(\frac{C_{L}}{C_{D}}\right)\left(n-\eta_{0}\right) \tag{7-36}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{u}{u_{0}}=\exp \left[\frac{2\left(\gamma_{0}-\cdot \gamma\right)}{\left(C_{L} / C_{D}\right)}\right] \tag{7-37}
\end{equation*}
$$

Equations. (7-36) and (7-37) are the first-order solutions of Eggers, Allen and Neice (Ref. 4) and Lees (Ref. 5) for skip entry and gliding entry at medium and large flight path angles.

This case corresponds to considering the term $G$ as negligibly small. Hence, Loh's assumption, the empirical assumption of considering $G$ as nearly constant, is essentially correct.

## 7-4.3. Ballistic Entry at Large Flight Path Angle

For ballistic entry, $C_{L}=0$. This, along with neglecting the term with coefficient $1 / \lambda$ in Eq. (7-26), gives

$$
\begin{equation*}
\cos \gamma=\cos \gamma_{0} \tag{7-38}
\end{equation*}
$$

Since the flight path angle is nearly constant, the trajectory is essentially a spiral in the plane of the great circle. If we keep the term $1 / \lambda$ in Eq. (7-26) to retain the small variation in the flight path angle, then

$$
\begin{equation*}
\cos \gamma-\cos \gamma_{0}=-\frac{1}{\lambda \eta}\left(n-n_{0}\right)\left(\frac{1}{2 u}-1\right) \tag{7-39}
\end{equation*}
$$

Now Eq. (7-27), with the constant term $\cos \gamma$ as unity, is

$$
\begin{equation*}
2\left(\gamma_{0}-\gamma\right)=-\frac{1}{\lambda \eta} \log \left(\frac{u}{u_{0}}\right)\left(\frac{1}{2 u}-1\right) \tag{7-40}
\end{equation*}
$$

The ratio of the last two equations yields

$$
\frac{1}{\left(n-n_{0}\right)} \log \left(\frac{u}{u_{0}}\right)=\frac{2\left(\gamma_{0}-\gamma\right)}{\cos \gamma-\cos \gamma_{0}} \simeq \frac{2}{\sin \gamma}
$$

The last step in approximating the equation above is accomplished by using
$\gamma \simeq \gamma_{0}$ as done previously. Hence, the expression for the velocity is

$$
\begin{equation*}
\frac{u}{u_{0}}=\exp \left[\frac{2\left(n-n_{0}\right)}{\sin \gamma}\right] \tag{7-41}
\end{equation*}
$$

Equations (7-38) and (7-41) form the first-order solution of Gazley (Ref. 6), Allen and Eggers (Ref. 7) and Chapman (Ref. 8) for ballistic entry at large flight path angles. Since they are here derived from Loh's second-order solution, they involve his assumed nearly constant $G$, the combined gravity and centrifugal force. Let us examine the validity of this conjecture of Loh. Comparing the two equations (7-29) and (7-39) we see that

$$
\begin{equation*}
G=\frac{\cos \gamma\left(\cos \gamma_{0}-\cos \gamma\right)}{\left(n-n_{0}\right)} \tag{7-42}
\end{equation*}
$$

Hence, except along the initial portion of the trajectory, this term can be considered as small if $\gamma \simeq \gamma_{0}$. In fact, for the direct derivation of the first-order solution for ballistic entry we can put $C_{L}=0, G=0$ in the second Eq. (7-4) and have upon integration

$$
\cos \gamma=\cos \gamma_{0}
$$

Next, using the first Eq. (7-4), omitting the term $1 / \lambda$ and integrating by considering $\sin \gamma$ as constant, we have

$$
\frac{u}{u_{0}}=\exp \left[\frac{2\left(n-n_{0}\right)}{\sin \gamma}\right]
$$

## 7-4.4. Skip Entry at Large Flight Path Ang1es

Along a skip trajectory, the vehicle enter the atmosphere, negotiates a turn in the vertical plane and returns to the vacuum. Hence, if the flight continues under the action of the gravity, each portion of atmospheric flight is joined to the next by a ballistic arc. The original solution was developed by Eggers, Allen and Neice (Ref. 4) with the assumption that, in the turning
process, the aerodynamic lift is the predominant force and the gravity force can be neglected. While the original derivation considers a flat Earth model, we can retain the curvature of the Earth in the combined Loh's $G$ term and set it equal to zero compared to the lift term. That is, the second Eq. (7-4) now becomes

$$
\begin{equation*}
\frac{d \phi}{d n}=\frac{C_{L}}{C_{D}} \tag{7-43}
\end{equation*}
$$

Integration gives the solution

$$
\begin{equation*}
\cos \gamma-\cos \gamma_{0}=\left(\frac{C_{L}}{C_{D}}\right)\left(n-n_{0}\right) \tag{7-44}
\end{equation*}
$$

This equation can also be obtained from Loh's second-order solution, Eq. (7-26) by neglecting the term $G$ in it. Using the same assumption in Eq. (7-27) we have for the speed

$$
\begin{equation*}
\frac{u}{u_{0}}=\exp \left[\frac{2\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)}\right] \tag{7-45}
\end{equation*}
$$
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## ANALYSIS OF FIRST-ORDER PLANETARY ENTRY SOLUTIONS

8-1. INTRODUCTION
In the preceding chapter, we have presented Loh's second-order solution. From the second-order solution we have derived several first-order solutions of special interest, and at the same time we have given an explanation of Loh's empirical formulation.

To help in the understanding of the physical phenomena encountered by a vehicle during its descent through a planetary atmosphere, in this chapter we shall rederive these first-order solutions by making, separately for each case, the necessary physical assumptions. Each type of trajectory will be analyzed in detail. In particular, we shall be concerned with the variations during the entry of the altitude, the speed, and the acceleration of the vehicle. Other physical quantities associated with the dynamic pressure over the vehicle, and the heating phenomena will be analyzed in Chapter 9. The study of the physical quantities associated with an entry trajectory is important since not only the knowledge of the variations of these quantities is of great assistance in the preliminary planning of the design of a specific type of entry vehicle, but also it provides the basic information with which one can construct new and accurate theories for analyzing entry trajectories.

For convenience, we recall the fundamental equations for entry trajectories in a vertical plane

$$
\begin{gather*}
\frac{d u}{d \eta}=\frac{2 u}{\sin \gamma}+\frac{1}{\lambda \eta} \\
\frac{d \phi}{d \eta}=\frac{C_{L}}{C_{D}}-\frac{1}{\lambda \eta}\left(\frac{1}{2 u}-1\right) \phi \tag{8-1}
\end{gather*}
$$

where $\lambda \equiv \beta x_{0}$ is a constant and

$$
\begin{equation*}
u \equiv \frac{1}{2}\left(\frac{v^{2}}{g_{0}^{r_{0}}}\right) \quad, \quad \phi \equiv \cos \gamma \tag{8-2}
\end{equation*}
$$

while $r_{0}$ is the initial distance from the center of the planet and $g_{0}$ is the acceleration of gravity at this reference level. The equations were obtained by assuming that, at each instant, $r=R+h \simeq r_{0}$, where $h$ is the flight altitude. The altitude is obtained through the variation of the density of the atmosphere which is related to the dimensionless variable $\eta$ by the relation

$$
\begin{equation*}
\eta \equiv \frac{S c_{D} \rho s}{2 m \beta} e^{-\beta h} \tag{8-3}
\end{equation*}
$$

It is generally assumed, in first-order theory, that the component of the gravity along the tangent to the flight path can be neglected compared to the drag. This is equivalent to neglecting the second term on the righthand side of the first equation (8-1). Hence, we write it as

$$
\begin{equation*}
\frac{d u}{d \eta}=\frac{2 u}{\sin \gamma} \tag{8-4}
\end{equation*}
$$

The second equation (8-1) is maintained in its general form. We rewrite it with the meaning of each term

$$
\begin{align*}
& \frac{\mathrm{d} \phi}{\mathrm{~d} \mathrm{\eta}}=\frac{C_{L}}{\mathrm{C}_{D}}-\frac{1}{\lambda \eta}\left(\frac{1}{2 \mathrm{u}}-1\right) \phi  \tag{8-5}\\
& \overbrace{\begin{array}{c}
\text { fift } \\
\text { ity } \\
\text { ity } \\
\text { force }
\end{array}}^{\overbrace{\text { grav }}} \underbrace{\psi}_{\text {centrifugal force. }}
\end{align*}
$$

Two quantities q interest along an entry trajectory are the distance travelled and the deceleration. For the distance travelled, we have the equation

$$
\begin{equation*}
\frac{\mathrm{d} \overline{\mathrm{~s}}}{\mathrm{dt}}=\mathrm{V} \tag{8-6}
\end{equation*}
$$

where $s$ is the arc length travelled since the initial time. On the other hand, the equation for the speed $V$ with the tangential component of the gravity, $g \sin \gamma$, neglected is

$$
\begin{equation*}
\frac{d V}{d t}=-\frac{\rho S C_{D} v^{2}}{2 m} \tag{8-7}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{d V}{d s}=-\frac{\rho S C_{D} V}{2 \mathrm{~m}} \tag{8-8}
\end{equation*}
$$

Using the definitions $(8-2)$ and $(8-3)$ for $u$ and $\eta$, we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{du}}\left(\frac{s}{r_{0}}\right)=-\frac{1}{2 \lambda u \eta} \tag{8-9}
\end{equation*}
$$

This equation, upon integration, gives the distance travelled along the flight path. The tangential deceleration is simply

$$
\begin{equation*}
a=-\frac{d V}{d t} \tag{8-10}
\end{equation*}
$$

Using Eq. (8-7), in dimensionless form, we have

$$
\begin{equation*}
\frac{\mathrm{a}}{\mathrm{~g}_{0}}=2 \lambda u n \tag{8-11}
\end{equation*}
$$

Another quantity of interest is the time of flight. It is obtained by integrating Eq. (8-7). In dimensionless form, it is

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{du}}\left(\sqrt{\frac{2 \mathrm{~g}_{0}}{\mathrm{r}_{0}}} \mathrm{t}\right)=-\frac{1}{2 \lambda \eta u^{3 / 2}} \tag{8-12}
\end{equation*}
$$

The following sections discuss the integration of the equations of motion derived above under various approximations relative to the nature of the entry trajectories.

8-2. GLIDING ENTRY AT SMALL FLIGHT PATH ANGLES
The main assumption for this type of entry trajectory is that the
flight path angle is small, that is

$$
\begin{equation*}
\sin \gamma \simeq \gamma, \quad \cos \gamma \simeq I \tag{8-13}
\end{equation*}
$$

If in Eq. (8-5) we consider the variation of $\phi=\cos \gamma$ as negligibly small, this leads to the assumption of equilibrium glide at small flight path angles as first formulated by Sänger and Bredt (Ref. 1). We have

$$
\begin{equation*}
\frac{C_{L}}{C_{D}}-\frac{1}{\lambda \eta}\left(\frac{1}{2 u}-1\right)=0 \tag{8-14}
\end{equation*}
$$

Solved for $u$, this is

$$
\begin{equation*}
u=\frac{I}{2\left[I+\lambda\left(C_{L} / C_{D}\right) n\right]} \tag{8-15}
\end{equation*}
$$

On the other hand, if $u$ is used as the independent variable, the variation in the altitude is given by

$$
\begin{equation*}
n=\frac{(1-2 u)}{2 \lambda\left(C_{L} / C_{D}\right) u}=\frac{1-\left(v^{2} / g_{0} r_{0}\right)}{\lambda\left(C_{L} / C_{D}\right)\left(v^{2} / g_{0} x_{0}\right)} \tag{8-16}
\end{equation*}
$$

Figure $8-1$ gives the plot of $1 / \lambda \eta$ versus $V / \sqrt{g_{0} r_{0}}$ for different values of the lift-to-drag ratio, $C_{L} / C_{D}$.

The flight path angle is obtained from Eq. (8-4). We have, by taking the derivative of Eq. (8-15) with respect to $u$

$$
\begin{equation*}
\sin \gamma=-\frac{1}{\lambda\left(C_{L} / C_{D}\right) u} \tag{8-17}
\end{equation*}
$$

From Eq. (8-9), we have for the distance travelled, using Eq. (8-16) for $n$.

$$
\begin{equation*}
\frac{d}{d u}\left({\frac{s}{r_{0}}}_{0}\right)=\frac{\left(\dot{C}_{L} / C_{D}\right)}{(2 u-l)} \tag{8-18}
\end{equation*}
$$

Integrating from the initial value $u_{0}$ gives

$$
\begin{equation*}
\frac{s-s_{0}}{r_{0}}=\frac{1}{2}\left(\frac{C}{C} C_{D}\right) \log \frac{1-2 u}{1-2 u_{0}} \tag{8-19}
\end{equation*}
$$



Fig. 8-1. Gliding Entry at Small Flight Path Angle.
Velocity - Altitude Diagram for Different Values of Lift-to-Drag Ratio.

We see that, for any prescribed final speed $\mathbf{u}_{f}$, the distance travelled $s_{f}-s_{0}$ is maximized by using the maximum lift-to-drag ratio. Using the final speed $V_{f} \simeq 0$, the total range is given by

$$
\begin{equation*}
\frac{s_{f}}{r_{0}}=\frac{1}{2}\left(\frac{C_{L}}{C_{D}}\right) \log \frac{1}{1-\left(v_{0}^{2} / g_{0} r_{0}\right)} \tag{8-20}
\end{equation*}
$$

The total range $\left(s_{f} / r_{0}\right)$ is plotted in Fig. $8-2$ in terms of the initial speed $V_{0} / \sqrt{g_{0} r_{0}}$ for different values of lift-to-drag ratio.

The time of flight is obtained by integrating Eq. (8-12). We have, first by substituting Eq. (8-16) into Eq. (8-12)

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{du}}\left(, \frac{\overline{2 g_{0}}}{\mathrm{r}_{0}} \mathrm{t}\right)=\left(\frac{\mathrm{C}_{\mathrm{L}}}{\mathrm{C}_{\mathrm{D}}}\right) \frac{1}{(2 \mathrm{u}-1) \mathrm{u}^{1 / 2}} \tag{8-21}
\end{equation*}
$$

Integrating from the initial value $u_{0}$ gives

$$
\begin{equation*}
\sqrt{\prime \frac{g_{0}}{r_{0}}}\left(t-t_{0}\right)=\frac{1}{2}\left(\frac{C_{L}}{C_{D}}\right) \log \left(\frac{I+\sqrt{2 u_{0}}}{1-\sqrt{2 u_{0}}}\right)\left(\frac{1-\sqrt{2 u}}{1+\sqrt{2 u}}\right) \tag{8-22}
\end{equation*}
$$

For any prescribed final speed $u_{f}$, the total time of flight $t_{f}-t_{0}$ is maximized by using the maximum lift-to-drag ratio. Using $u_{f} \simeq 0$, we have the total flying time.

$$
\begin{equation*}
\checkmark \frac{g_{0}}{r_{0}}\left(t_{f}-t_{0}\right)=\frac{1}{2}\left(\frac{C_{L}}{C_{D}}\right) \log \left(\frac{1+V_{0} / \sqrt{g_{0} r_{0}}}{I-V_{0} / \sqrt{g_{0} r_{0}}}\right. \tag{8-23}
\end{equation*}
$$

Finally, from Eq. (8-11) we have the deceleration along the gliding entry trajectory

$$
\begin{equation*}
\frac{\mathrm{a}}{\mathrm{~g}_{0}}=\frac{1-2 \mathrm{u}}{\left(\mathrm{C}_{\mathrm{L}} / \mathrm{C}_{\mathrm{D}}\right)}=\frac{1-\left(\mathrm{v}^{2} / \mathrm{g}_{0} r_{0}\right)}{\left(\mathrm{C}_{\mathrm{L}} / \mathrm{C}_{\mathrm{D}}\right)} \tag{8-24}
\end{equation*}
$$

The deceleration increases continuously along the descending trajectory and it is minimized by using the maximum lift-to-drag ratio. .


Fig. 8-2. Gliding Entry at Small Flight Path Angle. Total Range in Terms 'of Initial 'Sapeed.......

The first-order solution of this section is known as the first-order solution of Eggers, Allen and Neice (Ref. 2).

8-3. GLIDING ENTRY AT MEDIUM AND LARGE FLIGHT PATH ANGLES
When the flight path angle is not small, the condition of equilibrium glide is no longer maintained. On the right-hand side of Eq. (8-5) the lift force is predominant while the difference between the centrifugal force and the gravity force remains small. Hence, we have the simplified equation

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} \eta}=\frac{\mathrm{C}_{\mathrm{L}}}{\mathrm{C}_{\mathrm{D}}} \tag{8-25}
\end{equation*}
$$

and upon integrating from the initial time

$$
\begin{equation*}
\cos \gamma-\cos \gamma_{0}=\left(\frac{C_{I}}{C_{D}}\right)\left(\eta-\eta_{0}\right) \tag{8-26}
\end{equation*}
$$

If we write Eq. (8-25)

$$
-\sin \gamma \frac{d \gamma}{d \eta}=\frac{C_{L}}{C_{D}}
$$

and combine this equation with Eq. (8-4) to eliminate $\eta$, we have

$$
\begin{equation*}
u \frac{d \gamma}{d u}=-\frac{1}{2}\left(\frac{C_{L}}{C_{D}}\right) \tag{8-27}
\end{equation*}
$$

which integrates to

$$
\begin{equation*}
\frac{u}{u_{0}}=\exp \left[\frac{2\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)}\right] \tag{8-28}
\end{equation*}
$$

Equations (8-26) and (8-28) constitute the first-order solution of Lees for gliding entry at medium positive lift-to-drag ratio and medium flight path angle (Ref. 3).

Using Eq. (8-11), with the solution (8-26) for $n$ and (8-28) for $u$, we have for the deceleration, by taking $\eta_{0} \simeq 0$

$$
\begin{equation*}
\frac{a}{g_{0}}=\frac{2 \lambda u_{0}}{\left(C_{L} / C_{D}\right)}\left(\cos \gamma-\cos \gamma_{0}\right) \exp \left[\frac{2\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)}\right] \tag{8-29}
\end{equation*}
$$

Since, by this expression, "a" is a function of $\gamma$ alone, the maximum deceleration occurs at a value of $\gamma$ obtained by solving the equation $d a / d \gamma=0$. We have

$$
\begin{equation*}
\frac{1}{2}\left(\frac{C^{C}}{C_{D}}\right) \sin \gamma=\cos \gamma_{0}-\cos \gamma \tag{8-30}
\end{equation*}
$$

This equation can be written as a quadratic equation in $\tan \frac{\gamma}{2}$,

$$
\begin{equation*}
\left(1+\cos \gamma_{0}\right) \tan ^{2} \frac{\gamma}{2}-\left(\frac{C_{L}}{C_{D}}\right) \tan \frac{\gamma}{2}-\left(1-\cos \gamma_{0}\right)=0 \tag{8-31}
\end{equation*}
$$

The equation has two roots, one positive and one negative. For a descending trajectory, we take the negative root

$$
\begin{equation*}
\tan \frac{\gamma}{2}=\frac{1}{2\left(1+\cos \gamma_{0}\right)}\left[\frac{C_{L}}{C_{D}}-\sqrt{\left.{\left(\frac{C_{L}}{C_{D}}\right)^{2}}^{2}+4 \sin ^{2} \gamma_{0}\right]}\right. \tag{8-32}
\end{equation*}
$$

Using this critical value for $\gamma$ in Eqs. (8-28) and (8-29), we have the corresponding speed and the maximum deceleration. The altitude at which the maximum deceleration occurs is given by Eq. (8-26) with $\gamma$ as given by Eq. (8-32). Let subscript (*) denote the condition at the point of maximum deceleration. We have

$$
\left(\frac{C_{L}}{C_{D}}\right)\left(\eta_{*}-n_{0}\right)=\cos \gamma_{*}-\cos \gamma_{0}=-\frac{1}{2}\left(\frac{C_{L}}{C_{D}}\right) \sin \gamma_{*}
$$

Therefore

$$
n_{*}-n_{0}=-\frac{\tan \frac{\gamma_{*}}{2}}{1+\tan ^{2} \frac{\gamma_{*}}{2}}
$$

From Eq. (8-31), we have

$$
\begin{equation*}
\eta_{*}-\eta_{0}=-\frac{\left(1+\cos \gamma_{0}\right) \tan \frac{\gamma_{*}}{2}}{2+\left(C_{L} / C_{D}\right) \tan \frac{\gamma_{*}}{2}} \tag{8-33}
\end{equation*}
$$

Finally, using the solution (8-32), we have explicitly for the critical altitude where the maximum deceleration occurs, in terms of the lift-to-drag ratio $\underset{\left(C_{D}\right.}{\left(C_{D}\right)}$, and the initial flight path angle $\gamma_{0}$,

$$
\begin{equation*}
\eta_{*}=\eta_{0}+\frac{\sqrt{\left(C_{L} / C_{D}\right)^{2}+4 \sin ^{2} \gamma_{0}-\left(C_{L} / C_{D}\right)}}{4+\left[\left(C_{L} / C_{D}\right) /\left(I+\cos \gamma_{0}\right)\right]\left[\left(C_{L} / C_{D}\right)-\sqrt{\left.\left(C_{L} / C_{D}\right)^{2}+4 \sin ^{2} \gamma_{0}\right]}\right.} \tag{8-34}
\end{equation*}
$$

When

$$
\frac{4 \sin ^{2} \gamma_{0}}{\left(C_{L} / C_{D}\right)^{2}} \ll 1
$$

the square root can be approximated by

$$
\sqrt{\prime} \overline{\left(C_{L} / C_{D}\right)^{2}+4 \sin ^{2} \gamma_{0}}=\frac{C_{L}}{\left.C_{D}\right)\left[I+\frac{2 \sin ^{2} \gamma_{0}}{\left(C_{L} / C_{D}\right)^{2}}\right]}
$$

The expression for $n_{*}$ becomes

$$
\begin{equation*}
\eta_{*}=n_{0}+\frac{2 \sin ^{2} \frac{\gamma_{0}}{2}}{\left(C_{L} / C_{D}\right)} \tag{8-35}
\end{equation*}
$$

In this case, the critical flight path angle, as given by Eq. (8-32), becomes

$$
\begin{equation*}
\tan \frac{\gamma_{*}}{2}=-\frac{2 \sin ^{2} \frac{\gamma_{0}}{2}}{\left(C_{L} / C_{D}\right)} \tag{8-36}
\end{equation*}
$$

If the flight path angle is not too large, we have the approximate relation

$$
\begin{equation*}
\gamma_{*}=-\frac{\gamma_{0}^{2}}{\left(C_{L} / C_{D}\right)} \tag{8-37}
\end{equation*}
$$

In this case., we obtain from Eq. $(8-28)$ the critical speed where maximum deceleration occurs

$$
\begin{equation*}
\frac{y_{*}}{Y_{0}}=\exp \left(\frac{\gamma_{0}}{C_{L} / C_{D}}\right) \tag{8-38}
\end{equation*}
$$

The maximum deceleration is simply

$$
\begin{equation*}
\frac{a_{*}}{g_{0}}=\frac{\lambda u_{0} \gamma_{0}^{2}}{\left(c_{L} / C_{D}\right)} \exp \left[\frac{2 \gamma_{0}}{C_{L} / c_{D}}\right] \tag{8-39}
\end{equation*}
$$

The solution obtained by Lees applies to circular speed entry. For supercircular speed entry, it has been generalized by Ting (Ref. 4). In this case, the second term on the right-hand side of Eq. (8-5) is not negligible since for large values of $u$, the difference $[(1 / 2 u)-1]$ is not small. Ting used the approximation

$$
\left(\frac{1}{2 u}-1\right) \phi \simeq \frac{1}{2 u_{0}}-1
$$

Then, we have the equation

$$
\begin{equation*}
\frac{d \phi}{d \eta}=\frac{C_{L}}{C_{D}}-\frac{1}{\lambda \eta}\left(\frac{1}{2 u_{0}}-1\right) \tag{8-40}
\end{equation*}
$$

Upon integrating and using the initial conditions, we have

$$
\begin{equation*}
\cos \gamma-\cos \gamma_{0}=\left(\frac{C_{L}}{C_{D}}\right)\left(\eta-n_{0}\right)-\frac{1}{\lambda}\left(\frac{1}{2 u_{0}}-1\right) \log \frac{\eta}{n_{0}} \tag{8-41}
\end{equation*}
$$

For small flight path angles, we have Ting's first-order solution for entry at supercircular speed

$$
\begin{equation*}
\gamma=-\left[\gamma_{0}^{2}-2\left(\frac{C_{L}}{C_{D}}\right)\left(\eta-\eta_{0}\right)+\frac{2}{\lambda}\left(\frac{1}{2 u_{0}}-1\right) \log \frac{\eta}{n_{0}}\right] . \tag{8-42}
\end{equation*}
$$

Next, we write Eq. (8-5)

$$
\begin{equation*}
-\sin \frac{d \gamma}{d \eta}=\frac{C_{L}}{C_{D}}-\frac{1}{\lambda n}\left(\frac{1}{2 u}-1\right) \tag{8-43}
\end{equation*}
$$

Combining this equation with Eq. (8-4) to eliminate $\eta$, we have

$$
\begin{equation*}
\frac{d u}{u}=-\frac{\cdot \cdot \frac{d \gamma}{\frac{1}{2}\left[\frac{C_{L}}{C_{D}}-\frac{1}{\lambda n}\left(\frac{1}{2 u}-1\right)\right]}}{\text { 位 }} \tag{8-44}
\end{equation*}
$$

Considering the denominator on the right-hand side of this equation as constant., we have, upon integrating

$$
\begin{equation*}
\log \frac{u}{u_{0}}=\frac{\gamma_{0}-\gamma}{\frac{1}{2}\left[\frac{C_{L}}{C_{D}}-\frac{1}{\lambda \eta}\left(\frac{1}{2 u}-1\right)\right]} \tag{8-45}
\end{equation*}
$$

Equations (8-42) and (8-45) constitute Ting's solution for entry from supercircular speed (Ref. 4).

8-4. BALLISTIC ENTRY AT LARGE FLIGHT PATH ANGLES

For ballistic entry, $C_{L}=0$. The general assumption is that ballistic entry involves short range so that the assumption of flat Earth applies. In Eq. (8-5), if we neglect the centrifugal force, we have

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} \eta}=-\frac{1}{2 \lambda \eta u} \tag{8-46}
\end{equation*}
$$

From this equation, because of the small factor $1 / 2 \lambda$, it is seen that for relatively steep trajectories, the dimensionless atmospheric density $\eta$ will quickly become finite and the right-hand side can be put equal to zero. Since the term is the gravity term, this is equivalent to neglecting the gravity force compared with the drag force which is large during, the fundamental portion of a steep ballistic entry trajectory. We shall first conduct the investigation under this assumption and later modify the solution to include the effect of the gravitational force.

## 8-4.1. Analysis Neglecting Gravity

If gravity is neglected, the integration of Eq. $(8-46)$, with the
right-hand side put equal to zero, yields

$$
\begin{equation*}
\cos \gamma=\cos \gamma_{0} \tag{8-47}
\end{equation*}
$$

For ballistic entry, the flight path angle remains nearly constant and the trajectory is essentially a small portion of a spiral. Using this solution, Eq. (8-4) can be integrated to give

$$
\begin{equation*}
\frac{\mathbf{u}}{u_{0}}=\exp \left[\frac{2\left(\eta-\eta_{0}\right)}{\sin \gamma_{0}}\right] \tag{8-48}
\end{equation*}
$$

Equations (8-47) and (8-48) constitute the first-order solution for ballistic entry at large flight path angles as given by Gazley (Ref. 5), Allen and Eggers (Ref. 6) and Chapman (Ref. 7).

Equation (8-48), with $\eta_{0} \simeq 0$, can be written as

$$
\begin{equation*}
\frac{V}{V_{0}}=\exp \left(\frac{\eta}{\sin \gamma_{0}}\right) \tag{8-49}
\end{equation*}
$$

It is seen that $V$ decreases as the radius of a logarithmic spiral (Fig. 8-3).

In the figure, the angle $\eta$ is measured in radians. Let $\sigma$ be the constant angle between $\vec{V}$ and the tangent to the spiral. We have

$$
\begin{equation*}
\tan \sigma=\sin \gamma_{0}<0 \tag{8-50}
\end{equation*}
$$

$V$ decreases more rapidly with the altitude for larger initial flight path angles. On the other hand, by the definition (8-3) of $\eta$, for each value of the altitude, $\eta$ is larger for larger values of the drag coefficient and smaller values of the wing loading $\left(\mathrm{mg}_{0} / \mathrm{S}\right)$. Hence, the speed decreases more rapidly with a larger drag coefficient and a smaller wing loading. The deceleration is given by Eq. (8-11). We have, using the solution (8-48) for $u$,


Fig. 8-3. Variation of the Speed During Ballistic Entry

$$
\begin{equation*}
\frac{a}{g_{0}}=2 \lambda u_{0} n \exp \left[\frac{2\left(n-n_{0}\right)}{\sin \gamma_{0}}\right] \tag{8-51}
\end{equation*}
$$

The maximum deceleration occurs at the altitude $\eta_{*}$ obtained by solving the equation $\mathrm{da} / \mathrm{d} n=0$.

$$
\begin{equation*}
\eta_{*}=-\frac{I}{2} \sin \gamma_{0} \tag{8-52}
\end{equation*}
$$

From the definition ( $8-3$ ) of $\eta$, this critical altitude is positive if

$$
\begin{equation*}
-\sin \gamma_{0} \leqslant \frac{S C_{D} D_{s}}{m \beta} \tag{8-53}
\end{equation*}
$$

If this inequality is not satisfied, the deceleration continues to increase and reaches a maximum at the altitude zero. In this case, the maximum deceleration is

$$
\begin{equation*}
\frac{a_{*}}{g_{0}}=2 \lambda u_{0} \eta_{s} \exp \left[\frac{2\left(n_{s}-\eta_{0}\right)}{\sin \gamma_{0}}\right] \tag{8-54}
\end{equation*}
$$

where $\eta_{s}$ is the value of $n$ at sea level

$$
\begin{equation*}
\eta_{s}=\frac{S C_{D} \rho_{S}}{2 m \beta} \tag{8-55}
\end{equation*}
$$

The corresponding value of $u$ is

$$
\begin{equation*}
u_{*}=u_{0} \exp \left[\frac{2\left(n_{s}-n_{0}\right)}{\sin \gamma_{0}}\right] \tag{8-56}
\end{equation*}
$$

In the case where the strict inequality in (8-53) is satisfied the maximum deceleration occurs at an altitude $h_{*}$ above the surface of the planet. The córresponding value of $\eta$ is given by Eq. (8-52). Using this value in Eq. (8-48) with $\eta_{0} \simeq 0$, we have

$$
\frac{u_{i}}{u_{0}}=\frac{1}{e}
$$

Therefore

$$
\begin{equation*}
y_{*}=\frac{y_{0}}{\sqrt{e}}=0.607 V_{0} \tag{8-57}
\end{equation*}
$$

Thus, the point on the entry trajectory where the speed has decreased to about 60.7\% of its initial value is the point of maximum deceleration. The maximum value of the deceleration is obtained from Eq. (8-51) with $\eta_{\text {* }}$ as given by Eq. (8-52). We have

$$
\begin{equation*}
\frac{a_{*}}{g_{0}}=-\frac{\lambda u_{0} \sin \gamma_{0}}{e} \tag{8-58}
\end{equation*}
$$

We see that the maximum deceleration is proportional to the quantity $u_{0} \sin \gamma_{0}$ and is independent of the physical characteristics of the vehicle.

Figure 8-4 presents the velocity-altitude relationship, Eq. (8-49), for different values of the initial flight path angle. The use of the dimensionless quantity $\eta$ is convenient since the diagram applies to any type of vehicle regardless of its physical characteristics. For each specified vehicle, one can compute its sea level value $\eta_{s}$ by Eq. (8-55) and deduce the speed ratio at this level. This also applies to any level by using the corresponding value $\rho$.

Figure 8-5 presents the deceleration-altitude relationship, Eq. (8-51) for different values of the initial flight path angle. It is convenient for the plot to write this equation as

$$
\begin{equation*}
\frac{a}{2 \lambda g_{0} u_{0}}=n \exp \left(\frac{2 n}{\sin \gamma_{0}}\right) \tag{8-59}
\end{equation*}
$$

In this way, the diagram can be used for any type of entry vehicle at any initial speed. The line of maximum deceleration is the hyperbola
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Fig. 8-5. Ballistic Entry at Large Flight Path Angle.
Acceleration - Altitude Diagram for Several Values of the Initial Angle.

$$
\begin{equation*}
\left(\frac{1}{n}\right)\left(\frac{a}{2 \lambda g_{0} u_{0}}\right)=\frac{T}{e} \simeq 0.36788 \tag{8-60}
\end{equation*}
$$

## 8-4.2. Analysis Including Gravity

The results in the previous section are obtained by neglecting the gravitational force. If the effect of gravitational force is retained, then for ballistic entry, under the flat Earth assumption, the Eqs. (8-1) are reduced to

$$
\begin{gather*}
\frac{d u}{d \eta}=\frac{2 u}{\sin \gamma}+\frac{1}{\lambda \eta}  \tag{8-61}\\
\frac{d \phi}{d \eta}=-\frac{\phi}{2 \lambda \eta u}
\end{gather*}
$$

The first of these equations is now integrated under the assumption that the flight path angle is nearly constant and can be put equal to its initial value. Hence we have the linear equation

$$
\begin{equation*}
\frac{d u}{d n}-\frac{2 u}{\sin \gamma_{0}}=\frac{1}{\lambda n} \tag{8-62}
\end{equation*}
$$

The general solution of this equation is

$$
u=\frac{1}{\lambda} \exp \left(\frac{2 \eta}{\sin \gamma_{0}}\right)\left[\int \frac{e^{-\frac{2 \eta}{\sin \gamma_{0}}}}{\eta} d \eta+c\right]
$$

where $C$ is a constant of integration.
Using a new dimensionless atmospheric density $\alpha$ such that

$$
\begin{equation*}
\alpha=-\frac{2 \eta}{\sin \gamma_{0}} \tag{8-64}
\end{equation*}
$$

we can write the solution (8-63) as, (Ref.8),

$$
\begin{equation*}
u=\frac{1}{\lambda} \exp (-\alpha)[\dot{\mathrm{E} i}(\alpha)+\mathrm{C}] \tag{8-65}
\end{equation*}
$$

where the exponential-integral function $E i(\alpha)$ is defined as

$$
\begin{equation*}
E i(\alpha)=\int_{-\infty}^{\alpha} \frac{e^{t}}{t} d t \tag{8-66}
\end{equation*}
$$

This integral function is tabulated in Ref. 9. The constant of integration C in Eq. (8-65) is evaluated using the initial condition. It is seen from this equation that the kinetic energy of the vehicle, or equivalently its speed, passes through a maximum for a value of $\alpha$ satisfying the equation

$$
\begin{equation*}
E i(\alpha)+C=\frac{\exp (\alpha)}{\alpha} \tag{8-67}
\end{equation*}
$$

If the constant of integration $C$ has been obtained from the initial condition, this equation can be solved for $\alpha$. Upon substituting back into Eq. (8-65) we have the value for the maximum kinetic energy

$$
\begin{equation*}
\mathrm{u}=\frac{I}{\lambda \alpha} \tag{8-68}
\end{equation*}
$$

Now, using Eq. (8-11), we have for the deceleration

$$
\begin{equation*}
-\frac{a}{g_{0} \sin \gamma_{0}}=\alpha \exp (-\alpha)[E i(\alpha)+C] \tag{8-69}
\end{equation*}
$$

The deceleration has a maximum at the altitude where

$$
\begin{equation*}
E i(\alpha)+C=\frac{\exp (\alpha)}{\alpha-1} \tag{8-70}
\end{equation*}
$$

Again, if the constant $C$ has been evaluated, using the initial condition, this equation can be solved for $\alpha$ and, by the definition (8-64), for $\eta$, yielding the altitude where maximum deceleration occurs. Combining the Iast two equations, we have the maximum deceleration

$$
\begin{equation*}
-\frac{a_{*}}{-g_{0} \sin \gamma_{0}}=\frac{\alpha}{\alpha-1} \tag{8-71}
\end{equation*}
$$

where $\alpha$ is obtained by solving Eq. (8-70). Maximum deceleration occurs at a positive altitude if

$$
\begin{equation*}
E i\left(\alpha_{s}\right)+c-\frac{\exp \left(\alpha_{s}\right)}{\alpha_{s}-1}>0 \tag{8-72}
\end{equation*}
$$

where $\alpha_{s}$ is the value of $\alpha$ at sea level, that is

$$
\begin{equation*}
\alpha_{s}=-\frac{2 \eta_{s}}{\sin \gamma_{0}}=-\frac{S C_{D} \rho_{s}}{m \beta s i n} \gamma_{0} \tag{8-73}
\end{equation*}
$$

If the vehicle's physical characteristics are such that inequality (8-72) is . not satisfied, then the deceleration monotonically increases during the ballistic entry and reaches its highest level at sea level. This maximum deceleration is given by

$$
\begin{equation*}
-\frac{a_{*}}{g_{0} \sin \gamma_{0}}=\alpha_{s} \exp \left(-\alpha_{s}\right)\left[E i\left(\alpha_{s}\right)+C\right] \tag{8-74}
\end{equation*}
$$

From Eq. (8-65) the constant of integration $C$ is given by

$$
\begin{equation*}
c=\lambda u_{0} \exp \left(\alpha_{0}\right)-E i\left(\alpha_{0}\right) \tag{8-75}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{0}=-\frac{2 n_{0}}{\sin \gamma_{0}} \tag{8-76}
\end{equation*}
$$

On the other hand, a series expansion of the exponential function is

$$
\begin{equation*}
E i(\alpha)=\gamma_{E}+\log \alpha+\sum_{n=1}^{\infty} \frac{\alpha^{n}}{n \cdot n!} \tag{8-77}
\end{equation*}
$$

where $\gamma_{E}=0.577215 \ldots$ is the Euler constant. Hence, for entry from high altitude, $\alpha_{0} \simeq 0$ and an approximate expression for $C$ is

$$
\begin{equation*}
C=\lambda u_{0}\left(I+\alpha_{0}\right)-\alpha_{0}-\gamma_{E}-\log \alpha_{0} \tag{8-78}
\end{equation*}
$$

## 8-5. SKIP ENTRY

A trajectory of interest for a lifting hypervelocity vehicle is the skip trajectory. In the skipping phase, the vehicle enters the atmosphere, negotiates a turn, and is ejected from the atmosphere. This type of maneuver can be used to achieve a change in the orbital plane. Only the maneuver at constant lift-to-drag ratio in a vertical plane will be analyzed in this section. The skip trajectory involves a short longitudinal range. Hence the flat Earth assumption will be used. Furthermore, since the gravitational force is, on the average, much smaller than the aerodynamic force, we can neglect completely the gravitational force in the equations of motion.

With these assumptions, we deduce from the general equations (8-1), the equations of motion governing a skip trajectory.

$$
\begin{align*}
& \frac{d u}{d \eta}=\frac{2 u}{\sin \gamma}  \tag{8-79}\\
& \frac{d \phi}{d n}=\frac{C_{L}}{C_{D}}
\end{align*}
$$

The second equation can be integrated to give

$$
\begin{equation*}
\cos \gamma-\cos \gamma_{0}=\frac{c_{L}}{C_{D}}\left(n-\eta_{0}\right) \tag{8-80}
\end{equation*}
$$

The vehicle exits at a final altitude level $\eta_{f}$ equal to the initial altitude $\eta_{0}$. Hence

$$
\begin{equation*}
\gamma_{f}=-\gamma_{0} \tag{8-81}
\end{equation*}
$$

This shows that, for a skip maneuver at constant angle of attack, the ejection angle is equal to the absolute value of the entry angle.

At the lowest point of a skip trajectory, $\gamma=0$. The minimum altitude is then

$$
\begin{equation*}
n=n_{0}+\frac{1-\cos \gamma_{0}}{\left(C_{L} / C_{D}\right)} \tag{8-82}
\end{equation*}
$$

For this altitude to be positive, it is necessary that

$$
\frac{1-\cos \gamma_{0}}{\left(C_{L} / C_{D}\right)}<\frac{S_{D} \rho_{s}}{2 m \beta}
$$

where the condition $\eta_{0} \simeq 0$ has been assumed. We can write the condition as

$$
\begin{equation*}
\sin ^{2} \frac{\gamma_{0}}{2}<\frac{g_{0} \rho_{s} C_{L}}{4 \beta\left(\operatorname{mg}_{0} / S\right)} \tag{8-83}
\end{equation*}
$$

This provides the safety limit on the entry angle for a vehicle with specified lift capability and wing loading condition.

To obtain the velocity distribution along a skip trajectory, we combine the two equations (8-79):

$$
\begin{equation*}
\frac{d \gamma}{d u}=-\frac{1}{2 u}\left(\frac{C_{L}}{C_{D}}\right) \tag{8-84}
\end{equation*}
$$

Integration gives

$$
\begin{equation*}
\frac{u}{u_{0}}=\exp \left[\frac{2\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)}\right] \tag{8-85}
\end{equation*}
$$

or in terms of $V$

$$
\begin{equation*}
\frac{V}{V_{0}}=\exp \left[\frac{\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right.}\right] \tag{8-86}
\end{equation*}
$$

Hence, since $\gamma_{f}=-\gamma_{0}$ the final velocity is

$$
\begin{equation*}
\frac{\mathrm{V}_{f}}{\mathrm{~V}_{0}}=\exp \left(\frac{2 \gamma_{0}}{\mathrm{C}_{\mathrm{L}} / \mathrm{C}_{\mathrm{D}}}\right) \tag{8-87}
\end{equation*}
$$

Equations (8-80) and (8-86) constitute the first order solution for a skip trajectory as originally derived by Eggers, Allen and Neice (Ref. 2).

The distance trayelled is given by Eq. (8-9) which, combined with Eq. (8-84), provides

$$
\begin{equation*}
\frac{d}{d \gamma}\left(\frac{s}{r_{0}}\right)=\frac{1}{\lambda\left(C_{L} / C_{D}\right) n} \tag{8-88}
\end{equation*}
$$

Using the solution (8-80) for $\left(C_{L} / C_{D}\right) \eta$, we can write this equation

$$
\begin{equation*}
\frac{d}{d \gamma}\left(\frac{s}{r_{0}}\right)=\frac{1}{\lambda\left(\cos \gamma-\cos \gamma_{i}\right)} \tag{8-89}
\end{equation*}
$$

where the modified initial angle $\gamma_{i}$ is defined by

$$
\begin{equation*}
\cos \gamma_{i}=\cos \gamma_{0}-\left(\frac{C_{L}}{C_{D}}\right) \eta_{0} \tag{8-90}
\end{equation*}
$$

The integration of Eq. (8-89) is simple. We have

$$
\begin{equation*}
\lambda \frac{s}{r_{0}}=\frac{1}{\sin \gamma_{i}} \log \left(\frac{\tan \frac{\gamma}{2}+\tan \frac{\gamma_{i}}{2}}{\tan \frac{\gamma}{2}-\tan \frac{\gamma_{i}}{2}}\left(\frac{\tan \frac{\gamma_{0}}{2}-\tan \frac{\gamma_{i}}{2}}{\tan \frac{\gamma_{0}}{2}+\tan \frac{\gamma_{i}}{2}}\right)\right. \tag{8-91}
\end{equation*}
$$

using $\gamma_{i}$ with its positive argument.
If we consider the range x , then by the differential relation

$$
\begin{equation*}
d x=\cos \gamma d s \tag{8-92}
\end{equation*}
$$

the equation to be integrated is

$$
\begin{equation*}
\frac{d}{d \gamma}\left(\frac{x}{r_{0}}\right)=\frac{\cos \gamma}{\lambda\left(\cos \gamma-\cos \gamma_{i}\right)} \tag{8-93}
\end{equation*}
$$

Integration from the initial distance $x_{0}=0$ gives the solution

$$
\begin{equation*}
\lambda \frac{x}{r_{0}}=\gamma-\gamma_{0}+\cot \gamma_{i} \log \left(\frac{\tan \frac{\gamma}{2}+\tan \frac{\gamma_{i}}{2}}{\tan \frac{\gamma}{2}-\tan \frac{\gamma_{i}}{2}}\right)\left(\frac{\tan \frac{\gamma_{0}}{2}-\tan \frac{\gamma_{i}}{2}}{\tan \frac{\gamma_{0}}{2}+\tan \frac{\gamma_{i}}{2}}\right) \tag{8-94}
\end{equation*}
$$

The tangential deceleration is given by Eq. (8-11), written with subscript t., as

$$
\begin{equation*}
\frac{a_{t}}{g_{0}}=2 \lambda u \eta \tag{8-95}
\end{equation*}
$$

It is informative to follow Miele, (Ref. 8), in considering also the normal deceleration

$$
\begin{equation*}
\frac{a_{n}}{g_{0}}=\frac{v}{g_{0}} \frac{d \gamma}{d t}=2 \lambda\left(\frac{C_{L}}{C_{D}}\right) \text { un } \tag{8-96}
\end{equation*}
$$

Hence, the total deceleration is

$$
\begin{equation*}
\frac{a}{g_{0}}={ }^{1+\left(\frac{C_{L}}{C_{D}}\right)^{2}} 2 \lambda u n \tag{8-97}
\end{equation*}
$$

The total deceleration and its two components are proportional to un All pass through their respective maxima at the same time. We need only consider

$$
\begin{equation*}
\frac{a_{t}}{2 \lambda g_{0}}=u \eta=\frac{u_{0}}{\left(C_{L} / C_{D}\right)}\left(\cos \gamma-\cos \gamma_{0}\right) \exp \left[\frac{2\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)}\right] \tag{8-98}
\end{equation*}
$$

The analytical solution for $\eta$ and $u$, as well as the expression for the deceleration have the same mathematical form as the expressions obtained by Lees for gliding entry at medium and large flight path angles as derived in section 8-3. Hence, the discussion for the maximum deceleration is identical to that in section $8 \mathbf{- 3}$. The pertinent remark to be added here is that, from Eq. (8-36), one can see that the peak deceleration occurs during the descending phase.

Furthermore, it should be noted that although for the two cases the resuIting differential equations are identical, hence, providing identical solutions, the physical assumptions are -different. For the skip trajectory, if we return to Eq. (8-5) with the different forces labelled, each of the gravity
force and the centrifugal force is small compared to the lift force, since it will require a relatively high lift-to-drag ratio to negotiate a skip trajectory. On the other hand, for gliding flight at medium and large flight path angles, one uses a moderate lift-to-drag ratio. The gravity force and the centrifugal force, considered separately, may have the same order of magnitude as the lift force. The assumption used is that their combined effect is negligible compared to the effect due to the lift, hence the combined term may be put equal to zero. To retain this effect, instead of putting it equal to zero, we may hold it constant for the integration. In doing so, we used the so-called Loh's assumption. Loh's theory for the entry trajectory has been presented in Chapter 7.
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## CHAPTER 9

AERODYNAMIC HEATING

## 9-1. INTRODUCTION

The various first-order solutions developed in Chapter 8 are now employed to analyze the thermal problems encountered in hypersonic flight. The study is of fundamental interest to scientists and engineers involved in design of space vehicles and in planning flight operations for a given mission. In space-flight, achieving a maximum payload is always a factor of prime consideration. A relatively important fraction of this payload is used in the protection and cooling process during entry if the spacecraft is to be recovered. During entry the total heat transferred to a spacecraft from the environment must be absorbed by some coolant material or radiated away. But any heat absorbing material has a maximum allowable temperature and therefore can accept only a given amount of heat per unit weight. Hence, the total heat input to the vehicle must be kept as low as possible.

On the other hand, often the coolant material is simply the protective wall of the vehicle exposed to the oncoming airstream, and it follows that the selection of this material is dictated by the required structural strength and rigidity for the vehicle. An important criterion determining the required structural performance of the vehicle is the dynamic pressure encountered, which is a function of the entry trajectory flown. In structural analysis, it is known that the strength of the structure is a function of the stresses induced by the temperature gradients within the material. Since these temperature gradients are proportional to the time rate of heat input, the maximum time rate of heat input is also a parameter of prime interest in the design of the vehicle. Hence, three of the most important parameters of the entry trajectory are the total
heat input along the trajectory, the maximum dynamic pressure, and the maximum rate of aerodynamic heating enountered.

This mechanism of heat flow into a vehicle during entry was investigated at an early time by Allen and Eggers (Ref. 1). Since then, because of the many possible combinations of speed regimes and aerodynamic shapes, numerous technical papers have been published. But the basic aspects of the aerodynamic heating during entry are still the same. Only numerical factors for different heat transfer formulas and their validity in terms of the regime of the speed vary with the different authors. Hence, in this chapter, we shall follow Allen and Eggers (Ref. 1) in analyzing the three most important aspects of aerodynamic heating during entry, namely:

1. The total heat input, $Q$.
2. The time rate and maximum time rate of average heat input per unit area, $q_{a v}=\mathrm{dH}_{\mathrm{av}} / \mathrm{dt}$ and $\left(\mathrm{q}_{\mathrm{av}}\right)_{\max }=\left(\mathrm{dH}_{\mathrm{av}} / \mathrm{dt}\right)_{\max }$.
3. The time rate and maximum time rate of local stagnation region heat input per unit area, $q_{s}=\mathrm{dH}_{s} / \mathrm{dt}$ and $\left(q_{s}\right)_{\max }=\left(\mathrm{dH}_{s} / \mathrm{dt}\right)_{\max }$.

For easy reference, the notation introduced in this chapter is summarized below:

A surface area , $\mathrm{m}^{2}$
$C_{F} \quad$ equivalent skin-friction coefficient
$C_{p}$ specific heat of atmosphere at constant pressure, $\mathrm{k} \mathrm{cal} / \mathrm{kgm}{ }^{\circ} \mathrm{K}$
$\mathrm{h} \quad$ convective heat transfer coefficient, $\mathrm{k} \mathrm{cal} / \mathrm{m}^{2} \mathrm{sec} \cdot{ }^{\circ} \mathrm{K}$.
H convective heat transfer per unit area, $\mathrm{kcal} / \mathrm{m}^{2}$
$k \quad$ fraction of the heating rate at any point to the heating rate at stagnation point
$\therefore \mathrm{K}$ constant in stagnation point heat-transfer equation, $k \mathrm{cal} / \mathrm{m}^{3 / 2} \mathrm{sec}$
$q$ time rate of heat input..per unit area, $k \mathrm{cal} / \mathrm{m}^{2} \mathrm{sec}$

## Subscript

0 conditions at reference, initial condition
av average values
f final conditions
$\ell \quad$ local conditions
e . exit conditions
$r$ recovery conditions
s stagnation conditions, also conditions at sea level
w wall condition

9-2. HEAT FLOW INTO THE VEHICLE
A vehicle entering a planetary atmosphere possesses a large amount of total energy. When it encounters the atmosphere at high speed, a shock wave system will form ahead of the part of the vehicle exposed to the oncoming airstream. The resulting deceleration of the flow induces the formation of a high temperature region in the inviscid flow between the shock system and the body. In addition, the velocity of the stream relative to the vehicle vanishes at the surface (zeromslip condition), producing a further increase in the static enthalpy of the fluid. Therefore, if the temperature at a small distance from the body is higher than the surface temperature, thermal energy flows into the body. The heat transfer is made up of two basic processes:
a/ convective_heating associated. with the transport processes in the boundary layer,
b/ radiant heating associated both with the radiation from the hightemperature gas to the vehicle, and the radiation away from the hot surface of the vehicle.

To simplify the analysis, Allen and Eggers have assumed that:

1. Convective heat transfer predominates and radiation effects could be ignored.
2. Real gas effects may be neglected.
3. Shock-wave boundary-layer interaction may be neglected.
4. Reynold's analogy is applicable.
5. The Prandtl number is unity.

Of the first assumption, the radiation effects that are neglected include the radiation from the surface of the body and the radiation to the body from the high-temperature disturbed air between the shock wave and the surface. The first simplification is based on the fact that the maximum allowable surface temperature will be about the same for a variety of entry vehicles, regardless of shape, and as a consequence the radiation away from the surface will be approximately the same. Hence, neglecting this form of heat transfer should not alter the qualitative effect of the relative heating investigated. The second simplification, namely neglecting the radiative heat transfer from the disturbed air, is purely for qualitative evaluation and is not applicable to very blunt and heavy shapes at entry speeds about $3,000 \mathrm{~m} / \mathrm{sec}$.

In the second assumption, the neglect of real-gas effects in the flow, particularly dissociation, on convective heat transfer is a good assumption for entry speeds up to $3,000 \mathrm{~m} / \mathrm{sec}$. In any case, it is a conservative assumption resulting in heating rates higher than actual rates.

In the third assumption, it has been shown by Lees and Probstein (Ref. 2), and-by Li and Nagamatsu (Ref. 3), that shock-wave boundary-layer interaction may significantly increase laminax skin-friction coefficients on a flat plate
at zero incidence and at Mach numbers in excess of about 10 . Hence, this assumption should not be used for high entry speed of the order of $6,000 \mathrm{~m} / \mathrm{sec}$ or higher.

The assumptions of Reynold's analogy and constant Prandtl number taken as unity also restricts the entry speed to the range of less than $3,000 \mathrm{~m} / \mathrm{sec}$ It is for the purpose of simplifying the analysis that these assumptions were made. Hence, they should be removed for an accurate quantitative evaluation of the aerodynamic heating during entry of a specific vehicle. Nevertheless, the qualitative and explicit results obtained with these assumptions remain generally valid for an estimate of heat transport phenomena as a function of the aerodynamic shape of the vehicle, and the type of entry trajectory.

On the basis of the foregoing assumptions, for large Mach numbers, the difference between the local recovery temperature of the air, $T_{r}$, and the wall temperature, $T_{w}$, can be expressed as

$$
\begin{equation*}
\left(T_{r}-T_{W}\right)_{\ell}=\frac{v^{2}}{2 C_{p}} \tag{9-1}
\end{equation*}
$$

where the subscript $\&$ denotes local conditions at a point on the body surface.
Now, by Reynold's analogy, the local heat-transfer coefficient $h_{\ell}$, for the assumed Prandtl number of unity, is

$$
\begin{equation*}
\mathrm{h}_{\ell}=\frac{1}{2} \mathrm{C}_{\mathrm{F}_{\ell}} \mathrm{c}_{\mathrm{p}_{\ell}} \rho_{\ell} \mathrm{V}_{\ell} \tag{9-2}
\end{equation*}
$$

where $C_{F_{\ell}}$ is the local skin-friction coefficient based on conditions just outside the boundary layer.

The time rate of convective heat transfer from the air to any element of surface of the body may be expressed by

$$
\begin{equation*}
\frac{d H}{d t}=h_{\ell}\left(T_{r} \dot{-} T_{w}\right)_{\ell} \tag{9-3}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{d H}{d t}=\frac{v^{2}}{4 C_{p}}\left(C_{F_{\ell}} C_{p_{\ell}} \rho_{\ell} V_{\ell}\right) \tag{9-4}
\end{equation*}
$$

Equation (9-4) can be integrated over the surface $A$ of a body to yield the time rate of heat input

$$
\begin{equation*}
\frac{d Q}{d t}=\int_{A} \frac{d H}{d t} d A=\frac{1}{4} C_{F} A \rho V^{3} \tag{9-5}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{F}=\frac{1}{A} \int_{A} C_{F_{\ell}}\left(\frac{\rho_{\ell}}{\rho}\right)\left(\frac{V_{\ell}}{V}\right) d A \tag{9-6}
\end{equation*}
$$

3The parameter $C_{F}$ is termed the "equivalent skin-friction coefficient" and will be assumed constant at a mean value for a particular vehicle (Refs. 4 - 5).

The time rate of average heat input per unit area may be obtained from Eq. (9-5) as

$$
\begin{equation*}
q_{a v}=\frac{d H_{a v}}{d t}=\frac{1}{A} \frac{d Q}{d t}=\frac{1}{4} C_{F} \rho V^{3} \tag{9-7}
\end{equation*}
$$

Consider next the local convective heat transfer at a stagnation point in the region of the foremost part of the body. According to Lees (Ref. 6), the heating rate at any point on a body is a fraction

$$
\begin{equation*}
k=\frac{q}{q_{s}} \tag{9-8}
\end{equation*}
$$

of the heating rate $q_{S}$ at a stagnation point of radius of curvature $R$

$$
\begin{equation*}
q_{S}=\frac{\kappa}{\sqrt{R}}\left(\frac{\rho}{\rho_{0}}\right)^{n}\left(\frac{V}{V_{0}}\right)^{m} \tag{9-9}
\end{equation*}
$$

where $k$ is a constant. The constant exponents $n$ and $m$ depend on the type of boundary-layer flow. For laminar flow, we have $n=1 / 2$ and under the assumptions that the viscosity coefficient varies as the square root of the absolute temperature and that flow between the bow shock wave and the stagnation point is
incompressible we can use the value $m=3$ (Ref. 1).
Hence, we shall consider

$$
\begin{equation*}
q_{s}=\frac{\kappa}{\sqrt{R}}\left(\frac{\rho}{\rho_{0}}\right)^{\frac{1}{2}}\left(\frac{\mathrm{v}}{\sqrt{g_{0} r_{0}}}\right)^{3} \tag{9-10}
\end{equation*}
$$

9-3. DTMENSIONLESS VARIABLES
With the expressions obtained for different thermal quantities in terms of the atmospheric density $\rho$ and the speed $V$, we are now in a position to study the heating during entry using the first-order solutions derived in Chapter 8. The dimensionless variables introduced for developing first-order solutions are

$$
\begin{equation*}
u \equiv \frac{1}{2}\left(\frac{v^{2}}{g_{0}^{r} 0}\right) \quad, \quad \eta \equiv \frac{S C_{D}}{2 m \beta} \rho \tag{9-11}
\end{equation*}
$$

where the subscript zero denotes a reference condition, usually the initial condition.

It is convenient for the analysis to write the thermal quantities in terms of these dimensionless variables. Using definitions (9-11) in Eq. (9-7), the time rate of average heat input per unit area is

$$
\begin{equation*}
q_{a v}=\left[\frac{\sqrt{2} m \beta}{s c_{D}}\left(g_{0} r_{0}\right)^{\frac{3}{2}} c_{F}\right] \bar{q}_{a v} \tag{9-12}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{q}_{a v}=\eta u^{\frac{3}{2}} \tag{9-13}
\end{equation*}
$$

The expression for the time rate of local heat input per unit area, Eq. (9-10), is

$$
\begin{equation*}
q_{S}=\left[\frac{4 k}{\sqrt{R}} \sqrt{\frac{m \dot{B}}{S C_{D} \rho_{0}}}\right] \bar{q}_{s} \tag{9-14}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{q}_{s}=n^{\frac{1}{2}} \frac{3}{2} \tag{9-15}
\end{equation*}
$$

Finally, the total heat input is obtained by integrating Eq. (9-5). It is advantageous to integrate this equation with respect to $u$, through the relation (8-12) of Chapter 8 , written as

$$
\begin{equation*}
\frac{d}{d u}\left(\sqrt{\frac{2 g_{0}}{r_{0}}} t\right)=-\frac{1}{2 \beta r_{0} n u^{3 / 2}} \tag{9-16}
\end{equation*}
$$

Hence, we can write the equation for $Q$

$$
\begin{equation*}
\frac{d 0}{d u}=-\frac{A C_{F}}{2}\left(\frac{m}{S C_{D}}\right) g_{0} r_{0} \tag{9-17}
\end{equation*}
$$

Integrating from $u_{0}$ to $u$

$$
\begin{equation*}
Q=\frac{A C_{F}}{2}\left(\frac{m}{S C_{D}}\right) g_{0} r_{0}\left(u_{0}-u\right) \tag{9-18}
\end{equation*}
$$

9-4. ENTRY OF A BALLISTIC VEHICLE
For ballistic entry, the solution obtained in Chapter 8 is

$$
\begin{equation*}
\frac{u}{u_{0}}=\exp \left[\frac{2\left(n-n_{0}\right)}{\sin \gamma_{0}}\right] \tag{9-19}
\end{equation*}
$$

Hence, with $n_{0} \simeq 0$

$$
\begin{equation*}
Q=\frac{A C_{F}}{2}\left(\frac{m}{S C_{D}}\right) g_{0} r_{0} u_{0}\left[I-\exp \frac{2 \pi}{\sin \gamma_{0}}\right] \tag{9-20}
\end{equation*}
$$

Since $u_{0}=(1 / 2) v_{0}^{2} / g_{0} r_{0}$, the fraction of the initial.kinetic energy which is transferred to the vehicle in the form of heat can be written as

$$
\begin{equation*}
\frac{Q}{\frac{1}{2}{ }^{\mathrm{m} V_{0}^{2}}}=\frac{1}{2}\left(\frac{A C_{F}}{S C_{D}}\right)\left[1-\exp \frac{2 \eta}{\sin \gamma_{0}}\right] \tag{9-21}
\end{equation*}
$$

For a relatively light vehicle $\eta_{f} \gg 1$ and since $\sin \gamma_{0}<0$, the ratio is reduced to

$$
\begin{equation*}
\frac{Q f}{\frac{1}{2} \mathrm{mV}_{0}^{2}}=\frac{1}{2}\left(\frac{\mathrm{AC}}{\mathrm{SC}}\right) \tag{9-22}
\end{equation*}
$$

where subscript $f$ denotes the final condition.
To minimize the heat convected to the vehicle, the ratio of the skinfriction coefficient $C_{F}$ to the total drag coefficient $C_{D}$ must be made as small as possible. This is achieved by a blunt body. Since a light vehicle is subject to sharply decreasing speed due to the aerodynamic force, Eq. (9-22) can also be obtained directly from Eq. (9-18) by taking $\mathrm{u}_{\mathrm{f}} \simeq 0$. For a relatively dense ballistic vehicle, $\Pi_{f}$ is small and

$$
1-\exp \frac{2 \eta_{£}}{\sin \gamma_{0}} \simeq-\frac{2 \eta_{£}}{\sin \gamma_{0}}=-\frac{S C_{D} \rho_{£}}{m \beta \sin \gamma_{0}} .
$$

Hence,

$$
\begin{equation*}
\frac{Q f}{\frac{1}{2} \mathrm{mV}_{0}^{2}}=-\frac{\rho_{f} \mathrm{AC}_{F}}{2 m \beta \sin \gamma_{0}} \tag{9-23}
\end{equation*}
$$

The skin-friction coefficient must be minimized to have the smallest total heat transferred.

With the solution (9-19) the dimensionless time rate of average heat input per unit area, Eq. (9-12), was found to be

$$
\begin{equation*}
\bar{q}_{a v}=u_{0}^{\frac{3}{2}} \eta \exp \left(\frac{3 \eta}{\sin \gamma_{0}}\right) \tag{9-24}
\end{equation*}
$$

The expression has a maximum value when

$$
\begin{equation*}
\eta=-\frac{\sin \gamma_{0}}{3} \tag{9-25}
\end{equation*}
$$

This gives

$$
\begin{equation*}
\left(\bar{q}_{a v}\right)_{\max }=-\frac{u_{0}^{\frac{3}{2}} \sin \gamma_{0}}{3 e} \tag{9-26}
\end{equation*}
$$

This is only possible with a vehicle such that

$$
\begin{equation*}
\eta_{s}>-\frac{\sin \gamma_{0}}{3} \tag{9-27}
\end{equation*}
$$

where $n_{s}$ denotes the value of $n$ at sea level. The speed at which the maximum average heating rate occurs is obtained by substituting (9-25) into (9-19)

$$
\begin{equation*}
u=\frac{u_{0}}{e^{2 / 3}}, \quad \frac{V}{V_{0}}=\frac{I}{e^{1 / 3}} \tag{9-28}
\end{equation*}
$$

The altitude $y$ at which the maximum heating rate occurs is obtained by solving Eq. (9-25) for $y$.

$$
\begin{equation*}
y=\frac{1}{\beta} \log \left[-\frac{3 \mathrm{SC}_{\mathrm{D}} \rho_{s}}{2 \mathrm{~m} \beta \sin \gamma_{0}}\right] \tag{9-29}
\end{equation*}
$$

If condition (9-27) is not satisfied, then the maximum heating rate occurs at sea level,

$$
\begin{equation*}
\left(\bar{q}_{a v}\right)_{\max }=u_{0}^{\frac{3}{2}} n_{s} \exp \left(\frac{3 n_{s}}{\sin \gamma_{0}}\right) \tag{9-30}
\end{equation*}
$$

Figure $9-1$ plots the average heating rate, $\bar{q}_{a v} / u_{0}{ }^{\frac{3}{2}}$ versus the "altitude" $1 / n$ for different values of the entry angle $\gamma_{0}$. As in Chapter 8, the diagrams can be used for any type of ballistic entry vehicles. The line of maximum heating rate is the hyperbola

$$
\begin{equation*}
\left(\frac{1}{n}\right)\left(\frac{q_{\mathrm{av}}}{\mathrm{u}_{0}^{3 / 2}}\right)=\frac{1}{\mathrm{e}} \tag{9-31}
\end{equation*}
$$

If we consider the dimensionless time rate of local heat input per unit area, Eq. (9-15), then using the solution (9-19) for ballistic entry, we have

$$
\begin{equation*}
\bar{q}_{s}=u_{0}^{\frac{3}{2} \frac{1}{2}} \exp \left(\frac{3 \eta}{\sin \gamma_{0}}\right) \tag{9-32}
\end{equation*}
$$

The expression has a maximum value when

$$
\begin{equation*}
n=-\frac{\sin \gamma_{0}}{6} \tag{9-33}
\end{equation*}
$$

This gives


Fig. 9-1. Ballistic Entry At Large Flight Path Angle. Average Heating Rate - Altitude Diagram for Several Values of the Initial Angle.

$$
\begin{equation*}
\left(\bar{q}_{s}\right)_{\max }=u_{0}^{\frac{3}{2}} \sqrt{-\frac{\sin \gamma_{0}}{6 \mathrm{e}}} \tag{9-34}
\end{equation*}
$$

The altitude where the maximum heating rate occurs is given by

$$
\begin{equation*}
y=\frac{1}{\beta} \log \left(-\frac{3 S C_{D} \rho_{S}}{m \beta \sin \gamma_{0}}\right) \tag{9-35}
\end{equation*}
$$

where $\rho_{s}$ is the atmospheric density at sea level. The altitude is positive if

$$
\begin{equation*}
n_{s}>-\frac{\sin \gamma_{0}}{6} \tag{9-36}
\end{equation*}
$$

If the inequality is not satisfied, the maximum heating rate occurs at sea level and has the value

$$
\begin{equation*}
\left(\bar{q}_{s}\right)_{\max }=u_{0}^{\frac{3}{2} \eta_{s} \frac{1}{2}} \exp \left(\frac{3 \eta_{s}}{\sin \gamma_{0}}\right) \tag{9-37}
\end{equation*}
$$

Figure 9-2 plots the heating rate $\bar{q}_{s} / u_{0}^{3 / 2}$ versus the altitude $1 / n$ for different values of the entry angle $\gamma_{0}$. The diagrams can be used for any type of ballistic entry vehicle. The line of maximum heating rate is the curve

$$
\begin{equation*}
\left.\left(\frac{1}{\eta}\right) \cdot\left(\frac{\bar{q}_{s}}{u_{0}}\right)^{3 / 2}\right)^{2}=\frac{1}{e} \tag{9-38}
\end{equation*}
$$

## 9-5. ENTRY OF A GLIDE VEHICLE

For gliding entry, the solution obtained in Chapter 8 is

$$
\begin{equation*}
\eta=\frac{(1-2 u)}{2 \beta r} 0\left(C_{L} / C_{D}\right) u \tag{9-39}
\end{equation*}
$$

The heat transfer to the vehicle is given by Eq. (9-18) which, for $u_{f} \simeq 0$ is reduced to the, same expression (9-22) as given for a light ballistic entry vehicle.
. The time rate of average heat input per unit area is obtained by substituting solution (9-39) into Eq. (9-13)


Fig. 9-2. Ballistic Entry at Large Flight Path Angle.
Heating-Rate - Altitude Diagram for Several Values of the Initial. Angle.

$$
\begin{equation*}
\bar{q}_{\mathrm{av}}=\frac{(1-2 \mathrm{u}) \mathrm{u}^{1 / 2}}{2 \beta r_{0}\left(\mathrm{C}_{\mathrm{L}} / \mathrm{C}_{\mathrm{D}}\right)} \tag{9-40}
\end{equation*}
$$

It follows that the maximum average heat input rate occurs at

$$
\begin{equation*}
u=\frac{1}{6}, \frac{V}{\sqrt{g_{0} r_{0}}}=\frac{1}{\sqrt{3}} \tag{9-41}
\end{equation*}
$$

providing a maximum. value

$$
\begin{equation*}
\left(\bar{q}_{a v}\right)_{\max }=\frac{1}{3 \sqrt{6} \beta r_{0}\left(C_{L} / c_{D}\right)} \tag{9-42}
\end{equation*}
$$

If we consider the dimensionless time rate of local heat input per unit area, Eq. (9-15), then using the solution (9-39) for gliding entry, we have

$$
\begin{equation*}
\bar{q}_{s}=\frac{(1-2 u)^{1 / 2} u}{\sqrt{2 \beta r_{0}\left(C_{L} / C_{D}\right)}} \tag{9-43}
\end{equation*}
$$

The maximum time rate of local heat input occurs at
-

$$
\begin{equation*}
u=\frac{1}{3}, \frac{V}{\sqrt{g_{0} r_{0}}}=\sqrt{\frac{2}{3}} \tag{9-44}
\end{equation*}
$$

providing a maximum value

$$
\begin{equation*}
\left(\bar{q}_{s}\right)_{\max }=\frac{1}{3 \sqrt{6 \beta r_{0}\left(C_{L} / C_{D}\right)}} \tag{9-45}
\end{equation*}
$$

9-6. ENTRY OF A SKIP VEHICLE
For skip entry, the solution obtained in Chapter 8 is

$$
\begin{equation*}
\cos \gamma-\cos \gamma_{0}=\frac{C_{I}}{C_{D}}\left(n-\eta_{0}\right) \tag{9-46}
\end{equation*}
$$

for the altitude and

$$
\begin{equation*}
\frac{u}{u_{0}}=\exp \left[\frac{2\left(\gamma_{0}-\gamma\right)}{C_{L} / C_{D}}\right] \tag{9-47}
\end{equation*}
$$

for the speed. The flight path angle $\gamma$ is used as the independent variable. First, for the total heat input, the integral (9-18) is valid. Let ${ }^{u} e_{I}$ be the value of $u$ at the first exit. The resulting heat flow after the first skipping phase $Q_{1}$ is

$$
\begin{equation*}
Q_{I}=\frac{A C_{F}}{2}\left(\frac{m}{S C_{D}}\right) g_{0} r_{0}\left(u_{0}-u_{e_{1}}\right) \tag{9-48}
\end{equation*}
$$

After a free flight in space, the vehicle reenters for another skipping phase with entry speed $u_{0_{2}}$. For a spherical planet and atmosphere $u_{0_{2}}=u_{e_{1}}$ and hence the total heat input at the end of the $n$ skips is

$$
\begin{equation*}
\mathrm{Q}=\frac{A C_{F}}{2}\left(-\frac{\mathrm{m}}{\mathrm{SC}_{D}}\right) \mathrm{g}_{0} r_{0} \sum_{k=1}^{n}\left(\mathrm{u}_{0_{k}}-u_{e_{k}}\right) \tag{9-49}
\end{equation*}
$$

Since

$$
\begin{gather*}
u_{e_{k}}={ }^{u_{0}}{ }_{k+1} \\
Q=\frac{A C_{F}}{2}\left(\frac{m}{S C_{D}}\right) g_{0} r_{0}\left(u_{0}-u_{f}\right) \tag{9-50}
\end{gather*}
$$

if $u_{0}$ is the initial value of $u$ and $u_{f}$ is its final value.
One may be led to believe that the final value $u_{f}$ is small. In general, a. skipping trajectory is possible for high values of $C_{L} / C_{D}$ coupled with a small flight path angle $\gamma$. For constant $C_{L} / C_{D}$ the skipping phase may end at a relatively high value of $u_{f}$ and the remaining portion of atmospheric flight is effected as a glide trajectory at high lift-to-drag ratio. In any case, since the integral (9-18) is valid for all types of entry trajectories, and for lifting entry $u_{f} \approx 0$, the resulting total heat input for a skip trajectory is

$$
\begin{equation*}
\frac{Q_{f}}{\frac{1}{2} \mathrm{mV}_{0}^{2}}=\frac{1}{2}\left(\frac{\mathrm{AC}_{F}}{S C_{D}}\right) \tag{9-51}
\end{equation*}
$$

which is identical to the result obtained for light ballistic vehicle entry, Eq. (9-22), and also for gliding entry.

Now, using the Eqs. (9-46) and (9-47) in the expression (9-13) for the time rate of average heat input per unit area, we have

$$
\begin{equation*}
\bar{q}_{a v}=u_{0}^{3 / 2} \frac{\left(\cos \gamma-\cos \gamma_{0}\right)}{\left(C_{L} / C_{D}\right)} \exp \left[\frac{3\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)}\right] \tag{9-52}
\end{equation*}
$$

The maximum heating rate occurs when $\overline{d q}_{a v} / \mathrm{d} \gamma=0$.

$$
\begin{equation*}
3\left(\cos \gamma-\cos \gamma_{0}\right)+\left(\frac{C_{L}}{C_{D}}\right) \sin \gamma=0 \tag{9-53}
\end{equation*}
$$

Hence we have the critical value of $\gamma$ where the maximum heating rate occurs

$$
\begin{equation*}
\tan \frac{\gamma}{2}=\frac{\left(C_{L} / C_{D}\right)-\sqrt{\left(C_{L} / C_{D}\right)^{2}+9 \sin ^{2} \gamma_{0}}}{3\left(1+\cos \gamma_{0}\right)} \tag{9-54}
\end{equation*}
$$

In general, a skip trajectory is effected at hight lift-to-drag ratios and small entry angles such that

$$
\begin{equation*}
\frac{9 \sin ^{2} \gamma_{0}}{\left(C_{L} / C_{D}\right)^{2}} \ll 1 \tag{9-55}
\end{equation*}
$$

so that, in this case, the critical $\gamma$ can be evaluated from

$$
\begin{equation*}
\tan \frac{\gamma}{2} \simeq-\frac{3}{\left(C_{L} / C_{D}\right)} \sin ^{2} \frac{\gamma_{0}}{2} \tag{9-56}
\end{equation*}
$$

In terms of the flight path angle, the time rate of local heat input per unit area is

$$
\begin{equation*}
\bar{q}_{s}=u_{0}^{3 / 2} \frac{\left(\cos \gamma-\cos \gamma_{0}\right)^{1 / 2}}{\left(c_{L} / c_{D}\right)^{1 / 2}} \exp \left[\frac{3\left(\gamma_{0}-\gamma\right)}{\left(C_{L} / C_{D}\right)}\right] \tag{9-57}
\end{equation*}
$$

At the point of maximum heating rate

$$
\begin{equation*}
6\left(\cos \gamma-\cos \gamma_{0}\right)+\left(\frac{C_{L}}{C_{D}}\right) \sin \gamma=0 \tag{9-58}
\end{equation*}
$$

The corresponding value of $\gamma$ is

$$
\begin{equation*}
\tan \frac{\gamma}{2}=\frac{\left(C_{L} / C_{D}\right)-\sqrt{\left(C_{L} / C_{D}\right)^{2}+36 \sin ^{2} \gamma_{0}}}{6\left(1+\cos \gamma_{0}\right)} \tag{9-59}
\end{equation*}
$$

In the case where assumption (9-55) is valid, we have approximately

$$
\begin{equation*}
\tan \frac{\gamma}{2} \simeq-\frac{6}{\left(C_{L} / C_{D}\right)} \sin ^{2} \frac{\gamma_{0}}{2} \tag{9-60}
\end{equation*}
$$

The maximum values for $\bar{q}_{a v}$ and $\bar{q}_{s}$ are obtained by using the corresponding critical values of $\gamma$. In the case where the small angle approximation is used, we have explicitly,

$$
\begin{equation*}
\left(\overline{\mathbf{q}}_{\mathrm{av}}\right)_{\max }=\frac{{ }^{u_{0}}{ }^{3 / 2} \gamma_{0}^{2}}{2\left(C_{L} / C_{D}\right)} \exp \left[\frac{3 \gamma_{0}}{\left(C_{L} / C_{D}\right)}\right] \tag{9-61}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\bar{q}_{S}\right)_{\max }=\frac{u_{0}^{3 / 2} \gamma_{0}}{\sqrt{2\left(C_{L} / C_{D}\right)}} \exp \left[\frac{3 \gamma_{0}}{\left(C_{L} / C_{D}\right)}\right] \tag{9-62}
\end{equation*}
$$

## 9-7. COMPARATIVE ANALYSIS OF THE PERFORMANCE OF HYPERVELOCITY VEHICLES

Any detailed analysis of the performance would require variational theory and hence is not within the stated goal of this work. Nevertheless, since some of the performance criteria such as range, time of flight, speed and design parameters, such as convective heat and heat rate, are obtained in explicit form, it is possible to have some qualitative appraisal of the performance of a hypervelocity vehicle using different entry modes. In the past, space vehicles were designed for a specified entry mode. In the beginning, they were all of the ballistic entry type vehicles. A new generation of space vehicles has lifting capability. Through attitude control the lift coefficient can be modulated in
the range from $C_{L}=0$ to $C_{L}=C_{L_{\max }}$. Correspondingly, for a specified Iifting vehicle, with a prescribed drag polar, the lift-to-drag ratio can be generated within the range from $C_{L} / C_{D}=0$ to $C_{L} / C_{D}=\left(C_{L} / C_{D}\right)_{\max }$. It is obvious that, for any performance criterion, whether it is the range achievable, or the final speed to be maximized, or the minimum possible heat influx, the best performance is obtained through a particular modulation of the lift-to-drag ratio. Within the scope of the present work we shall usually restrict ourselves to performance at constant lift-to-drag ratio. Lift-modulation to achieve prescribed constraints will be examined in the final chapters.

Since we consider a versatile lifting vehicle, it is proper to discuss entry modes rather than entry vehicles. The three entry modes that have been discussed are

1. Ballistic entry.
2. Glide entry.
3. Skip entry.

Any vehicle considered is supposed to have the capability of entering a planetary atmosphere in any of these three modes or using any combination of modes in following an overall, composite trajectory.

First, from the range standpoint, ballistic entry is the least effective mode. For skip entry, the range for each separate skipping phase is short but each atmospheric portion of the flight trajectory is followed by a Keplerian portion in space adding significant distance to the total range. As a matter of fact, with a high initial entry speed, a skip trajectory can achieve infinite range while a.glide trajectory totally immersed in the atmosphere is condemned to a finite range. Thus, there exists an initial speed such that there is equal range for skip entry and glide entry, with gliding flight achieving the longer range at lower initial speed.

From considerations of aerodynamic heating, with the possible exception of the relatively dense vehicle in the ballistic mode, in all three modes, the hypervelocity vehicle expends the major part of its kinetic energy in flight. and receives in exchange heat by convection according to the simplified formula

$$
\begin{equation*}
\frac{Q_{f}}{\frac{1}{2^{m} \mathrm{~V}_{0}^{2}}}=\frac{1}{2}\left(\frac{A C_{F}}{S C_{D}}\right) \tag{9-63}
\end{equation*}
$$

To minimize this fraction, that is to reduce the total heat transfer by convection, it is necessary to determine how the ratio of friction force to total drag force can be reduced. This matter was discussed in detail in Ref. 1 in connection with a purely ballistic vehicIe and it was demonstrated that the ratio could be reduced by employing high pressure-drag shapes, that is, blunted shapes. On the other hand, in the skip and glide modes the geometric configuration of the vehicle will be slender and the above ratio may reach the order of 0.1 which is quite high for vehicle materials to absorb. In skip or glide modes one must, therefore, consider the possibility of the vehicle's radiating a significant part of this heat back to the surrounding atmosphere. This problem has been discussed in Ref. 4, and it is found that in a high lift-to-drag ratio glide mode, if the surface temperature is allowed to reach a high level, the Vehicle can radiate heat at a rate equal to the maximum average convective heat transfer rate. Furthermore, in the gliding mode the vehicle may require less coolant than in the ballistic mode. The reason for this is that although in the gliding mode the same vehicle will receive more heat, the gliding time is much longer, by a factor of perhaps one hundred. Therefore, with a sufficiently high radiant heat transfer rate the glide vehicle can return to the atmosphere most of the heat it receives by convection.

In general, for a lifting hypervelocity vehicle a combination of an initial entry at a high angle of attack using a pure ballistic mode, followed by
a tip over to lower the angle-of-attack, and continued with a high lift-to-drag ratio gliding mode, looks promising from the standpoint of aerodynamic heating. For manned flights, another factor to be considered is the peak deceleration. Along an entry trajectory we consider the points where the quantities $\overline{\mathrm{q}}_{\mathrm{s}}, \overline{\mathrm{q}}_{\mathrm{av}}$ and (a/g) reach their respective maximum values. The solutions obtained in Chapter 8 and in the present Chapter are summarized in Table 9-1.

$$
\left(\bar{q}_{s}\right)_{\max } \quad\left(\bar{q}_{\mathrm{av}}\right)_{\max } \quad\left(\frac{\mathrm{a}}{\mathrm{~g}}\right)_{\max }
$$

Ballistic $\quad \eta=-\frac{1}{6} \sin \gamma_{0} \quad \eta=-\frac{1}{3} \sin \gamma_{0} \quad \eta=-\frac{1}{2} \sin \gamma_{0}$ Skip $\quad \tan \frac{\gamma}{2}=-\frac{6 \sin ^{2} \frac{\gamma_{0}}{2}}{\left(C_{L} / C_{D}\right)} \quad \tan \frac{\gamma}{2}=-\frac{3 \sin ^{2} \frac{\gamma_{0}}{2}}{\left(C_{L} / C_{D}\right)} \quad \tan \frac{\gamma}{2}=-\frac{2 \sin ^{2} \frac{\gamma_{0}}{2}}{\left(C_{L} / C_{D}\right)}$ Glide

$$
\frac{v}{\sqrt{g_{0} r_{0}}}=\frac{\sqrt{2}}{\sqrt{3}}
$$

$$
\frac{v}{\sqrt{\mathrm{~g}_{0}^{\mathrm{I}} 0}}=\frac{1}{\sqrt{3}}
$$

$$
\frac{\mathrm{v}}{\sqrt{\mathrm{~g}_{0} \mathrm{r}_{0}}} \simeq 0
$$

Table 9-1. Points of Maximum $\bar{q}_{s}, \bar{q}_{a v}$ and (a/g).
Ia the ballistic mode at nearly constant angle $\gamma_{0}$, the maximum of $\bar{q}_{s}$ occurs first, at the lowest value of $\eta$, (hence at the highest altitude), then comes the maximum of $\bar{q}_{a v}$, and finally the maximum of ( $\mathrm{a} / \mathrm{g}$ ) .

In the skip mode the negative flight path angle increases from the initial value $-\gamma_{0}$ to $\gamma=0$ when the vehicle reaches the lowest point. From the Table, the three maxima occur in the same order.

Finally in the glide mode, as the speed decreases continuously along the flight trajectory, again the vehicle reaches $\left(\bar{q}_{s}\right)_{\max }$ first, and then $\left(\bar{q}_{a v}\right)$ max . In the meantime the deceleration builds up to reach its maximum at the final time.

The respective maximum values of $\bar{q}_{s}, \bar{q}_{a v}$ and (a/g) are summarized in Table 9-2.
$\left(\bar{q}_{s}\right)_{\text {max }} \quad\left(\bar{q}_{\mathrm{av}}\right)_{\text {max }} \quad\left(\overline{\mathrm{a}}_{\mathrm{g}}\right)_{\text {max }}$

Ballistic

$$
u_{0}^{3 / 2} \sqrt{-\frac{\sin \gamma_{0}}{6 e}}
$$

$$
-\frac{u_{0}^{3 / 2} \sin \gamma_{0}}{3 e}
$$

$$
-\frac{\beta_{0}{ }_{0} 0^{\sin \gamma_{0}}}{e}
$$

Skip

$$
\frac{u_{0}^{3 / 2} \gamma_{0}}{\sqrt{2\left(C_{L} / C_{D}\right)}} \exp \left(\frac{3 \gamma_{0}}{C_{L} / C_{D}}\right) \quad \frac{u_{0}^{3 / 2} \gamma_{0}^{2}}{2\left(C_{L} / C_{D}\right)} \exp \left(\frac{3 \gamma_{0}}{C_{L} / C_{D}}\right) \quad \frac{\beta r_{0} u_{0} \gamma_{0}^{2}}{\left(C_{L} / C_{D}\right)} \exp \left(\frac{2 \gamma_{0}}{C_{L} / C_{D}}\right)
$$ Glide

$$
\frac{1}{\sqrt[3]{6 \beta r_{0}\left(C_{L} / C_{D}\right)}}
$$

$$
\frac{1}{3 \sqrt{6} \beta r_{0}\left(\mathrm{C}_{\mathrm{L}} / \mathrm{C}_{\mathrm{D}}\right)}
$$

$$
\frac{1}{\left(C_{L} / C_{D}\right)}
$$

Table 9-2. Maximum Values of $\bar{q}_{s}, \bar{q}_{a v}$ and (a/g).
From the formulas, it is seen that using a high lift-to-drag ratio, $C_{L} / C_{D}$, has the effect of decreasing $\left(\bar{q}_{s}\right)_{\max }$, and also decreasing the peak deceleration for both ballistic and glide entries. Then, for entry trajectories with an upper constraint on the peak deceleration, it is suggested that high lift be used to reduce the deceleration. Unfortunately, because of the lift-drag relationship and because of heating considerations, the high drag portion of the drag polar is generally employed so that when the lift-to-drag ratio increases, the drag coefficient decreases (Fig. 9-3) and from the expression (9-63) for total heat transferred by convection, the heat absorbed increases. These effects, which work at cross purposes, will be discussed again in Chapter 12 in connection
with the concept of the entry corridor.


Fig. 9-3. Lift Polar for a Lifting Hypervelocity Vehicle.
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YAROSHEVSKII'S THEORY FOR ENTRY INTO PLANETARY ATMOSPHERES

10-1. INTRODUCTION

Yaroshevskij's theory for the entry trajectory is a semianalytical theory. Using some simplifying assumptions, he derived a nonlinear, secondorder differential equation which can be integrated analytically by using series expansions. To some extent, Yaroshevskii's theory is a special case(Refs. 1,2) of a more sophisticated theory developed by Chapman (Ref. 3). Because his theory has some features of merit, we shall present it in this chapter. Chapman's theory will be developed in the next chapter, and the connection between the two theories will be examined.

10-2. THE SECOND-ORDER NONLINEAR DIFFERENTIAL EQUATION FOR THE ENTRY TRAJECTORY

Consider the basic equations for planar entry derived in Chapter 2

$$
\begin{gathered}
\frac{d V}{d t}=-\frac{\rho S C_{D} V^{2}}{2 m}-g \sin \gamma \\
V \frac{d \gamma}{d t}=\frac{\rho S C_{L} V^{2}}{2 m}-\left(g-\frac{V^{2}}{r}\right) \cos \gamma \\
\cdot \frac{d r}{d t}=V \sin \gamma
\end{gathered}
$$

Strictly speaking, as was mentioned in section 6-2, the lift and the drag-coefficients are-functions of the angle of attack $\alpha$, of the Mach number $M$, and the Reynolds number $R_{e}$. For constant angle of attack, Yaroshevskii assumed that the lift coefficient $C_{L}$, and the drag coefficient $C_{D}$ are functions of the Mach number. For an isothermal atmosphere, this is just a

Iunction of the speed, $\downarrow$.
If, in the equation for $V$, we neglect the tangential component of the gravity force, and in the equation for $\gamma$ and $r$ we use the approximation of a small flight path angle, we can write the Eqs. (10-1) as

$$
\begin{gather*}
\frac{d V}{d t}=-\frac{\rho S C_{D}(V) V^{2}}{2 m} \\
V \frac{d \gamma}{d t}=\frac{\rho S C_{L}(V) V^{2}}{2 m}-g+\frac{V^{2}}{r} \tag{10-2}
\end{gather*}
$$

$$
\frac{d r}{d t}=V_{\gamma}
$$

The first of these equations can be used to change the independent variable to $V$ :

$$
\begin{gather*}
\frac{d r}{d \nabla}=-\frac{\frac{\gamma}{\rho S C_{D}(\nabla) V}}{2 m}  \tag{10-3}\\
V \frac{d \gamma}{d V}=-\frac{C_{L}}{C_{D}}+\frac{g-\frac{V^{2}}{I}}{\rho S C_{D}(V) V^{2}} \\
\frac{2 m}{}
\end{gather*}
$$

To derive his second-order nonlinear differential equation for entry into a planetary atmosphere, Yaroshevskii used an independent variable x , and a dependent variable $y$ defined as

$$
\begin{align*}
& x \equiv-\int_{1} \frac{\vec{\nabla} \cdot C_{D}(1) \cdot d \bar{V}}{C_{D}(\bar{\nabla}) \vec{V}}  \tag{10-4}\\
& y \equiv \frac{C_{D}(1) S}{2 m} / \frac{r_{0}}{\beta} \rho
\end{align*}
$$

where $x_{0}$ is the radius of the planet and $\bar{\nabla}$ is the dimensionless speed

$$
\begin{equation*}
\overline{\mathrm{V}} \equiv \frac{\mathrm{~V}}{\sqrt{\mathrm{gr}}} \tag{10-5}
\end{equation*}
$$

At this point the following remarks are in order:
a/ The altitude $h$ is small compared to the radius $r_{0}$ of the planet. Hence, $g$ is approximately constant.
b) For the same reason, $\sqrt{\mathrm{gr}_{0}}$. can be considered as the circular. . speed at the entry altitude. Hence, if the entry is from circular speed, the initial value of $\overline{\mathrm{V}}$ is unity, and from the definition (10-4) of the independent variable $x$, this variable increases monotonically from the initial value $\mathrm{x}=0$.

If a strictly exponential atmosphere is used, then

$$
\begin{equation*}
\frac{d \rho}{\rho}=-\beta d r \tag{10-6}
\end{equation*}
$$

where $\beta$ is constant. Hence, from the definition of $y$

$$
\begin{equation*}
\frac{\mathrm{dy}}{\mathrm{y}}=-\beta \mathrm{d} r \tag{10-7}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
d x=-\frac{C_{D}(1)}{C_{D}(\overline{\mathrm{~V}})} \frac{d \overline{\mathrm{~V}}}{\overline{\mathrm{~V}}}=-\frac{C_{D}(1)}{C_{D}(\overline{\mathrm{~V}})} \frac{d \mathrm{~V}}{\mathrm{~V}} \tag{10-8}
\end{equation*}
$$

With these differential relations, and the definition (10-4) of $x$ and $y$, the Eqs. (10.3) are

$$
\begin{gather*}
\frac{d y}{d x}=-\sqrt{\beta r_{0}} \gamma \\
\frac{d \gamma}{d x}=\frac{C_{L}[\overline{\mathrm{~V}}(x)]}{C_{D}(1)}-\frac{1-\overline{\mathrm{V}}^{2}(x)}{\sqrt{\beta r_{0}} \bar{y}^{2}(x)} \tag{10-9}
\end{gather*}
$$

where in the equation for $\gamma$, the approximation of small altitude, $r \simeq r_{0}$, has been used.

Eliminating $\gamma$ between the two equations above, we obtain a single equation of the second order

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=-\sqrt{B x_{0}} \frac{C_{L}[\overline{\mathrm{~V}}(\dot{x})]}{C_{D}(1)}+\frac{\frac{1}{\overline{\mathrm{y}} \cdot 2}(x)}{y}-1 \tag{10-10}
\end{equation*}
$$

This equation is Yaroshevskii's nonlinear, second-order differential equation for studying entry into a planetary atmosphere. The quantity $\beta r_{0}$ is constant, and for the Earth's atmosphere we can take $\beta r_{0}$ as about 900 . The equation takes into account the effect of the Mach number on the lift and the drag coefficients at constant angle of attack. In general, this equation has to be integrated numerically. In the special case where $C_{L}$ and $C_{D}$ are independent of the Mach number, the equation can be integrated using some appropriate series expansions, depending on the type of entry trajectory. Once the variable $y$ is known as a function of the independent variable $x$, other quantities of interest can be evaluated. First, the flight path angle is given by the first of the Eqs. (10-9). For the time of flight, we write the first of the Eqs. (10-2) in terms of $x$ and $y$

$$
\begin{equation*}
\frac{d x}{d t}=\sqrt{\beta g} y \bar{v}(x) \tag{10-11}
\end{equation*}
$$

Hence, the time is obtained by performing the quadrature

$$
\begin{equation*}
t=\frac{1}{\sqrt{\beta g}} \int_{x_{i}}^{x}-\frac{d x}{y \vec{V}(x)} \tag{10-12}
\end{equation*}
$$

where $x_{i}$ is the initial value of $x$. The distance travelled, $s$, as projected on the surface of the planet, is given by the kinematic relation

$$
\frac{d s}{d t}=r_{0} \frac{d \theta}{d t}=\frac{r_{0}}{r} v \cos \gamma
$$

Hence, for small flight path angles; and with the approximation of small flight altitude relative to $r_{0}$, we have

$$
\begin{equation*}
\frac{d s}{d t}=\sqrt{g r_{0}} \overline{\mathrm{~V}}(\mathrm{x}) \tag{10-13}
\end{equation*}
$$

Using Eq. (10-11), it is seen that the distance travelled is given by the in-
tegral

$$
\begin{equation*}
s=\sqrt{\frac{r_{0}}{\beta}} \int_{x_{i}}^{x} \frac{d x}{y} \tag{10-14}
\end{equation*}
$$

The deceleration along the trajectory, during entry, is - (dV/dt) . Using the first of the Eqs. (10-2), and the definitions (10-4) and (10-5), we have

$$
\begin{equation*}
-\left(\frac{d V}{d t} / g\right)=\sqrt{\beta r_{0}}-\frac{C_{D}[\bar{v}(x)]}{C_{D}(1)} y \bar{v}^{2}(x) \tag{10-15}
\end{equation*}
$$

Other physical quantities of interest, such as the heating rate and the total heat absorbed, will be given in the immediately following section when we consider entry at constant lift-to-drag ratio.

10-3. ATMOSPHERIC ENTRY AT CONSTANT LIFT-TO-DRAG RATIO
In practice, the simplest and most interesting case is that obtained for constant lift and drag coefficients. This case is commonly encountered along the main part of the entry trajectory where, at high Mach number, the lift and the drag coefficients are independent of $M$. It is also along this portion of the trajectory that the deceleration and the heating rate reach their maxima.

From the definition of $x,(10-4)$, it is seen that when $C_{D}$ is independent of the Mach number

$$
\begin{equation*}
x=\log \frac{\sqrt{g r_{0}}}{V}, \quad \bar{v}=e^{-x} \tag{10-16}
\end{equation*}
$$

The basic nonlinear differential equation, Eq. (10-10), is reduced to

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=-\sqrt{\beta r_{0}} \frac{C_{D}}{C_{D}}+\frac{e^{2 x}-1}{y} \tag{10-17}
\end{equation*}
$$

This equation can be integrated by using an appropriate series expansion, depending on the type of trajectory.

While the distance travelled, Eq. (10-14), remains the same, in the case of constant lift-to-drag ratio entry, the expression for the time of flight and the deceleration, Eqs. (10-12) and (10-15) become

$$
\begin{equation*}
t=\frac{1}{\sqrt{\beta g}} \int_{x_{i}}^{x} \frac{e^{x} d x}{y} \tag{10-18}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{a}=-\left(\frac{d v}{d t} / g\right)=\sqrt{\beta r_{0}} y e^{-2 x} \tag{10-19}
\end{equation*}
$$

In the numerical computation, we can use the following approximate characteristic values of the Earth

$$
\begin{gather*}
\frac{1}{\beta} \simeq 7000 \mathrm{~m}, \sqrt{\beta r_{0}} \simeq 30 \\
\frac{1}{\sqrt{\beta g}} \simeq 26.5 \mathrm{sec}, \sqrt{\frac{r_{0}}{\beta}} \simeq 212 \mathrm{~km}  \tag{10-20}\\
\mathrm{~V}_{\text {circular }}=\sqrt{\mathrm{gr} r_{0}} \simeq 7850 \mathrm{~m} / \mathrm{sec}
\end{gather*}
$$

For a strictly exponential atmosphere, the dependent variable $y$ is simply proportional to the atmospheric density $\rho$. With the approximate values given above,

$$
\begin{equation*}
\mathrm{y}=1.04 \times 10^{6} \mathrm{Bp} \tag{10-21}
\end{equation*}
$$

where $B$ is the ballistic parameter

$$
\begin{equation*}
\mathrm{B} \equiv \frac{S C_{D}}{\mathrm{mg}} \mathrm{~m}^{2} / \mathrm{kg} \tag{10-22}
\end{equation*}
$$

The aerodynamic heating rate per unit area on a body reaches its maximum at a stagnation point of radius of curvature $R$, and is given by (Refs. 4-6)

$$
\begin{equation*}
q_{s}=\frac{C}{\sqrt{R}} \rho^{n^{m}} V^{m} \tag{10-23}
\end{equation*}
$$

where the constants $C, n$ and $m$ depend on the type of boundary layer. For laminar flow, $n=1 / 2$, and the value of $m$ has been given by various authors as $3.1 \leqslant m \leqslant 3.25$. For his numerical computation, Yaroshevskii adopted the following formula as given by Kemp and Riddell, (Ref. 7), for the stagnation point heat transfer rate:

$$
\begin{equation*}
q_{s}=\frac{8.8 \times 10^{4}}{\sqrt{R}} \rho^{\frac{1}{2}}\left(\frac{\mathrm{~V}}{\sqrt{\mathrm{rx}_{0}}}\right)^{3.25} \frac{\mathrm{kcal}}{\mathrm{~m}^{2} \mathrm{sec}} \tag{10-24}
\end{equation*}
$$

For a constant drag coefficient, for which the relations (10-16) and (10-21) apply, this formula becomes

$$
\begin{equation*}
q_{s}=\frac{85 y^{0.5} e^{-3.25 x}}{R^{0.5} B^{0.5}} \frac{\mathrm{kcal}}{\mathrm{~m}^{2} \mathrm{sec}} \tag{10-25}
\end{equation*}
$$

If there is a turbulent boundary layer, the aerodynamic heating rate per unit area reaches its maximum at the section where the transition through the speed of sound takes place, (Ref. 8). The formula (10-25) for laminar flow is replaced by, (Ref. 1),

$$
\begin{equation*}
q_{t}=\frac{25 y^{0.8} e^{-3.19 x}}{R^{0.2} B^{0.8}} \frac{\mathrm{kcal}}{m^{2} \mathrm{sec}} \tag{10-26}
\end{equation*}
$$

for the heat transfer rate at the turbulent sonic point.
Another quantity of interest in aerodynamic heating is the total heat absorbed per unit area

$$
\begin{equation*}
\frac{Q}{A}=\int q d t \tag{10-27}
\end{equation*}
$$

where $A$ is the whole surface wetted by the boundary layer, and $q$ is given by Eq. (10-25) for laminar flow, and Eq. (10-26) for turbulent flow. The integration with respect to $t$ can be changed into the integration with respect to $x \cdot$, by the use of Eq. (10-18),

$$
\begin{equation*}
\frac{Q_{S}}{A}=\frac{2250}{R^{0.5} B_{B} 0.5} \int_{x_{i}}^{x} \frac{e^{-2.25 x}}{y^{0.5}} d x \frac{\mathrm{kcal}}{m^{2}} \tag{10-28}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{Q_{t}}{A}=\frac{665}{R^{0.2} B_{B}^{0.8}} \int_{x_{i}}^{x} \frac{e^{-2.19 x}}{y^{0.2}} d x \frac{\mathrm{kcal}}{\mathrm{~m}^{2}} \tag{10-29}
\end{equation*}
$$

It is seen that, if the basic nonlinear differential equation for constant lift-to-drag ratio entry, Eq. (10-17), can be integrated, the variable $y$ is obtained as function of the independent variable $x$. The deceleration during entry is given by Eq. (10-19), while the time of flight, the heating rate and the heat absorbed are obtained explicitly or by quadratures through Eqs. (10-18), (10-25) - (10.26), and (10-28) - (10-29), respectively.

10-4. SERIES SOLUTIONS OF THE BASIC NONLINEAR DIFFERENTIAL EQUATION
The basic nonlinear differential equation for constant lift-to-drag ratio entry, Eq. (10-17), can be integrated approximately by using series solutions. We shall integrate this equation in the following cases.

## 10-4.1. Ballistic Decay From Satellite Orbits

For ballistic entry trajectory, $C_{L} / C_{D}=0$, and Eq. (10-17) is reduced to

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=\frac{e^{2 x}-1}{y} \tag{10-30}
\end{equation*}
$$

Under the action of atmospheric drag, acting primarily at periapsis, a high altitude satellite orbit tends to a circular orbit before effective entry. Hence, in this case, for the portion of the trajectory where effective entry is achieved, Eq. (10-30) is integrated with the initial conditions

$$
\begin{equation*}
x_{i}=0, y(0)=0, \quad y^{\prime}(0)=0 \tag{10-31}
\end{equation*}
$$

where the prime denotes the derivative taken with respect to x . The differential equation (10-30) has a singularity at $y=0^{\prime}$. To remove this singularity, we notice that, in the neighborhood of $x=0$, the equation becomes

$$
\begin{equation*}
y y^{\prime \prime}=2 x \tag{10-32}
\end{equation*}
$$

This equation has the solution

$$
\begin{equation*}
\mathrm{y}=\sqrt{\frac{8}{3}} \mathrm{x}^{3 / 2} \tag{10-33}
\end{equation*}
$$

satisfying the initial conditions (10-31). Hence, we can seek a solution of the differential equation (10-30) in the form

$$
\begin{equation*}
y_{0}=\sqrt{\frac{8}{3}} x^{3 / 2}\left(a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+\ldots\right) \tag{10-34}
\end{equation*}
$$

Writing Eq. (10-30)

$$
\begin{equation*}
y y^{\prime \prime}=2 x+2 x^{2}+\frac{4}{3} x^{3}+\frac{2}{3} x^{4}+\ddots . \tag{10-35}
\end{equation*}
$$

substituting the series (10-34), and equating coefficients of like powers in $x$, we obtain for the coefficients $a_{k}$

$$
\begin{equation*}
a_{0}=1, \quad a_{1}=\frac{1}{6}, \quad a_{2}=\frac{1}{24}, \quad a_{3}=\frac{47}{4752}, \ldots \tag{10-36}
\end{equation*}
$$

The recurrence formula for computing the coefficients $a_{k}$ is

$$
\begin{equation*}
a_{k}=\frac{\frac{: 2^{k}}{(k+1)!}-\frac{1}{3} \cdot \sum_{1}^{k} \cdot(2 m+1)(2 m+3) \ddot{a}_{m} \dot{a}_{k}-m}{1+\frac{(2 k+1)(2 k+3)}{3}} \tag{10-37}
\end{equation*}
$$

It can be seen that

$$
\begin{equation*}
\left|a_{k}\right| \leqslant 1 /(k+1)^{2}(1.5)^{k} \tag{10-38}
\end{equation*}
$$

Therefore, the radius of convergence of the series is not less than 1.5 . The series solution is sufficiently accurate to evaluate the maximum deceleration and heat transfer rate which occurs during the fundamental part of the entry trajectory where the main assumptions used for the derivation of the nonlinear differential equation are valid.

For $x<1$, we need only three terms of the series, and the truncated $y_{0}$ function for ballistic entry from circular orbit is

$$
\begin{equation*}
y_{0}=\sqrt{\frac{8}{3}}\left(1+\frac{x}{6}+\frac{x^{2}}{24}\right) x^{3 / 2} \tag{10-39}
\end{equation*}
$$

From Eq. (10-19), the deceleration is

$$
\begin{equation*}
-\left(\frac{d V}{d t} / g\right)=\sqrt{\frac{8 \beta r_{0}}{3}}\left(x^{3 / 2}+\frac{x^{5 / 2}}{6}+\frac{x^{7 / 2}}{24}\right) e^{-2 x} \tag{10-40}
\end{equation*}
$$

The peak deceleration is obtained by taking the derivative of this equation with respect to x and setting it equal to zero. The resulting equation is

$$
\begin{equation*}
4 x^{3}+9 x^{2}+76 x-72=0 \tag{10-41}
\end{equation*}
$$

The solution of this equation gives the conditions at maximum deceleration:

$$
\begin{equation*}
\mathrm{x}=0.835, \frac{\mathrm{v}}{\sqrt{\mathrm{gr}_{0}}}=0.434 \tag{10-42}
\end{equation*}
$$

$$
\mathrm{y}=1.45,-\left(\frac{\mathrm{dV}}{\mathrm{dt}} / \mathrm{g}\right)_{\max }=0.277 \sqrt{\mathrm{Br}_{0}} \quad(10-42, \text { continued })
$$

Substitution of the solution (10-39) into Eqs. (10-25) and (10-26) yields the expression for the maximum aerodynamic heating rate per unit area for laminar flow, (at the stagnation point), and turbulent flow, (at the sonic point), respectively. The maximization of these functions provides:

The maximum heating rate along the trajectory under laminar flow conditions is characterized by:

$$
\begin{gather*}
\mathrm{x}=0.237, \frac{\mathrm{~V}}{\sqrt{\mathrm{gr} \mathrm{r}_{0}}}=0.789  \tag{10-43}\\
\mathrm{y}=0.197 \quad, \quad \mathrm{q}_{\mathrm{S}_{\max }}=\frac{17.4}{\mathrm{R}^{0.5} \mathrm{~B}_{\mathrm{B}} 0.5} \frac{\mathrm{kcal}}{\mathrm{~m}^{2} \mathrm{sec}}
\end{gather*}
$$

The maximum heating rate along the trajectory under turbulent flow conditions is characterized by:

$$
\begin{gather*}
\mathrm{x}=0.4, \frac{\mathrm{~V}}{\sqrt{\mathrm{gr}_{0}}}=0.670  \tag{10-44}\\
\mathrm{y}=0.444, \quad \mathrm{q}_{\mathrm{t}_{\max }}=\frac{3.65}{\mathrm{R}^{0.2} \mathrm{R}_{\mathrm{B}} 0.8} \frac{\mathrm{kcal}}{\mathrm{~m}^{2} \mathrm{sec}}
\end{gather*}
$$

10-4.2. Ballistic Entry With Various Initial Flight Path Angles.
The basic equation for ballistic entry, Eq. (10-30), is now integrated with nonzero initial flight path angle. For entry from circular speed, the initial conditions are

$$
\begin{equation*}
x_{i}=0, \quad y(0)=0, \quad y^{\prime}(0)=c_{I} \tag{10-45}
\end{equation*}
$$

where, from the first of the Eqs. (10-9)

$$
\begin{equation*}
c_{1}=-\sqrt{\beta_{0}} \gamma_{i}>0 \tag{10-46}
\end{equation*}
$$

First, we consider the case of small values of $c_{1}$. The case $c_{1}=0$ has been considered in the previous section. For small values of $x$, we have approximately the same Eq. (10-32). We rescale the initial conditions ( $10-45$ ) by using the transformation of variables

$$
\begin{equation*}
n=\frac{x}{c_{1}^{2}}, \quad y=c_{1}^{3} g(n) \tag{10-47}
\end{equation*}
$$

Thus, Eq. (10-32) becomes

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mathrm{~g}}{\mathrm{dn}^{2}}=\frac{2 \eta}{\mathrm{~g}} \tag{10-48}
\end{equation*}
$$

It has the same form as before, but with the new standard initial condition

$$
\begin{equation*}
\eta_{i}=0, \quad g(0)=0, \quad \frac{d g}{d \eta}=1 \tag{10-49}
\end{equation*}
$$

Hence, Eq. (10-48) with the initial conditions (10-49) can be integrated numerically once for all, and by the transformation (10-47), the result obtained can be used for any. small value of $c_{1}=-\sqrt{{ }^{\beta_{0}}} \gamma_{i}$. Fig. 10-1 plots this solution as a solid line, while the dotted line is the exact analytical solution of the Eq. (10-48) with the initial conditions $g(0)=0, \mathrm{dg} / \mathrm{dn}=0$.

For large values of $c_{1}$, we consider Eq. (10-30), or rather its expanded form, Eq. (10-35). Based on the initial conditions (10-45), we seek its series solution in the form

$$
\begin{equation*}
y=\sum_{m=1}^{\infty} c_{m} x^{m} \tag{10-50}
\end{equation*}
$$

Substituting this series into Eq. (10-35) and equating coefficients of like powers in x , we have for the coefficients $\mathrm{c}_{\mathrm{m}}$

$$
\begin{gather*}
c_{2}=\frac{1}{c_{1}}, \quad c_{3}=\left(1-\frac{1}{c_{1}^{2}}\right) \frac{1}{3 c_{1}} \\
c_{4}=\left(1-\frac{2}{c_{1}^{2}}+\frac{2}{c_{1}^{4}}\right) \frac{1}{9 c_{1}} \tag{10-51}
\end{gather*}
$$

$$
c_{5}=\left(3-\frac{10}{c_{1}^{2}}+\frac{20}{c_{1}^{4}}-\frac{17}{c_{1}^{6}}\right) \frac{1}{90 c_{1}} \quad(10-51, \text { continued })
$$



Fig. 10-1. Solution for Ballistic Entry From Circular Speed at Small Initial Flight Path Angle

It can be seen that the recurrence formula to evaluate ${ }^{-} c_{m}$ is

$$
\begin{equation*}
m(m-1) c_{1} c_{m}=\frac{2^{m}-1}{(m-1)!}-\sum_{k=2}^{m} k(k-1) c_{k}^{c} c_{m}+1-k \tag{10-52}
\end{equation*}
$$

Figure 10-2 plots the numerical solution of Eq. (10-30) using the initial conditions (10-45) with various values of $c_{1}$, as solid lines. The analytical solution for entry at zero initial flight path angle, Eq. (10-34), and entry at various nonzero initial flight path angles, Eq. (10-50), using

4 terms of the series, are plotted as dotted lines.


Fig. 10.2. Solutions for Ballistic Entry From Circular Speed at Various Initial Flight Path Angles

Figures 10-3 to 10-8 give the plots of the numerical integration of the equation for ballistic entry, Eq. (10-3), with various values for.
${ }^{-c_{1}}=-\sqrt{\sqrt{\beta r_{0}}} \gamma_{i}$.
Figure $10-3$ plots $y^{\prime}=-\sqrt{\beta r_{0}} \gamma$ versus $x$, and it can be used to evaluate the flight path angle during entry.

Figure 10-4 plots the deceleration during entry, as given by Eq. (10-19).
Figure $10-5$ plots the variation of the heating rate at the stagnation point for laminar flow. As given by Eq. (10-25), the figure plots $\vec{q}_{s}$ versus x , where


Fig. 10-3. Variations of $y^{\prime}=-30 \gamma$ versus $x$, for Ballistic Entry


Fig. 10-4. Variation of the Deceleration During Ballistic Entry From Circular Speed for Various Initial Flight Path Angles


Tig. 10-5. Variation of the Laminar Heating Rate During Ballistic Entry From Circular Speed

$$
\begin{equation*}
\bar{q}_{s}=\frac{\sqrt{\mathrm{RB}}}{85} q_{s}=y^{0.5} e^{-3.25 x} \tag{10-53}
\end{equation*}
$$

Figure 10-6 plots the variation of the heating rate for turbulent flow. As given by Eq. $(10-26)$, the figure plots $\bar{q}_{t}$ versus $x$, where

$$
\begin{equation*}
\bar{q}_{t}=\frac{R^{0.2}{ }_{B} 0.8}{25} q_{t}=y^{0.8} e^{-3.19 x} \tag{10-54}
\end{equation*}
$$



Fig. 10-6. Variation of the Turbulent Heating Rate During Ballistic Entry From Circular Speed

Finally, Fig. (10-7) plots the range versus $x$, as given by Eq. (10-14) and Fig. 10-8 plots the time of flight versus $x$ as given by Eq. (10-18).


Fig. 10-7. Variation of the Range for Ballistic Entry From Gircular Speed
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## 10-4.3. Lifting Entry From Circular Speed

For entry with constant lift and drag coefficients, the flight parameter to be specified is $K=\sqrt{B r_{0}}\left(C_{L} / C_{D}\right)$. Hence, we write the basic nonlinear differential equation, Eq. (10-17)

$$
\begin{equation*}
y^{\prime \prime}=-K+\frac{e^{2 x}-1}{y}, \quad K=\sqrt{B_{0}} \frac{C_{L}}{C_{D}} \tag{10-55}
\end{equation*}
$$

We first integrate this equation for small values of $K$.. If $K$ is of the order of unity, the corresponding lift-to-drag ratio (for Earth's atmosphere) is of the order of $C_{L} / C_{D} \simeq 1 / 30$.

For entry from circular speed with nearly zero initial flight path . angle, that is, for the case of orbit decay with small lift, we have the initial conditions

$$
\begin{equation*}
x_{i}=0, y(0)=0, \quad y^{\prime}(0)=0 \tag{10-56}
\end{equation*}
$$

The solution of Eq. (10-55) is sought as a power series in $x^{1 / 2}$. The solution which satisfies the initial conditions (10-56) is

$$
\begin{align*}
y= & \sqrt{\frac{8}{3}} x^{3 / 2}-\frac{4 \mathrm{~K}}{11} x^{2}+\sqrt{\frac{8}{3}}\left(\frac{1}{6}+\frac{\mathrm{k}^{2}}{1.21}\right) \mathrm{x}^{5 / 2}+\left(\frac{8 \mathrm{~K}}{27.11}+\frac{16 \mathrm{~K}^{3}}{9.1331}\right) x^{3} \\
& +\sqrt{\frac{8}{3}}\left(\frac{1}{24}+\frac{13 \mathrm{~K}^{2}}{6.19 .121}+\frac{11 \mathrm{~K}^{4}}{38.11^{4}}\right)^{7 / 2}+\ldots \tag{10-57}
\end{align*}
$$

For $|K|<3$ which, in the case of the Earth's atmosphere, corresponds to the range of lift-to-drag ratios $\left|C_{L} / C_{D}\right|<0.1$, the solution (10-57) is sufficiently accurate for the range of $x$ within the interval where the maxi--mum-deceleration and the maximum heating rate occur.

When the entry angle is not zero, we have the initial conditions

$$
\begin{equation*}
x_{i}=0, y(0)=0, \quad y^{\prime}(0)=c_{1} \tag{10-58}
\end{equation*}
$$

where $c_{1}=-\sqrt{{ }^{\beta r_{0}}} \gamma_{i}$. The solution to Eq. (10-55) is sought as a power series in $x$

$$
\begin{equation*}
y=c_{1} x+c_{2} x^{2}+c_{3} \bar{x}^{3}+c_{4} x^{4}+\cdots \tag{10-59}
\end{equation*}
$$

Substituting this series into Eq. (10-55) and equating like powers in x yields for the coefficients $c_{\text {m }}$

$$
\begin{align*}
& c_{2}=\left(\frac{1}{c_{1}}-\frac{K}{2}\right) \quad, \quad c_{3}=\frac{1}{3 c_{1}}\left(\frac{K}{2 c_{1}}+1-\frac{1}{2}\right)  \tag{10-60}\\
& c_{4}=\frac{1}{12 c_{1}}\left[\frac{4}{3}-\frac{1}{3 c_{1}}\left(\frac{K}{2 c_{1}}+1-\frac{1}{c_{1}^{2}}\right)\left(\frac{8}{c_{1}}-3 K\right)\right]
\end{align*}
$$

The radius of convergence of this series is small and the solution is restricted to small values of $K$.

Numerical integration of Eq. (10-55) for entry from circular speed with different values of $c_{1}$ has been carried out by Yaroshevskii, and the results are plotted in Figs. 10-9 through 10-11. The dotted lines are the plots of the analytical solutions, Eqs. (10-57) and (10-59).

Figure 10-9 plots the function $y$ versus $x$ for entry at zero initial flight path angle from circular speed using $K$ as parameter.

Figure $10-10$ plots the function $y$ versus $x$ for entry with nonzero initial flight path angle from circular speed using $K$ as parameter.

Figure 10-11 plots the maximum deceleration versus the initial flight path angle. It is seen that, as $c_{1}=-\sqrt{\beta r_{0}} \gamma_{i}$ increases from zero, the maximum deceleration first slightly decreases, and then increases. Also, it is seen that the effect of positive lift in reducing the maximum deceleration is very powerful. Effects of the lift-to-drag ratio, $C_{L} / C_{D}$, on maximum deceleration and maximum heating rate during entry will be discussed in detail in Chapter 11 in the discussion of Chapman's theory for atmospheric


Fig. 10-9. Variations of $y$ for Lifting Entry at Zero Initial Flight Path Angle From Circular Speed ———— Eqs. 10-57, 10-59. ————Eq. 10-62.


Fig. 10-10. Variations of $y$ for Lifting Entry at Various Initial Flight Path Angles From Circular Speed
entry, which is more accurate than Yaroshevskii's theory.


Fig. 10-11. Variations of the Maximum Deceleration as Function of the Initial Flight Path Angle

## 10-4.4. Gliding Trajectory

If the lift-to-drag ratio is large while the flight path angle remains small, we have the condition of equilibrium glide as first formulated by Sänger (Refs. 9,10). In this case, in Eq. (10-55), the term $y^{\prime \prime}$, which represents the vertical acceleration, is nearly zero, and the equation is reduced to the equilibrium condition for gliding flight

$$
\begin{equation*}
y=\frac{e^{2 x}-1}{k} \tag{10-61}
\end{equation*}
$$

When the speed becomes small, the assumption of small vertical acceleration is no longer valid. For small speed, we use the transformation

$$
\begin{equation*}
y \equiv\left(\frac{e^{2 x}-1}{k}\right) f(z) \tag{10-62}
\end{equation*}
$$

where we define. $z$ as

$$
\begin{equation*}
z \equiv \frac{e^{x}}{K} \tag{10-63}
\end{equation*}
$$

Hence, the relation between the derivatives ị

$$
\begin{equation*}
\frac{d}{d x}()=z \frac{d}{d z}() \tag{10-64}
\end{equation*}
$$

With this transformation, the basic equation, Eq. (10-55), becomes

$$
\begin{equation*}
z^{2}\left(z^{2}-\frac{1}{K^{2}}\right) \frac{d^{2} f}{d z^{2}}+z\left(5 z^{2}-\frac{1}{R^{2}}\right) \frac{d f}{d z}+4 z^{2} f=-1+\frac{1}{f} \tag{10-65}
\end{equation*}
$$

For $C_{L} / C_{D}>1,-1 / K^{2}<(1 / \beta r) \ll 1$, and an approximation of this equation is

$$
\begin{equation*}
z^{4} \cdot \frac{d^{2} f}{d z^{2}}+5 z^{3} \frac{d f}{d z}+4 z^{2} f(z)=-1+\frac{1}{f(z)} \tag{10-66}
\end{equation*}
$$

The function $f(z)$ is constructed to extend the validity of the solution for small speed. Hence, for a trajectory beyond the validity of the solution (10-61), by the definition (10-62), we have the initial conditions

$$
\begin{equation*}
f(0)=1, \quad \frac{d f}{d z}=0 \tag{10-67}
\end{equation*}
$$

to integrate..Eq.-(10=66)...-_
For small $z$, an approximate solution to the equation is

$$
\begin{equation*}
f(z)=1-4 z^{2} \tag{10-68}
\end{equation*}
$$

while for large $z$, an approximate solution is

$$
\begin{equation*}
f(z)=\frac{1}{\dot{z}}-\frac{1}{z^{2}} \tag{10-69}
\end{equation*}
$$

Now, if we use the solution (10-61) in Eq. (10-14) to compute the range, we have

$$
\begin{equation*}
s=\sqrt{\frac{r_{0}}{\beta}} \int_{x_{i}}^{x} \frac{K^{K d x}}{2 x-1}=\frac{r_{0}}{2}\left(\frac{C_{L}}{C_{D}}\right) \log \frac{1-\overline{v^{2}} 2}{1-\bar{v}_{i}^{2}} \tag{10-70}
\end{equation*}
$$

On the other hand, if the solution (10-61) for gliding flight is used in Eq. ( $10-18$ ) to evaluate the time of flight, we have

$$
t=\frac{1}{\sqrt{\beta g}} \int_{x_{i}}^{x^{X}} \frac{-K e^{x_{d x}}}{2 x}-1 \quad=\frac{1}{2} \sqrt{\frac{r_{0}}{g}}\left(\frac{C_{L}}{C_{D}}\right) \log \frac{[1-\bar{V}]}{[1+\bar{V}]} \frac{\left[1+\bar{V}_{i}\right]}{\left[1-\bar{V}_{i}\right]} \quad(10-71)
$$
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## CHAPMAN'S THEORY FOR ENTRY INTO PLANETARY ATMOSPHERES

11-1. . INTRODUCTION
Compared with Yaroshevskii's theory for the entry trajectory, Chapman's theory offers a higher degree of sophistication. Using some simplifying assumptions, Chapman derived a relatively simple nonlinear differential equation of the second order, free of the characteristics of the vehicle (Ref. 1). This is made possible by introducing a set of completely nondimensionalized variables. Chapman's reduced equation includes various terms, certain of which represent the gravity force, the centrifugal force and the lift force. If these particular terms are disregarded, the differential equation becomes linear and its integration yields precisely the solution of Allen and Eggers for ballistic entry at steep flight path angles. If, in the basic equation, all the other terms are disregarded according to the equilibrium glide assumption, the resulting truncated differential equation yields the solution of Sänger for equilibrium glide with relatively large lift-to-drag ratio.

In the general case, Chapman's equation has to be integrated numerically. For each prescribed lift-to-drag ratio, and initial speed and flight path angle, the integration of the equation generates a solution. Each of these solutions- is universal in the sense-that it can be-used for any vehicle, of arbitrary weight, dimensions and shape, entering an arbitrary atmosphere. Only the lift-to-drag ratio, initial speed, and initial flight path angle serve as parameters of the solution.

## 11-2. DEVELOPMENT OF THE NONLINEAR DIFFERENTIAL EQUATION

In deriving his equation, Chapman used the set of the equations. of
equilibrium of the forces along the radial and the normal direction to the flight path. For the sake of miformity, we shall use instead the equations in tangential coordinates as derived in Chapter 2.

For planar motion, the equations are

$$
\begin{gather*}
\frac{d V}{d t}=-\frac{\rho S C_{D} V^{2}}{2 m}-g \sin \gamma \\
V \frac{d \gamma}{d t}=\frac{\rho S C_{L} V^{2}}{2 m}-\left(g-\frac{V^{2}}{r}\right) \cos \gamma  \tag{11-1}\\
\frac{d r}{d t}=V \sin \gamma
\end{gather*}
$$

The last equation may be used to make $r$ the independent variable. .

$$
\begin{gather*}
\frac{d V}{d r}=-\frac{\rho S C_{D} V}{2 m \sin \gamma}-\frac{g}{V} \\
\frac{d \gamma}{d r}=\frac{\rho S C_{L}}{2 m \sin \gamma}+\left(1-\frac{g r}{V^{2}}\right) \frac{\cos \gamma}{r \sin \gamma} \tag{11-2}
\end{gather*}
$$

We shall use Chapman's basic assumptions and his coordinate transformation to reduce this pair of equations of motion to a single, ordinary, nonlinear differential equation of the second order.

In his theory, Chapman used two basic assumptions:
a/ In a given increment of time, the fractional change in distance from the planet center is small compared to the fractional change in the horizontal component of the velocity. Mathematically, this assumption is expressed as

$$
\begin{equation*}
\left|\frac{d(V \cos \gamma)}{V \cos \gamma}\right| \gg\left|\frac{d r}{r}\right| \tag{11-3}
\end{equation*}
$$

b/ For a lifting vehicle, the flight path angle $\gamma$ is sufficiently small that the lift component in the horizontal direction is small compared to the drag component in the same direction. Mathematically, this assumption is expressed as

$$
\begin{equation*}
I \gg\left|\frac{C_{L}}{C_{D}} \tan \gamma\right| \tag{11-4}
\end{equation*}
$$

It is erroneous to think that these assumptions will restrict Chapman's analysis to entry trajectories with small flight path angles and small lift-to-drag ratios as many authors have believed. On the contrary, these assumptions, applied simultaneously, constitute a well-balanced set of hypotheses and make Chapman's theory applicable to a large family of entry trajectories. It is clear that assumption $b /$ is identically satisfied for ballistic entry. On the other hand, in this case, assumption a/ does not specifically restrict the flight path angle, since for ballistic entry, the flight path angle is nearly constant, and the left-hand side of inequality (11-3) simply represents the fractional change in the speed. Thus, the assumption is valid whenever the aerodynamic force becomes sensible enough to induce a rapid change in the speed, regardless of the magnitude of the flight path angle.

Chapman used an independent variable $\bar{u}$, and a dependent variable $\bar{Z}$ defined as

$$
\begin{equation*}
\overline{\mathrm{u}} \equiv \frac{\mathrm{~V} \cos \gamma}{\sqrt{\mathrm{gr}}}, \overline{\mathrm{Z}} \equiv \frac{\rho S C_{D}}{2 \mathrm{~m}} \sqrt{\frac{r}{\beta}} \bar{u} \tag{11-5}
\end{equation*}
$$

It is convenient for subsequent derivations to express the basic assumption (11-3) in terms of the $\bar{u}$ and $\bar{Z}$ variables. We write this inequality with the aid of the Eqs. (11-2) and (11-5)

$$
\left|\frac{d(V \cos \gamma) / V \cos \gamma}{d r / r}\right|=\left|-\frac{\sqrt{B r} \bar{Z}}{\bar{u} \sin \gamma}\left(1+\frac{C_{L}}{C_{D}} \tan \gamma+\frac{\bar{u} \sin \gamma}{\sqrt{\beta r} \bar{Z}}\right)\right| \gg 1 .
$$

or

$$
\left|I+\frac{C_{L}}{C_{D}} \tan \gamma+\frac{\bar{u} \sin \gamma}{\sqrt{\beta r} \bar{z}}\right| \gg\left|\frac{\bar{u} \sin \gamma}{\sqrt{\beta r} \cdot \bar{z}}\right|
$$

Hence, the basic assumption a/ is simply expressed as

$$
\begin{equation*}
\left|1+\frac{C_{L}}{C_{D}} \tan \gamma\right| \gg\left|\frac{\dot{\bar{u}} \sin \gamma}{\sqrt{B r} \bar{Z}}\right| \tag{11-3a}
\end{equation*}
$$

$\therefore$ Now, the derivative of $\bar{u}$, as defined by Eq. (11-5), with respect to $r$, is

$$
\frac{d \bar{u}}{d r}=\frac{\cos \gamma}{\sqrt{g r}} \frac{d V}{d r}-\frac{V \sin \gamma}{\sqrt{g r}} \frac{d \gamma}{d r}+\frac{V \cos \gamma}{2 r \sqrt{g r}}
$$

From Eqs. (11-2) and definition (11-5), the exact equation for $\overrightarrow{\mathrm{u}}$ can be written as

$$
\begin{equation*}
\frac{d \bar{u}}{d r}=-\frac{\bar{Z}}{\sin \gamma} \sqrt{\frac{B}{r}}\left(I+\frac{C_{L}}{C_{D}} \tan \gamma+\frac{\bar{u}}{} \sin \gamma\right) \tag{11-6}
\end{equation*}
$$

Hence, if the basic assumption $a /$ and $b /$, Eq. (11-3a) and (11-4), are applied, the simplified equation for $\bar{u}$ is

$$
\begin{equation*}
\frac{d \bar{u}}{d r}=-\frac{\bar{z}}{\sin r} \sqrt{\frac{\beta}{r}} \tag{11-7}
\end{equation*}
$$

To derive the equation in $\bar{Z}$, we consider the differential law-for the atmospheric density,

$$
\begin{equation*}
\frac{\mathrm{d} \rho}{\rho}=-\beta \mathrm{dr} \tag{11-8}
\end{equation*}
$$

By taking the derivative of $\bar{Z}$, defined by Eq. (11-5), with respect to $r$ and using Eqs. (11-7) and (11-8), we have

$$
\begin{equation*}
\frac{d \bar{Z}}{d r}=-\frac{\bar{Z}}{u} \frac{\bar{Z}}{\sin \gamma} \sqrt{\frac{B}{r}}-\beta \bar{Z}\left(I-\frac{I}{2 \beta r}+\frac{1}{2 \beta^{2}} \frac{d \beta}{d r}\right) \tag{11-9}
\end{equation*}
$$

Concerning the last term of this equation, if a strictly exponential atmosphere is used, $\beta=$ constant and $d \beta / d r=0$. On the other hand, if an isothermal atmosphere is used, $\beta / g=$ constant. ., and $\left(1 / 2 \beta^{2}\right)(\mathrm{d} \beta / \mathrm{dr})=$ - ( $1 / \beta r$ ) . In both cases, since $\beta r$ is large, the last term of the equation can be taken as $-\beta \bar{Z}$ and this equation becomes

$$
\begin{equation*}
\frac{d \bar{Z}}{d r}=-\frac{\bar{Z}}{\sin \gamma} \sqrt{\frac{B}{r}}\left(\frac{\bar{Z}}{\mathbf{u}}+\sqrt{\beta r} \sin \gamma\right) \tag{11-10}
\end{equation*}
$$

Finally, the second of Eq. (II-2) in terms of the $\bar{u}$ and $\bar{z}$ variables is

$$
\begin{equation*}
\frac{d \gamma}{d r}=\frac{\bar{z}}{\bar{u} \sin \gamma} \sqrt{\frac{\beta}{r}}\left[\frac{C_{L}}{C_{D}}+\frac{\bar{u} \cos \gamma}{\sqrt{\beta r} z}\left(I-\frac{\cos ^{2} \gamma}{\bar{u}^{2}}\right)\right] \tag{11-11}
\end{equation*}
$$

Chapman used $\bar{u}$ as the independent variable. Hence, Eq. (11-7) is used to change the independent variable from $r$ to $\bar{u}$, and the equations for $\bar{Z}$ and $\gamma$, Eqs. (11-10) and (11-11), become

$$
\begin{equation*}
\frac{\mathrm{d} \overline{\mathrm{Z}}}{\mathrm{~d}}-\frac{\overline{\mathrm{Z}}}{\overline{\mathrm{u}}}=\sqrt{\beta I} \sin \gamma \tag{11-12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \gamma}{d u}=-\frac{1}{\bar{u}}\left[\frac{C^{L}}{C_{D}}+\frac{\bar{u} \cos \gamma}{\sqrt{\beta r} \bar{z}}\left(1-\frac{\cos ^{2} \gamma}{\bar{u}{ }^{2}}\right)\right] \tag{11-13}
\end{equation*}
$$

Equation (11-12) is Chapman's, first equation. It is used to evaluate the flight path angle. If we take the derivative of this equation with respect to $\overline{\mathrm{u}}$, using Eq. (11-13), we have

$$
\begin{equation*}
\bar{u} \frac{d}{d u}\left(\frac{d \bar{z}}{d u}-\frac{\bar{z}}{\bar{u}}\right)+\frac{\cos ^{2} \gamma\left(\bar{u}^{2}-\cos ^{2} \gamma\right)}{\bar{z} \bar{u}}+\sqrt{\beta r}\left(\frac{C_{L}}{C_{D}}\right) \cos \gamma=0 \tag{11-14}
\end{equation*}
$$

This equation is equivalent to Chapman's second-order nonlinear differential equation with $\bar{Z}$ as the dependent variable and $\bar{u}$ as, the independent variable. In this equation, $\cos \gamma=\sqrt{1-\sin ^{2} \gamma}$ can be expressed in terms of $\bar{u}, \bar{z}$ and $d \bar{z} / d \bar{u}$ through Eq. (11-12).

To obtain the equation in the form identical to the one given by Chapman in his classical paper (Ref. 1), we write it as

$$
\begin{align*}
& \bar{u} \frac{d^{2} \bar{Z}}{d \vec{Z}^{2}}-\left(\frac{(\bar{d} \bar{Z}}{d \bar{u}}-\frac{\bar{z}}{\bar{u}}\right)-\frac{\left(1-\bar{u}^{2}\right) \cos ^{4} \gamma}{\bar{z} \bar{u}}+\sqrt{\operatorname{Br}}\left(\frac{C}{C} C_{D}^{L}\right) \cos ^{3} \gamma  \tag{11-15}\\
& +\frac{\overline{\mathrm{u}} \cos ^{2} \gamma \sin ^{2} \gamma}{\bar{z}}+\sqrt{\operatorname{\beta r}}\left({\underset{\mathrm{C}}{\mathrm{~L}}}_{\mathrm{C}_{\mathrm{L}}}^{\mathrm{C}_{\mathrm{D}}}\right) \cos \gamma \sin ^{2} \gamma=0
\end{align*}
$$

With the aid of Eq. (11-12), we consider the sum of the terms

$$
\begin{gathered}
-\left(\frac{d \bar{Z}}{d \bar{u}}-\frac{\bar{Z}}{\bar{u}}\right)+\frac{\bar{u} \cos ^{2} \gamma \sin ^{2} \gamma}{\bar{Z}}+\sqrt{\beta r}\left(\frac{C_{I}}{C_{D}}\right) \cos \gamma \sin ^{2} \gamma \\
=-\sqrt{\beta r} \sin \gamma\left[I-\left(\frac{C_{m}}{C_{D}}\right) \cos ^{2} \gamma \tan \gamma-\frac{\bar{u} \cos ^{2} \gamma \sin \gamma}{\sqrt{\beta r} \bar{Z}}\right] \approx \sqrt{\beta r} \sin \gamma
\end{gathered}
$$

The last step is a resirlt of applying the basic assumptions $a /$ and $b /$, Eqs. (11-3a) and (11-4). This is equivalent to neglecting the terms containing $\sin ^{2} \gamma$ in Eq. (11-15), yielding


This equation is the second Chapman equation. Following Chapman, we have identified the different components of the force as labelled.

$$
\begin{equation*}
\bar{u} \cdot \frac{d}{d \bar{u}}\left(\frac{d \bar{Z}}{d u}-\frac{\bar{Z}}{\bar{u}}\right)=\frac{\left(1-\bar{u}^{2}\right)}{\bar{Z} \bar{u}} \cos ^{4} \gamma-\sqrt{\beta \dot{r}} \frac{C_{L}}{C_{D}} \cos ^{-3} \gamma \tag{11-16a}
\end{equation*}
$$

In general, this nonlinear differential equation has to be integrated numerically. For a nonlifting vehicle, $C_{L} / C_{D}=0$, the equation is applicable to large flight path angles as well as small angles. For lifting vehicles, it is applicable when $\left(C_{L} / C_{D}\right) \tan \gamma$ is small.

## 11-3. THE $\bar{z}$ FUNCTIONS AND RELATED QUANTITIES

As mentioned in the introductory section of this chapter, Chapman's equation, Eq. (11-16), is universal in the sense that it is free of the physical characteristics of the vehicle. Hence, it is applicable to any type of entry vehicle regardless of its weight, dimensions and shape.

For an entry trajectory, since $\bar{Z}_{i} \simeq 0$, only initial conditions on $\bar{u}_{i}$ and $\gamma_{i}$ need be given. The flight parameter $C_{L} / C_{D}$ and the characteristic of the atmosphere, $\beta x$, must, of course, be specified.

For each planetary atmosphere, the average value for $\beta r$ is known to a greater or lesser degree of accuracy, as was discussed in Chapter 6. For Earth, $\sqrt{\beta r}$ is 30 . Thus, Eq. (11-16) can be integrated numerically starting from the initial value $\vec{u}_{i}$ of the independent variable, using the initial conditions on $\bar{Z}_{i}$ and $\overline{d Z} / \overline{d u}_{i}$. For, an entry trajectory,

$$
\begin{equation*}
\vec{Z}\left(\vec{u}_{i}\right) \simeq 0 \tag{11-17}
\end{equation*}
$$

Since the basic nonlinear equation has a singularity at $\overline{\mathrm{Z}}=0$, the first step in the numerical integration must be handled analytically by using an approximate value for $\bar{Z}$ in the initial portion of the trajectory, depending on the type of entry. Some approximate $\bar{z}$ functions will be given in the next section. If $\gamma_{i}$ is given, the initial value for $d \bar{Z} / d \vec{u}_{i}$ is given by Eq. (11-12) as

$$
\begin{equation*}
\frac{d \overline{\mathrm{Z}}}{d \bar{u}_{i}}=\sqrt{\beta r} \sin \gamma_{i}+\frac{\bar{Z}_{i}}{\vec{u}_{i}} \simeq \sqrt{\beta r} \sin \gamma_{i} \tag{11-18}
\end{equation*}
$$

For each flight program and entry condition, the resulting variation of $\bar{Z}$ as a function of $\bar{u}$ can be tabulated. These Tables, known as the Tables of the $\bar{Z}$ Functions (Ref. 2), can be used to analyze the entry of any arbitrary vehicle.

In some instances, these Tables, computed for entry into the Earth's atmosphere, can be extrapolated for use with other planetary atmospheres.

- First, for a shallow entry at very small flight path angle, Eq. (11-16) is reduced to

$$
\begin{equation*}
\bar{u} \frac{d}{d \bar{u}}\left(\frac{d \bar{Z}}{d \bar{u}}-\frac{\overline{\bar{Z}}}{\bar{u}}\right)-\frac{1-\bar{u}{ }^{2}}{\overline{\mathrm{z}} \overline{\mathrm{u}}^{\prime}}+\sqrt{\beta r} \frac{C_{L}}{C_{D}}=0 \tag{11-19}
\end{equation*}
$$

with the initial condition for a prescribed $\bar{u}_{i}$

$$
\begin{equation*}
\overline{\mathrm{z}}\left(\bar{u}_{i}\right)=0 \quad, \quad \frac{\mathrm{~d} \overline{\mathrm{Z}}}{\mathrm{~d} \bar{u}_{i}}=0 \tag{11-20}
\end{equation*}
$$

Hence, in this case, Tables of the $\bar{Z}$ functions can be used for any planetary atmosphere, for entry with the same prescribed flight parameter $\sqrt{\beta r}\left(C_{L} / C_{D}\right)$, as far as the variations of $\bar{Z}$ and $\bar{u}$ are concerned. For the flight path angle, using subscript $e$ for the Earth, and subscript $P$ for any other planet, from Eq. (11-12) comes

$$
\begin{equation*}
\gamma_{P}=k \gamma_{e} \quad, \quad k=\frac{\sqrt{(\beta r)_{e}}}{\sqrt{(\beta r)_{P}}} \tag{11-21}
\end{equation*}
$$

where $k$ is the conversion factor. The condition discussed above is, in particular, true for a decaying orbit for various lift-to-drag ratios. In this case, $\overrightarrow{\mathrm{u}}_{\mathrm{i}}=1$.

Next, the extrapolation can be extended to the cases of small entry angle. Equation (11-19) is still valid, but with the initial conditions

$$
\begin{equation*}
\bar{Z}\left(\bar{u}_{i}\right)=0 \quad, \quad \frac{d \bar{Z}}{d \bar{u}_{i}}=\sqrt{\beta r} \gamma_{i} \tag{i1-22}
\end{equation*}
$$

Hence, the Tables can be used for any planetary atmosphere, for entry with the same $\sqrt{\beta r}\left(C_{L} / C_{D}\right)$ and $\sqrt{B r} \gamma_{i}$. Under these conditions, the $\bar{Z}$ and $\bar{u}$ variations are the same, while the $\gamma$ variation is obtained from Eq. (11-21).

In all cases, the validity of the application is restricted to the part of the trajectory where the flight path angle remains small.

Seyeral useful quantities during entry can be constructed from the Tables of the $\bar{Z}$ functions.
: The first quantity of interest is the deceleration during entry. The deceleration along the flight trajectory is simply dV/dt . The first of Eqs. (11-1), and definitions (11-5) of $\bar{u}$ and $\bar{Z}$, yields

$$
\begin{equation*}
-\left(\frac{\mathrm{dV}}{\mathrm{dt}} / \mathrm{g}\right)=\frac{\sqrt{\beta r} \overline{\mathrm{Z}} \overline{\mathrm{u}}}{\cos ^{2} \gamma}+\sin \gamma \tag{11-23}
\end{equation*}
$$

For small flight path angles,

$$
\begin{equation*}
-\left(\frac{d V}{d t} / g\right) \simeq \sqrt{\beta r} \bar{Z} \bar{u} \tag{11-24}
\end{equation*}
$$

and the deceleration is simply proportional to the product $\overline{\mathrm{Z}} \overline{\mathrm{u}}$. Reference 1 gives several plots of $\sqrt{\beta r} \bar{Z} \vec{u}$ versus $\bar{u}$ for different types of entry. Some of these plots are reproduced in section $11-5$ of this chapter. They are useful in locating the speed $\overline{\mathbf{u}}$ and the altitude $\bar{Z}$ where the deceleration reaches its maxima and minima during. entry.

The deceleration due to the combined lift and drag forces, as felt by the pilot or an accelerometer during entry, is

$$
\begin{equation*}
\frac{a}{g}=\sqrt{\left(\frac{L_{i}}{m g}\right)^{2}+\left(\frac{D}{m g}\right)^{2}}=\frac{\sqrt{\beta r} \bar{Z} \bar{u}}{\cos ^{2} \gamma} / I+\left(\frac{C_{L}}{C_{D}}\right)^{2} \tag{11-25}
\end{equation*}
$$

Hence, for entry at small angles, the deceleration due to aerodynamic force is obtained. simply by multiplying the vehicle deceleration, given by Eq. $(11-24)$, by the constant factor $\sqrt{1+\left(C_{L} / C_{D}\right)^{2}}$

The $\bar{Z}$ function provides the flight altitude of the vehicle once the drag parameter $\left(\mathrm{SC}_{\mathrm{D}} / 2 \mathrm{~m}\right)$ is specified. For an arbitrary atmosphere, the altitude is most conveniently expressed in terms of. the local atmospheric density $\rho$. Let subscript $s$ denote the condition at sea level. From the definition (11-5) of $\vec{Z}$, we have

Hence, for a strictly exponential atmosphere, the altitude $h$ is given by

$$
\begin{equation*}
h=\frac{1}{\beta} \log \left[\left(\frac{S C_{D}{ }^{r} s^{\rho} s}{2 \mathrm{~m}}\right) \frac{\overline{\mathrm{u}}}{\sqrt{\beta \mathrm{Kr}} \overline{\mathrm{Z}}}\right] \tag{11-27}
\end{equation*}
$$

Another quantity of interest is the dynamic pressure exerted on the vehicle.

$$
\begin{equation*}
\frac{1}{2} \rho \mathrm{~V}^{2}=\left(\frac{\mathrm{mg}}{\mathrm{SG}_{\mathrm{D}}}\right) \frac{\sqrt{\beta \mathrm{Br}} \overline{\mathrm{Z}} \overline{\mathrm{u}}}{\cos ^{2} \gamma} \simeq\left(\frac{\mathrm{mg}}{\mathrm{SC}_{\mathrm{D}}^{-}}\right) \sqrt{\beta \mathrm{r}} \overline{\mathrm{z}} \tag{11-28}
\end{equation*}
$$

Hence, the dynamic pressure is proportional to the deceleration of the vehicle.

The free-stream Reynolds number per unit length is

$$
\begin{equation*}
\frac{R_{e}}{l}=\frac{V \rho}{\mu}=\frac{2 \sqrt{\beta g}}{\mu \cos \gamma}\left(\frac{m}{S C_{D}}\right) \bar{Z} \simeq \frac{2 \sqrt{\beta g}}{\mu}\left(\frac{m}{S C_{D}}\right) \bar{Z} \tag{11-29}
\end{equation*}
$$

where $\mu$ is the atmospheric dynamic viscosity. Thus, the Reynolds number per unit length is proportional to the $\bar{Z}$ function.

Relatively simple expressions can also be obtained for the aerodynamic heating rate per unit area, $q$, and the total heat absorbed per unit area, Q/A •

According to the local similarity law of Lees, (Refs. 3,4), the heating rate q. at any point on a body is equal to a fraction of the heating rate $q_{S}$ at a stagnation point of radius of curvature $R \quad \therefore$ Thus, the local heating rate is expressed as

$$
k_{1} \equiv \frac{q}{q_{s}}
$$

where the heating rate in hypersonic flow at a stagnation point, $q_{s}$, can be expressed as

$$
\begin{equation*}
\mathrm{q}_{\mathrm{s}}=\frac{\dot{\mathrm{C}}}{\sqrt{\mathrm{R}}}\left(\frac{\rho}{\rho_{0}}\right)^{n}\left(\frac{\overline{\mathrm{u}}}{\cos \gamma}\right)^{m} \mathrm{k} \mathrm{cal} / \mathrm{m}^{2} \mathrm{sec} \tag{11-31}
\end{equation*}
$$

where the constants $C, n$, and $m$ depend on the type of boundary layer flow. For laminar flow, $n=\frac{1}{2}$, A simple power law, $m=3$, for the speed, together with the expression (11-26) for the density ratio, gives the expression for the laminar convective heat transfer rate in terms of the $\overline{\mathrm{Z}}$ and $\overline{\mathrm{u}}$ variables

$$
\begin{equation*}
q=\left[c \sqrt[4]{\frac{\beta}{r_{0} \rho_{0}^{2}}}\right]\left[k_{1_{\sqrt{\prime}}} \sqrt{\frac{2 \mathrm{~m}}{S_{D} \mathrm{R}}}\right]\left[\frac{\bar{q}}{\cos ^{3} \gamma \mathrm{~m}^{2} \mathrm{sec}}\right] \frac{k \text { cal }}{2} \tag{11-32}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathrm{q}}=\overline{\mathrm{Z}}^{\frac{1}{2}} \overline{\mathrm{u}}^{\frac{5}{2}} \tag{11-33}
\end{equation*}
$$

The expression for the heat transfer rate has been written in the form of the product of three factors. The first factor represents the effect on heat flux of the particular planetary atmosphere. The second factor represents the effect of the physical characteristics of the vehicles, that is, the mass, dimensions and shape of the vehicle. The last factor, which for flight at small flight path angles is reduced to $\quad \bar{q}^{-1 / 2} \bar{u}^{5 / 2}$, represents the effect of the particular type of entry trajectory.

Although Eq. (11-32) for heating rate is useful in studying vehicles designed-to operate-at-radiation-equilibrium-temperatures; an equation-forthe total heat absorbed, $Q$, during entry is of more interest for heat-sink type vehicles.' This is expressed in the form of an integral

$$
\begin{equation*}
\mathrm{Q}=\iint \mathrm{qdtdA}=\iint \mathrm{k}_{\mathrm{I}} \mathrm{q}_{\mathrm{s}} \mathrm{dtdA} \tag{11-34}
\end{equation*}
$$

where $A$ is the whole surface wetted by the boundary layer. Let

$$
\begin{equation*}
k_{2} \equiv \frac{1}{A} f k_{1} d A=\frac{1}{A} f \frac{q}{q_{s}} d A \tag{11-35}
\end{equation*}
$$

where $k_{2}$ is the factor which takes into accomt the variations in heat flux over the whole surface $A$. For a hemisphere, we have then $k_{2} \simeq 0.5$.

$$
\begin{equation*}
\mathrm{Q}=\mathrm{k}_{2} \mathrm{Af} \mathrm{q}_{\mathrm{s}} \mathrm{dt} \tag{-11-36}
\end{equation*}
$$

Using the expression (11-32) for $q_{s}=q / k_{\eta}$ in this integral, we have

$$
\begin{equation*}
Q=\left[C \sqrt[4]{\frac{\beta}{r_{0} \rho_{0}^{2}}}\right]\left[k_{2} A \cdot \sqrt{\frac{2 \mathrm{~m}}{\mathrm{SC}_{\mathrm{D}} \mathrm{R}}}\right] \int \frac{\overline{\mathrm{z}}^{\frac{1}{2}}-\frac{5}{\mathrm{u}}}{\cos ^{3} \gamma} d t \tag{11-37}
\end{equation*}
$$

The integration with respect to the independent variable $\vec{u}$ can be accomplished if the simplified expression (11-7) for $\overline{d u} / d r$ is rewritten with respect to t ,

$$
\begin{equation*}
\frac{d \bar{u}}{d t}=\frac{d \bar{u}}{-d r} \frac{d r}{d t}=-\sqrt{\beta g} \frac{\bar{z} \bar{u}}{\cos \gamma} \tag{11-38}
\end{equation*}
$$

This equation gives the time of flight between $\bar{u}_{\mathcal{I}}$ and $\bar{u}$ as

$$
\begin{equation*}
\mathrm{t}=\frac{1}{\sqrt{\beta g}} \int_{\bar{u}}^{\bar{u}_{1}} \frac{\cos \gamma d \bar{u}}{\bar{z} \bar{u}} \tag{11-39}
\end{equation*}
$$

Substitution of (11-38) into (11-37), yields the expression for the total heat absorbed between $\overline{\mathrm{u}}_{1}$ and $\overline{\mathrm{u}}$

$$
\begin{equation*}
Q=\left[C \sqrt[4]{\frac{1}{\beta g^{2} r_{0} \rho_{0}^{2}}}\right]\left[k_{2} A \sqrt{\frac{2 m}{S C_{D} R}}\right] \bar{Q} \text { kcal } \tag{11-40}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathrm{Q}}=\int_{\overline{\mathrm{u}}}^{\bar{u}_{1}} \frac{\overrightarrow{\mathrm{u}}^{3 / 2} \overline{d u}_{\overline{\mathrm{u}}}{ }^{1 / 2} \cos ^{2} \gamma}{} \tag{11-41}
\end{equation*}
$$

## 11-4. SOME APPROXIMATE ANALYTTCAL SOLUTIONS

The ultimate purpose of the Chapman formulation is the numerical integration and tabulation of the $\bar{Z}$ functions, as generated by Eq. (11-16), for use in the preliminary design of the entry vehicle and its mission planning. Although Chapman's equation is only approximate, the assumptions made are general enough so that the basic nonlinear equation, Eq. (11-16), contains all the principal effects of the forces acting on the vehicle during entry: Hence, under various assumptions to simplify this equation, Chapman's reduced equation should provide the other first-order solutions discussed previously. In this section, we shall consider several such cases.

## 11-4.1. Yaroshevskii's Solution

For constant lift-to-drag ratio entry, Yaroshevskii's second-order nonlinear differential equation, discussed in Chapter 10 , is simply a case of Chapman's equation.

For constant lift and drag coefficients, Yaroshevskii's variables are (Ref. 5)

$$
\begin{equation*}
x \equiv \log \frac{\sqrt{g_{0} r_{0}}}{\nabla} \quad, \quad y \equiv \frac{S C_{D}}{2 m} \sqrt{\frac{r_{0}}{\beta}} . \rho \tag{11-42}
\end{equation*}
$$

where the subscript 0 denotes the condition at a reference level.
In the more sophisticated definition of Chapman's variables, Eqs. (11-5), if a constant reference value for $r$ is used, and a very small flight path angle is assumed, then

$$
\begin{equation*}
\overline{\mathrm{u}}=\frac{\mathrm{v}}{\sqrt{g_{0} r_{0}}}, \quad \overrightarrow{\mathrm{z}}=\frac{\mathrm{SC} \mathrm{D}^{\rho}}{2 \mathrm{~m}} \sqrt{\frac{r_{0}}{\beta}} \bar{u} \tag{11-43}
\end{equation*}
$$

Hence, the relations between the two sets of variables are

$$
\begin{equation*}
\frac{\overline{\mathrm{Z}}}{\mathrm{u}}=\mathrm{y} \quad, \quad \overline{\mathrm{u}}=\mathrm{e}^{-\mathrm{x}} \tag{11-44}
\end{equation*}
$$

The corresponding relation between the derivatives is

$$
\begin{equation*}
\frac{d}{d u}(2)=-e^{x} \frac{d}{d x}()=-\frac{1}{u} \frac{d}{d x}() . \tag{11-45}
\end{equation*}
$$

Transformations (11-44) and (11-45) applied to Chapman's simplified equation for entry at very small flight path angles, Eq. (11-19), gives

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\frac{1-e^{2 x}}{y}+\sqrt{{ }^{3 r_{0}}}\left(\frac{C_{L}}{C_{D}}\right)=0 \tag{11-46}
\end{equation*}
$$

This equation is identical to Yaroshevskii's equation, Eq. (10-17), and its analytical solutions for various entry trajectories have been presented in Chapter 10.

## 11-4.2. Solution For Ballistic Entry

For ballistic entry, using Allen and Eggers assumption (Ref. 6), we disregard the gravity, centrifugal and lift force in Chapman's equation, Eq. (11-16), and write it as

$$
\begin{equation*}
\overline{\mathrm{u}} \frac{\mathrm{~d}}{\mathrm{du}}\left(\frac{\mathrm{~d}}{\mathrm{~d}} \frac{\overline{\mathrm{u}}}{}-\frac{\overline{\mathrm{z}}}{\overrightarrow{\mathrm{u}}}\right)=0 \tag{11-47}
\end{equation*}
$$

This, and Eq. (11-12), shows that the flight path angle remains constant. The integral of Eq. (11-47) can be written

$$
\begin{equation*}
\frac{d \bar{Z}}{d \bar{u}}-\frac{\bar{z}}{\bar{u}}=\sqrt{\sqrt{B r}} \sin \gamma_{i} \tag{1.1-48}
\end{equation*}
$$

A second integration, along with the initial conditions, produces the solution for ballistic entry

$$
\begin{equation*}
\bar{Z}_{I}=\sqrt{B r} \sin \gamma_{i} \bar{u} \log \frac{\dot{\bar{u}}}{\overline{u_{i}}} \tag{11-49}
\end{equation*}
$$

The $\bar{Z}_{I}$ fumction provides an approximate solution for the motion and heating identical to the solution of Allen and Eggers for ballistic entry.

## 11-4.3. Solution For Glide Entry

For glide entry, using Sänger's assumption (Ref. 7), we neglect the vertical acceleration and vertical component of the drag force in Chapman's equation. Chapman's equation, along with Eq. (11-12), shows that this amounts to considering the glide angle as negligibly small, $\cos \gamma \simeq 1$. Hence, Eq. (11-16) is reduced to the condition for equilibrium glide

$$
\begin{equation*}
\bar{Z}_{I I}=\frac{I-\bar{u}^{2}}{\sqrt{\beta I}\left(\frac{C_{I}}{C_{D}}\right) \bar{u}} \tag{11-50}
\end{equation*}
$$

The $\overline{\mathrm{Z}}_{\mathrm{II}}$ function corresponds to equilibrium gliding flight as discussed by Sänger.

11-4.4. Solution For Skip Trajectory
For skip trajectories, using Eggers, Allen, and Neice's assumption (Ref. 8), we neglect the gravity and centrifugal force in Chapman's equation. Thus,

$$
\begin{equation*}
\bar{u} \frac{d}{d \bar{u}}\left(\frac{d \bar{Z}}{d \bar{u}}-\frac{\bar{Z}}{\vec{u}}\right)=-\sqrt{\beta r} \frac{C_{L}}{C_{D}} \cos ^{3} \gamma \tag{11-51}
\end{equation*}
$$

By using an average value $\bar{\gamma}$ for $\gamma$ on the right-hand side of this. equation, and using Eq. (11-12), we may integrate this and apply the initial conditions to obtain

$$
\begin{equation*}
\sin \gamma=\sin \gamma_{i}-\frac{C_{I}}{C_{D}} \cos { }^{3} \bar{\gamma} \log \left(\frac{\vec{u}}{\vec{u}_{i}}\right) \tag{11-52}
\end{equation*}
$$

This equation gives the flight path angle in terms of the flight speed. The $\bar{Z}$ function for skip trajectories may be obtained by combining Eqs: (11-52)
and (11-12):

$$
\begin{equation*}
\frac{d \bar{Z}}{d \bar{u}}-\frac{\bar{Z}}{\bar{u}}=\sqrt{B r} \sin \gamma_{i}-\sqrt{B r} \cdot \frac{C_{L_{L}}}{C_{D}} \cos 3 \bar{\gamma} \log \left(\frac{\left.\frac{\bar{u}}{\bar{u}}\right)}{u_{i}}\right) \tag{11-53}
\end{equation*}
$$

This integrates to

$$
\begin{equation*}
\bar{Z}_{\text {III }}=\overline{u^{\prime}}\left[\frac{\bar{Z}_{i}}{\bar{u}_{i}}+\sqrt{\beta r} \sin \gamma_{i} \log \frac{\bar{u}}{\bar{u}_{i}}-\frac{\sqrt{B r}}{2}\left(\frac{C_{L}}{C_{D}}\right) \cos ^{3} \bar{\gamma} \log ^{2} \frac{\bar{u}}{\bar{u}_{i}}\right] \tag{1.1-54}
\end{equation*}
$$

The $\bar{Z}_{\text {III }}$ function gives the solution for evaluating the altitude of a skip vehicle. In practice, since the flight path angle is small, the average value of $\cos ^{3} \bar{\gamma}$ may be taken as unity.

## 11-5. NUMERICAL RESULTS

Several plots of the $\overline{\mathrm{Z}}$ functions, obtained by numerically integrating the basic nonlinear equation, Eq: (11-16), for different types of entry, have been given in Ref. 1. The accuracy of Chapman's solution is remarkably good for entry at small flight path angles. The discussion of these graphs is enlightening since they provide all the interesting features for the variations of the deceleration and other physical quantities during entry.

## 11-5.1. Entry From a Decaying Orbit For Various Lift-to-Drag Ratios

Chapman's analysis is designed to investigate the atmospheric entry portion of the trajectory. It is not effective for analyzing the flight in the near vacuum since in this case the two basic assumptions are violated and the variable $\bar{u}$ no longer monotonically decreases, as shown in Chapter 13 in the development of the general theory for entry into a planetary atmosphere. Nevertheless, the behavior of a decaying orbit can be discussed qualitatively. For orbital flight at very high atmospheric altitude, the trajectory is a . near-Keplerian orbit. Atmospheric drag is primarily effective near the lowest point, at the periapsis. The reduction of the speed near the periapsis behaves,
during each passage, as an impulsive braking force, lowering the apoapsis of the orbit while leaving the periapsis altitude nearly unchanged. The orbit eventually becomes nearly circular. For the last revolution, when entry is effectively achieved, with $\gamma \simeq 0$, Eq. (11-19) is valid. The initial conditions are

$$
\begin{equation*}
\bar{u}_{i}=1, \bar{z}\left(\bar{u}_{i}\right) \simeq 0, \frac{d \bar{z}}{d \bar{u}_{i}}=0 \tag{11-55}
\end{equation*}
$$



Fig. 11-1. Value of $\bar{Z}$ Function for Ballistic Entry
From Circular Orbit

Figure 11-1 presents the plot of $\bar{Z} \bar{u}$ yersus $\bar{u}$ for the case $C_{L} / C_{D}=0$ using the initial conditions (11-55). The peak deceleration occurs at the point where $\bar{u} \simeq \dot{0} .43$. While this value is the same for any planetary atmosphere, the maximum deceleration varies from planet to planet. The maximum of $\bar{Z} \bar{u}$ is 0.278 , and by Eq. (11-24), the maximum deceleration for ballistic entry from circular orbit into any particular atmosphere is $0.278 \sqrt{\beta r}$, where $\beta r$ is the characteristic value of the specified atmosphere.


Fig. 11-2. Values of $\bar{z}$ Functions For a Decaying Orbit with Various $C_{L} / C_{D}$

Figure 11-2 plots the results of the numerical integration of the simplified equation, Eq. (11-19), with the initial conditions (11-55), for different values of $\sqrt{B x}\left(C_{L} / C_{D}\right)$. The plots can be used for any planetary atmosphere. For high lift-to-drag ratios, the $\overline{\mathrm{Z}}_{\mathrm{II}}$ function, Eq. (11-50), is valid. It can be seen that this equilibrium glide solution, first derived by Sanger, is accurate up to the point where the speed is reduced to $\overline{\mathrm{u}} \simeq 0.2$. The curves approach asymptotically the dotted Iine representing the $\bar{Z}_{\text {II }}$ function which can be seen as the exact solution for $C_{L} / C_{D} \rightarrow \infty$.

## 11-5.2. Ballistic Entry From Circular Speed With Various Initial FIight Path

## Angles

If the initial speed $\vec{u}_{i}$ is given arbitrarily, for the case of ballistic entry, the basic equation, Eq. $(11-16)$, is used with the value $C_{L} / C_{D}=0$ and the initial conditions

$$
\begin{equation*}
\bar{Z}\left(\bar{u}_{i}\right) \simeq 0, \frac{d \bar{Z}}{d \overline{u_{i}}}=\sqrt{\beta r} \sin \gamma_{i} \tag{11-56}
\end{equation*}
$$

The integration generates a two-parameter family of solutions, with parameters $\vec{u}_{i}$ and $\sqrt{\beta x} \sin \gamma_{i}$. Since in the reduced equation, the term $\cos ^{4} \gamma$ has to be evaluated by using Eq. (11-12), which requires specifying separately the value of $B r$, extrapolation of the numerical results for use with other planetary atmospheres is generally restricted to small flight path angles.

Figure $11-3$ gives the plots of ballistic entry from $\vec{u}_{i}=1$ for several values of the initial flight path angle $\gamma_{1}$. The graphs plot $30 \overline{\mathrm{Z}} \overline{\mathbf{u}}$ versus $\vec{u}$. While the values of $\bar{u}$ for the peak deceleration read from the graphs are the same for all planetary atmospheres, the ordinates present the deceleration for the Earth. For other planets the values have to be evaluated proportionally according to the specified value of Br . It can .
be seen that while generally the peak deceleration increases with increasing initial angle, the lowest peak deceleration occurs for an initial angle $\gamma_{i}$ somewhere between $0^{\circ}$ and $2^{\circ}$. A detailed analysis, using the exact equations developed in Chapter 13, shows that this occurs for a small entry angle between $0^{\circ}$ and $1^{\circ}$ resulting in a minimum peak deceleration equal to 8.2 g for the Earth's atmosphere.


Fig. 11-3. Values of $\bar{Z}$ Functions For Ballistic Entry From Circular Speed, at Various Initial Angles

11-5.3. Lifting Entry From Circular Speed With Various Initial Flight Path Angles
$\therefore$ Figure 11-4 gives the plots for entry from $\bar{u}_{i}=1$ for several values of the initial flight path angle, but with a positive lift-to-drag ratio, $C_{L} / C_{D}=0.25$. For the integration, the basic equation (11-16) is used with the initial conditions (11-56) applied to $u_{i}=1$. The graphs plot $30 \overline{\mathrm{z}} \overline{\mathrm{u}}$, which is the deceleration at small flight path angles for the Earth's atmosphere.


Fig. 11-4. Values of $\bar{Z}$ Function for Lifting Entry From Circular Speed, At Various Initial Angles

Comparing the two figures, Fig. II-3 and Fig. 11-4, it is seen that lifting entry has the effect of decreasing the peak deceleration. Furthermore, for large initial flight path angles, there appear two peak decelerations of unequal magnitude. For low initial angles, the first peak is lower than the second peak, while for large initial angles, the first peak is higher.

The appearance of several peak decelerations is quite definite when the lift-to-drag ratio is increased, as can be seen in Fig. 11-5. Figure 11-5 presents the plots for entry from circular speed, $\bar{u}_{i}=1$, at various initial flight path angles, and with the value of the lift-to-drag ratio equal ${ }^{-1}$ to $0.5,0.7$ and 1.0 respectively.

As the lift-to-drag ratio increases, the entry trajectory becomes more oscillatory with an oscillatory variation in the altitude (hence, also in the $\overline{\mathrm{Z}}$ function) inducing an oscillatory variation in the product $\overline{\mathrm{Z}} \overline{\mathrm{u}}$.

## 11-5.4. Entry From Super Circular Speed

For entry from a high altitude orbit, the vehicle approaches the atmosphere along an elliptical orbit. Hence, the initial speed is generally $\bar{u}_{i}>1$.

Figure 11-6 presents the plots for ballistic entry, $C_{L} / C_{D}=0$, at $\bar{u}_{i}=1.4$, which is around parabolic speed when $\cos \gamma$ is near unity, with various initial angles.

When the initial flight path angle is small, which is the case for a high periapsis altitude of the initial Keplerian orbit, the vehicle passes through the sensible atmosphere for a short distance, and then exits into the vacuum. The integration is terminated whenever $\bar{Z}$ becomes small enough so that the vehicle is, at that time, essentially outside the sensible atmosphere. At that point, the speed has been reduced from the initial speed $\bar{u}_{i}$ to a final speed $\bar{u}_{f_{1}}$, with an exit angle $\gamma_{1}$. We say that the vehicle


Fig. 11-5. Values of $\bar{Z}$ Function for Entry From Circular Speed at Various Initial Angles
has made one passage through the atmosphere. Once outside the atmosphere, the vehicle continues its course, following a Keplerian orbit, with a lower apogee. Because of the symmetry of the Keplerian orbit, the following entry will be made at an initial speed equal to $\mathrm{u}_{\mathrm{f}_{1}}$ with an initial angle equal to - $\gamma_{1}$. We say that the entry is effected by several passages using atmospheric braking.


Fig. 11-6. Values of $\bar{Z}$ Function For Atmosp̈heric Braking of Nonlifting Yehicles Starting From $\bar{u}_{i}=1.4$ Values at First Maximum are Noted.

Curve (a) in Fig. 11-6 presents an atmospheric braking with 6 passages.
If the initial flight path angle is increased by decreasing the periapsis altitude of the initial Keplerian orbit, the first passage is effected at lower altitude, resulting in a higher loss of speed during the passage. This is seen in curve (b) in Fig. 11-6. The greater loss in speed decreases the number of passages. Ultimately, a critical entry angle is reached when the complete entry is made in one passage. This occurs for an entry angle somewhere between curves (b) and (c). It can be seen that before obtaining curve (a), for initial entry at near zero initial flight path angles, which corresponds to a very high periapsis altitude of the initial Keplerian orbit, we have the condition of orbital decay. The number of passages is very large. Theoretically, it is infinite. The last passage, during which the entry is completed, is initiated at $\vec{u}_{n}=1 ; \gamma_{n}=0$, where $n$ is the number of passages before effective entry.

We shall return for a more detailed discussion of these features in Chapter 13, with the development of an exact theory for planetary entry.

## 11-6. EFFECT OF LIFT ON ENTRY

The physical quantities during entry, such as the deceleration, and heating, are functions of the $\bar{Z}$ function which, for a prescribed entry condition, depends on the lift-to-drag ratio. In this section, we shall examine the effect of the flight parameter $C_{L} / C_{D}$ on the deceleration, heating rate and total heat absorbed during entry. The effect, explicitly displayed, is of valuable assistance to preliminary design and mission planning purposes. To some extent, this question has been examined in Chapter 10, in connection with Yaroshevskii's theory for entry into a planetary atmosphere. In this section, the yariables $\bar{Z}$ and $\bar{u}$ are used in connection with Chapman's
basic equation, Eq. (11-16), which is more accurate than Yaroshevskii's basic equation, Eq. (10-17).

First, we shall consider the case of lifting entry from a decaying orbit. That is, we shall first consider trajectories with various values of $C_{L} / C_{D}$ for an initial condition $\bar{u}_{i}=1, \gamma_{i}=0$.

## 11-6.1. Effect of Lift on Deceleration

A plot of the function $30 \overline{\mathrm{z}} \overrightarrow{\mathrm{u}}$ which, by Eq. (11-24), represents approximately the vehicle deceleration for entry at small angles into the Earith's atmosphere, is presented in Fig. 11-7, as a function of the dimensionless speed $\overline{\mathrm{u}}$ for various lift-to-drag ratios.

It is seen that the effect of the lift-to-drag ratio, $C_{L} / C_{D}$, is very powerful. By increasing this flight parameter from 0 to 0.1 , the peak deceleration is reduced from 8.38 g to 4.9 g , while by using a negative lift-to-drag ratio equal to - 0.1 , the peak deceleration increases to 12.8 g .

For small lift-to-drag ratios, the peak deceleration occurs in the range of the dimensionless speed near $\bar{u}=0.4$. When the lift-to-drag ratio increases, the peak deceleration occurs at lower speed. It should be noted that, due to Chapman's completely nondimensionalized formulation, the graphs apply to any type of vehicle, regardless of its weight, shape or size. .,

Figure 11-7-plots the vehicle deceleration: If we consider the total deceleration, as felt by the pilot, then from Eq. (11-25), this deceleration at its maximum,' which generally occurs at small flight path angles, is

$$
\begin{equation*}
\left(\frac{\mathrm{a}}{\mathrm{~g}}\right)_{\max }=\sqrt{\operatorname{\beta r}(\overline{\mathrm{z}} \overline{\mathrm{u}})_{\max } \sqrt{1+\left(\mathrm{C}_{\mathrm{L}} / C_{\mathrm{D}}\right)^{2}}} \tag{11-57}
\end{equation*}
$$



Fig. 11-7. Effect of $C_{L} / C_{D}$ on Deceleration For Entry Into
Earth's Atmosphere From a Decaying Orbit

All the peak decelerations read from Fig: Il-7 must be increased by the factor $\sqrt{1+\left(C_{L} / C_{D}\right)^{2}}$ to yield the maximum total deceleration as felt by the pilot.

Chapman gives the plot of Eq. (11-57) for different planetary atmospheres, as a function of the lift-to-drag ratio (Fig. 11-8)


Fig. 11-8. Effect of $C_{L} / C_{D}$ on Maximum Deceleration For Entry into Various Planetary Atmospheres From Decaying Orbits

Included in this Figure is a boundary representing human tolerance. It is seen that, from the human standpoint, an entry into Mars' atmosphere can be made with negative lift, while for an entry into the atmosphere of Jupiter, a positive lift is necessary to lower the peak deceleration to an allowable level.

## 11-6.2. Effect of Lift on Heating Rate

The use of the $\bar{z}$ function also allows a general analysis of the heating for an arbitrary type of vehicle.

As given by Eq. (11-32), the heating rate per unit area for laminar flow at any point on a body is proportional to $\bar{q}=\overline{\mathrm{Z}} \frac{1 / 2}{\mathrm{u}} 5 / 2$. Hence, as for the deceleration, the function $\bar{q}$ can be plotted versus $\bar{u}$, for different values of the lift-to-drag ratio, $C_{L} / C_{D}$ (Fig. 11-9). The initial condition used for the integration is also the one for a decaying orbit, while the value $\sqrt{\beta r}=30$ is the characteristic value for the Earth atmosphere.


Fig. 11-9. Effect of $C_{L} / C_{D}$ on Laminar Heating Rate for Entry From Decaying Orbits

As was discussed in section 11-3, for small flight path angles, extrapolation can be used for other planetary atmospheres.
$\therefore$ Let

$$
\begin{equation*}
\mathrm{k} \equiv \frac{\sqrt{(\beta r)}}{\sqrt{(\beta \mathrm{r})}} \mathrm{e} \tag{11-58}
\end{equation*}
$$

Since in the basic equation for the integration of entry into the Earth atmosphere, $\sqrt{(\beta r)_{e}}$ and $\left(C_{L} / C_{D}\right)_{e}$ enter as the product $\sqrt{(\beta r)} e\left(C_{L} / C_{D}\right)_{e}$, and since for small flight path angles, the equation is nearly independent of $\gamma$ and hence does not require specifying the value of $\sqrt{\left(\beta_{r}\right)}$ e separately, then for entry into any planetary atmosphere, with a lift-to-drag ratio ( $\left.C_{L} / C_{D}\right)_{P}$ and characteristic value $\sqrt{\left(\beta_{r}\right)_{P}}$, to use the same curve on Fig. 11-9, we must have

$$
\sqrt{(\beta r)_{e}}\left(\frac{C_{L}}{C_{D}}\right)_{e}=\sqrt{(\beta r)_{P}}\left(\frac{C_{L}}{C_{D}}\right)_{P}
$$

Hence, the formula for conversion is

$$
\begin{equation*}
\left(\frac{C_{L}}{C_{D}}\right)_{P}=k\left(\frac{C_{L}}{C_{D}}\right)_{e} \tag{11-59}
\end{equation*}
$$

From the figure, the maximum of $\bar{q}$ is seen to occur near the value $\bar{u}=0.8$. As in the case of the deceleration, the heating rate decreases when $C_{L} / C_{D}$ is increased. The heating rate increases when negative lift is introduced.

For high lift-to-drag ratios, the $\bar{z}$ function tends to the $\overline{\mathrm{z}}_{\text {II }}$ function as given by-Eq. (11-50). Hence, when $C_{L}^{-} / C_{D}>1$,

$$
\begin{equation*}
q=\bar{z}^{\frac{1}{2}} \bar{u}^{\frac{5}{2}} \simeq \frac{\bar{u}^{2} \sqrt{1-\bar{u}^{2}}}{\sqrt{\sqrt{\beta \mathrm{Br}}\left(C_{L} / C_{D}\right)}} \tag{11-60}
\end{equation*}
$$

According to this approximation, $\overline{\mathrm{q}}_{\text {max }}$ occurs when

$$
\begin{equation*}
\bar{u}=\sqrt{\frac{2}{3}}=0.816 \tag{11.61}
\end{equation*}
$$

and has the value

$$
\begin{equation*}
\bar{q}_{\max }=\frac{2}{3 \sqrt{3}(\beta r)^{1 / 4} \sqrt{C_{L} / C_{D}}} \tag{11-62}
\end{equation*}
$$

## 11-6.3. Effect of the Initial Flight Path Angle

The initial flight path angle also has a strong effect on the deceleration and heating. It influences other kinematic quantities such as the total range and the time of flight as well. We shall consider the effect of the initial flight path angle for entries from circular speed, $\bar{u}_{i}=1$, with various lift-to-drag ratios.

Figure 11-10 plots the maximum deceleration experienced during an entry from circular speed of a nonlifting vehicle, $C_{L} / C_{D}=0$, into the Earth's atmosphere, as a function of the initial flight path angle, $\gamma_{i}$. The curves can be applied to other planets if the abscissa is regarded as being $-\mathrm{kr} \mathrm{i}_{\mathrm{i}}$, and if the ordinate scale is multiplied by $\mathrm{kg}_{\mathrm{e}} / \mathrm{g}_{\mathrm{p}}$.

It is seen from the figure that the deceleration first slightly decreases to a value of 8.2 g for an initial angle near $-1^{\circ}$, and then increases as $-\gamma_{i}$ increases. The dotted line plots the approximation of Allen and Eggers (Ref, 6). This corresponds to the function $\bar{Z}_{I}$ as given by Eq. (11-49). Hence, using this solution in Eq. (11-24), we have, with $\bar{u}_{i}=1$

$$
\begin{equation*}
-\left(\frac{d V}{d t} / g\right)=\beta r \sin \gamma_{i} \bar{u}^{2} \log \bar{u} \tag{11-63}
\end{equation*}
$$

According to this approximate expression, the maximum deceleration occurs at

$$
\begin{equation*}
\overline{\mathrm{u}}=\frac{1}{\sqrt{\mathrm{e}}}=0.606 \tag{11-64}
\end{equation*}
$$

and has a value of


Fig. 11-10. Effect of the Initial Flight Eath Angle on Maximum Deceleration

$$
\begin{equation*}
-\left(\frac{d V}{d t} / g\right)_{\max }=-\frac{\beta r \sin \gamma_{i}}{2 e} \tag{11-65}
\end{equation*}
$$

Figure 11-11 plots the maximum of the dimensionless heating rate, $\bar{q}$, given by Eq. (17-33) for laminar flow, and the dimensionless total heat absorbed, $\bar{Q}$, given by the integral (II-41).


Fig. 11-11. Effect of the Initial Flight Path Angle on Maximum Laminar Heating Rate and Total Heat Absorbed During Entry

The dotted lines are the plots using Allen and Eggers' approximate solution, the $\overline{\mathrm{Z}}_{\mathrm{I}}$ function as given by Eq. (11-49). Using this solution in.

Eq. (11-33), we have

$$
\begin{equation*}
\bar{q}=\bar{z}^{\frac{1}{2}} \bar{u}^{\frac{5}{2}} \simeq \sqrt{\sqrt{B r} \sin \left(-\gamma_{i}\right)} \bar{u}^{3} \log \frac{\frac{1}{2}}{\frac{1}{u}} \tag{11-66}
\end{equation*}
$$

According to this approximate formula, the maximum of $\bar{q}$ occurs at

$$
\begin{equation*}
\bar{u}=\frac{I}{e^{I / 6}} \simeq 0.8465 \tag{11-67}
\end{equation*}
$$

This gives the maximum yalue for $\bar{q}$

$$
\begin{equation*}
\bar{q}_{\max }=\frac{(\beta r)^{1 / 4}}{\sqrt{6 e}} \sqrt{\sin \left(-\gamma_{i}\right)} \tag{11-68}
\end{equation*}
$$

The function $\overline{\mathrm{Z}}_{\mathrm{I}}$ used in the integral (11-41), with an average value for $\cos \gamma$, yields the dimensionless heat absorbed, $\bar{Q}$, from $\bar{u}_{i}=1$ to $\bar{u}=0$,

$$
\begin{equation*}
Q=\frac{1}{(\beta r)^{I / 4} \cos ^{2} \gamma \sqrt{\sin \left(-\gamma_{i}\right)}} \int_{0}^{I} \frac{\overline{u d u}}{\log ^{1 / 2}(I / \bar{u})}=\frac{\cdot \sqrt{\pi}}{(\beta r)^{1 / 4} \cos ^{2} \bar{\gamma} \sqrt{2 \sin \left(-\gamma_{i}\right)}} \tag{11-69}
\end{equation*}
$$

It is seen that the solution by Allen and Eggers for heat transfer in this case is quite accurate for initial flight path angles greater than about $2^{\circ}$. Finally, Figs. 11-12 and 11-13 show the influence of the lift-to-drag ratio on the heating during entry at nonzero initial angles.

Figure 11-12 plots the maximum of the dimensionless heating rate, $\bar{q}_{\text {max }}$, versus the initial flight path angle, $\gamma_{i}$, for several values of the lift-to-drag ratio, $C_{L} / C_{D}$. For each $\gamma_{i}$, the maximum of $\bar{q}$ decreases as $C_{L} / C_{D}$ increases.

Figure 11-13 plots the dimensionless total heat absorbed, $\bar{Q} \because$; versus the initial flight path angle for different values of the lift-to-drag ratio. It is also seen that increasing the lift-to-drag ratio has the effect of decreasing the total heat absorbed for a prescribed initial flight path angle.


Fig. 11-12. Effect of Initial Flight Path Angle and Lift-to-Drag Ratio on Maximum Heating Rate


Fig. 11-13. Effect of the Initial Flight Path Angle and Lift-to-Drag Ratio on Total Laminar Heat Absorbed
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## THE ENTRY CORRIDOR

## 12-1. INTRODUCTION

In Chapter 5, the analysis of the entry into the atmosphere of a vehicle in orbit was presented. In the vacuum of space, any maneuver for changing orbit must be effected by the application of power. After the last thrusting maneuver has been carried out, the descending vehicle is in free flight and approaches the atmosphere on a Keplerian orbit. When the aerodynamic force becomes sensible, the vehicle begins to deviate from its Keplerian orbit. This marks the beginning of the atmospheric entry phase.

At the initial altitude where it is considered that the entry phase begins, the vehicle possesses a certain velocity $\vec{V}_{i}$, of magnitude $V_{i}$ and directed at an angle $\gamma_{i}$ (Fig. 12-1). The entry trajectory, for any specified vehicle, depends on these entry conditions. They can be evaluated from the elements of the approaching Keplerian orbit if the altitude for entry is given.

In outer space, a Keplerian orbit is completely defined by the position vector $\overrightarrow{\mathbf{r}}$ and the velocity vector $\vec{V}$ at any instant $t$. In the plane of motion, with the direction of $\vec{r}$ as the reference direction, the three scalar quantities $r, ~ V$ and $\gamma$ suffice to specify the orbit. In the following, we shall consider three particular positions for defining the approaching Keplérian orbit:
i/ The first point is an arbitrary point on the orbit, at very high altitude where the vehicle is still in the vacuum (Fig. 12-1). The quantities associated with this point are $r_{1}, V_{1}$ and $\gamma_{1}$


Fig. 12-1. Geometry of the Entry Trajectory
ii/ The second point is the entry point and the quantities associated with this point are $r_{i}, V_{i}$ and $\gamma_{i}$. Theoretically, the definition of this point involves a certain degree of arbitrariness. One may consider the distance $r_{i}$ as the distance to the top of the sensible atinosphere. Another definition of the entry point is that point where the deceleration due to atmospheric force has reached a certain fraction, say one per cent, of the local gravitational force so that the vehicle has just begun its nonKeplerian trajectory. Obviously, in this case the corresponding initial distance $r_{i}$ depends on the drag coefficient $S C_{D} /$ n of the vehicle, the initial speed $V_{i}$ and the initial flight path angle $\gamma_{i}$. We shall return to this question in Chapter 13. Whatever the definition used, for all practical computation, the entry point will be considered the last point on the approaching Keplerian orbit.
iii/ The third point to be used for the definition of the Keplerian trajectory is its pericenter. This point is the lowest point on the nominal Keplerian trajectory. It is the pericenter of the conic trajectory which the vehicle would have followed had there been no atmosphere around the planet. In the case where the Keplerian orbit intersects the planet, the trajectory is extended to lead to a pericenter inside the planet. The quantities associated with this point are $r_{p}, V_{p}$ and $\gamma_{p}=0$.

The entry speed from a close orbit is near circular speed at the entry altitude, while entry from a high altitude orbit is effected at supercircular speed. In particular, for a moon flight return to the Earth's atmosphere, the entry speed is near parabolic speed. In the case of an entry following an interplanetary flight, the vehicle enters the planetary atmosphere at hyperbolic speed. For a safe recovery of a ballistic vehicle, one must select the entry conditions, the speed $V_{i}$ and the flight path angle $\gamma_{i}$ at the distance $r_{i}$, such that the subsequent trajectory generates deceleration and heating conditions within acceptable limits. For a lifting hypervelocity vehicle, the entry position must also be selected such that, near the end of the atmospheric entry trajectory, the vehicle is in the correct presentation in the position vector and the velocity vector to begin the last aerodynamic and thrusting maneuver phase for making a safe approach and landing at the previously selected airfield.

While thrusting maneuvers in space can always be programmed to bring the vehicle to a prescribed entry condition, the resulting fuel consumption may become prohibitive. Savings in fuel consumption will increase the useful payload, cargo, life support equipment and manpower onboard the vehicle, thus providing more flexibility in mission planning.

On the other hand, there exist constraints on the entry condition as illustrated in Fig. 12-2. Let us assume that a physical constraint, say the maximum deceleration, has been adyanced in the selection of an entry trajectory. This is ofyiousily one of the constraints in manned flights. For a given vehicle, with a certain ballistic coefficient, using a prescribed lift-to-drag ratio, all approach orbits, having a prescribed periapsis speed $V_{p}$ at the fictitious pericenter, can be divided into two families. In one family, the resulting atmospheric entry trajectories generate a peak deceleration exceeding the prescribed maximum deceleration: The boundary of this family will be referred to as the undershoot boundary and the resulting periapsis distance is $r_{p_{u n}}$ (Fig. 12-2). In general an undershoot trajectory, that is, a trajectory leading to an unacceptable peak deceleration, has its periapsis distance less than this minimum acceptable periapsis distance.


Fig. 12-2. The Entry Corridor

On the other hand, among the trajectories of the remaining family of Keplerian orbits, not all can be considered as entry trajectories. This is because if the periapsis distance of the nominal Keplerian conic considered is too large, the atmospheric force encountered is too small and after a short flight inside the atmosphere the vehicle will escape into space and entry is not completed during the first pass. The boundary of these escaping trajectories is called the overshoot boundary and the resulting periapsis distance is $r_{p_{o v}}$. In general, an overshoot trajectory, that is, a trajectory leading to an exit into space, has a periapsis distance larger than this maximum periapsis distance.

The portions representing excessive overshoot and undershoot in the figure are excluded as not representing the intended maneuver. This leads to a narrow corridor through which the vehicle must be guided. The. difference $\Delta h_{p}=r_{p_{o V}}-r_{p_{u n}}$ will be referred to as the corridor width. For a successful entry_during the first pass, within the limit of the physical constraint imposed upon the trajectory, the vehicle must be guided during its Keplerian phase into this narrow corridor. Flight from circular or elliptical orbit is somewhat tolerant of guidance errors. An undershoot trajectory can be readily corrected by application of a thrust at a large distance before entry. An overshoot trajectory can be similarly corrected. If necessary, one can use an aerodynamic maneuver during the skipping phase to have a correct presentation on the next return.

In contrast, entry at hyperbolic speed from outer space is unforgiving of guidance errors. For an undershoot trajectory, because of the high approach speed, thrusting correction may be prohibitive because of the fuel consumption, and an insufficiently corrected undershoot trajectory may cause
destruction of the vehicle during entry. On the other hand, an oyershoot trajectory, if inadequately corrected, may result in a hyperbolic departure leading the vehicle into a homeless exit into space, or a highly elliptic ejection prolonging dangerously the lapse time until the next return.

The concept of an entry corridor was first formulated by Chapman (Ref. 1). Before we continue with the presentation of this outstanding formulation, one fundamental comment is in order.

The introductory notion given above is related to a prescribed vehicle, with a given ballistic coefficient following different Keplerian trajectories, all leading to the same fictitious periapsis speed $\mathrm{V}_{\mathrm{p}}$. More clearly, for a given ballistic coefficient, with the same conic periapsis speed $V_{p}$, for the entry to be accomplished during the first pass, within the prescribed maximum deceleration, the periapsis distance of the approaching Keplerian orbit should be aimed between $r_{p_{u n}}$ and $r_{p_{o v}}$

A novel feature introduced in Chapman's original paper (Ref. 1), is a dimensionless periapsis parameter combining certain characteristics of the vehicle with certain quantities associated with the conic pericenter. With this parameter, the analysis can be applied to a vehicle of arbitrary weight, shape and size, entering an arbitrary planetary atmosphere.

## 12-2. BASIC DIFFERENTIAL EQUATIONS

Chapman developed his theory of the entry corridor for' small flight path angles. Hence, the fundamental second-order nonlinear differential equation to be used is Eq. (11-19) written as

$$
\begin{equation*}
\overline{\mathrm{u}} \frac{\mathrm{~d}^{2} \bar{z}}{\mathrm{~d} \overline{\mathrm{u}}^{2}}-\left(\frac{\mathrm{d} \overline{\mathrm{Z}}}{\mathrm{~d} \bar{u}}-\frac{\bar{z}}{\bar{u}}\right)=\frac{1-\overline{\mathrm{u}}^{2}}{\cdot \overline{\mathrm{u}} \cdot \overline{\mathrm{Z}}}-\sqrt{B r} \frac{C_{L}}{C_{D}} \tag{12-1}
\end{equation*}
$$

where

$$
\begin{gather*}
\bar{u}=\frac{Y \cos \gamma}{\sqrt{g x}}  \tag{12-2}\\
\bar{Z}=\frac{\rho S C_{D}}{2 m} \cdot \sqrt{\frac{\dot{r}}{B}} \bar{u}
\end{gather*}
$$

The integration of the equation requires two initial conditions on $\bar{Z}$ and $\bar{z}^{\prime}=\frac{d \bar{Z}}{d \bar{u}}$ at the initial time, $\bar{u}=\bar{u}_{i}$.

$$
\begin{equation*}
\bar{z}\left(\bar{u}_{i}\right)=\bar{z}_{i} \quad, \bar{z}^{\prime}\left(\bar{u}_{i}\right)=\bar{z}_{i}^{\prime} \tag{12-3}
\end{equation*}
$$

To evaluate $\cdot \bar{Z}^{\prime}$. , we use Eq. (11-12) reproduced here for convenience

$$
\begin{equation*}
\frac{d \bar{z}}{d \bar{u}}-\frac{\bar{z}}{\bar{u}}=\sqrt{B r} \sin \gamma \tag{12-4}
\end{equation*}
$$

Hence, the initial conditions are

$$
\begin{equation*}
\bar{z}\left(\bar{u}_{i}\right)=\bar{z}_{i}, \quad \bar{z}^{\prime}\left(\bar{u}_{i}\right)=\frac{\bar{z}_{i}}{\bar{u}_{i}}+\sqrt{\beta r_{i}} \sin \gamma_{i} \tag{12-5}
\end{equation*}
$$

The kinematic elements at entry are $r_{i}, V_{i}$ and $\gamma_{i}$. Hence, we can form the dimensionless entry speed $\overline{\mathrm{V}}_{i}=\mathrm{V}_{\mathrm{i}} / \sqrt{\mathrm{g}_{\mathrm{i}} r_{i}}$. Then $\bar{u}_{i}=\overline{\mathrm{V}}_{\mathrm{i}} \cos \gamma_{i}$, $\gamma_{i}$ and the additional prescribed value $\bar{Z}_{i}$ will provide sufficient initial conditions for the integration of the nonlinear equation (12-1). Subsequently, the flight path angle is given by Eq. (12-4) and the deceleration, the heating rate or any other physical quantity at any instant can be obtained from $\bar{Z}, \bar{u}$, and $\gamma$ as has been presented in Chapter 11.

Now, since $\bar{Z}_{i}$ can be taken as approximately zero, or analytically by using the first-order solutions, it is seen that only $\overline{\mathrm{V}}_{\mathrm{i}}$ and $\gamma_{i}$ need be prescribed. Then, the analysis of the deceleration, or whatever physical quantity is considered, determines whether or not the trajectory is an undershoot trajectory while the corresponding $\bar{Z}$ function is used to assess if a
trajectory is a skip trajectory, $\bar{Z}_{f}=\bar{Z}_{i}$, or a descending trajectory, $\overline{\mathrm{Z}}>\bar{Z}_{\mathbf{i}}$. Seyeral hundred solutions for different entry trajectories were computed by Chapman and the results presented in his report (Ref. 1). A very convenient parameter, the periapsis parameter, was introduced to present the results in a completely dimensionless form applicable to any type of vehicle, of arbitrary weight, shape and size, entering an arbitrary planetary atmosphere.

## 12-3. THE PERIAPSIS PARAMETER

It was explained in Chapter 11 that the use of Chapman's variables $\bar{Z}$ and $\bar{u}$ has the advantage of eliminating the specification of the entry altitude $h_{i}$, and the ballistic coefficient $S C_{D} / m$. The characteristics of the planet's atmosphere enter the basic equation (12-1) in the dimensionless parameter $\sqrt{\beta r}$. From Eq. (12-5), it follows that, for shallow entry at a high altitude, where the initial values of $\bar{Z}$ are negligible compared to subsequent values during entry, the second initial condition can be written as

$$
\begin{equation*}
\bar{z}^{\prime}\left(\bar{u}_{i}\right)=\sqrt{\beta_{i} r_{i}} \gamma_{i} \tag{1.2-6}
\end{equation*}
$$

The initial flight path angle $\gamma_{i}$ should be taken at the beginning of the sensible atmosphere. Theoretically, from Fig. 12-1, it is seen that, once the Keplerian approach orbit is known, this angle $\gamma_{i}$ can be evaluated for any distance $r_{i}$ chosen as the radius of the sensible atmosphere. But this distance $r_{i}$ is not well-defined. From a physical standpoint, if the entry altitude is defined as the altitude where aerodynamic force begins to take effect, then this altitude obviously depends on the drag parameter $\mathrm{SC}_{\mathrm{D}} / \mathrm{m}$, the entry speed $V_{i}$ and the angle $\gamma_{i}$ itself. For very shallow trajectories grazing the edge of the atmosphere, a precise evaluation of $\gamma_{i}$ is therefore
cumbersome.
A convenient parameter for the analysis of the entry corridor, the periapsis parameter, was introduced by Chapman. This parameter is associated with the hypothetical periapsis distance of the approach conic orbit (Fig. 12-1). The relation between this periapsis distance $r_{p}$, and the elements $r$, $\nabla$ and $\gamma$ at any arbitrary point on the Keplerian orbit was given in Chapter 3, Eq. (3-70). This equation can be rewritten in the current notation as

$$
\begin{equation*}
\frac{{ }_{p}}{r}=\frac{1-\sqrt{\left(\bar{V}^{2}-1\right)^{2}+\bar{V}^{2}\left(2-\bar{V}^{2}\right) \sin ^{2} \gamma}}{2-\bar{V}^{2}} \tag{12-7}
\end{equation*}
$$

where,

$$
\begin{equation*}
\overline{\mathrm{v}}=\frac{\mathrm{V}}{\sqrt{\mathrm{gr}^{2}}}=\frac{\overline{\mathrm{u}}}{\cos \gamma} \tag{12-8}
\end{equation*}
$$

For shallow entries for which the flight path angle is small,

$$
\frac{\overline{\mathrm{V}}^{2}\left(2-\overline{\mathrm{V}}^{2}\right) \sin ^{2} \gamma}{\left(\overline{\mathrm{~V}}^{2}-1\right)^{2}} \ll 1
$$

and Eq. (12-7) for supercircular entries $\left(\bar{V}_{i}^{2}-1\right)>0$, with the arbitrary point taken as the entry point, can be approximated as

$$
\frac{r_{p}}{r_{i}} \simeq 1-\frac{\bar{v}_{i}^{2} \sin ^{2} \gamma_{i}}{2\left(\overline{\mathrm{~V}}_{i}^{2}-1\right)}
$$

Hence,

$$
\begin{equation*}
\frac{r_{i}-r_{p}}{r_{i}} \cong \frac{\bar{y}_{i}^{2} \cdot \gamma_{i}^{2}}{2\left(\bar{y}_{i}-1\right)} \tag{12-9}
\end{equation*}
$$

Chapman introduced a periapsis parameter defined as

$$
\begin{equation*}
F_{p}=\frac{\rho_{p} S C_{D}}{2 m} \sqrt{\frac{r_{p}}{\beta}} \tag{12-10}
\end{equation*}
$$

where $r_{p}$ is the hypothetical periapsis distance and $\rho_{P}$ is the atmospheric density evaluated at this distance. For an atmosphere which is strictly exponential between the initial point and the pericenter,

$$
\begin{equation*}
\rho_{p}=\rho_{i} e^{-\beta\left(h_{p}-h_{i}\right)}=\rho_{i} e^{\beta\left(r_{i}-r_{p}\right)} \tag{12-11}
\end{equation*}
$$

On the other hand, from the definition (12-2) of the $\bar{z}$ function

$$
\begin{equation*}
\bar{z}_{i}=\frac{\rho_{i} S C_{D}}{2 m} \sqrt{\frac{r_{i}}{\beta}} \bar{u}_{i} \tag{12-12}
\end{equation*}
$$

so that,

$$
\begin{equation*}
F_{p}=\frac{\bar{z}_{i}}{\bar{u}_{i}} \sqrt{\frac{r_{p}}{r_{i}}} e^{\beta\left(r_{i}-r_{p}\right)} \tag{12-13}
\end{equation*}
$$

For shallow entries, $\bar{u}_{i}^{2}=\overline{\mathrm{v}}_{i}^{2} \cos ^{2} \gamma_{i} \simeq \overline{\mathrm{v}}_{i}^{2}$, and the ratio $r_{p} / r_{i}$ can be set equal to unity, consistent with the approximation made in deriving Eq. (12-9). Hence, the approximate expression for $F_{p}$ is

$$
\begin{equation*}
F_{p}=\frac{\bar{Z}_{i}}{\overline{\bar{v}}_{i}} e^{\frac{\bar{v}_{i}^{2}\left(\sqrt{\beta_{i} r_{i}} \gamma_{i}\right)^{2}}{2\left(\overline{\bar{v}}_{i}^{2}-1\right)}} \tag{12-14}
\end{equation*}
$$

This is the form given by Chapman (Ref. 1). For the case of shallow entry

$$
\begin{equation*}
\left(\sqrt{\beta_{i} r_{i} \gamma_{i}}\right)^{2}=\frac{2\left(\overline{\bar{v}}_{i}^{2}-1\right)}{\bar{v}_{i}^{2}} \log \left(\frac{\overline{\bar{v}}_{i}}{\bar{Z}_{i}} F_{p}\right) \tag{12-15}
\end{equation*}
$$

That is, $\sqrt{\beta_{i} r_{i}} \gamma_{i}$ is a function only of $\bar{V}_{i}, \bar{Z}_{i}$ and $F_{p}$. Consequently, the two initial conditions $\bar{z}_{i}$ and $\bar{z}_{i}^{\prime}=\sqrt{\beta_{i} \ddot{r}_{i}} \gamma_{i}$, imposed at $\bar{u}_{i}$ on the basic nonlinear second-order differential equation, Eq. (12-1), can be replaced by the equivalent two, $\bar{Z}_{i}$ and $F_{p}$, imposed at $\bar{V}_{i}$.

To explain the usefulness and generality of the periapsis parameter $F_{p}$ in a clear and satisfactory way, let us consider the case of ballistic
entry, $\quad C_{L} / C_{D}=0$, at parabolic speed; $\bar{y}_{i}=1.4$, into the Earth's atmosphere. The basic equation to be integrated is

$$
\begin{equation*}
\overline{\mathrm{u}} \frac{\mathrm{~d}^{2} \bar{z}}{\mathrm{~d} \overline{\mathrm{u}}^{2}}-\frac{\left(\frac{d \bar{z}}{d \bar{u}}-\frac{\overline{\bar{z}}}{\bar{u}} 2\right.}{\bar{u}}=\frac{1 \overline{-} \bar{u}^{2}}{\overline{\mathrm{u}} \overline{\mathrm{z}}} \tag{12-16}
\end{equation*}
$$

The initial conditions required for the integration are

$$
\begin{equation*}
\bar{u}_{i}=\bar{v}_{i}=1.4, \quad \bar{z}\left(\bar{u}_{i}\right)=\bar{z}_{i}, \quad \bar{z}_{i}^{\prime}=\sqrt{\beta_{i} r_{i}} \gamma_{i} \tag{12-17}
\end{equation*}
$$

A nonzero value $\bar{Z}_{i}$ is obtained analytically as explained in Chapman's Ref. 2, while, instead of $\sqrt{\beta_{i} r_{i}} \gamma_{i}$ as a scanning parameter to generate different entry trajectories, $F_{p}$ is used as an arbitrary scanning parameter and $\sqrt{\beta_{i} r_{i}} \gamma_{i}$ is obtained from Eq. (12-15) to be used in the second initial condition (12-17). For each parabolic entry trajectory into the Earth's atmosphere, the peak deceleration is plotted versus the corresponding value $F_{p}$ in Fig. 12-3. The curve ends at the value $F_{p}=0.06$. For $F_{p}$ smaller than this value, the vehicle will pass through the atmosphere, exit into space, and then return for at least a second pass before the entry is completed. Hence, this value of $F_{p}$ corresponds to the overshoot boundary for single-pass entries. Now, let us assume that 10 g is the maximum deceleration allowed for this particular case of parabolic entry into the Earth's atmosphere. From the graph, the corresponding value for ${ }^{F}{ }_{p}$ is $F_{p}=0.31$. Hence, for single-pass entries limited at 10 g , the range for $F_{p}$ is

$$
0.06<F_{p} \leqslant 0.31
$$

The result thus obtained is independent of the entry vehicle. In practice, when the drag parameter of the vehicle and the characteristics of the atmosphere have been specified, with $F_{p}=0.06$, and $F_{p}=0.31$, the equation


Fig. 12-3: Maximum Deceleration During
Ballistic Parabolic Entry into the Earth's Atmosphere
(12-10) can be solved for a maximum and a minimum value of the periapsis distance. For a successful entry, the parabolic returning trajectory sihould be aimed so that its periapsis distance is between these limits.

In general, let us consider the ratio $\rho_{p_{u n}} / \rho_{p_{o v}}$ of the values of the atmospheric density at the two limiting periapsis distances

$$
\begin{equation*}
\frac{\rho_{p_{u n}}}{\rho_{p_{o v}}}=e^{\beta\left(h_{o v}-h_{u n}\right) \ldots\left(F_{p} m / S C_{D}\right)_{u n}}=\frac{r_{\mathrm{p}}}{\left(F_{\mathrm{ov}} m / S C_{D}\right)_{o v}} \sqrt{r_{u n}} \tag{12-18}
\end{equation*}
$$

The difference $\Delta h_{p}=h_{o y}-h_{u n}$ between the two conic periapsis altitudes is defined as the corridor width as illustrated in Fig. 12-2. This difference is small, $r_{o y} / r_{u n} \simeq 1$, so that the expression for the corridor width is approximately

$$
\begin{equation*}
\Delta h_{p}=\frac{1}{\beta} \log \frac{\left(F_{p} \dot{m} / S C_{D}\right)}{\left(F_{p} m / S C_{D}\right)_{o v}} \tag{12-19}
\end{equation*}
$$

For the special case wherein the ballistic coefficient $S C_{D} / m$ is the same along the two boundaries, we have

$$
\begin{equation*}
\Delta h_{\mathrm{p}}=\frac{I}{\beta} \log \frac{\mathrm{~F}_{\mathrm{p}_{\mathrm{un}}}}{\mathrm{~F}_{\mathrm{p}_{\mathrm{ov}}}} \tag{12-20}
\end{equation*}
$$

For the case considered above, for the Earth's atmosphere with $I / \beta=7,162 \mathrm{~m}$, the corridor width is $\Delta h_{p}=\dot{7}, 162 \times \log 5.16=11,746 \mathrm{~m}$. From equation (12-20), it is apparent that, if the ballistic coefficient is the same for the two boundaries, a condition which is especially true when there is no deformation of the entry vehicle, then the corridor width for a given exponential atmosphere, (constant $\beta$ ), depends only on the ratio $F_{p_{u n}} / F_{p_{o v}}$. Hence, the corridor width, for a prescribed $\bar{V}_{i}$, is the same for all vehicles. However, the periapsis altitudes of the corridor boundaries, $h_{p_{u n}}$ and $h_{p_{o v}}$ are functions of the ballistic coefficient through Eq. (12-10).

12-4. CHAPMAN'S RESULTS FOR THE ENTRY CORRIDOR
To ease the discussion, Fig. 12-3 has been presented for parabolic entry into the Earth's atmosphere. With the purpose of presenting his results in a completely dimensionless form, applicable to any arbitrary vehicle regardless of its weight, size and shape, entering an arbitrary planetary
atmosphere, Chapman used a normalization technique.
From Eq. (11-25) of Chapter 11, the dimensfonless deceleration for a shallow entry is

$$
\begin{equation*}
\frac{a}{g}=\sqrt{B r} \frac{\bar{z}}{u} \sqrt{1+\left(\frac{C_{L}}{C_{D}}\right)^{2}} . \tag{12-21}
\end{equation*}
$$

Now, in integrating Eq. (12-1), instead of specifying the two values $\sqrt{\beta r}$ and $\left(C_{L} / C_{D}\right)$ separately, one can specify only the single parameter $\sqrt{\beta r}\left(C_{L} / C_{D}\right)$. Then, for any specified planetary atmosphere (i.e., given $\sqrt{\beta r}$ ) the actual lift-to-drag ratio flown can be deduced. Next, let us assume that for a prescribed value $\lambda=\sqrt{B r}\left(C_{L} / C_{D}\right)$, and for a certain prescribed condition on entry, a function $\bar{Z}$ has been generated with the corresponding value $\bar{u}$. Then we can evaluate the deceleration for the case of the Earth (subscript e ) and the deceleration for the case of an arbitrary planet (no subscript) as

$$
\begin{gather*}
\frac{a_{e}}{g_{e}}=\sqrt{(\beta r)} \bar{z} \overline{\mathrm{u}} \sqrt{1+\frac{\dot{\lambda^{2}}}{(\beta r)}} \\
\frac{a}{g}=\sqrt{\beta r} \bar{z} \bar{u} \sqrt{1+\frac{\lambda^{2}}{\beta r}} \tag{12-22}
\end{gather*}
$$

Since $\lambda$ is prescribed for the computation of the $\bar{Z}$ function, we can construct the dimensionless deceleration function

$$
\begin{equation*}
\bar{G}=30 \bar{Z} \bar{u} \sqrt{1+\frac{\lambda^{2}}{900}} \tag{12-23}
\end{equation*}
$$

Since for the Earth's atmosphere $\sqrt{(\beta r)_{e}}=30^{\circ}$, it is seen that this function is simply the dimensionless deceleration, in Earth $g$ 's , for entry into the Earth's atmosphere. From the Eqs. (1.2-22) and (12-23), it is seen that, through the use of the dimensionless universal function $\bar{z}$, all the decelerations reach their respective maximum values at the same values for $\bar{Z}$ and $\bar{u}$. Hence, if the function $\bar{G}_{\max }$ is used for the diagram, , $\bar{G}_{\max }$ versus $\vec{F}_{p}$, for different values of the dimensionless entry speed $\bar{V}_{i}$., it represents the point of peak deceleration for entry of any arbitrary vehicle
into any arbitrary planetary atmosphere. The diagran can be used directly for eyaluation of the entry corridor for entry into the Earth's atmosphere. For entry into any other planetary atmosphere, from Eq. (12-22), the deceleration normalized with respect to the earth gravity will be

$$
\frac{a}{g_{e}}=\frac{g \sqrt{\beta r}}{g_{e}} \bar{z} \bar{u} \sqrt{I+\frac{\lambda^{2}}{\beta r}}
$$

or, in terms of $\bar{G}$

$$
\begin{equation*}
\frac{a}{g_{e}}=\frac{g}{g_{e}} \frac{\sqrt{\beta r}}{\sqrt{(\beta r)_{e}}} \bar{G} \frac{\sqrt{1+\frac{\lambda^{2}}{\beta r}}}{\sqrt{1+\frac{\lambda^{2}}{900}}} \tag{1.2-24}
\end{equation*}
$$

In the notation of Chapman

$$
\begin{equation*}
\frac{g}{g_{e}}=g_{\oplus}, \frac{\sqrt{\beta r}}{\sqrt{(\beta r)_{e}}}=\sqrt{(\beta r)_{\bigotimes}} \tag{12-25}
\end{equation*}
$$

this is

$$
\begin{equation*}
G=\frac{a}{g_{e}}=g_{\theta} \sqrt{(\beta r)_{\theta}} \bar{G} \frac{\sqrt{1+{\left.\frac{\left(C_{L}\right.}{C_{D}}\right)^{2}}_{1+\left[\sqrt{\left.(\beta r)_{(X)} C_{D}\right) C_{D}}\right.}}}{\sqrt{1+C^{2}}} \tag{12-26}
\end{equation*}
$$

Hence, for any other planetary entry, with the constraint $G_{\max }=a_{\max } / g_{e}$ prescribed, Eq. (12-26) must be used to evaluate the corresponding. $\bar{G} \max$ before referring to the diagram $\bar{G}_{\text {max }}$ versus $F_{p}$.

The results of Chapman's investigation are presented in Figs. 12-4, 12-5 and 12-6 for ballistic entry, $C_{L_{1}} / C_{D}=0$, for different dimensionless entry speeds.

Figure 12-4 plots the dimensionless maximum deceleration $\bar{G} \max$ versus the periapsis parameter $\mathrm{F}_{\mathrm{p}}$.


Fig. 12-4. Maximum Deceleration for Ballistic Entry at Supercircular Speed

For entry into the Earth's atmosphere, the maximum deceleration in Earth's g's is given directly by the ordinate. As mentioned above, for parabolic entry, $\bar{v}_{i}=1.4$, the overshoot boundary corresponds to $F_{p_{o v}}=0.06$, while, if the maximum deceleration is limited to 10 g , the corresponding value for $F_{p}$ is $F_{p_{u n}}=0.31$. Consider now a parabolic entry into another planetary atmosphere, for example, the atmosphere of Jupiter. The value for $F_{p_{o v}}$ is the same for any planet. But to have the same value for $F_{p_{u n}}$, and hence the same $\bar{G}_{\max }=10$, since for Jupiter
$g_{\Theta} \sqrt{(\beta r)_{(8)}}=5.3$, from Eq. (12-26) one must have the maximum allowable deceleration equal to an unrealistic $53^{\text {. Earth }} \mathrm{g}^{\prime} \mathrm{s}$. With this maximum deceleration, for Jupiter we take $1 / \beta=18,288 \mathrm{~m}$, and $\mathrm{by} \mathrm{Eq} .(12-20)$ the corridor width on Jupiter is $\Delta h_{p}=29,992 \mathrm{~m}$.

More realistically, if we want to keep the maximum deceleration for ballistic entry into Jupiter's atmosphere at 10 Earth g's , the corresponding $\bar{G}_{\max }$ would be $\bar{G}_{\max }=10 / 5.3=1.89$. But the smallest possible maximum deceleration for a nonlifting vehicle entering any planetary atmosphere corresponds to $\vec{G}_{\max }=6.5$ for a hyperbolic entry, $\vec{\nabla}_{i} \simeq 1.48$, as may be seen on Fig. 12-4. Hence, for entry into Jupiter's atmosphere the 10 Earth $g$ corridor width would be nonexistent. The smallest value of the peak deceleration for nonlifting entry into Jupiter's atmosphere is $G=6.5 \times 5.3=34$ Earth $g$ 's. Figure 12-5 plots the dimensionless heating rate $\bar{q}_{\max }$ versus $F_{p}$ for ballistic entry at different speeds, while Fig. 12-6 plots the dimensionless total heat absorbed $\bar{Q}$ versus $\mathrm{F}_{\mathrm{p}}$. . The definitions of $\overline{\mathrm{q}}$ and $\overline{\mathrm{Q}}$ are given in Eqs. (11-33) and (11-41) in Chapter 11.

The results are presented for the entry of a nonlifting vehicle. Before discussing the influence of aerodynamic lift on the corridor boundaries we conclude this section with some remarks of interest.

First, the relationship (12-14) between $\sqrt{\beta_{i} r_{i}} \gamma_{i}$ and $F_{p}$ is derived based on the assumption of small entry flight path angles such that

$$
\begin{equation*}
\frac{\bar{v}_{i}^{2}\left(2-\bar{v}_{i}^{2}\right) \sin ^{2} \gamma_{i}}{\left(\bar{v}_{i}^{2}-1\right)^{2}} \ll 1 \tag{12-27}
\end{equation*}
$$

Hence, it will require that $\overline{\mathrm{V}}_{i}$ is not near the circular speed. The assumption is good if

$$
\vec{v}_{i}^{2}-I>\gamma_{i}
$$



Fig. 12-5. Maximum Laminar Heating Rate
for Ballistic Entries at Supercircular Speed

Since $\gamma_{i}$ is the order of 0.1 , the use of $F_{p}$ as a similarity parameter for entry into different planetary atmospheres is restricted to about $\bar{\nabla}_{i}{ }^{2}>1.1$; or $\overrightarrow{\mathrm{V}}_{i}>1.05$.

Next, although theoretically a skip trajectory is a trajectory Ieading to $\bar{Z}_{f}=\bar{Z}_{i} \simeq 0$, in constructing the diagrams Chapman qualified an overshoot trajectory as a skip trajectory such that the exit speed exceeds the circular speed, that is, a trajectory such that $\bar{\nabla}_{\mathrm{f}} \geqslant 1$ at the exit point.

Finally, an interesting, and possibly unexpected, result for the entry of nonlifting vehicles, is exhibited by the curves for maximum deceleration


Fig. 12-6. Total Laminar Heat Absorbed During Ballistic Entry at Supercircular Speed
in Fig. 12-4, and also by the curves for maximum rate of laminar heating in Fig. 12-5. The absolute minimum value of $\bar{G}_{\text {max }}$, and the absolute minimum value of $\bar{q}_{\max }$ do not occur at the lowest supercircular entry speed as might be expected. The absolute minimum value of $\bar{G}_{\text {max }}$ occurs for entry at slightly hyperbolic speed and the absolute minimum of $\bar{q}_{\max }$ occurs for entry at slightly supercircular speed.

A cross plot is presented in Fig. 12-7. From this figure, it is seen that the lowest possible maximum deceleration for ballistic entry into a
planetary atmosphere is experienced when entering at the hyperbolic speed $\bar{v}_{i}=1.48$ and aiming at a periapsis parameter of $F_{p}=0.12$. This results in a•minimum $\bar{G}_{\max }=6.5$ as compared to $\bar{G}_{\max }=8.3$ for circular orbital decay. The lowest possible maximum heating rate for ballistic entry occurs at $\bar{\nabla}_{i}=1.12$ and at $F_{p}=0.018$. This results in a minimum $\bar{q}_{\max }=0.19$ as compared to $\overline{\mathrm{q}}_{\max }=0.22$ for circular orbital decay. An enlightening physical reason to explain the phenomena has been provided by Chapman in Ref. 1.


Fig. 12-7. Minimum Values of $\bar{G}_{\max }$ and $\bar{q}_{\max }$ as Functions of Entry Speed for Nonlifting Vehicles*

Also, as seen in Fig. 12-6, the normalized curves for the total heat absorbed during ballistic entry do not exhibit minima. For any entry speed, the lowest possible total heat is absorbed by entering at the largest possible value of $\mathrm{F}_{\mathrm{p}}$ which, as shown by Eq. (12-15) and Fig. 12-4, corresponds to the steepest possible descent and to the greatest possible deceleration.

12-5. INFLUENCE OF AERODYNAMIC LIET ON THE CORRIDOR BOUNDARTES
One of the most interesting aspects of hypersonic flight is the use of the lifting capability of hypervelocity vehicles to effect maneuvers in an advantageous way. A complete analysis of the modulation of the lift, and possibly the bank angle, as functions of time, to achieve the maximization of a certain quantity, called the performance index, would require the tools of modern optimization theory.

Since here we are mainly concerned.with entry at constant angle-of-attack, or equivalently constant lift-to-drag ratio, we shall restrict ourselves to the discussion of the lift-to-drag ratio, considered as a parameter, and its influence on the boundaries of the entry corridor.

Referring to Fig. 12-2, let us assume that the overshoot boundary and the undershoot boundary correspond to ballistic entry, $C_{L} / C_{D}=0$, of a certain vehicle. Now, if for a range of angle of attack, the vehicle can generate lifting forces, then it is reasonable to infer that, by using negative lift, the lifting vehicle, starting on the trajectory of the ballistic overshoot boundary, can be curved inward holding the trajectory inside the atmosphere. Thus, this incoming Keplerian trajectory is no longer an overshoot trajectory. That is to say, with lifting capability the overshoot boundary for the lifting vehicle will be higher than that of the ballistic vehicle, providing a larger $\mathrm{r}_{\mathrm{p}_{\mathrm{ov}}}$

Similarly, for the undershoot boundary, positive lift can be used to decrease the flight path angle and reduce the peak deceleration. The ultimate:effect is to lower the lifting vehicle's undershoot boundary, providing a lower


Through these heuristic considerations, it may be concluded that the use of aerodynamic lift can have the effect of increasing the corridor width. The actual mechanism is more complicated because of the coupling between the lift-to-drag ratio, $C_{L} / C_{D}$, and the drag coefficient $C_{D}$. We shall study in some detail this coupling effect in the following sections.

## 12-5.1. Overshoot Boundary With Lift

If a vehicle entered the atmosphere along an overshoot trajectory it would pass through the atmosphere and exit into space at a point where $\bar{z}_{f}=\bar{Z}_{i} \simeq 0$. If the exit speed is large but less than the escape speed, the vehicle will return to the atmosphere at least another time. If the exit speed is small, the vehicle will follow a free flight trajectory outside the atmosphere for a short distance and reenter the atmosphere to complete the entry. For small flight path angles, with small and moderate lift-to-drag ratios, if the exit speed is less than the local circular speed the vehicle will stay near the edge of the sensible atmosphere before finally descending. Hence, we can use Chapman's definition in considering the overshoot boundary as the trajectory such that the exit speed is the circular speed, that is, $\bar{Y}_{f}=\frac{1}{\rho}$. Using this definition, Chapman computed the overshoot boundaries For different lift-to-drag ratios using the entry speed $\bar{V}_{i}$ as the scanning parameter. His results are presented in Fig. 12-8. The figure plots the parameter $\sqrt{(B r)_{\theta}}\left(C_{L} / C_{D}\right)$ versus the periapsis parameter $F_{p}$ for different values of the initial entry speed.


Fig. 12-8. Oyershoot Boundaries For Single-pass Entry of a Lifting Vehicle

As anticipated, the curves in the figure show that, relative to the case of $C_{L} / C_{D}=0$, for each entry speed $\bar{V}_{i}$, the overshoot boundary is extended upward, that is to lower $F_{p}$ (hence to lower $\rho_{p}$ ), if negative lift (lift directed toward the center of the planet) is employed. This is rigorously true when, while varying $C_{L} / C_{D}$, we can maintain $C_{D}$ constant. But, for a given vehicle aerodynamic configuration, when we vary the angle-ofattack both the lift and the drag coefficients vary. That is, there exists a
relationship between the lift and the drag coefficients, or, referring to the drag polar, there exists a relationship between the lift-to-drag ratio and the drag coefficient.

Typical relationships between $C_{L} / C_{D}$ and $C_{D}$ using Newtonian theory for hypersonic flow over a flat plate are presented in Fig. 12-9 taken from Chapman's Ref. 1. Along each drag polar, the lift-to-drag ratio increases from the value zero at $0^{\circ}$ angle-of-attack to a maximum, then decreases to zero at $90^{\circ}$ angle of attack when the drag coefficient reaches its maximum value. For each lift-to-drag ratio, there exist two values of $C_{D_{2}}$, one corresponds to low drag flight and one corresponds to high drag flight. Since high drag minimizes the aerodynamic heating, the high drag portion is used in connection with the attempt to widen the entry corridor. But the use of this portion will have a reverse effect. This can be seen in the Figs. 12-8 and 12-9 and from the definition (12-10) of the periapsis parameter written as

$$
\begin{equation*}
\frac{F_{p}}{C_{D}}=\frac{\rho_{p} S}{2 m} \sqrt{\frac{r_{p}}{B}} \tag{12-28}
\end{equation*}
$$

With a higher negative lift-to-drag ratio, the periapsis parameter $\mathrm{F}_{\mathrm{p}}$ decreases. But this does not induce automatically a decrease in $\rho_{p_{o v}}$, and hence an increase in $r_{p_{o v}}$, since the drag coefficient $C_{D}$ also decreases. In general, let $\left(F_{p_{1}}, C_{D_{1}}\right)$ and $\left(F_{p_{2}}, C_{D_{2}}\right)$ be the corresponding values for $F_{p}$ and $C_{D}^{\prime}$ for two entries with lift-to-drag ratios $C_{L_{1}} / C_{D_{1}}$ and $C_{L_{2}} / C_{D_{2}}$. Since $r_{p_{1}} \simeq r_{p_{2}}$,


Fig. 12-9. Lift-Drag Polars for Lifting Surfaces

- in Hypersonic Newtonian Flow

$$
\begin{equation*}
\frac{\left(F_{p_{1}} / C_{D_{1}}\right)}{\left(F_{p_{2}} / C_{D_{2}}\right)}=e^{\beta\left(h_{2}-h_{1}\right)} \tag{12-29}
\end{equation*}
$$

The change in the periapsis altitude of the overshoot boundary, when we change from $C_{D_{1}}$ to $C_{D_{2}}$, is

$$
\begin{equation*}
h_{2}-h_{1}=\Delta h_{p_{o v}}=\frac{1}{\beta} \log \frac{\left(F_{p_{1}} / C_{D_{1}}\right)}{\left(F_{p_{2}} / C_{D_{2}}\right)} \tag{12-30}
\end{equation*}
$$

The extension is upward, if and only if

$$
\begin{equation*}
\frac{F_{p_{1}}}{C_{D_{1}}}>\frac{F_{p_{2}}}{C_{D_{2}}} \tag{12-31}
\end{equation*}
$$

A simple graphical evaluation of parabolic entry, $\vec{V}_{i}=1.4$ on Fig. 12-8, using the $\left(C_{L} / C_{D}\right)_{\max }=4$ drag polar of Fig. 12-9, shows that, compared with ballistic entry, $C_{L} / C_{D}=0$, between $C_{L} / C_{D}=0$ and $C_{L} / C_{D}=-0.5$ the extension of the overshoot boundary is upward, reaching a maximum of 6 miles for $C_{L} / C_{D}=-0.5$. Between $C_{L} / C_{D}=-0.5$ and $C_{L} / C_{D}=-4$ the extension of the overshoot boundary is downward producing a maximum narrowing of the corridor of 7 miles when $C_{L} / C_{D}=-4$.

In practice, a more effective method of extending the overshoot boundary would be to deploy a large, light, high-diag device to increase the drag coefficient $G_{D}$ while keeping $C_{L}=0$.

In addition to specifying the overshoot boundary $\overline{\mathrm{V}}_{\mathrm{f}}=1$, it is of interest for hyperbolic entry to specify the nonreturn boundary $\overline{\mathrm{V}}_{\mathrm{f}}=\sqrt{2}$. Both boundaries are illustrated in Fig. 12-10 for two hyperbolic entries at $\bar{V}_{i}=1.6$ and $\bar{V}_{i}=2.0$ respectively, For moderate and high negative lift-to-drag ratios, $\sqrt{(\beta r)_{\theta}}\left(C_{L} / C_{D}\right)<-0.05$, the difference between the overshoot boundary and the nonreturn boundary is indistinguishable on this figure.

## 12-5.2. Undershoot Boundary With Lift

For a prescribed entry speed $\bar{V}_{i}$, a deceleration-limited undershoot boundary depends on the value $G_{\max }$ prescribed and the constant lift-to-drag ratio, $C_{L} / C_{D}$, selected. As in the case of the overshoot boundary, an undershoot boundary can be extended downward, hence widening the entry corridor, by a proper selection of the constant lift-to-drag ratio. It. is obvious that a better way to achieve an optimum extension of the undershoot boundary is to modulate the ratio $C_{L} / C_{D}$ as a function of time. A rigorous treatment of the problem would require the tools of modern optimization theory. Also a new definition of the $Z$ function is in order since as $C_{L} / C_{D}$.


Fig. 12-10. Oyershoot Boundary and Nonreturn Boundary for Hyperbolic Entry
varies, the coefficient $C_{D}$, which is contained explicitly in $Z$, also : varies.

Lees, Hartwig and Cohen (Ref. 3) have studied the effect of the modulation of $C_{L} / C_{D}$, under the assumption of constant $C_{D}$, on the maximum deceleration during entry. They show that by modulating $C_{L} / C_{D}$ in a manner such that large $C_{L} / C_{D}$ values are employed in the first portion of the entry trajectory where the longitudinal deceleration is small, the resuitant deceleration can build up to its maximum under conditions where the transverse
component is dominant. Then, by maintaining this constant resultant value G through decreasing the transverse component while increasing the longitudinal component, the entry with modulated lift can be completed without requiring large negative $C_{L} / C_{D}$ at any stage. In this way, the undershoot boundary for modulated $C_{I} / C_{D}$ can be extended considerably from the value for constant $C_{L} / C_{D}$, provided the value of $C_{L} / C_{D}$ at entry is relatively high. They found that the ratio of $G_{\max }$ for modulated lift to $G_{\max }$ for constant lift was essentially independent of $\nabla_{i}$ and $\gamma_{i}$, and dependent. only on the initial value of $C_{L_{r}} / C_{D}$ at entry. Their result is presented in Fig. 12-11.


Fig. 12-11. Effect of Modulated Lift
in Reducing Peak Deceleration

On the other hand, Chapman studied the effect of constant $C_{L} / C_{D}$ on the undershoot boundary for deceleration-limited entry. A typical diagram showing his results is presented in Fig. 12-12 for parabolic entry, $\overline{\mathrm{V}}_{\mathrm{i}}=1.4$. The diagram plots the normalized maximum deceleration, $\bar{G}_{\max }$, versus $\log _{10} \mathrm{~F}_{\mathrm{p}}$. From the figure, it is apparent that an increase in $C_{L} / C_{D}$ up to about 2 can extend considerably the undershoot boundary for a given $\bar{G}_{\max }$ since it leads to higher $F_{p}$, hence lower $r_{p}$ for constant $C_{D}$.


Fig. 12-12. Normalized Maximum Deceleration
for Various Lift-to-Drag Ratio Entries at Parabolic Speed

It should be noted that a constant high lift-to-drag ratio may lead to a skip trajectory. Hence, the constant $C_{L} / C_{D}$ program used is only maintained until
the flight path is essentially horizontal, $\gamma \simeq 0$, near the point where maximum deceleration is reached. After this point the lift-to-drag ratio is modulated to maintain the flight inside the atmosphere in order to complete entry in a single pass.

The overshoot boundary with negative lift, and the undershoot boundary with positive lift for various prescribed $\bar{G}_{\max }$ are plotted in Fig. 12-13 for entry at parabolic speed, $\vec{V}_{i}=1.4$, and entry at slightly hyperbolic speed, $\bar{V}_{i}=1.6$. The curve in Fig. $12-11$ is used for obtaining the extension of the undershoot boundaries for modulated $C_{L} / C_{D}$.from curves calculated for constant $C_{L} / C_{D}$. With a given $\bar{G}_{\max }$ the improvement using modulated $C_{L} / C_{D}$ is insignificant in the range of $C_{L} / C_{D}$ less than about 0.5 . At $C_{L} / C_{D}$ greater than about 1 , the undershoot boundaries with modulated $C_{L} / C_{D}$ are considerably extended beyond those for constant $C_{L} / C_{D}$. Since a constant $C_{D}$ has been assumed and the abscissa is plotted in $\log _{10} F_{p}$, the corridor width is proportional to the horizontal spacing between the overshoot boundary and the undershoot boundary.


Fig. 12-13. Overshoot and Undershoot Boundaries as Function of Lift-to-Drag Ratio and Maximum Deceleration
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## CHAPTER 13

## UNIFIED THEORY FOR ENTRY INTO PLANETARY ATMOSPHERES

## 13-1. INTRODUCTION

The classical theories for planar entry into planetary atmospheres have been presented in Chapters 6 through 12. Except for Loh's second-order theory which gives a high degree of accuracy, the application of all theories is severely restricted. Each theory is applicable to one particular type of entry trajectory because of the assumptions introduced to facilitate the integration of the equations of motion. Loh's theory itself is empirical. To alleviate this heuristic aspect, in Chapter 7 we offered a physical explanation to justify his theory.

This book is designed primarily as a textbook. However, it is also intended to present a complete account of the present state of the art of the problem of evaluating the performance of a lifting hypervelocity vehicle entering a planetary atmosphere along a three-dimensional path.

Up to this point, the first objective has been fulfilled. Entry theories have been presented with their appropriate simplifications to render explicit the dynamic characteristics of each type of entry trajectory. Simple but accurate first-order solutions have been obtained. They are of valuable assistance in analyzing the effect of the gravity force and the aerodynamic force, the two main forces considered in this volume, on the entry trajectories. Furthermore, the closed form solutions obtained lead to explicit forms for physical quantities of interest during entry, such as the deceleration and the heating rate. These data are of utmost importance for the préliminary design or mission planning of entry vehicles.

In the last quarter of this century, a new direction for space exploration is formulated. Frequent flights weekly or even daily to Earth orbit are planned. This introduces a new generation of space vehicles, a versatile lifting hypervelocity vehicle used both as a satellite and as a winged atmospheric vehicle with airplane aerodynamic maneuverability. This requires a unified theory for studying atmospheric entry, a theory that is applicable to all types of entry including entry with lift and bank modulation. The second objective of this book is the formulation of such a theory and the presentation of it in a complete but readable form to assist engineers and scientists working on the space program in understanding the complexity associated with hypervelocity flight.

A unified theory that enables one to study the performance of a general type of lifting vehicle, regardless of its weight, shape and size, entering an arbitrary planetary atmosphere, would require a set of universal equations. In turn, this requires universal variables, free of the physical characteristics of the vehicle. In this respect, the best theory available is undoubtedly Chapman's theory for analysis of planetary entry (Ref. 1-2). Chapman's theory for planetary entry was presented in Chapters 11 and 12. Just as most other first-order theories, it is restricted to planar entries. This restriction is of minor inconvenience since it can be easily removed. A major deficiency in Chapman's theory is that, because of his two main assumptions, the equations are only approximate and the applications are restricted to entry trajectories with small flight path angles, or small lift-to-drag ratios.

In this Chapter, Chapman's restrictive assumptions are removed and the results extended to three-dimensional entry trajectories, while all the distinctive features in Chapman's classical analysis are conserved. Furthermore, it will be shown that, from the exact equations, all the known first and second-
order solutions can be obtained, thus displaying a certain universality for the present theory.

13-2. UNIVERSAL EQUATIONS FOR THREE-DIMENSIONAI ENTRY TRAJECTORIES
The equations of motion of a nonthrusting, lifting vehicle, entering a planetary atmosphere were derived in Chapter 2:

$$
\begin{align*}
\frac{d r}{d t} & =V \sin \gamma \\
\frac{d \theta}{d t} & =\frac{V \cos \gamma \cos \psi}{r \cos \phi} \\
\frac{d \phi}{d t} & =\frac{V \cos \gamma \sin \psi}{r} \\
\frac{d V}{d t} & =-\frac{\rho S C_{D} V^{2}}{2 m}-\dot{g} \sin \gamma  \tag{13-1}\\
V \frac{d \gamma}{d t} & =\frac{\rho S C_{L} V^{2}}{2 m} \cos \sigma-\left(g-\frac{V^{2}}{r}\right) \cos \gamma \\
V \frac{d \psi}{d t} & =\frac{\rho S C_{L} V^{2}}{2 m \cos \gamma} \sin \sigma-\frac{V^{2}}{r} \cos \gamma \cos \psi \tan \phi
\end{align*}
$$

The first three equations are simply the kinematic relations. The last three equations are the momentum equations. The planet and its atmosphere are assumed to be spherical and nonrotating. The initial plane is taken as the reference plane which shall be referred to as the equatorial plane without loss of generality. The flight path angle $\gamma$ is measured positive upward from the local horizontal plane, and the heading angle $\psi$ is measured positive to the left of the initial trajectory in the direction of the North pole (Fig. 13-1). The bank angle $\sigma$ is taken such that, for small positive $\sigma$, the vehicle is turning to the left. This angle is defined as the angle between


Fig. 13-1. Coordinate Systems
the local yertical plane, the $(\vec{r}, \vec{V})$ plane, and the plane containing the aerodynamic force $\vec{A}$ and the velocity $\vec{V}$, the ( $\vec{A}, \vec{V}$ ) plane.

The gravitational field is taken to be a central, inverse square field, with the acceleration $g(r)$ given by

$$
\begin{equation*}
g(r)=\frac{\mu}{r^{2}} \tag{13-2}
\end{equation*}
$$

where
$\mu$ is the gravitational constant.
The atmospheric density, $\rho$, is a strong function of the altitude. It shall be assumed to be locally exponential in that it varies according to the differential law

$$
\begin{equation*}
\frac{\mathrm{d} \rho}{\rho}=-\beta \mathrm{dr} \tag{13-3}
\end{equation*}
$$

where the local scale height, $I / \beta$, for any specified planetary atmosphere, is a function of the radial distance $r$.

In his classical paper (Ref. 1), Chapman introduced two dimensionless variables, $\bar{u}$ and $\bar{Z}$, defined as

$$
\begin{equation*}
\bar{u} \equiv \frac{V \cos \gamma}{\sqrt{g r}}, \quad \bar{Z} \equiv \frac{\rho S C_{D}}{2 m} \sqrt{\frac{r}{\beta}} \bar{u} \tag{13-4}
\end{equation*}
$$

It has been found more convenient for the present theory to use the modified variables

$$
\begin{equation*}
u \equiv \frac{\mathrm{~V}^{2} \cos ^{2} \gamma}{g r}, \quad Z \equiv \frac{\rho S C_{D}}{2 m} \sqrt{\frac{r}{\beta}} \tag{13-5}
\end{equation*}
$$

Chapman used the variable $\bar{u}$ as the independent variable. It will be shown later that, at high altitude, $\bar{u}$ is oscillatory, and in the limit, for flight in the vacuum, $\vec{u}$ is purely periodic. To avoid this difficulty, in deriving the exact three-dimensional entry equations, we shall use the following dimensionless variable as the independent variable

$$
\begin{equation*}
s \equiv \int_{0}^{t} \frac{\nabla}{r} \cos \gamma d t \tag{1.3-6}
\end{equation*}
$$

This variable is strictly increasing as long as $\cos \gamma>0$, a condition which is always satisfied for entry with constant lift and drag coefficients. With this independent variable Eqs. (13:-1) become

$$
\begin{align*}
& \frac{d \theta}{d s}=\frac{\cos \psi}{\cos \phi} \\
& \frac{d \phi}{d s}=\sin \psi \\
& \frac{d V^{2}}{d s}=-\frac{r \rho S C_{D} V^{2}}{m \cos \gamma}-2 g r \tan \gamma  \tag{13-7}\\
& \frac{d \gamma}{d s}=\frac{r \rho S C_{L} \cos \sigma}{2 m \cos \gamma}+\left(1-\frac{g r}{V^{2}}\right) \\
& \frac{d \psi}{d s}=\frac{r \rho S C_{L} \sin \sigma}{2 m \cos ^{2} \gamma}-\cos \psi \tan \phi
\end{align*}
$$

The differential relation between $r$ and $s$ is

$$
\begin{equation*}
\frac{d r}{d s} \doteq r \tan \gamma \tag{13-8}
\end{equation*}
$$

As in Chapman's theory, the variable $\nabla^{2}$ is replaced by $u$, while the radial distance $r$ is replaced by the variable $Z$.

The derivative of $u$ with respect to $s$, with $u$ as defined in
Eq. (13-5), is

$$
\begin{equation*}
\frac{d u}{d s}=-\frac{2 \sqrt{B r} Z u}{\cos \gamma} I 1+\frac{C_{L}}{C_{D}} \cos \sigma \tan \gamma+\frac{\sin \gamma_{]}}{2 \sqrt{B r} Z} \tag{13-9}
\end{equation*}
$$

The derivative of $Z$ with respect to $s$, with the differential law for $\rho$,
; Eq. (13-3), is

$$
\begin{equation*}
\frac{d Z}{d s}=-\beta r\left(I-\frac{I}{2 \beta r}+\frac{I}{2 \beta^{2}} \frac{d \beta}{d r}\right) Z \tan \gamma \tag{13-10}
\end{equation*}
$$

Finally, the differential equations for $\gamma$ and $\psi$, written in terms of the dimensionless variables, are

$$
\begin{equation*}
\frac{d \gamma}{d s}=\frac{\sqrt{\beta r}}{\cos \gamma}\left[\frac{C^{C}}{C_{D}} \cos \sigma+\frac{\cos \gamma}{\sqrt{\beta r} Z}\left(1-\frac{\cos ^{2} \gamma}{u}\right)\right] \tag{13-11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \psi}{d s}=\frac{\sqrt{\beta r} Z}{\cos ^{2} \gamma}\left[\frac{C^{L}}{C_{D}} \sin \sigma-\frac{\cos ^{2} \gamma \cos \psi \tan \phi}{\sqrt{\beta r} Z}\right] \tag{13-12}
\end{equation*}
$$

These dimensionless equations are exact. In particular, they reduce to the equations for Keplerian motion when $Z \rightarrow 0$.

In Eq. (13-10) for $Z$, if a strictly exponential atmosphere is used $\beta=$ constant, and $d \beta / d r=0$. On the other hand, if an isothermal atmosphere is considered, $\beta / g=$ constant., and. $\left(1 / 2 \beta^{2}\right)(d \beta / d r)=-I / \beta r$. In both cases, in the equations of motion, the variables $\beta$ and $r$ enter as the product Br . For the Earth, for altitudes below 120 kilometers, the mean value is large. In this same region $\operatorname{Br}$ varies from a low of about 750 to a high of about 1300 . It is, however, a better assumption to use a mean value for $\beta r$ than simply to put $\beta$ constant and use the simple exponential atmosphere in the computation. This development will follow Chapman's lead and put $\beta r$ constant. Also, because of the large value for $\beta r$, the quantity inside the brackets in Eq. (13-10) is practically unity. This minor assumption concerning the product $\beta r$ does not alter the asymptotic behavior of the trajectory at very high altitudes where the equation in $Z$ becomes inoperative.

In sumary, the equations of motion for three-dimensional entry trajectories are .

$$
\begin{align*}
& \frac{d Z}{d s}=-\beta r Z \tan \gamma \\
& \frac{d u}{d s}=-\frac{2 \sqrt{\beta r} Z u}{\cos \gamma}\left(1+\lambda \tan \gamma+\frac{\sin \gamma}{2 \sqrt{\beta r} Z}\right) \\
& \frac{d \gamma}{d s}=\frac{\sqrt{\beta r} Z}{\cos \gamma}\left[\lambda+\frac{\cos \gamma}{\sqrt{\beta r} Z}\left(1-\frac{\cos ^{2} \gamma}{u}\right)\right] \tag{13-13}
\end{align*}
$$

$$
\begin{aligned}
& \frac{d \theta}{d s}=\frac{\cos \psi}{\cos \phi} \\
& \frac{d \phi}{d s}=\sin \psi \\
& \frac{d \psi}{d s}=\frac{\sqrt{\beta r} Z}{\cos ^{2} \gamma}\left(\delta-\frac{\cos ^{2} \gamma \cos \psi \tan \phi}{\sqrt{\beta r} z}\right)
\end{aligned}
$$

(13-13, continued)
where

$$
\begin{equation*}
\lambda \equiv \frac{C_{L}}{C_{D}} \cos \sigma \quad, \quad \delta \equiv \frac{C_{L}}{C_{D}} \sin \sigma \tag{13-14}
\end{equation*}
$$

The equations (13-13) were first derived by Vinh and Brace (Ref. 3). In view of the definition (13-5) of $Z$, they are restricted to flight at constant drag coefficient $C_{D}$. They are also valid for flight affected by a modulation in the lift coefficient $C_{L}$, while keeping $C_{D}$ constant, and for flight with a completely free modulation in the bank angle. Extension of these equations to the case of free modulation in the coefficients $C_{D}$ and $C_{L}$ and in the bank angle $\sigma$ for the study of three-dimensional optimal trajectories in atmospheric, hypervelocity flight has been obtained by Vinh, Busemann and Culp (Ref. 4).

The equations derived can be considered as the exact equations for entry into a planetary atmosphere. Just as Chapman's simplified equations, they are completely free of the characteristics of the vehicle. Hence, they can be used to analyze the motion of an arbitrary vehicle regardless of itis weight, size and shape. The characteristics of the atmosphere enter the equations in the form of the parameter $\operatorname{Br}$.

Once the atmosphere has been specified through $B r$, for any prescribed lift-to-drag ratio, $C_{L} / C_{D}$, and bank angle, $\sigma$, and with a prescribed set of initial conditions, the universal function $Z$ can be generated, and
different physical quantities during entry can be evaluated and analyzed exactly as in Chapman's theory, described in Chapters 11 and 12 . It may be thought at first glance that, to integrate Chapman's simplified equation, Eq. (11-16) of Chapter 11, only the product $\sqrt{\beta r}\left(C_{L} / C_{D}\right)$ need. be prescribed and not $\sqrt{\beta r}$ and $\left(C_{L} / C_{D}\right)$ separately. That is, Chapman's analysis appears to apply to any arbitrary atmosphere. But this is not rigorously true since in evaluating the flight path angle $\gamma$, using Chapman's first equation, Eq. (11-12) of Chapter 11, the parameter $\sqrt{\beta r}$ needs to be prescribed. A normalizing technique to obtain a similarity solution for an arbitrary atmosphere requires sacrificing the accuracy in evaluating the universal $Z$ function and the flight path angle $\gamma$, and restricting the analysis to a small class of entry trajectories.

13-3. REDUCTION TO CLASSICAL SOLUTIONS

The equations derived are the universal equations in the sense of Chapman since they produce the universal $Z$ functions for analyzing the motion, deceleration and heating of an arbitrary vehicle. Furthermore, they are the exact equations for flight of a vehicle in a Newtonian gravitational field subject to aerodynamic force. In particular, they provide the Keplerian solution for flight in a vacuum and all other classical solutions when appropriate assumptions are introduced. These particular solutions can be obtained as follows.

## 13-3.1. Keplerian Solution

For flight in the vacuum, let $Z \rightarrow 0$. The first of Eqs. (13-13) is inoperative. It is replaced by Eq. (13-8). Using this equation to change the independent variable from $s$ to $r$, we rewrite the other Eqs. (13-13)

$$
\begin{align*}
& \frac{d u}{d r}=-\frac{u}{r} \\
& \frac{d \gamma}{d r}=\frac{1}{r \tan \gamma}\left(1-\frac{\cos ^{2} \gamma}{u}\right) \\
& \frac{d \theta}{d r}=\frac{\cos \psi}{r \tan \gamma \cos \phi}  \tag{13-15}\\
& \frac{d \phi}{d r}=\frac{\sin \psi}{r \tan \gamma} . \\
& \frac{d \psi}{d r}=-\frac{\cos \psi \tan \phi}{r \tan \gamma}
\end{align*}
$$

where $p$ is a constant of integration. Next, combining the first two equations to eliminate r gives

$$
\begin{equation*}
\frac{d \gamma}{d u}=-\frac{1}{u \tan \gamma}\left(1-\frac{\cos ^{2} \gamma}{u}\right) \tag{13-17}
\end{equation*}
$$

By the change of variable

$$
\begin{equation*}
\Gamma \equiv \frac{I}{\cos ^{2} \gamma} \tag{13-18}
\end{equation*}
$$

this becomes the linear equation

$$
\begin{equation*}
\frac{\mathrm{d} \Gamma}{\mathrm{du}}+\frac{2}{\mathrm{u}} \Gamma=\frac{2}{u^{2}} \tag{13-19}
\end{equation*}
$$

which integrates to

$$
\Gamma=\frac{2 u+\text { constant }}{u^{2}}
$$

For reasons that will be clear later this solution is written

$$
\begin{equation*}
\cos ^{2} \gamma=\frac{u^{2}}{2 u-\left(1-e^{2}\right)} \tag{13-20}
\end{equation*}
$$

where $e$ is a constant of integration.
Combining the last two equations (13-15), we obtain

$$
\begin{equation*}
\frac{\mathrm{d} \phi}{\mathrm{~d} \psi}=-\frac{\tan \psi}{\tan \phi} \phi \tag{13-21}
\end{equation*}
$$

The integration is immediate:

$$
\begin{equation*}
\cos \phi \cos \psi=\cos I \tag{13-22}
\end{equation*}
$$

where $I$ is a new constant of integration.
The equation for $\theta$ can be written with $\psi$ as the independent variable.

$$
\begin{equation*}
\frac{\mathrm{d} \theta}{\mathrm{~d} \psi}=-\frac{1}{\sin \phi} \tag{13-23}
\end{equation*}
$$

Using the solution (13-22) for $\phi$ :

$$
\begin{equation*}
\frac{\mathrm{d} \theta}{\mathrm{~d} \psi}=-\frac{\cos \psi}{\sqrt{\cos ^{2} \psi-\cos ^{2} I}} \tag{13-24}
\end{equation*}
$$

The quadrature gives

$$
\begin{equation*}
\sin \psi=\sin I \cos (\theta-\Omega) \tag{13-25}
\end{equation*}
$$

where $\Omega$ is another constant of integration.
Finally, we define a new variable $\alpha$ by the relation.

$$
\begin{equation*}
\cos \alpha \equiv \cos \phi \cos (\theta-\Omega) \tag{13-26}
\end{equation*}
$$

Figure 13-2 displays the geometric relationship among the angles $\theta, \phi$, $\psi$ and $I, \Omega, \alpha$. The angle $I$ is the inclination, and the angle $\Omega$ is the longitude of the ascending node. They are constants of the motion


Fig. 13-2. The Osculating Plane and the Orbital Elements
for a Keplerian orbit. The new variable $\alpha$, introduced to replace the angle $\theta$, is simply the polar angle, measured in the plane of motion from the line of the ascending node. From relations in spherical trigonometry we have also

$$
\begin{align*}
\sin \phi & =\sin I \sin \alpha \\
\sin \psi & =\tan \phi \cot \alpha  \tag{13-27}\\
\sin (\theta-\Omega) & =\tan \phi \cot I
\end{align*}
$$

The derivative of Eq. (13-26) with respect to $r$, with Eqs. (13-15), (13-22) and (13-27) used for simplification, results in

$$
\begin{equation*}
\frac{\mathrm{d} \alpha}{\mathrm{dr}}=\frac{1}{\mathrm{r} \tan \gamma} \tag{13-28}
\end{equation*}
$$

If $u$ is taken as the independent variable, and if the solution (13-20) is used to evaluate $\tan \gamma$ in terms of $u$, then

$$
\begin{equation*}
\frac{d \alpha}{d u}=-\frac{1}{\sqrt{-u^{2}+2 u-\left(1-e^{2}\right)}} \tag{13-29}
\end{equation*}
$$

This integrates to

$$
\begin{equation*}
u=1+e \cos (\alpha-\omega) \tag{13-30}
\end{equation*}
$$

where $\omega$ is the last constant of integration. It defines the argument of periapsis. From the solutions (13-16) and (13-30) we can identify $e$ as the eccentricity of the orbit and $p$ as the conic parameter.

For subsequent discussions, for Keplerian motion, we will take the plane of motion as the reference plane, with the reference direction along the pericenter. Then the equations of interest become

$$
\begin{equation*}
u=1+e \cos \theta=\frac{\dot{p}}{r} \tag{13-31}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos ^{2} \gamma=\frac{u^{2}}{2 u-\left(1-e^{2}\right)} \tag{13-32}
\end{equation*}
$$

We see that, outside the atmosphere, $u$ varies periodically between $\mathrm{u}=1-\mathrm{e}$ and $\mathrm{u}=1+\mathrm{e}$. Hence, for flight with atmospheric drag involving several passages through the atmosphere, the variable $u$, and hence Chapman's variable $\bar{u} \equiv u^{1 / 2}$, is oscillatory. It is, therefore, more convenient to replace it as independent variable by the dimensionless variable. $s$ as defined by Eq. (13-6).

## 13-3.2. Chapman's Equations

In deriving his equations, Chapman introduced two basic assumptions (Ref. 1)
a/ The percentage change in the radial distance is small compared to the percentage change in the horizontal component of the velocity.

$$
\left|\frac{d(V \cos \gamma)}{V \cos \gamma}\right| \gg\left|\frac{d r}{r}\right|
$$

In terms of the variables $u$ and $Z$, this basic assumption is expressed as

$$
\begin{equation*}
\left|1+\frac{C_{L}}{C_{D}} \tan \gamma\right| \gg\left|\frac{\sin \gamma}{\sqrt{\beta r} z}\right| . \tag{13-33}
\end{equation*}
$$

b/ For lifting vehicles, the flight path angle $\gamma$ is sufficiently small that the lift component in the horizontal direction is small compared to the drag component in the same direction.

$$
\begin{equation*}
1 \gg\left|\frac{C_{L}}{C_{D}} \tan \gamma\right| \tag{13-34}
\end{equation*}
$$

Before we continue with the derivation of Chapman's equations from our formulation, the following remark is pertinent.

Most of the published analytical works on the theory concern planar entry. For nonplanar entry, as far as the altitude, speed and flight path angle are concerned, we only need to consider the first three of Eqs. (13-13). These equations govern the three-dimensional variation of $Z, u$, and $\gamma$, upon specification of the initial conditions for these variables, and the three-dimensional flight parameter $\lambda \equiv\left(C_{L} / C_{D}\right) \cos \sigma$. Hence, throughout the rest of this paper, we shall consider only the three equations

$$
\begin{align*}
& \frac{d Z}{d s}=-\beta r Z \tan \gamma \\
& \frac{d u}{d s}=-\frac{2 \sqrt{\beta r} Z u}{\cos \gamma}\left(1+\lambda \tan \gamma+\frac{\sin \gamma}{2 \sqrt{\beta r} z}\right)  \tag{13-35}\\
& \frac{d \gamma}{d s}=\frac{\sqrt{\beta r} Z}{\cos \gamma}\left[\lambda+\frac{\cos \gamma}{\sqrt{\beta r} Z}\left(1-\frac{\cos ^{2} \gamma}{u}\right)\right]
\end{align*}
$$

They are valid for three-dimensional entry at constant lift-to-drag ratio, and constant bank angle. For comparison with the classical solutions for planar entry we simply consider $\lambda$ as being $C_{L} / C_{D}$.

Now, applying Chapman's basic assumptions, Eqs. (13-33) and (13-34), to the equation for $u$, we have the reduced equation

$$
\begin{equation*}
\frac{d u}{d s}=-\frac{2 \sqrt{\beta r} \mathrm{Zu}}{\cos \gamma} \tag{13-36}
\end{equation*}
$$

These assumptions automatically restrict the validity of Chapman's.theory to the portion of trajectory where $u$ is monotonically decreasing. Using this equation to change the independent variable from $s$ to $u$, we rewrite the equations for $Z$ and $\gamma$

$$
\begin{equation*}
\frac{d Z}{d u}=\frac{\sqrt{B r} \sin \gamma}{2 u} \tag{13-37}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \gamma}{d u}=-\frac{1}{2 u}\left[\lambda+\frac{\cos \gamma}{\sqrt{\beta x} z}\left(1-\frac{\cos ^{2} \gamma}{u}\right)\right] \tag{13-38}
\end{equation*}
$$

It is convenient for concordance to return to Chapman's original variables $\overline{\mathrm{u}}$ and $\overline{\mathrm{Z}}$. From definitions (13-4) and (13-5),

$$
\begin{equation*}
u \equiv \bar{u}^{2} \quad, \quad z \equiv \frac{\bar{Z}}{\bar{u}} \tag{13-39}
\end{equation*}
$$

Hence, in terms of Chapman's variables, Eqs. (13-37) and (13-38) become

$$
\begin{equation*}
\frac{\mathrm{d} \overline{\mathrm{Z}}}{\mathrm{du}}-\frac{\overline{\mathrm{Z}}}{\overline{\mathrm{u}}}=\sqrt{\beta \mathrm{Br}} \sin \gamma \tag{13-40}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d \gamma}{d \bar{u}}=-\frac{1}{\bar{u}}\left[\lambda+\frac{\bar{u} \cos \gamma}{\sqrt{\beta r} \bar{z}}\left(1-\frac{\cos ^{2} \gamma}{\bar{u}^{2}}\right)\right] \tag{13-41}
\end{equation*}
$$

Equation (13-40) is Chapman's first equation. It is used to evaluate the . flight path angle. If we take the derivative of this equation with respect to $\overrightarrow{\mathrm{u}}$, using Eq. (13-41), we have

$$
\begin{equation*}
\bar{u} \frac{d}{d \bar{u}}\left(\frac{d \bar{Z}}{d \bar{u}}-\frac{\bar{Z}}{\bar{u}}\right)+\frac{\cos ^{2} \gamma\left(\bar{u}^{2}-\cos ^{2} \gamma\right)}{\overline{\mathrm{z}} \overline{\mathrm{u}}}+\sqrt{\beta t} \lambda \cos \gamma=0 \tag{13-42}
\end{equation*}
$$

This equation is equivalent to Chapman's second-order nonlinear differential equation with $\overline{\mathrm{Z}}$ as the dependent variable and $\overline{\mathrm{u}}$ as the independent variable. To obtain the equation in the form identical to the one given by Chapman in his classical paper (Ref. 1), we write it as

$$
\begin{gather*}
\overline{\mathrm{u}} \frac{\mathrm{~d}^{2} \overline{\mathrm{Z}}}{d \bar{u}^{2}}-\left(\frac{\mathrm{d} \overline{\mathrm{Z}}}{\mathrm{du}}-\frac{\overline{\bar{Z}}}{\bar{u}}\right)-\frac{\left(I-\overline{\mathrm{u}}^{2}\right) \cos ^{4} \gamma}{\overline{\mathrm{u}} \overline{\mathrm{u}}}+\sqrt{\beta r} \lambda \cos ^{3} \gamma  \tag{13-43}\\
, \quad+\frac{\bar{u} \cos ^{2} \gamma \sin ^{2} \gamma}{\bar{z}}+\sqrt{\beta r} \lambda \cos \gamma \sin ^{2} \gamma=0
\end{gather*}
$$

With the aid of Eq. (13-40), we consider the sum of the terms

$$
\begin{gathered}
-\left(\frac{d \bar{Z}}{d \bar{u}}-\frac{\overline{\bar{z}}}{\bar{u}}\right)+\frac{\bar{u} \cos ^{2} \gamma \sin ^{2} \gamma}{\bar{Z}}+\sqrt{\beta r} \lambda \cos \gamma \sin ^{2} \gamma \\
=-\sqrt{\beta r} \sin \gamma\left[1-\lambda \cos ^{2} \gamma \tan \gamma-\frac{\bar{u} \cos ^{2} \gamma \sin \gamma}{\sqrt{\beta r} \bar{Z}}\right] \simeq \sqrt{\beta r} \sin \gamma
\end{gathered}
$$

The last step is obtained by applying Chapman's basic assumptions, Eqs. (13-33) and (13-34). We see that this is equivalent to neglecting the terms containing $\sin ^{2} \gamma$ in Eq. (13-43). Thus,

$$
\begin{equation*}
\overline{\mathrm{u}} \frac{\mathrm{~d}^{2} \overline{\mathrm{Z}}}{\mathrm{~d} \overline{\mathrm{u}}^{2}}-\left(\frac{\mathrm{d} \overline{\mathrm{Z}}}{\mathrm{~d} \overline{\mathrm{u}}}-\frac{\overline{\mathrm{z}}}{\bar{u}}\right)=\frac{1-\overline{\mathrm{u}}^{2}}{\overline{\mathrm{Z}} \overline{\mathrm{u}}} \cos ^{4} \gamma-\sqrt{\beta r} \lambda \cos ^{3} \gamma \tag{13-44}
\end{equation*}
$$

Chapman derived this same equation for planar entry by repeatedly applying his two basic assumptions.

## 13-3.3. Yaroshevskii's Equation

Yaroshevskii's theory, (Ref. 5), is closely related to Chapman's theory. It can be shown that, for constant lift-to-drag ratio entry, Yaroshevskii's second-order nonlinear differential equation is a special case of Chapman's equation.

Yaroshevskii used an independent variable, $x$, and a dependent variable, $z$, defined as

$$
\begin{equation*}
x \equiv \log \frac{\sqrt{g_{0} r_{0}}}{V}, \quad z \equiv \frac{S C_{D}}{2 m} \sqrt{\frac{r_{0}}{\beta}} \rho \tag{13-45}
\end{equation*}
$$

where the subscript zero denotes the condition at a reference level. .
In the more sophisticated definition of Chapman's variables, Eq. (13-4), if we use a constant value for $r$, and the assumption of a very small flight path angle, $\cos \gamma \simeq 1$, we have

$$
\begin{equation*}
\bar{u}=\frac{v}{\sqrt{g_{0} r_{0}}}, \quad \bar{z}=\frac{S C_{D} \rho}{2 \mathrm{~m}} \sqrt{\frac{r_{0}}{\beta}} \bar{u} \tag{13-46}
\end{equation*}
$$

Hence, we have the relations between the two sets of variables

$$
\begin{equation*}
\frac{\bar{z}}{\bar{u}}=z \quad, \quad \bar{u}=e^{-\mathrm{x}} \tag{13-47}
\end{equation*}
$$

The corresponding relation in the derivatives is

$$
\begin{equation*}
\frac{d}{d \bar{u}}()=-e^{x} \frac{d}{d x}()=-\frac{1}{u} \frac{d}{d x}() \tag{13-48}
\end{equation*}
$$

On the other hand, for very small flight path angles, Chapman's equation, Eq. (13-44), is reduced to

$$
\begin{equation*}
\bar{u} \frac{d}{d \bar{u}}\left(\frac{d \bar{Z}}{d \bar{u}}-\frac{\bar{Z}}{\bar{u}}\right)-\frac{1-\bar{u}^{2}}{\bar{z} \bar{u}}+\sqrt{\beta r} 0 \tag{13-49}
\end{equation*}
$$

Using the transformations (13-47) and (13-48) in this equation, we have Yaroshevskii's equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2} z}{\mathrm{dx}^{2}}+\frac{1-\mathrm{e}^{2 \mathrm{x}}}{z}+\sqrt{\beta r_{0}} \lambda=0 \tag{13-50}
\end{equation*}
$$

## 13-3.4. Loh's Second-Order Solution

There exist several first-order solutions. The assumptions introduced concern the equation for $\gamma$, the third of the basic Eqs. (13-35). We write it as

$$
\begin{equation*}
\frac{d \gamma}{d s}=\frac{\sqrt{\beta r} z}{\cos \gamma}(\lambda+\bar{G}) \tag{13-51}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{G} \equiv \frac{\cos \gamma}{\sqrt{\beta x} z}\left(1-\frac{\cos ^{2} \gamma}{u}\right) \tag{13-52}
\end{equation*}
$$

represents the combined gravity and centrifugal acceleration along the normal to the flight path.

For skip trajectories, Eggers and Allen neglect the $\bar{G}$ term compared
to the lift $\lambda$, (Ref. 6). For equilibrium glide with nearly zero. flight path angle, the correct assumption by Sänger yields $\lambda+\bar{G} \simeq 0$ (Ref. 7). This.leads Loh to conjecture, based on extensive numerical analysis, that. the $\bar{G}$ term is nearly constant during the integration (Ref. 8).

The equations for $\gamma$ and $u$, written with $Z$ as the independent variable, are

$$
\begin{equation*}
\frac{d \gamma}{d Z}=-\frac{(\lambda+\bar{G})}{\sqrt{\beta r} \sin \gamma} \tag{13-53}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d u}{d Z}=\frac{2 u}{\sqrt{\beta r} \sin \gamma}\left(1+\lambda \tan \gamma+\frac{\sin \gamma}{2 \sqrt{\beta r} Z}\right) \tag{13-54}
\end{equation*}
$$

With Loh's assumption of constant $\bar{G}$, the integration of Eq. (13-53) is immediate. We have

$$
\begin{equation*}
\cos \gamma-\cos \gamma_{i}=\frac{(\lambda+\bar{G})}{\sqrt{\beta r}}\left(z-z_{i}\right) \tag{13-55}
\end{equation*}
$$

where subscript $i$ denotes the initial condition. To assess the effect of each of the entry variables, in the final equation, Eq. (13-55), $\bar{G}$ is to be replaced by its definition, Eq. (13-52).

Equation (13-54) for $u$ has a singularity for $Z=0$. To avoid this difficulty, we rewrite it as

$$
\begin{equation*}
\frac{d}{d Z}\left[\log u-\frac{1}{\beta r} \log Z\right]=\frac{2}{\sqrt{\beta r} \sin \gamma}(1+\lambda \tan \gamma) \tag{13-56}
\end{equation*}
$$

Dividing this equation by Eq. (13-53), we have

$$
\begin{equation*}
\frac{(\lambda+\bar{G})}{2} \frac{d}{d \gamma}\left[\log u-\frac{1}{\beta x} \log z\right]=-(1+\lambda \tan \gamma) \tag{13-57}
\end{equation*}
$$

Integrating and using the initial conditions, we have

$$
\begin{equation*}
\gamma-\gamma_{i}=\lambda \log \frac{\cos \gamma}{\cos \gamma_{i}}-\frac{(\lambda+\bar{G})}{2} \log \frac{u}{u_{i}}+\frac{(\lambda+\bar{G})}{2 \beta r} \log \frac{Z}{Z_{i}} \tag{13-58}
\end{equation*}
$$

Equations (13-55) and (13-58) constitute what Loh has called the unified solution of entry dynamics (Ref. 8). The last term in Eq. (13-58) is the higherorder effect term. It has been given only in approximate form by Loh. Furthermore, the equations used in Loh's analysis assume constant gravity. Neglecting the last term in Eq. (13-58) we have Loh's second-order solution.

$$
\begin{equation*}
\gamma-\gamma_{i}=\lambda \log \frac{\cos \gamma}{\cos \gamma_{i}}-\frac{(\lambda+\bar{G})}{2} \log \frac{u}{u_{i}} \tag{13-59}
\end{equation*}
$$

For ballistic entry, $\lambda=0$. Thus, to the first order, by neglecting the gravity and centrifugal force, we have from this equation $\gamma \approx \gamma_{i}$. Keeping the $\bar{G}$ term, we combine this Eq. with Eq. (13-55) to obtain

$$
\frac{\left(z-z_{i}\right)}{\sqrt{\beta r}} / \log \frac{u}{u_{i}}=-\frac{\cos \gamma-\cos \gamma_{i}}{2\left(\gamma-\gamma_{i}\right)} \simeq \frac{\sin \gamma_{i}}{2}
$$

This gives the classical first-order solution for ballistic entry (Refs. 1,9 )

$$
\begin{equation*}
Z_{I}=z_{i}+\frac{\sqrt{\beta r}}{2} \sin \gamma_{i} \log \frac{u}{u_{i}} \tag{13-60}
\end{equation*}
$$

For gliding entry, $\lambda+\bar{G} \simeq 0, \cos \gamma \simeq 1$. Thus, from the definition (13-52) of $\bar{G}$,

$$
\begin{equation*}
z_{I I}=\frac{1-u}{\sqrt{\beta r} \lambda u} \tag{13-61}
\end{equation*}
$$

This is the first-order solution originally derived by Sänger (Ref. 7). For skip entry, $\vec{G}^{\prime} \simeq 0$, and Eq. (13-59) is reduced to

$$
\begin{equation*}
\frac{\mathbf{u}^{1 / 2}}{\cos \gamma}=\frac{u_{i}^{1 / 2}}{\cos \gamma_{i}} \exp \left(\frac{\gamma_{i}-\gamma}{\lambda}\right) \tag{13-62}
\end{equation*}
$$

while, from Eq. (13-55), we have the solution for $Z$

$$
\begin{equation*}
Z_{\text {III }}=Z_{i}+\frac{\sqrt{\beta r}\left(\cos \gamma-\cos \gamma_{i}\right)}{\lambda} \tag{13-63}
\end{equation*}
$$

For small flight path angles the equations become

$$
\begin{equation*}
\gamma_{i}-\gamma=\frac{\lambda}{2} \log \frac{u}{u_{i}} \tag{13-64}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{I I I}-Z_{i}=\frac{\sqrt{\beta r}}{2 \lambda}\left(\gamma_{i}^{2}-\gamma^{2}\right) \tag{13-65}
\end{equation*}
$$

Using Eq. (13-64) we can rewrite this solution

$$
\begin{equation*}
Z_{I I I}=z_{i}+\frac{\sqrt{\beta r}}{2} \gamma_{i} \log \frac{u}{u_{i}}-\frac{\sqrt{\beta r}}{8} \lambda \log ^{2} \frac{u}{u_{i}} \tag{13-66}
\end{equation*}
$$

This is the solution for skip trajectories obtained by Chapman (Ref. 1).
The analysis in this section has shown that all the known first-order and second-order solutions for entry dynamics can be obtained from the present formulation including the exact limiting case for orbital flight outside the atmosphere. Another second-order theory can be constructed by matching the Keplerian solution with one of the first-order solutions as has been done by Shi and Pottsepp for planar trajectories (Ref. 10). Such a matched asymptotic solution for three-dimensional entry trajectories using the present formulation will be presented in Chapter 14.

13-4. THREE-DIMENSIONAL TRAJECTORIES IN PHASE SPACE
As mentioned previously, even for nonplanar entry, as far as the altitude, speed and flight path angle are concerned, we need only to consider the three decoupled equations for $Z, u$ and $\gamma$, Eqs. (13-35), with only the flight parameter $\lambda \equiv\left(C_{L} / C_{D}\right)$ cos $\sigma$ prescribed. This is sufficient to analyze the deceleration and aerodynamic heating because all these quantities
can be expressed as functions of the variables $Z, u$ and $\gamma$. Let

$$
\begin{equation*}
y \equiv \frac{1}{\sqrt{\beta r} z} \tag{13-67}
\end{equation*}
$$

Equations (13-35) become

$$
\begin{align*}
& \frac{d y}{d s}=B I y \tan \gamma \\
& \frac{d u}{d s}=-\frac{2 u A}{y \cos \gamma}  \tag{13-68}\\
& \frac{d \gamma}{d s}=\frac{G}{y \cos \gamma}
\end{align*}
$$

where, by definition

$$
\begin{align*}
& A \equiv 1+\lambda \tan \gamma+\frac{y \sin \gamma}{2} \\
& G \equiv \lambda+y \cos \gamma\left(1-\frac{\cos ^{2} \gamma}{u}\right) \tag{13-69}
\end{align*}
$$

For the discussion of the behavior of the trajectory, the cylindrical phase coordinate system ( $u, \gamma, y$ ) is very useful (Fig. 13-3). In this system, $y$ represents the altitude, with $y \rightarrow \infty$ for drag-free orbital flight, and $y=y_{s}$ corresponding to sea level. Note that $y$ is a function of the drag parameter through $Z$. In the (u, $\gamma$ ) plane, $\gamma$ is negative in the clockwise direction. The Keplerian orbits in this plane are represented by the equation

$$
\begin{equation*}
\cos ^{2} \gamma=\frac{u^{2}}{2 u-\left(1-e^{2}\right)} \tag{13-70}
\end{equation*}
$$

where $e$ is the eccentricity of the orbit. Using $e$ as a parameter, we have a series of closed curves, symmetric with respect to the $\gamma=0$ axis, each of them representing a family of Keplerian orbits having the same


Fig. 13-3. The Trajectory in Phase Space
eccentricity (Fig. 13-4). To characterize any particular orbit of a family, we can specify its periapsis distance. This will naturally lead to the definition of the periapsis parameter $Z_{p}$, to be discussed in more detail
later.
There exist many characteristic surfaces in the phase space. The most'interesting surfaces are:

The surface of extremum altitude. This is simply the plane $\gamma=0$.
The surface of extremum horizontal speed $u$. This is a ruled surface whose equation is $A=0$. We shall refer to this surface as the surface A .

The surface of extremum flight path angle $\gamma$. The surface is symmetric with respect to the $\gamma=0$ plane, and its equation is $G=0$. We shall refer to this surface as the surface $G$. We shall restrict our discussion to the case of positive lift, $\lambda \geqslant 0$. For ballistic entry, the G surface is the vertical cylinder whose projection into the ( $u, \gamma$ ) plane is the curve

$$
\begin{equation*}
u=\cos ^{2} \gamma \tag{13-71}
\end{equation*}
$$

This curve is plotted as the dotted line in Fig. 13-4. It is not only the locus of the points of extremum $\gamma$ for Keplerian orbits, but also for ballistic trajectories.

During entry, the heating rate per unit area at any point on a body is a fraction of the heating rate at the stagnation point, which is proportional to $\rho^{1 / 2} \mathrm{v}^{3}$. Hence, we consider the dimensionless heating rate

$$
\begin{equation*}
\bar{q}=z^{1 / 2} u^{3 / 2}=\frac{u^{3 / 2}}{(\beta r)^{1 / 4} y^{1 / 2}} \tag{13-72}
\end{equation*}
$$

The heating rate reaches an extremum when $\mathrm{d} \overline{\mathrm{q}} / \mathrm{d} \mathbf{s}=0$. Explicitly, when

$$
\begin{equation*}
B \equiv 1+\lambda \tan \gamma+\frac{(\beta r+3) y \sin \gamma}{6}=0 \tag{13-73}
\end{equation*}
$$

The surface represented by this equation is also a ruled surface, and will be referred to as the surface $B$.

- The deceleration due to the aerodynamic force is given by

$$
\begin{equation*}
\frac{a}{g}=\sqrt{\left(\frac{L}{m g}\right)^{2}+\left(\frac{D}{m g}\right)^{2}}=\frac{\sqrt{\beta r} Z_{u}^{2}}{\cos ^{2}} \sqrt{I+\left(C_{L} / C_{D}\right)^{2}} \tag{133-74}
\end{equation*}
$$

Hence, following Chapman, we consider the quantity

$$
\begin{equation*}
\overline{\mathrm{a}} \equiv \sqrt{\beta \mathrm{r}} \mathrm{Zu}=\frac{\mathrm{u}}{\mathrm{y}} \tag{13-75}
\end{equation*}
$$

which is nearly proportional to the deceleration during entry. The deceleration reaches an extremum when $\overline{\mathrm{d}} / \mathrm{ds}=0$. Explicitly, when

$$
\begin{equation*}
C \equiv 1+\lambda \tan \gamma+\frac{(\beta r+1) y \sin \gamma}{2}=0 \tag{13-76}
\end{equation*}
$$

The surface represented by this equation is also a ruled surface and will be referred to as the surface C .

The surfaces $A^{\prime}, B$ and $C$ are shown in Fig. 13-3. They are all in the $\gamma<0$. Each of the surfaces divides the phase space into two regions. The corresponding variable, $u, \bar{q}$ or $\bar{a}$, increases in one region and decreases in the other. When $\gamma=0$, the three functions $A=B=C=1$ are all positive. By writing

$$
\begin{equation*}
C=A+\frac{\beta r y}{2} \sin \gamma=B+\frac{\beta r y}{3} \sin \gamma \tag{13-77}
\end{equation*}
$$

we can assess the order of the positions of the surfaces as shown in Fig. 13-3.
One important conclusion is immediate. The peak heating rate, and the peak deceleration, both occur when the altitude is decreasing ( $\gamma<0$ ) , along the portion of the trajectory where $u$ is decreasing. This justifies Chapman's analysis, restricted to the range of decreasing iu . Also, it is clear that during entry, the peak heating rate occurs first, at higher $u$.,
and then comes the peak deceleration, before the vehicle reaches the lowest point, $\gamma=0$ or $y=y_{s}$, For ballistic entry where $\lambda=0, \gamma \simeq \gamma_{i}$, the condition for a continuously increasing deceleration during entry is simply $C_{s}\left(\gamma_{i}\right)<0$. There may exist several maxima and minima for each of the variables considered. The system (13-68) has only one family of periodic solutions, the Keplerian solution for $y \rightarrow \infty$. This solution can be considered as the asymptotic solution of the syṣtem if the equations are integrated backward in time. Ruling out the trivial solution of vertical entry with $\lambda=0$, all the entry trajectories start out from one of the Keplerian orbits as shown in Fig. 13-4. Consider a particular orbit, with eccentricity . e . Initially, $u$ varies periodically between $u=1-e$, and $u=1+e$. The line $\gamma=0, u>1$ is the periapsis line, and the line $\gamma=0, u<1$ is the apoapsis line. If the periapsis altitude of the orbit is very high, the departure from the Keplerian orbit occurs near the periapsis, $\gamma \simeq 0$, and the process of orbit decay shrinks the initial orbit to the circular orbit, $e=0, \gamma=0, u=1$ before effective entry. On the other hand, if an orbit with the same eccentricity, as represented by the heavy line in Fig. 13-4 has a periapsis low enough, the departure from Keplerian orbit starts well before the vehicle reaches the Keplerian periapsis. There are several ways of defining this initial, or entry condition:
a/ The initial altitude is fixed at an arbitrary value; say $95 . \mathrm{km}$. This involves some degree of arbitrariness, since it does not take into consideration the ballistic parameter of the vehicle.
b/ The initial altitude is taken where the deceleration due, to the drag force has attained some nonnegligible value f , say $\mathrm{f}=0.05$. From Eqs. (13-70) and (13-75), this is equivalent to using the initial
condition

$$
\begin{equation*}
u_{i}=f y_{i} \quad, \quad \cos ^{2} \gamma_{i}=\frac{u_{i}^{2}}{2 u_{i}-\left(1-e^{2}\right)} \tag{13-78}
\end{equation*}
$$

In general, if the descending Keplerian orbit is known, $e$ is known and $v_{i}{ }^{2} / g_{i} r_{i}$ can be evaluated accurately. Equations (13-78) will provide the conditions $u_{i}, \gamma_{i}, y_{i}$.
c/ For the construction of Chapman Tables using the present theory, $u_{i}$ and $\gamma_{i}$ are the prescribed entry data. The initial point for the trajectory can be considered as being on the $A$ surface where the variable $u$ begins to decrease. Hence, the initial value of $y_{i}=1 / \sqrt{\beta r} z_{i}$ for the integration is obtained from

$$
\begin{equation*}
1+\lambda \tan \gamma_{i}+\frac{y_{i} \sin \gamma_{i}}{2}=0 \tag{13-79}
\end{equation*}
$$

The trajectory can be classified as an oscillatory or a nonoscillatory trajectory. A nonoscillatory entry trajectory does not intersect the $\gamma=0$ plane, and the altitude $y$ continuously decreases until the level $y_{s}$.

Without integrating the system (13-68), it is possible to discuss the qualitative characteristics of the motion using the geometric methods of Poincaré (Ref. 11) and Birkhoff (Ref. 12). For the subsequent discussion, for any variable $X$, the regions $X^{+}$and $X^{-}$denote the regions in the phase space where the variable is positive and negative, respectively.

We have the following propositions:
Proposition 1., The trajectory enters the $\gamma^{+}$region in the $G^{+}$region, and the $\gamma^{-}$region in the $\mathrm{G}^{-}$region.

This is an immediate consequence of the equation for $\gamma$, the third of Eqs. (13-68). Geometrically, it means that the trajectory intersects the $\gamma=0$ plane with increasing $\gamma$, outside the $G$ surface, and in the direction


Fig. 13-4. Keplerian Trajectories in (u, $\gamma$ ) Plane
of decreasing $\gamma$ inside the $G$ surface.
Proposition 2. Starting from a point $\gamma=0$, in the $G^{+}$region, the trajectory will reach a point $\gamma=0$ in the $G^{-}$region after intersecting the $G$ surface once.

First., the dimensionless total energy of the system has the form

$$
\begin{equation*}
\xi=\left(\frac{r_{0}}{r}\right)\left(\frac{u}{2 \cos ^{2} \gamma}-1\right) \tag{13-80}
\end{equation*}
$$

where $r_{0}$ is any reference distance. Its derivative with respect to $s$ is

$$
\begin{equation*}
\frac{d \xi}{d s}=-\left(\frac{r_{0}}{r}\right) \frac{u}{y \cos ^{3} \gamma}<0 \tag{13-81}
\end{equation*}
$$

Hence $\bar{\xi}$ is continuously decreasing. Ruling out the case of hyperbolic speed, $\xi>0$, this insures the boundedness of the variable $y$, and hence provides conditions guaranteeing existence and uniqueness of the solutions of the system (13-68). Since $y$ is bounded and increasing for $\gamma>0$, it passes through a maximum value when $\gamma=0$. For positive $\gamma$ between the times $s_{1}$ and $s_{2}$, where $\gamma=0$, by continuity of the solution, $\gamma$ passes through an odd number of extrema, that is the trajectory intersects the $G$ surface an odd number of times. Let $s_{3}$ and $s_{4}$ be the times when the trajectory first enters the $G^{-}$region and next leaves it. Between these two points where $G=0$, by continuity, $G$ passes through a minimum given by $d G / d s=0$. The equation for a stationary $G$ is

$$
\begin{gather*}
\frac{\mathrm{d} G}{\mathrm{ds}}=\beta \mathrm{Br} \sin \gamma\left(1-\frac{\cos ^{2} \gamma}{u}\right)-G \tan \gamma\left(1-\frac{\cos ^{2} \gamma}{u}\right)+ \\
\frac{2 E G \tan \gamma \cos ^{2} \gamma}{u}-\frac{2 A \cos ^{2} \gamma}{u}=0 \tag{13-82}
\end{gather*}
$$

Each of the terms of this equation is negative in the region $\mathrm{G}^{-} \mathrm{nr}^{+}$. Hence, once entering the $G^{-}$region with $\gamma>0$, the trajectory must pass through
$\gamma=0$ before leaving it, and the proposition is proved. Proposition 3. The trajectory enters the $\mathrm{G}^{-}$region with decreasing u . If the trajectory starts from a point $\gamma=0$, $G>0$, Proposition 2 applies and the trajectory enters the $G^{-}$region at $\gamma>0$, where $A>0$ and $u$ is decreasing.

Next, we consider a trajectory starting from a point $\gamma=0, G<0$. It can only reenter after leaving the $G^{-}$region where $\gamma$ passes through a negative minimum value. Then $\gamma$ begins to increase. If it reaches the level $\gamma=0$, we have the previous case. If $\gamma$ fails to reach the level $\gamma=0$, as long as $y$ has not reached the minimum sea level value $y_{s}$, by the existence theorem, the motion continues until $\gamma$ reaches its maximum negative value when the trajectory reenters the $\mathrm{G}^{-}$region. While for ballistic trajectories the trajectory can only leave the $G^{-}$region with increasing $u$, for lifting trajectories it can also leave with decreasing $u$.

Consider the derivative of $A$

$$
\begin{equation*}
\frac{d A}{d s}=\frac{G}{2}+\frac{\lambda G}{y \cos ^{2} \gamma}+\frac{\beta r y \sin ^{2} \gamma}{2 \cos \gamma} \tag{13-83}
\end{equation*}
$$

Notice that, in the $G^{+}$region, $A$ is always increasing.
First assume that the trajectory leaves the $G^{-}$region with decreasing $u$, $A>0$. Since A continues to increase it remains positive when the trajectory reenters.

On the other hand, if the trajectory leaves the $\mathrm{G}^{-}$region with increasing $u$, the variable $A$ is negative at that point while increasing. Since $G$ passes through a maximum between the two points where $G=0$, at the point where the trajectory reenters the $G^{-}$region, we have $G=0, ~ d G / d s<0$. Using the expression (13-82), we have at that point

$$
\begin{equation*}
-\frac{2 A \cos ^{2} \gamma}{u}-\beta r \lambda \tan \gamma<0 \tag{13-84}
\end{equation*}
$$

Since $\gamma<0$, we must have $A>0$, and hence $u$ is decreasing while the trajectory enters the $G^{-}$region. This argument is also valid for the case where the trajectory leaves the $G^{-}$region with decreasing $u$. The only difference is that if the trajectory leaves the $\mathrm{G}^{-}$region with increasing $u$, $A<0$, it must intersect the surface $A=0$, before reentering the $G^{-}$region with $A>0$.

The behavior of the trajectory in the ( $u, y$ ) plane depends on the variables $A$ and $G$ since, as we recall, $A=0$ provides the extremum of $u$ while $G=0$ corresponds to the extremum of $\gamma$. A single parameter can be introduced by considering their ratio

$$
\begin{equation*}
k=\frac{A}{G} \tag{13-85}
\end{equation*}
$$

We have the following interesting formulas.
Proposition 4. Let $\alpha$ be the angle between the tangent of the trajectory in the ( $u, \gamma$ ) plane, and the $\gamma=0$ axis, and $R$ be its radius of curvature. Then,

$$
\begin{equation*}
\alpha=\gamma+\delta \pm \frac{\pi}{2} \tag{13-86}
\end{equation*}
$$

and

$$
\begin{equation*}
R=\frac{u\left(1+4 k^{2}\right)^{3 / 2}}{\left|1+4 k^{2}+2 k^{\prime}\right|} \tag{13-87}
\end{equation*}
$$

where

$$
\begin{equation*}
\tan \delta \equiv 2 k \quad, \quad k^{\prime} \equiv \frac{d k}{d \gamma} \tag{13-88}
\end{equation*}
$$

First, the angle $\alpha$ is given by (Fig. 13-4)
$\tan \alpha=\left(\sin \gamma \frac{d u}{d \gamma}+u \cos \gamma\right) /\left(\cos \gamma \frac{d u}{d \gamma}-u \sin \gamma\right)=\frac{2 k \tan \gamma-1}{2 k+\tan \gamma}$
Substituting $2 \mathrm{k}=\tan \delta$ yields

$$
\begin{equation*}
\tan \alpha \tan (\gamma+\delta)=-1 \tag{13-89}
\end{equation*}
$$

Hence, we have the relation (13-86). A straightforward calculation of the radius of curvature $R$ yields relation (13-87).

The propositions which have been proved are valuable in predicting the behavior of the trajectory in the phase space. In particular, they can be used to assess the validity of the assumptions introduced in section 13-3 to obtain various approximate solutions.

For gliding flight at nearly zero flight path angle, the trajectory in the ( $u, \gamma$ ) plane oscillates near the $\gamma=0$ axis with small angle $\alpha$ (Fig. 13-5a). This leads to $\delta \simeq \frac{\pi}{2}$, and hence, by Eqs. (13-85) and (13-88), $G \simeq 0$. The trajectory in the phase space roughly follows the intersection of the $G$ surface and the $\gamma=0$ plane.

Using Chapman's basic assumptions, $A=1, k=1 / G$, the approximate expression for the radius of curvature of the trajectory in the ( $u, \gamma$ ) plane is

$$
\begin{equation*}
R \simeq \frac{u\left(4+G^{2}\right)^{3 / 2}}{\left|G\left(4+G^{2}-2 G^{\prime}\right)\right|} \tag{13-90}
\end{equation*}
$$

Thus, the radius of curvature is nearly infinite, except at low speed, for gliding flight, $G \simeq 0$ (Fig. 13-5a).

For ballistic trajectories, $\lambda=0$, and along the fundamental part of the trajectory where gravity and centrifugal force can be neglected, $G=0$. Again the radius of curvature of the trajectory in the ( $u, \gamma$ ) plane is infinite, with $\gamma \neq 0$. The trajectory is essentially a straight
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line, (Fig. 13-5b).
For skip trajectories, neglecting the gravity and centrifugal force, $G \simeq \lambda$, the radius of curvature is

$$
\begin{equation*}
R \simeq u \sqrt{1+\left(4 / \lambda^{2}\right)} \tag{13-91}
\end{equation*}
$$

It is proportional to $u$, and hence is decreasing. The radius of curvature is large for small lift. When $\lambda \rightarrow \infty, R \rightarrow u$ and the trajectory in the ( $u$, $\gamma$ ) plane tends to a circle (Fig. 13-5b). Since for skip trajectories, $k=1 / \lambda$ is constant, the angle $\delta$ is also constant, and from Eq. (13-86)

$$
\begin{equation*}
\alpha-\gamma=\text { constant } \tag{13-92}
\end{equation*}
$$

In the ( $u, \gamma$ ) plane the tangent to the trajectory makes a constant angle with the position vector. The trajectory is a logarithmic spiral.

13-5. NUMERICAL RESULTS
The basic Eqs. (13-35) have been integrated numerically with different values of the flight parameter $\lambda=\left(C_{L} / C_{D}\right) \cos \sigma$. The results are valid for three-dimensional flight. Whenever compared with the numerical results of Chapman for two-dimensional entry, $\lambda$ simply denotes the lift-todrag ratio $C_{L} / C_{D}$.

Figure 13-6 plots the ballistic entry trajectories, $\lambda=0$, in the (u, $\quad$ ) plane from an initial orbit with eccentricity $e=0.4$. Although having the same eccentricity, the three Keplerian orbits have different periapsis distances. The trajectory (A) has its periapsis inside the planet, and the entry starts early, near the apoapsis, with subcircular speed. The trajectory (B) has higher periapsis, and finally the trajectory. (C) has relatively high periapsis such that the vehicle passes through the atmosphere, and goes into another Keplerian orbit with smaller eccentricity and completes
the ballistic entry on the next return.
Figure 13-7 plots a lifting entry from a Keplerian orbit with eccentricity $e=0.2$. With $\lambda=0.5$ and $\gamma_{i}=-5^{\circ}$, it is a near-equilíbrium glide entry, and the flight path angle remains small. To show the passages in and out of the $G$ surface, the trajectory has been plotted in the ( $v, \gamma$ ) plane where the polar radius $v$ is defined as

$$
\begin{equation*}
y \equiv\left(\frac{\lambda}{y \cos \gamma}+1\right) u \tag{13-93}
\end{equation*}
$$

By this affinity, the $G$ surface is still the cylinder $V=\cos ^{2} \gamma$ in the space ( $v, \gamma, y$ ), while for Keplerian orbits $y \rightarrow \infty, v \leftrightarrow u$, and the equations for Keplerian trajectories are preserved.

Figure 13-8 shows several skip trajectories, with $\lambda=2$, starting from orbits having the same eccentricity, $e=0.4$, with different periapsis distances. The trajectories are plotted in the (v, $\gamma$ ) plane which, in the vacuum, is the same as the ( $u, \gamma$ ) plane. All the five skip trajectories shown end at the points practically in the vacuum where the vehicle enters a Keplerian orbit with lower eccentricity.

If these skip trajectories are plotted in the ( $u, \gamma$ ) plane they will have the approximate form of logarithmic spixals as shown in Fig. 13-5b.

The theory presented in this chapter can be considered as a universal and exact theory for studying entry into planetary atmospheres. The universality of Chapman's $\bar{Z}$ function, or the equivalent $Z$ function in the present theory, has been clearly displayed in Chapter 11 when we discussed Chapman's theory. The $\vec{Z}$ functions for different entry trajectories have been computed and tabulated in Ref. 13. Since the data have been obtained with truncated equations, they should be used with care, and the application of the $\overline{\mathrm{Z}}$ tables, as computed by Chapman and Kapphahn is in general restricted


Fig. 13-6. Ballistic Trajectories in (u , $\gamma$ ) Plane


Fig. 13-7. A Lifting Trajectory in (y; $\gamma$ ) Plane for $\gamma_{i}=-5^{\circ}$


Pig. 13-8. Skip Trajectories in (v, v) Plane,
to the range of variables in which Chapman's two basic assumptions are valid. Several $\bar{Z}$ functions, using the exact equations, have been computed by Brace (Ref. 14). Some selected trajectories are reproduced here and compared with Chapman's computed $\bar{Z}$ functions. They are chosen to display the quantitative aspect of Chapman's assumptions.

In order to meaningfully compare Chapman's original results with the results of the numerical integration of the exact equations the same value $\beta r=900$ has been used. Furthermore, the same integration program and the same method for selecting the initial value $\bar{z}_{i}$ have been used. The results for $Z^{\prime}$ and $u$ are converted into $\bar{Z}, \bar{u}$, through Eq. (13-39), and the diagrams are presented in terms of $\sqrt{\beta r} \bar{Z} \bar{u}$ versus $\bar{u}$ as in Chapman's Ref. 1 for easy comparison.

Chapman's basic assumptions concern the coefficient A , as defined by Eq. (13-69) and written as

$$
\begin{equation*}
A=1+A_{1}+A_{2} \tag{13-94}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{1} \equiv \lambda \tan \gamma  \tag{13-95}\\
& A_{2} \equiv \frac{\bar{u} \sin \gamma}{2 \sqrt{\beta r} \bar{z}} \tag{13-96}
\end{align*}
$$

As has been. shown in Eqs. (13-35) and (13-36), Chapman's assumptions consist of taking $A=1$. Hence, Chapman's theory is accurate whenever $A_{1}$. $<1$ and $A_{2} \ll 1$, or more generally whenever $A_{1}+A_{2} \ll 1$. It is therefore informative, for each comparison, to also plot the functions $A_{1}, A_{2}$ and A . In every case, the results of the numerical integration support the hypotheses regarding the accuracy of Chapman's solution. Along trajectories where $A_{1}$ and $\dot{A}_{2}$ remain reasonably close to zero, Chapman's solution follows

- the exact solution. Along trajectories where A is either discontinuous or does not remain close to unity, there are discrepancies between Chapman's theory and the present exact theory.

The best agreement between the exact analysis and Chapman's results is evidenced in the case of steep angle ballistic entry (Figs. 13-9 and 13-10). $A_{1}$, is identically zero since $C_{L}=0$, and $A_{2}$ remains close to zero over most of the trajectory. This can be predicted by inspection of Eq. (13-96) . For steep ballistic entry, $\sin \gamma$ is not small while $\sqrt{\beta r} \vec{Z} / \bar{u}$, which is proportional to $\rho$, quickly becomes finite and large.

Figures 13-11 and 13-12 present another favorable case for Chapman's theory, namely the equilibrium glide entry. Although $\lambda=1, A_{1}=\lambda \tan \gamma$ remains small for equilibrium glide along most of the trajectory except at lower altitude when $\gamma$ becomes large. On the other hand, although $A_{2}$, as given by Eq. (13-96) is negatively large at high altitude, as for all entry trajectories from high altitude where $Z \simeq 0$, as soon as the vehicle reaches the denser layer of the atmosphere $\sqrt{\beta r} \bar{Z} / \bar{u}$ again becomes finite and large so that $A_{2}$ tends to zero. It is seen from Fig. 13-12 that whenever $A$ remains close to unity, Chapman's result is accurate.

Figures 13-13 and 13-14 present a trajectory where the basic assumptions of Chapman may be valid but his selection of the variable $\vec{u}$ as independent variable renders his results inaccurate. This is a case of ballistic entry, hency $A_{2}$ is identically zero. But a parabolic speed $\bar{V}_{i}=1.4$, and with a shallow entry, $\gamma_{i}=-3.75^{\circ}$, the trajectory is an overshoot trajectory. The trajectory makes a pass through the atmosphere, returns to a Keplerian orbit at $\bar{u}=0.98$, and the entry is completed during the next passage. In the vicinity of $\bar{u}=0.98$ not only is $A$ not near unity but $A$ is discontinuous and reaches large negative values. Although not shown.


Fig. 13-9. $\sqrt{\operatorname{Br}} \bar{Z} \bar{u}$ versus $\overline{\mathrm{u}}$ for Steep Angle Ballistic Entry


Fig. 13-10. $A$ and $A_{n}$ versus $\bar{u}$ for Steed Angle Ballistic Entrv


Fig. 13-11. $\sqrt{B r} \bar{z} \bar{u}$ versus $\bar{u}$ for Equilibrium Glide Entry


Fig. 13-12. $A, A_{1}$, and $A_{2}$ versus $\bar{u}$ for Equilibrium Glide Entry
on the graphs, exact values of $\bar{u}$ produced by numerical integration using $s$ as the independent variable show an oscillation in the variable $\vec{u}$ as predicted by the theory. The result is a large discrepancy between the exact theory and Chapman's theory as can be seen in Fig. 13-13. From the figure, it should not be inferred that Chapman's result becomes accurate again at lower speed. The fact that the ordinate is $\sqrt{\overline{B r}} \overline{\mathrm{Z}} \overline{\mathrm{u}}$, automatically sends both the exact solution and Chapman's solution to zero as $\overline{\mathrm{u}}$ tends to zero.

Finally, the entry trajectory presented in Figs. 13-15 and 13-16 is a clearly unfavorable case for applying Chapman's theory. This is the case of a grazing circular entry, $\overline{\mathrm{V}}_{i}=1, \gamma_{i}=-0.2^{\circ}$, but with high negative lift, $\lambda=-4$. With high negative lift, the vehicle will dive steeper and steeper and the flight path angle will quickly reach large negative values. From Eqs. (13-94) - (13-96), it is seen that although $A_{2}$ tends to zero, $A_{1}$ will increase indefinitely providing values for $A$ much larger than unity as show in Fig. 13-16.

Although Chapman's theory was never designed to be used in the high-1ift entry case, the $\bar{Z}$ Tables (Ref. 13) contain many such cases. Therefore, with the advent of a new generation of entry vehicles having high lift capability, the need for a revised set of data obtained by using the exact equations is clearly indicated.

## 13-6. THE ENTRY CORRIDOR

Chapman's theory of the entry corridor has been presented in detail in the previous chapter. Whenever his two basic assumptions are valid, the results are accurate. In any case, the basic conception, through the use of the periapsis parameter $F_{p}$, is an outstanding conception and should be retained for any future, more accurate analysis. The notion of the periapsis parameter is closely related to the definition of the entry altitude


Fig. 13-13. $\sqrt{\beta r} \bar{z} \bar{u}$ versus $\bar{u}$ for Shallow Angle Ballistic Enṭry


Fig. 13-14. $A$ and $A_{2}$ versus $\vec{u}$ for Shallow Angle Ballistic Entry


Fig. 13-15. $\sqrt{\beta r} \overline{\mathrm{Z}} \overline{\mathrm{u}}$ versus $\overline{\mathrm{u}}$ for Negative Lift Entry


Fig. 13-16. A versus $\overline{\mathrm{u}}$ for Negative Lift Entry
which, in turn, is the basis for the computation of the overshoot and undershoot boundaries. These notions are revised in this section, in light of the exact equations as a tool for computing accurate entry trajectories.

## 13-6.1. Definition of the Entry Point

To some extent, any definition of an entry point is arbitrary, since from a strictly mathematical standpoint, the process of changing from a Keplerian orbit to an atmospheric flight orbit is a continuously varying process.

For the numerical integration of his equation, Chapman chose the starting value of $\gamma$ as the initial value of $\gamma$, and the starting value of $\bar{u}$ for the first point as $0.995 \vec{u}_{i}$. Then, since the equation has a singularity at $\overline{\bar{z}}=0$, the starting value of $\overline{\bar{F}_{\mathrm{Z}}}$ is obtained by an approximate method. This choice of the starting value of $\bar{u}$ clearly assumes that $\bar{u}$ is decreasing at the entry point. As shown in Fig. 13-3, if we are interested in effective entry trajectories, along which the heating rate and the deceleration build up, then we can use Chapman's definition of an entry point as the point where $\bar{u}$ starts to decrease. This is the point where the trajectory intersects the surface $A$. In this case, the initial value of $Z$ can be obtained from the equation

$$
\begin{equation*}
A=1+\lambda \tan \gamma_{i}+\frac{\sin \gamma_{i}}{2 \sqrt{\beta r} z_{i}}=0 \tag{13-97}
\end{equation*}
$$

If_a broader class of trajectories is considered, especially trajectories with several passages through the atmosphere, then it is natural to consider the point where atmospheric flight is initiated as the point where the acceleration caused by the aerodynamic force has reached a selected small fraction of the local gravity force. The expression for the acceleration due to aerodynamic force is given in Eq. (13-74). Hence, for a given $u_{i}$
and

$$
\gamma_{i}, Z_{i} \text { is obtained from }
$$

$$
\begin{equation*}
\frac{a_{i}}{g_{i}}=\frac{\sqrt{\beta r} \cdot Z_{i} u_{i}}{\cos ^{2} \gamma_{i}} \sqrt{1+\left(C_{L} / C_{D}\right)^{2}}=f \tag{13-98}
\end{equation*}
$$

The manner in which $f$ is chosen determines the accuracy with which the atmospheric portion of a trajectory may be interfaced with the Keplerian portion. As $f$ becomes smaller, the entry point moves backward along the trajectory, and the two portions of the trajectory are more accurately matched. However, a too small value of $f$ renders the entry portion too long and the tabulation of the numerical results unnecessarily cumbersome. A reasonable range for $f$ is from 0.005 to 0.05 . With regard to the tabulation of noncoplanar trajectories, since we specify $\lambda \equiv\left(C_{L} / C_{D}\right) \cos \sigma$ for economy of parameters, the definition (13-98) of the entry point, with $C_{L} / C_{D}$ replaced by $\lambda$ can still be used without interfering with the accuracy if a small enough value of $f$ is selected.

## 13-6.2. Trajectories With Several Passes

For this discussion, we adapt the definition of the entry point using Eq. (13-98). Numerical results presented here were obtained with the value $f=0.05$.

As a vehicle moves through the atmosphere, the acceleration which is caused by the aerodynamic force may become less than $£$, and the trajectory of the vehicle again become essentially Keplerian. In the case of such a "fly through" the integration starts from the first initial entry point $i_{I}$ to the first exit point $e_{1}$ where the aerodynamic acceleration has decreased to the value $f$. Let $u_{e_{1}}, \gamma_{e_{1}}$ and ${ }_{\mathrm{m}_{\mathrm{e}}}$ be the values of the variables at this first exit point. Starting from this point, the trajectory is Keplerian and the vehicle returns for a second entry at the point $i_{\text {, }}$ (Fig. 13-17)


Fig. 13-17. Representation in the (u, y) Plane of an Entry Trafectory with Several Rasses
where the aerodynamic acceleration has built up to the value $f$. Because of the assumption of spherical symmetry of the planetary atmosphere, for the second entry point we have the initial values:

$$
\begin{equation*}
u_{i_{2}}=u_{e_{1}}, \gamma_{1_{2}}=-\gamma_{e_{1}}, \quad \gamma_{1_{2}}=z_{e_{1}} \tag{13-99}
\end{equation*}
$$

If. the integration of the second atmospheric portion of the trajectory leads again to an exit point $e_{2}$, the conditions for the third entry point $i_{3}$ are calculated in the same manner from the condition at the last exit point. The above procedure is repeated until final entry is effected.

## 13-6.3. Chapman's Periapsis Parameter, $\mathrm{F}_{\mathrm{p}}$

It has been shown in Chapter 12 that Chapman's periapsis parameter is used to define the entry condition. .

He defined the periapsis parameter as

$$
\begin{equation*}
F_{p} \equiv \frac{\rho_{p} S C_{D}}{2 m} \sqrt{\frac{r_{p}}{\beta}} \tag{13-100}
\end{equation*}
$$

where $r_{p}$ is the hypothetical periapsis distance and $\rho_{p}$ is the atmospheric density evaluated at this periapsis altitude. For a very small entry angle $\gamma_{i}$, and for a supercircular speed $\bar{V}_{i}>1.05$ an approximate relation between $\gamma_{i}$ and $F_{p}$ has been given by Chapman as

$$
\begin{equation*}
F_{p} \simeq \frac{\bar{Z}_{i}}{\bar{V}_{i}} e^{\frac{\bar{V}_{i}^{2}\left(\sqrt{\beta_{i} r_{i} \gamma_{i}}\right)^{2}}{2\left(\bar{V}_{i}^{2}-1\right)}} \tag{13-101}
\end{equation*}
$$

Hence $F_{p}$ can b'e used as an alternate parameter replacing $\gamma_{i}$. Before deriving a more accurate formula for $F_{p}$ for use in this chapter, we notice that, by the definition (13-5) of our $Z_{Z}$ variable, we have $F_{p}=T_{p}$. Hence, from now on, we shall use the notation $F_{p}$ to replace $F_{p}$ to designate
the periapsis parameter.
For an atmosphere which is essentially exponential between the initial point and the conic periapsis, we have

$$
\begin{equation*}
\frac{Z_{p}}{z_{i}}=\sqrt{\frac{r_{p}}{r_{i}}} e^{-\beta\left(r_{p}-r_{i}\right)} \tag{13-102}
\end{equation*}
$$

Now, if the value f in Eq. (13-98) is selected small enough, the entry point can be considered as a point on the initial Kelperian orbit (Fig. 13-17). Hence, Eqs. (13-31) and (13-32) apply. We have by evaluating the constants $p$ and $e$ at the entry point and hypothetical periapsis

$$
\begin{equation*}
\frac{r_{p}}{r_{i}}=\frac{u_{i}}{u_{p}} \tag{13-103}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{u_{i}^{2}}{\cos ^{2} \gamma_{i}}-2 u_{i}=u_{p}^{2}-2 u_{p} \tag{13-104}
\end{equation*}
$$

Using Eq. (13-103) in Eq. (13-102), we obtain the expression for the periapsis parameter in terms of $Z_{i}$ and the ratio $u_{i} / u_{p}$.

$$
\begin{equation*}
z_{p}=z_{i} \sqrt{\frac{u_{i}}{u_{p}}} e^{\beta r_{i}\left(1-\frac{u_{i}}{u_{p}}\right)} \tag{13-105}
\end{equation*}
$$

There are many possible computing schemes using the formulas just derived. For computation and tabulation of accurate $Z$ functions we can follow Chapman using $\bar{\nabla}_{i}, \gamma_{i}$ and $\left(C_{L} / C_{D}\right)$ as entry data, and $\dot{z}_{p}$ as an auxiliary parameter. For uniformity, a single value of $f$, say $f=0.05$, is selected. Then, we have $u_{i}=\bar{v}_{i}^{2} \cos ^{2} \gamma_{i}$. Then $u_{p}$ is obtained from Eq. (13-104), $Z_{i}$ from Eq. (13-98), and finally ${\underset{p}{2}}^{Z_{p}}$ from Eq. (13-105). The integration of the equations starts from the values $u_{i}, \gamma_{i}$ and $Z_{i}$. For tabulation we can use either the modified (, u ) functions, or the
original Chapman variables (言, $\overline{\mathrm{u}}$ ) .
In practical application, for a given vehicle with a prescribed drag parameter, approaching a planetary atmosphere, sometimes it is difficult to obtain an accurate evaluation of the entry angle $\cdot \gamma_{i}$, as has been pointed out by Chapman. In this case, since the Keplerian approach orbit is known, its drag-free periapsis distance $r_{p}$ can be easily evaluated. Hence, if the atmosphere is known, we also have $\rho_{p}$. For a prescribed drag parameter, $F_{p}$ is evaluated from Eq. (13-100). The entry speed $\overline{\bar{V}}_{i}$ can be accurately evaluated from elements of the Keplerian orbit using a distance $r_{i}$ representing the radius of the atmosphere. This is because $\vec{V}_{i}$ is not as sensitive to variation of $r_{i}$ as is $\gamma_{i}$. Since the $Z$ Tables have $\bar{V}_{i}$ and $Z_{p}$ as entry data, together with $C_{L} / C_{D}$, the entry trajectory can be identified.

Finally, Chapman used Eq. (13-101) to obtain an explicit formula for $\gamma_{i}$ in terms of $F_{p}, \bar{z}_{i}$ and $\overline{\mathrm{V}}_{i}$. Written in terms of $Z_{p}, Z_{i}$ and $\overline{\mathrm{V}}_{\mathrm{i}}$ this is

$$
\begin{equation*}
B x \gamma_{i}^{2}=\frac{2\left(\bar{v}_{i}^{2}-1\right)}{\bar{v}_{i}^{2}} \log \left(\frac{z_{p}}{z_{i}}\right) \tag{13-106}
\end{equation*}
$$

The use of this explicit formula is restricted to very small angles $\gamma_{i}$ and $\bar{V}_{i}>1.05$. An informative derivation of an improved formula for $\gamma_{i}$ is as follows.

Let

$$
\begin{equation*}
y \equiv \frac{z_{p}}{Z_{i}} \quad x \equiv \frac{u_{i}}{u_{p}} \tag{13-107}
\end{equation*}
$$

From Eq. (13-103) it may be seen that ( 1 - x) is a very small positive quantity. Thus, Eq. (13-105), which is

$$
\begin{equation*}
y=x^{1 / 2} e^{\beta r(1-x)} \tag{13-108}
\end{equation*}
$$

or

$$
\begin{equation*}
\log y=\frac{1}{2} \log x+\beta r(1-x) \tag{13-109}
\end{equation*}
$$

may be expanded for $x$ near unity as

$$
\log x=\frac{x-1}{x}+\frac{1}{2}\left(\frac{x-1}{x}\right)^{2}+\ldots .
$$

Thus,

$$
\log y=(1-x)\left[\beta r-\frac{1}{2 x}+\frac{(1-x)}{4 x^{2}}-\ldots\right], x \simeq 1
$$

That is, for large value of Br

$$
I-x=\frac{I}{\beta r} \log \left(\frac{Z_{p}}{Z_{i}}\right)
$$

(13-110)

Now, since $u_{p}=u_{i} / x$, Eq. (13-104) becomes

$$
\begin{equation*}
u_{i}=\frac{2 x(1-x) \cos ^{2} \gamma_{i}}{\cos ^{2} \gamma_{i}-x^{2}}=\bar{v}_{i}^{2} \cos ^{2} \gamma_{i} \tag{13-111}
\end{equation*}
$$

Hence, solving for $\sin ^{2} \gamma_{i}$ in terms of $x$ and $V_{i}^{2}$

$$
\begin{equation*}
\sin ^{2} \gamma_{i}=\frac{(1-x)\left[(1+x) \bar{v}_{i}^{2}-2 x\right]}{\bar{v}_{i}{ }^{2}} \tag{13-112}
\end{equation*}
$$

where x is given by (13-110). This formula may be written as

$$
\begin{equation*}
\beta r \sin ^{2} \gamma_{i}=\frac{1}{\bar{v}_{i}^{2}}\left[(1+x) \bar{v}_{i}^{2}-2 x\right] \log \left(\frac{z_{p}}{z_{i}}\right) \tag{13-113}
\end{equation*}
$$

Now it is apparent that if x inside the square brackets is approximated by unity, Chapman's formula (13-106) is recovered.

## 13-6.4. The Entry Corridor

The theory of the Entry Corridor has been discussed in detail in Chapter 12. Here we shall present an accurate computing scheme for the calculation of the entry corridor, consistent with the new definition of the entry
condition as given by Eq. (13-98). We shall consider only the undershoot boundary for deceleration-limited trajectories.

First, if the exact expression (13-74) for the deceleration due to aerodynamic force is considered, instead of the simplified expression (13-75), then by evaluating Equation $\bar{d} / \bar{a} /$ s $=0$ for the surface $\cdot C$ on which the deceleration reaches extremum values, we have, considering $\mathrm{\beta r}$ as constant and using the basic equations (13-35)

$$
\begin{equation*}
C=2 \sqrt{\beta r} Z+(\beta r-1) \sin \gamma+\frac{2 \sin \gamma \cos ^{2} \gamma}{u}=0 \tag{13-114}
\end{equation*}
$$

It is interesting to notice that this condition does not depend explicitly on the lift-to-drag ratio although the trajectory depends on that parameter. Also, it is obvious that the condition can only be satisfied for negative flight path angles. When $\mathrm{a} / \mathrm{g}$ reaches an extremum, either a maximum or a minimum, the variables $Z, u$ and $\gamma$ satisfy condition (13-114) with the extremum $f_{*} \equiv a_{*} / g$ given by

$$
\begin{equation*}
f_{*}=\frac{\sqrt{\beta I} Z u}{\cos ^{2} \gamma} \sqrt{1+\left(C_{L} / C_{D}\right)^{2}} \tag{13-115}
\end{equation*}
$$

Hence, if $f=0.05$ is used to define the entry condition, for entry trajectories to be completed during the first pass the minimum value for the deceleration $E_{*}$ should not exceed 0.05 - Then, a systematic scanning of all the overshoot boundaries is as follows.

We use the two equations (13-114) and (13-115) as startfing conditions, at the exit point, with $f_{*}=0.05$ and integrate the trajectory backward until $\mathrm{E}=0.05$ again at the entry point. That is to say, for each prescribed $\left(C_{L} / C_{D}\right)$ we use $Z_{e}$ as a scanning parameter and obtain $\gamma_{e}$ and $u_{e}$ by solving the two Eqs. (13-114) and (13-11, ). The integration backward leads to the entry condition $\gamma_{i}, u_{i}, Z_{i}$ when $f=0.05$. This will give a
point for the overshoot boundary plotted on the diagram $\vec{V}_{i}, \gamma_{i}$, or in a better way, on the diagram $\bar{v}_{i}, z_{p}$. The conversion from $\gamma_{i}, u_{i}$, $Z_{i}$ to $Z_{p}$ is obtained explicitly through Eqs. (13-104) and (13-105). The results are presented in Fig. 13-18 for ballistic entry.giving the periapsis parameter $Z_{p}$ for overshoot boundary of any supercircular entry speed up to $\overrightarrow{\mathrm{V}}_{\mathrm{i}}=2.2$.

Similarly, the undershoot boundary for any prescribed maximum deceleration $f_{*}=f_{\max }$ can be obtained in the same way. The two equations (13-114) and (13-115) are used for the starting conditions at the point of peak deceleration, $f_{*}=f_{\max }$. Then $Z$ is used as a scanning parameter for an integration backward to the entry point where $f=0.05$. The resulting value $\gamma_{i}$, $u_{i}$ and $z_{i}$ provides the entry condition for a peak deceleration $f_{*}=f_{\text {max }}$. It has been found that many ballistic entry trajectories have two peak decelerations. The region where they occur and a comparison of their magnitudes are shown in Fig. 13-18 depicting the undershoot boundaries for different values of $f_{\text {max }}$. As has been mentioned in Chapter 12, for ballistic entry at supercircular speed, there is a minimum value for the peak deceleration if the entry is completed during the first pass. Using the exact equations, it has been found that the smallest possible peak deceleration is 6.5 g which occurs for a slightly hyperbolic entry $\bar{\nabla}_{i}=1.466$ wịth $Z_{p}=0.13 \quad \because$


Fig. 13-18. Overshoot and Undershoot Boundaries for Ballistic Entries Into the Earth's Atmosphere
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SOLUTION OF THE EXACT EQUATIONS USING DIRECTLY MATCHED ASYMPTOTIC EXPANSIONS

## 14-1. INTRODUCTION

The dimensionless universal equations for atmospheric entry were derived in the previous chapter. The modified Chapman's variables were introduced primarily to generate numerically the $Z$ functions appropriate for analyzing entries of arbitrary vehicles. First-order solutions wefe also obtained. As presented in Chapter 13, the theory is semi-analytical. In this chapter, a higher-order, analytical solution is presented. It is obtained by using the method of directly matched asymptotic expansions applied to the exact equations for three-dimensional entry. The two-regime approach of directly matched asymptotic expansions has proved to be feasible and effective in some restricted cases (Refs. 1-4). This chapter will follow the recent, complete integration of the exact miversal equations, (Ref. 5).

## 14-2. THE DIMENSIONLESS EQUATIONS OF MOTION

If an isothermal atmosphere is used, the universal equations, derived in Chapter 13, have the form

$$
\begin{align*}
& \frac{d Z}{d s}=-\beta r\left(I-\frac{3}{2 \beta r}\right) Z \tan \gamma \\
& \frac{d u}{d s}=-\frac{2 \sqrt{\beta r} Z u}{\cos \gamma}\left(I+\lambda \tan \gamma+\frac{\sin \gamma}{2 \sqrt{\beta r} Z}\right) \\
& \frac{d \gamma}{d s}=\frac{\sqrt{\beta r} Z}{\cos \gamma}\left[\lambda+\frac{\cos \gamma}{\sqrt{\beta r} Z}\left(1-\frac{\cos ^{2} \gamma}{u}\right)\right]  \tag{14-1}\\
& \frac{d \theta}{d s}=\frac{\cos \psi}{\cos \phi} \\
& \frac{d \phi}{d s}=\sin \psi
\end{align*}
$$

$$
\frac{d \psi}{d s}=\frac{\sqrt{B r} Z}{\cos ^{2} \gamma}\left(\delta-\frac{\cos ^{2} \gamma \cos \psi \tan \phi}{\sqrt{B x} Z}\right) \quad(14-1, \text { continued })
$$

where

$$
\begin{equation*}
\lambda=\frac{C_{L}}{C_{D}} \cos \sigma \quad, \quad \delta=\frac{C_{L}}{C_{D}} \sin \sigma \tag{14-2}
\end{equation*}
$$

The nomenclature is displayed in Fig. 14-1. The flight program is specified by the lift-to-drag ratio, $C_{L} / C_{D}$, and the bank angle, $\sigma$, or equivalently, the flight parameters $\lambda$ and $\delta$. They are assumed constant for the flight. The $Z$ and $u$ variables are modified Chapman's variables.

$$
\begin{align*}
& z \equiv \frac{\rho S C D}{2 m} \sqrt{\frac{r}{\beta}} \\
& u \equiv \frac{v^{2} \cos ^{2} \gamma}{g r} \tag{14-3}
\end{align*}
$$

The dimensionless independent variable $s$ is related to the radial distance $r$ by the differential equation

$$
\begin{equation*}
-\frac{d s}{d r}=\frac{1}{r \tan \gamma} \tag{14-4}
\end{equation*}
$$

The equations will be transformed to be more suitable for use in the method of directly matched asymptotic expansions.

In this method, the solutions are obtained separately for an outer region, where the gravity force is predominant, and for an inner region, near the planetary surface, where the aerodynamic force is predominant. Hence, the altitude is the appropriate independent variable selected for the integration.

Let $y$ be the altitude and let subscript $s$ denote the reference al-. titude; for example;sea level. Then

$$
\begin{equation*}
r=r_{s}+y=r_{s}(1+h) \tag{14-5}
\end{equation*}
$$
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where the dimensionless altitude $h$ is defined as

$$
\begin{equation*}
h=\frac{y}{r_{s}} \tag{14-6}
\end{equation*}
$$

The differential relation between $s$ and $r$, Eq̆. (14-4), becomes

$$
\begin{equation*}
\mathrm{ds}=\frac{\mathrm{dh}}{(1+\mathrm{h}) \tan \gamma} \tag{14-7}
\end{equation*}
$$

For the integration, we adopt a strictly exponential atmosphere, but the general method can be applied to any more realistic atmosphere such as, for example, the one proposed in Ref. 1. For an exponential atmosphere

$$
\begin{equation*}
\rho=\rho_{s} e^{-\beta y}=\rho_{s} e^{-\frac{h}{\varepsilon}} \tag{14-8}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon=\frac{1}{B r_{s}} \tag{14-9}
\end{equation*}
$$

Since the constant $\mathrm{Br}_{\mathrm{s}}$ is Large, e.g., for the Earth atmosphere $\beta r_{\mathrm{s}} \simeq 900$, the parameter $\varepsilon$ is a small quantity. By the definition (14-3) of $Z$

$$
\begin{equation*}
z=\frac{\rho_{\mathrm{s}} S C_{D}}{2 m \beta} \sqrt{\frac{(I+h)}{\varepsilon}} e^{-\frac{h}{\varepsilon}} \tag{14-10}
\end{equation*}
$$

We define the ballistic coefficient

$$
\begin{equation*}
\mathrm{B} \equiv \frac{\mathrm{SC}_{\mathrm{D}} \rho_{\mathrm{S}}}{2 \mathrm{~m} \beta} \tag{14-11}
\end{equation*}
$$

For each vehicle, $B$ is specified and the variable $Z$ is obtained from

$$
\begin{equation*}
Z=B \sqrt{\frac{(1+h)}{\varepsilon}} e^{-\frac{h}{\varepsilon}} \tag{14-12}
\end{equation*}
$$

This relation can replace the first Eq. (14-1). The other equations, with the dimensionless altitude $h$ as independent variable, can be written

$$
\begin{align*}
& \frac{d u}{d h}=-\frac{u}{(1+h)}-\frac{2 B u(1+\lambda \tan \gamma)}{\varepsilon \sin \gamma} e^{-\frac{h}{\varepsilon}} \\
& \frac{d q}{d h}=-\frac{q}{(1+h)}\left(1-\frac{q^{2}}{u}\right)-\frac{\lambda B}{\varepsilon} e^{-\frac{h}{\varepsilon}} \tag{14-13}
\end{align*}
$$

$$
\begin{align*}
& \frac{d \theta}{d h}=\frac{\cos \psi}{(1+h) \cos \phi \tan \gamma}  \tag{14-13,continued}\\
& \frac{d \phi}{d h}=\frac{\sin \psi}{(1+h) \tan \gamma} \\
& \frac{d \psi}{d h}=-\frac{\cos \psi \tan \phi}{(1+h) \tan \gamma}+\frac{B \delta e^{-\frac{h}{\varepsilon}}}{\varepsilon \sin \gamma \cos \gamma}
\end{align*}
$$

where

$$
\begin{equation*}
q \equiv \cos \gamma \tag{14-14}
\end{equation*}
$$

The Eqs. (14-13) are in a suitable form for numerical integration for flight inside an atmosphere. For an analytical solution of the entry trajectory using the method of matched asymptotic expansions; we shall use a more convenient form using some elements of the orbit as introduced in celestial mechanics, since these elements are constants of the motion for flight in a vacuum.
, As seen in Fig. 14-2, if $I$ is the inclination of the plane of the osculating orbit, that is, the $(\vec{r}, \overrightarrow{\mathrm{~V}})$ plane, $\Omega$ the longitude of the ascending node, and $\alpha$ the angle between the line of the ascending node and the position vector, the following pertinent relations from spherical trigonometry hold:

$$
\begin{align*}
& \cos \phi \cos \psi=\cos I \\
& \sin (\theta-\Omega)=\frac{\tan \phi}{\tan I}  \tag{14-1.5}\\
& \cos \alpha=\cos \phi \cos (\theta-\Omega)
\end{align*}
$$

These relations are independent. We can easily deduce
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$$
\begin{align*}
& \sin \phi=\sin I \sin \alpha \\
& \sin \psi=\frac{\tan \phi}{\tan \alpha}  \tag{14-16}\\
& \sin \psi=\sin I \cos (\theta-\Omega)
\end{align*}
$$

Using these relations, we replace the variables $\theta$, $\phi$, and $\psi$ with the new variables $\alpha, \Omega$, and $I$. The Eqs. (4-13) now become

$$
\begin{align*}
& \frac{d u}{d h}=-\frac{u}{(1+h)}-\frac{2 B u(1+\lambda \tan \gamma)}{\varepsilon \sin \gamma} e^{-\frac{h}{\varepsilon}} \\
& \frac{d q}{d h}=-\frac{q}{(I+h)}\left(I-\frac{q^{2}}{u}\right)-\frac{\lambda B}{\varepsilon} e^{-\frac{h}{\varepsilon}} \\
& \frac{d \alpha}{d h}=\frac{I}{(I+h) \tan \gamma}-\frac{B \delta \sin \alpha}{\varepsilon \tan I \sin \gamma \cos \gamma} e^{-\frac{h}{\varepsilon}}  \tag{14-17}\\
& \frac{d \Omega}{d h}=\frac{B \delta \sin \alpha}{\varepsilon \sin I \sin \gamma \cos \gamma} e^{-\frac{h}{\varepsilon}} \\
& \frac{d I}{d h}=\frac{B \delta \cos \alpha}{\varepsilon \sin \gamma \cos \gamma} e^{-\frac{h}{\varepsilon}}
\end{align*}
$$

The Eqs. (14-17) are most suitable for an integration using the method of matched asymptotic expansions. We notice that, once the elements $\alpha$, $\Omega$, and I are know, we obtain the original variables $\theta, \phi$, and $\psi$ from

$$
\begin{align*}
& \tan (\theta-\Omega)=\cos I \tan \alpha \\
& \sin \phi=\sin I \sin \alpha  \tag{14-18}\\
& \tan \psi=\cos \alpha \tan I
\end{align*}
$$

14-3. INTEGRATION BY DIRECTLY MATCHED ASYMPTOTIC EXPANSIONS

## 14-3.1. Outer Expansions (Keplerian Region)

The Eqs. (14-17) are expressed in terms of the outer variables. The outer expansions are introduced to study the limiting condition of the solution in the outer region where the gravitational force is predominant. They are obtained by repeated application of the outer limit, which is defined as the limit when $\varepsilon \rightarrow 0$ with the variable $h$ and other dimensionless quantities held fixed.

We assume the following expansions

$$
\begin{align*}
& u=u_{0}(h)+\varepsilon u_{1}(h)+\ldots . \\
& q=q_{0}(h)+\varepsilon q_{1}(h)+\ldots . \\
& \alpha=\alpha_{0}(h)+\varepsilon \alpha_{1}(h)+\ldots .  \tag{14-19}\\
& \Omega=\Omega_{0}(h)+\varepsilon \Omega_{1}(h)+\ldots . \\
& I=I_{0}(h)+\varepsilon I_{1}(h)+\ldots .
\end{align*}
$$

From Eqs. (14-17), the differential equations with zero order of $\varepsilon$ are

$$
\begin{align*}
& \frac{d u_{0}}{d h}=-\frac{u_{0}}{(1+h)} \\
& \frac{d q_{0}}{d h}=-\frac{q_{0}}{(1+h)}\left(1-\frac{q_{0}^{2}}{u_{0}}\right) \\
& \frac{d \alpha_{0}}{d h}=\frac{1}{(1+h) \tan \gamma_{0}}  \tag{14-20}\\
& \frac{d \Omega_{0}}{d h}=0 \\
& d I_{0}
\end{align*}
$$

The solution of this system is

$$
\begin{align*}
& u_{0}(1+h)=c_{1} \\
& -\frac{1}{q_{0}^{2}}=\frac{2(1+h)}{C_{1}}-C_{2}(1+h)^{2}  \tag{14-21}\\
& u_{0}=1+\sqrt{1-C_{1}^{2} C_{2}} \cos \left(\alpha_{0}-C_{3}\right) . \\
& \Omega_{0}=C_{4} \\
& I_{0}=C_{5}
\end{align*}
$$

where the $C_{n}$ are constants of integration. The first-order and higher-order solutions are all equal to zero because at high altitude, in the limit the atmospheric density is zero and the motion is Keplerian.

## 14-3.2. Inner Expansions (Aerodynamic-Predominated Region)

The inner expansions are introduced to study the limiting condition of the solution near the planetary surface where the aerodynamic force is gredominant. They are obtained by repeated application of the inner limit, which is defined as the limit when $\varepsilon \rightarrow 0$ with the new stretched altitude

$$
\begin{equation*}
\tilde{h}=\frac{h}{\varepsilon} \tag{14-22}
\end{equation*}
$$

and the other dimensionless quantities held fixed.
We assume the following expansions

$$
\begin{align*}
& u=\tilde{u}_{0}(\tilde{h})+\varepsilon \tilde{u}_{1}(\tilde{h})+\ldots \\
& q=\tilde{q}_{0}(\tilde{h})+\varepsilon \tilde{q}_{1}(\tilde{h})+\ldots \\
& \alpha=\tilde{\alpha}_{0}(\tilde{h})+\varepsilon \tilde{\alpha}_{1}(\tilde{h})+\ldots \tag{14-23}
\end{align*}
$$

$$
\begin{aligned}
& \Omega=\tilde{\Omega}_{0}(\tilde{h})+\varepsilon \tilde{\Omega}_{1}(\tilde{h})+\ldots \quad(14-23, \text { continued }) \\
& I=\tilde{I}_{0}(\tilde{h})+\varepsilon \tilde{I}_{1}(\tilde{h})+\ldots .
\end{aligned}
$$

From Eqs. (14-17), the differential equations with zero order of $\varepsilon$ are

$$
\begin{aligned}
& \frac{d \tilde{u}_{0}}{d \tilde{h}}=-\frac{2 B \tilde{u}_{0}\left(1+\lambda \tan \tilde{\gamma}_{0}\right)}{\sin \tilde{\gamma}} e^{-\tilde{h}} \\
& \frac{d \tilde{q}_{0}}{d \tilde{h}}=-\lambda B e^{-\tilde{h}} \\
& \frac{d \tilde{\alpha}_{0}}{d \tilde{h}}=-\frac{B \delta \sin \tilde{\alpha}_{0}}{\tan \tilde{I}_{0} \sin \tilde{\gamma}_{0} \cos \tilde{\gamma}_{0}} e^{-\tilde{h}} \\
& \frac{\mathrm{~d} \tilde{\Omega}_{0}}{\mathrm{~d} \tilde{h}}=\frac{B \delta \sin \tilde{\alpha}_{0}}{\sin \tilde{I}_{0} \sin \tilde{\gamma}_{0} \cos \tilde{\gamma}_{0}} e^{-\mathrm{h}} \\
& \frac{d \tilde{I_{0}}}{\mathrm{~d} \tilde{h}}=\frac{\mathrm{B} \delta \cos \tilde{\alpha}_{0}}{\sin \tilde{\gamma}_{0} \cos \tilde{\gamma}_{0}} e^{-\tilde{h}}
\end{aligned}
$$

The solution of this system is

$$
\begin{align*}
& \tilde{u}_{0}=\tilde{C}_{1} \tilde{q}_{0}^{2} \exp \left[-\frac{\tilde{\gamma}_{0}}{\lambda}\right] \\
& \tilde{q}_{0}=\lambda B e^{-h}+\tilde{c}_{2} \\
& \sin \tilde{\alpha}_{0} \sin \tilde{I}_{0}=\sin \tilde{C}_{3}  \tag{14-25}\\
& \cos \tilde{\alpha}_{0}=\cos \tilde{c}_{3} \cos \left(\tilde{c}_{4}-\tilde{\Omega}_{0}\right) \\
& \cos \tilde{I}_{0}=\cos \tilde{c}_{3} \cos \left\{\frac{\delta}{\lambda} \log \left[\tan \left(\frac{I}{4}+\frac{\tilde{\gamma}_{0}}{2}\right)\right]+\tilde{C}_{5}\right\}
\end{align*}
$$

where the $\tilde{C}_{n}$ are constants of integration.

## 14-3.3. Asymptiotic Matching and Composite Expansions

The constants of integration $\tilde{c}_{n}$ in the inner expansions will be determined
by matching with the outer expansions. In this problem, matching is accomplished by expanding the inner solutions for large $\tilde{h}$, expressing the results in terms of the outer variables and matching with the outer solutions for small h

The outer solutions, Eqs. (14-21), become for small h

$$
\begin{align*}
& u_{0}=C_{1} \\
& q_{0}=i \frac{C_{1}}{2-C_{1} C_{2}} \\
& \alpha_{0}=\cos ^{-1}\left(\frac{C_{1}-1}{\sqrt{1-C_{1}^{2} C_{2}}}+c_{3}\right.  \tag{14-26}\\
& \Omega_{0}=C_{4} \\
& I_{0}=C_{5}
\end{align*}
$$

On the other hand, the inner solutions, Eqs. (14-25), become for large $\tilde{h}$

$$
\begin{align*}
& \tilde{u}_{0}=\tilde{c}_{1} \tilde{c}_{2}^{2} \exp \left[-\frac{2}{\lambda} \cos ^{-1} \tilde{c}_{2}\right] \\
& \tilde{q}_{0}=\tilde{c}_{2} \\
& \sin \tilde{a}_{0} \sin \tilde{I}_{0}=\sin \tilde{c}_{3}  \tag{14-27}\\
& \cos \tilde{a}_{0}=\cos \tilde{c}_{3} \cos \left(\tilde{c}_{4}-\tilde{\Omega}_{0}\right) \\
& \cos \tilde{I}_{0}=\cos \tilde{c}_{3} \cos \left\{\frac{\delta}{\lambda} \log \left[\tan \left(\frac{\pi}{4}+\frac{1}{2} \cos ^{-1} \tilde{c}_{2}\right)\right]+\tilde{c}_{5}\right\}
\end{align*}
$$

Matching Eqs. (14-27) with Eqs. (14-26) provides the constants $\tilde{c}_{n}$ in terms of the constants $C_{n}$. We have

$$
\begin{align*}
& \tilde{c}_{1}=\left(2-C_{1} C_{2}\right) \exp I \frac{2}{\lambda} \cos ^{-1} \sqrt{\frac{C_{1}}{2-C_{1} C_{2}}} \\
& \tilde{c}_{2}=\sqrt{\frac{c_{1}}{2-C_{1} C_{2}}} \\
& \sin \tilde{C}_{3}=\sin C_{5} \sin \left[\cos ^{-1}\left(\frac{C_{1}-1}{\sqrt{1-C_{1}^{2} C_{2}}}\right)+C_{3}\right]  \tag{14-28}\\
& {\dot{c_{c}}}_{4}=\cos ^{-1}\left\{\cos \left[\cos ^{-1}\left(\frac{C_{1}-1}{\sqrt{1-C_{1}^{2} C_{2}}}\right)+c_{3}\right] / \cos \tilde{c}_{3}\right\}+c_{4} \\
& \tilde{C}_{5}=\cos ^{-1}\left[\cos C_{5} / \cos \tilde{C}_{3}\right]-\frac{\delta}{\lambda} \log \left[\tan \left(\frac{\pi}{4}+\frac{1}{2} \cos ^{-1} \sqrt{\frac{C_{1}}{2-C_{1} C_{2}}}\right)\right]
\end{align*}
$$

Hence, the constants $\tilde{C}_{n}$ are expressed explicitly in terms of the constants $C_{n}$. Substitution into Eqs. (14-25) gives the inner solutions. It is convenient to use the following notation. to write these solutions in a symmetric form. Let

$$
\begin{aligned}
& u_{*}=C_{1} \\
& \cos \gamma_{*}=\sqrt{\frac{C_{1}}{2-C_{1} C_{2}}} \\
& \sin \phi_{*}=\sin C_{5} \sin \left[\cos ^{-1}\left(\frac{C_{1}-1}{\sqrt{1-C_{1}^{2} C_{2}}}\right)+C_{3}\right] \\
& \theta_{*}=\cos ^{-1}\left\{\cos \left[\cos ^{-1}\left(\frac{c_{1}-1}{\sqrt{1-C_{1}^{2} C_{2}}}\right)+C_{3}\right] / \cos \phi_{*}\right\}+C_{4} \\
& I_{*}=C_{5}
\end{aligned}
$$

The constants with subscript * are explicit functions of the constants $C_{n}$. Then the inner solutions are

$$
\begin{align*}
& \left.\frac{\tilde{u}_{0}}{u_{*}}=\frac{\cos ^{2} \tilde{\gamma}_{0}}{\cos ^{2} \gamma_{*}} \exp I \frac{2}{\lambda}\left(\gamma_{*}-\tilde{\gamma}_{0}\right)\right] \\
& \cos \tilde{\gamma}_{0}=\cos \gamma_{*}+\lambda B e^{-h} \\
& \sin \tilde{\alpha}_{0} \sin \tilde{I}_{0}=\sin \phi_{*}  \tag{14-30}\\
& \cos \tilde{\alpha}_{0}=\cos \phi_{*} \cos \left(\theta_{*}-\tilde{\Omega}_{0}\right) \\
& \cos ^{-1}\left(\frac{\cos \tilde{I}_{0}}{\cos \phi_{*}}\right)-\cos ^{-1}\left(\frac{\cos I_{*}}{\cos \phi_{\dot{*}}}\right)=\frac{\delta}{\lambda} \log \left[\tan \left(\frac{\pi}{4}+\frac{\tilde{\gamma}_{0}}{2}\right) / \tan \left(\frac{\pi}{4}+\frac{\gamma_{*}}{2}\right)\right]
\end{align*}
$$

From the Eqs. (14-15) and (14-16) the meaning of the starred constants can be seen. The Eqs. (14-30) show that during the phase of aerodynamic turning, the latitude $\phi$ and the longitude $\theta$ remain constant. The last quation gives the change in the heading $\psi$ during that phase.

The composite expansions, uniformly valid everywhere, can be constructed by the method of additive composition. The additive composition is obtained by taking the sum of the inner and the outer expansions, Eqs. (14-30) and (14-21), and subtracting the part they have in common (the inner limit of the outer expansions or the outer limit of the inner expansions), Eqs. (14-26) and (14-27). Thus, for the variables $u$ and $\gamma$, using subscript $c$ for the composite solution,

$$
\begin{equation*}
\frac{u_{c}}{u_{*}}=-\frac{h}{(1+h)}+\frac{\cos ^{2} \tilde{\gamma}_{0}}{\cos ^{2} \gamma_{*}} \exp \left[\frac{2}{\lambda}\left(\gamma_{*}-\tilde{\gamma}_{0}\right)\right] \tag{14-31}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos \gamma_{c}=\cos \gamma_{*} \sqrt{2 \cos ^{2} \gamma_{*}(1+h)+\left(u_{*}-2 \cos ^{2} \gamma_{*}\right)(1+h)^{2}}+\lambda \operatorname{se} \tag{14-32}
\end{equation*}
$$

For the angular variables $\alpha, \Omega$ and $I$, the composite solutions are $C \cdot S$

$$
\begin{align*}
& \alpha_{c}=\alpha_{0}+\tilde{\alpha}_{0}-c_{3}-\cos ^{-1}\left(\frac{c_{1}-1}{\sqrt{1-C_{1}^{2} C_{2}}}\right) \\
& \Omega_{c}=\Omega_{0}+\tilde{\Omega}_{0}-c_{4}  \tag{14-33}\\
& I_{c}=I_{0}+\tilde{I}_{0}-C_{5}
\end{align*}
$$

Hence, from equation (14-21), $\Omega_{c}=\tilde{\Omega}_{0}$ and $I_{c}=\tilde{I}_{0}$. From the last of the Eqs. (14-30),

$$
\begin{equation*}
\cos I_{c}=\cos \phi_{*} \cos \left\{\cos ^{-1}\left(\frac{\cos I_{*}}{\cos \phi_{*}}\right)+\frac{\delta}{\lambda} \log \left[\tan \left(\frac{\pi}{4}+\frac{\tilde{\gamma}_{0}}{2}\right) / \tan \left(\frac{\pi}{4}+\frac{\gamma_{*}}{2}\right)\right]\right\} \tag{14-34}
\end{equation*}
$$

For the angle $\Omega_{c}=\tilde{\Omega}_{0}$, the second Eq. (14-15) yields

$$
\begin{equation*}
\Omega_{c}=\theta_{*}-\sin ^{-1}\left[\frac{\tan \phi_{k}}{\tan } I_{c}\right] \tag{14-35}
\end{equation*}
$$

where $I_{c}$ is given by Eq. (14-34) .
Finally, the angle $\alpha_{c}$ is given by

$$
\left.\begin{array}{c}
\alpha_{c}=\sin ^{-1}\left[\frac{\sin \phi_{*}}{\sin I_{c}}\right]
\end{array}+\cos ^{-1}\left[\frac{\cos \gamma_{*}}{\sqrt{u_{*}^{2}+\left(1-2 u_{*}\right) \cos ^{2} \gamma_{*}}}\left(\frac{u_{*}}{1+\frac{h}{}}-1\right)\right]\right)
$$

The composite solutions are expressed explicitly in terms of the five constants of integration $u_{*}, \gamma_{*}, \phi_{*}, \theta_{*}$ and $I_{*}$. For computation in terms of the independent variable $h$, the angle $\tilde{\gamma}_{0}$ is first calculated from the second Eq. (14-30) . Subsequently, we obtain $u_{c}, \gamma_{c}$ and $I_{c}$, and finalily $\Omega_{c}$ and $\alpha_{c}$.

### 14.3.4. Solution For the Planar Case

When $\delta=0$; the motion is planar. The trajectory remains in the equatorial plane and the variable $\alpha$ is the same as the longitude $\theta$.

The composite solutions for u and $\gamma$, Eqs. (14-31) and (14-32), remain valid. The composite solutions for $\theta$ can be seen to be

$$
\begin{equation*}
\cos \left(\theta-w_{*}\right)=\frac{\cos \gamma_{*}}{j u_{*}^{2}+\left(1-2 u_{*}\right) \cos ^{2} \gamma_{*}}\left(\frac{u_{*}}{1+h}-1\right) \tag{14-37}
\end{equation*}
$$

where $w_{*}$ is a constant of integration. The three constants of integration $u_{*}, \gamma_{*}$ and $w_{*}$ in Eqs. (14-31), (14-32) and (14-37) for the planar case are evaluated using the initial conditions $u_{i}, \gamma_{i}$ and $\theta_{i}$ at $h_{i}$.

It is obvious that when $C_{L}=0,(\lambda=0)$, then $\delta=0$ and the ballistic entry is planar. In this case, solution (14-31) seems to be inoperative. To show that this solution is valid for all ranges of $\lambda$ we shall obtain the solution for ballistic entry using a limiting process. The second of the Eqs. (14-30) shows that, when $\lambda \rightarrow 0, \gamma_{0}+\gamma_{*}$. Hence we write that equation in the limit

$$
\mathrm{Be}^{-\tilde{\mathrm{h}}}=\frac{\cos \tilde{\gamma}_{0}-\cos \gamma_{*}}{\lambda}=2 \frac{\sin \left(\frac{\dot{\gamma}_{*}-\tilde{\gamma}_{0}}{2}\right) \sin \left(\frac{\gamma_{*}+\tilde{\gamma}_{0}}{2}\right)}{\lambda}=\sin \gamma_{*}\left[\frac{\gamma_{*}-\tilde{\gamma}_{0}}{\lambda}\right]
$$

By substituting in Eq. (14-31), we have the solution for ballistic entry, $\lambda \rightarrow 0$

$$
\begin{equation*}
\frac{u_{c}}{u_{*}}=-\frac{h}{(1+h)}+\exp \left[\frac{2 B e^{-h / \varepsilon}}{\sin \gamma_{*}}\right] \tag{14-38}
\end{equation*}
$$

This solution can also be obtained by reintegrating the inner equations with $\lambda=0$ and then matching with the outer solutions.

## 14-4. APPLICATIONS

For the initial conditions to be satisfied identically, the five constants of integration $C_{n}$, or equivalently the five constants with subscript * , as defined by Eqs. (14-29), are to be evaluated by using the composite solutions. Let the conditions at $h_{i}$ be

$$
\begin{equation*}
u=u_{i}, \quad \dot{\gamma}=\gamma_{i}, \quad \alpha=\alpha_{i}, \quad \Omega=\Omega_{i}, \quad I=I_{i} \tag{14-39}
\end{equation*}
$$

With these conditions in the composite solutions, the constants $u_{*}, \gamma_{*}$, $\phi_{*}, \theta_{*}$ and $I_{*}$ are obtained by solving a set of transcendental equations which can only be done numerically. Another obstacle arises when, as is a common practice, in order to reduce the number of prescribed initial values, one takes the initial $\left(\vec{r}_{i}, \vec{V}_{i}\right)$ plane as the reference $O X Y$ plane with the axis 0 x along $\overrightarrow{\mathrm{r}}_{i}$. In doing so $\alpha_{i}=0$ and $I_{i}=0$. But when $I=0$, the longitude of the ascending node $\Omega$ is not defined, as evidenced by Eq. (14-35). This singularity can always be avoided by rotating the oXY plane through a fixed and arbitrary angle, say $45^{\circ}$, about the $\vec{r}_{i}$, axis. Then the initial conditions at $h_{i}$ are

$$
\begin{equation*}
u=u_{i}, \quad \gamma=\gamma_{i}, \quad \alpha_{i}=0, \quad \Omega_{i}=0, \quad I_{i}=45^{\circ} \tag{14-40}
\end{equation*}
$$

The equivalent conditions for the variables $\theta, \phi$ and $\psi$ are

$$
\begin{equation*}
\theta_{i}=0, \quad \phi_{i}=0, \quad \psi_{i}=45^{\circ} \tag{14-4I}
\end{equation*}
$$

This method of directly matched asymptotic expansions has provided highly accurate and useful solutions to less general atmospheric trajectory equations, Ref. 1. In that work, extensive numerical calculations demonstrated the accuracy compared with exact numerical solutions. The method was also proven valid for some restricted problems in Refs. 2-4. The present development which is based on Ref. 5 has accomplished the wedding of the exact atmospheric trajectory equations, using the powerful modified Chapman variables, with the method of directly matched asymptotic expansions. Numerical experiments using the composite solutions obtained show that the resulting solution is accurate and reliable. Thus, this analytical solution for atmospheric entry trajectories, in many ways completes the search for explicit, analytic, and yet accurate, solutions to this broad class of problems.

Before we close this chapter, one pertinent remark is in order:
In using the method of directly matched asymptotic expansions, the logical choice for the independent variable is the dimensionless altitude $h$. From the composite solutions, it is seen that the ballistic coefficient B , defined by Eq. (14-11), has to be prescribed. Hence, it seems that the solutions apply to a particular vehicle and the generality of Chapman's $Z$ variable is lost. This is true for the previously developed solutions concerning restricted cases (Ref. 1-4). In the present theory, the dimensionless ballistic coefficient $B$, and the dimensionless altitude $h$ are related to the $Z$ function through the explicit relation (14-12). Evaluating that equation at $h_{i}$, yields

$$
\begin{equation*}
z_{i}=B \sqrt{\frac{\left(1+h_{i}\right)}{\varepsilon}} e^{-\frac{h_{i}}{\varepsilon}} \tag{14-42}
\end{equation*}
$$

Equation (14-12) and its initial condition (14-42) provide the lin: between the two theories, the numerical theory in Chapter 13 and the present analytical theory.

It has been explained in Chapter 13 that the selection of the initial value $Z_{i}$ depends implicitly on the ballistic coefficient of the vehicle, since the way that the dimensionless deceleration due to atmospheric force builds up to a sensible value, $f=0.05$, or the altitude where the variable $u$ starts to decrease, are functions of the ballistic coefficient. In the. unified theory, both the altitude and the ballistic coefficient are hidden in the universal variable $Z$.

Now, assume a $Z$ function has been generated for a certain universal entry trajectory, with $u_{i}, \gamma_{i}, \lambda$ prescribed. Then we also have the initial value $z_{i}$. To compare this solution with the solution developed In this chapter we can choose a standard value for $h_{i}$. Then, the
coefficient $B$ can be evaluated by Eq. (14-42) for use in the analytic solution. At each instant, the universal $z$ function is given by Eq. (14-12). In conclusion, we consider the case of ballistic entry. Figure 14-3 plots the deceleration $30 \overline{2} \bar{u}$ for ballistic entry from circular speed $\bar{u}_{i}=1$, into the Earth's atmosphere, at different small flight path angles. The figure is taken from Chapman's report (Ref. 6), and as has been shown in Chapter 13, in this case Chapman's analysis is very accurate.


Fig. 14-3. Ballistic Entries Into the Earth's Atmosphere From Circular Speed

Omitting the subscript $c$ for convenience, we write the composite solutions

$$
\begin{align*}
& z=B_{\gamma} \cdot \overline{\frac{1+h}{\varepsilon}} e^{-\frac{h}{\varepsilon}} \\
& \frac{u}{u_{*}}=-\frac{h}{I+h}+\exp \left[\frac{2 B e^{-\frac{h}{\varepsilon}} \frac{\sin \gamma_{*}}{1+}}{\cos \gamma=\cos \gamma_{*} / \sqrt{2 \cos ^{2} \gamma_{*}(1+h)+\left(u_{*}-2 \cos ^{2} \gamma_{*}\right)(1+h)^{2}}}\right. \tag{14-43}
\end{align*}
$$

We are interested in the maximum of the deceleration $a / g=\sqrt{\beta r} \bar{Z} \bar{u}$. Since $\overline{\mathrm{Z}} \overline{\mathrm{u}}=\mathrm{Zu}$, the equation for maximum deceleration, $\mathrm{d}(\mathrm{Zu}) / \mathrm{dh}=0$, is written explicitly as

$$
\begin{align*}
\frac{1}{(1+h)}\left[\frac{1}{(1+h)}+\frac{h}{2(1+h)}-\frac{h}{\varepsilon}\right]= & {\left[\frac{1}{2(1+h)}-\frac{1}{\varepsilon}-\frac{2 B e^{-\frac{h}{\varepsilon}}}{\varepsilon \sin \gamma_{*}}\right] } \\
& \exp \left[\frac{\left.2 B e^{-\frac{h}{\varepsilon}} \frac{\exp }{\varepsilon \sin \gamma_{*}}\right]}{}\right. \tag{14-44}
\end{align*}
$$

Since $\varepsilon$ is small

$$
\begin{equation*}
-\frac{h}{1+h}+\exp \left(\frac{2 B e^{-\frac{h}{\varepsilon}}}{\sin \gamma_{*}}\right)=-\frac{2 B e^{-\frac{h}{\varepsilon}}}{\sin \gamma_{*}} \exp \left(\frac{2 B e^{-\frac{h}{\varepsilon}}}{\sin \gamma_{*}}\right) \tag{14-45}
\end{equation*}
$$

Using the equation for $u$, we have the simple relation, valid at the stationary point of the deceleration

$$
\frac{u}{u_{x}}=x \exp (-x)
$$

where

$$
\begin{equation*}
x=-\frac{2 B e^{-\frac{h}{\varepsilon}}}{\sin \gamma_{*}} \tag{14-47}
\end{equation*}
$$

For steep entry, the gravity effect can be neglected, and from the solution for $u$, with $x_{i} \simeq 0$

$$
\begin{equation*}
\frac{u}{u_{x}}=\frac{u}{u_{i}}=\exp (-x) \tag{14-48}
\end{equation*}
$$

- Substitution into Eq. (14-46), provides the simple solution $x=1$ and

$$
\begin{equation*}
\frac{u}{u_{i}}=\frac{1}{e}=0.367879 \tag{14-49}
\end{equation*}
$$

In Fig. 14-3, it is seen that, as $-\gamma_{i}$ becomes larger, the value $\bar{u}=u^{I / 2}$ for peak deceleration becomes larger reaching the limit $\bar{u}=e^{-1 / 2} \overline{u_{i}}=0.606531 \overline{u_{i}}$.

The fact that this is the limit can be seen by considering the function $u / u_{*}$ as defined by Eq. (14-46). Its derivative is

$$
\begin{equation*}
\frac{d}{d x}\left(\frac{u}{u_{*}}\right)=(1-x) \exp (-x) \tag{14-50}
\end{equation*}
$$

Hence the function reaches its maximum at $x=1$ as seen in Fig. 14-4.
For shallow ballistic entry, we rewrite the Eq. (14-45)

$$
\begin{equation*}
(1-x) \exp (-x)=\frac{h}{1+h} \tag{14-51}
\end{equation*}
$$

valid at the point of maximum deceleration.
From this equation we see that $x<1$, and since $h$ is small, $x$ remains near unity. Using the definition of $z$ in Eq. (14-47) we can write

$$
\begin{equation*}
x=-\frac{2 Z}{\sqrt{B r} \sin \gamma_{*}} \tag{14-52}
\end{equation*}
$$

Now, in the general formulation in Chapter 13, from Eq. (13-76), with $\lambda=0$, we have the condition at the point where maximum deceleration occurs

$$
\begin{equation*}
I=-\frac{2 Z}{\sqrt{B r} \sin \gamma} \tag{14-53}
\end{equation*}
$$



Fig. 14-4. $u / u_{*}$ As a Function of $x$ For Maximum Deceleration During Ballistic Entry

From this equation, for maximum deceleration,

$$
\begin{equation*}
x=\frac{\sin \gamma}{\sin \gamma_{*}} \tag{14-54}
\end{equation*}
$$

.
which should be compared with Eq. (14-52). This relation sheds Ifght on the meaning of the constant $\gamma_{*}$. It is not the initial flight path angle, but it is the angle near which the maximum deceleration occurs, and is in general larger than $\gamma_{i}$.

The constants of integration $u_{*}$ and $\gamma_{*}$ are calculated by applying the initial conditions to the solution (14-43) at $h=h_{i}$. Since the selection of $h_{i}$ is rather arbitrary the initial conditions may not provide a solution for $u_{*}$ and $\gamma_{*}$. For example we consider the case where $\gamma_{i}=0$. Then

$$
\begin{equation*}
\cos ^{2} \gamma_{*}=\frac{u_{*}\left(1+h_{i}\right)^{2}}{u_{*}+2 h_{i}\left(1+h_{i}\right)} \tag{14-55}
\end{equation*}
$$

For $\gamma_{*}$ to be real

$$
\begin{equation*}
u_{*}<\frac{2\left(1+h_{i}\right)}{2+h_{i}} \simeq I+\frac{h_{i}}{2} \tag{14-56}
\end{equation*}
$$

Since

$$
\frac{u_{i}}{u_{*}}=1-\frac{h_{i}}{1+h_{i}}=\frac{1}{1+h_{i}}
$$

we have the condition

$$
\begin{equation*}
u_{i}<I-\frac{h_{i}}{2} \tag{14-57}
\end{equation*}
$$

For grazing entry with deceleration building up, that is, one-pass ballistic Eqtry, the entry speed must be subcircular.

Strictly speaking, for $\gamma_{i}=0, u_{i}=1, Z_{i} \simeq 0$ the entry process is by orbital decay. This topic will be discussed in detail in Chapter 15. For the last phase of entry we can integrate directly the Eqs. (14-1), with $\gamma \simeq 0 ; \lambda=0$

$$
\begin{align*}
& \frac{d Z}{d s}=-\beta r Z \gamma \\
& \frac{d u}{d s}=-2 \sqrt{\beta r} Z u  \tag{14-58}\\
& \frac{d y}{d q}=\frac{u-1}{u}
\end{align*}
$$

Changing the independent variable to $u$

$$
\begin{align*}
& \frac{d Z}{d u}=\frac{\sqrt{\beta r} \gamma}{2 u}  \tag{14-59}\\
& \frac{d \gamma}{d u}=\frac{1-u}{2 \sqrt{B r} Z u^{2}}
\end{align*}
$$

Using a monotonically increasing variable $\mu$ by the transformation

$$
\begin{equation*}
u=e^{-2 \mu} \tag{14-60}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& \frac{d Z}{d \mu}=-\sqrt{B r} \gamma \\
& \frac{d \gamma}{d \mu}=\frac{1-e^{2 \mu}}{\sqrt{B r} z} \tag{14-61}
\end{align*}
$$

By eliminating $\gamma$

$$
\begin{equation*}
\frac{d^{2} z}{d \mu^{2}}=\frac{e^{2 \mu}-1}{z} \tag{14-62}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
Z(0)=0, Z^{\prime}(0)=0 \tag{14-63}
\end{equation*}
$$

This is precisely Yaroshevskii's formulation as discussed in Chapter 10. It has been found that, in this case, the peak deceleration occurs at

$$
\begin{equation*}
\mu=0.835, \quad u^{1 / 2}=\bar{u}=0.434 \tag{14-64}
\end{equation*}
$$

which is consistent with Chapman's numerical calculation in Fig. 14-3.
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## SATELLITE ORBITS IN A PLANETARY ATMOSPHERE

## 15-1. INTRODUCTION

In Chapters 10-13, we have considered, among other types of trajectories, the special case of the trajectory of a vehicle subject to pure aerodynamic drag. If the periapsis altitude of the initial orbit is high enough, the vehicle will make several passes through the atmosphere before completing its entry.

On the other hand, for very high periapsis altitude the vehicle will stay aloft for several days, weeks or even years before the effect of aerodynamic drag has reduced the lowest altitude far enough into the sensible atmosphere to effectively initiate the entry trajectory. During this time the trajectory of the vehicle is essentially a Keplerian orbit subject to a small perturbing effect due to the resistance of a tenuous atmosphere. The analysis of such a trajectory is the subject of the present chapter.

In the early days, development of the theory of flight near orbital speed inside an atmosphere was conducted in two separated aspects. On the one hand, researchers analyzed the small perturbations of satellite orbits at very high altitude. The mathematical tools are perturbation theories in celestial mechanics based on Lagrange's equations for the variations of orbital elements. The space vehicle, usually referred to as a satellite, is not intended for recovery. The main subjects of concern are first, its life expectancy, and second, the slow variations of its orbital elements. The variablés of interest are primarily the major axis and the eccentricity of the osculating orbit. On the other hand, engineers and scientists who were concerned with the safe recovery of an entry vehicle concentrated thelr effort on the study of the deceleration and heating
during entry. The elements of prime consideration are the position and the velocity of the vehicle, both varying rapidly. The nice behavior of the nearKeplerian orbit is no longer available, and strong physical assumptions were made to such an extent that, although describing the same phenomenon, namely flight of an object inside a planetary atmosphere, the equations became totally different. The gap got wider as the two theories became more and more sophis- , ticated. Now the two groups, one consisting mostly of mathematicians, and one consisting mostly of physicists, seldom reference the other group's work.

With the objective of providing a unified theory for flight inside a planetary atmosphere, we have formulated a set of universal, exact equations in Chapter 13. These equations have been successfully applied to the study of planetary entry of a space vehicle (Refs. 1-2), and to optimization of such an entry (Refs. 3-4). In this chapter we shall present the necessary transformation such that the equations can be used for analyzing the slow variations of the orbital elements while the vehicle is still in the near vacuum. This successful wedding is necessary since future space vehicles are designed to stay for an extended period in orbit as satellites, and also to be recovered safely after a fiery entry which is followed by a glide, an approach, and a landing on an airfield.

15-2. FORCES ON A SATELLITE IN ORBIT
The satellite and the planet are assumed in two-body relative motion. For a spherical planet, the gravitational force is an inverse square force of attraction with acceleration

$$
\begin{equation*}
g(r)=\frac{\mu}{r^{2}} \tag{15-1}
\end{equation*}
$$

where $r$ is the distance from the satellite to the center of the planet and $\mu$ the planet gravitational constant.-

The atmospheric force is in the form of drag acting in a direction opposite to the velocity $\overrightarrow{\mathrm{V}}_{\mathrm{A}}$ of the satellite relative to the ambient atmosphere

$$
\begin{equation*}
D_{A}=\frac{I}{2} \rho S C_{D} \dot{\nabla}_{A}^{2} \tag{15-2}
\end{equation*}
$$

We shall use a strictly exponential law for the density of the atmosphere

$$
\begin{equation*}
\rho=\rho_{p_{0}} e^{\beta\left(r p_{0}-r\right)} \tag{15-3}
\end{equation*}
$$

where $\beta$ is now considered as a constant

$$
\begin{equation*}
\beta=\frac{1}{H} \tag{15-4}
\end{equation*}
$$

The quantity $H$ which has the dimension of a length, is the scale height, and subscript $p_{0}$ denotes the initial periapsis condition.

The equations of motion are written with respect to an inertial frame with origin at the center of the planet. Let $\vec{V}$ be the absolute velocity of the satellite

$$
\begin{equation*}
\overrightarrow{\mathrm{v}}=\overrightarrow{\mathrm{v}}_{\mathrm{A}}+\overrightarrow{\mathrm{V}}_{\mathrm{e}} \tag{15-5}
\end{equation*}
$$

where $\vec{V}_{e}$ is the velocity of the ambient air relative to the inertial frame (Fig. 15-1). We shall assume that the atmosphere has a uniform rotation of angular velocity $\overrightarrow{\mathrm{w}}$ about the South-North axis taken as the Z inertial axis. Then

$$
\begin{equation*}
\mathrm{V}_{\mathrm{e}}=\mathrm{rw} \cos \phi \tag{15-6}
\end{equation*}
$$

where $\phi$ is the latitude of the point $M$ representing the satellite. Let $\psi^{\prime}$ be the angle between $\overrightarrow{\mathrm{V}}_{\mathrm{e}}$ and $\overrightarrow{\mathrm{V}}$. Then by squaring Eq. (15-5)

$$
\begin{equation*}
V_{A}^{2}=V^{2}+v_{e}^{2}-2 V v_{e} \cos \psi^{\prime} \tag{15-7}
\end{equation*}
$$

The vector $\overrightarrow{\mathrm{V}}_{\mathrm{e}}$ is in the local horizontal plane. Also, near the periapsis where the aerodynamic drag is most effective, the satellite travels nearly


Fig. 15-1. Notation
horizontally, that is the angle $\gamma$ between the velocity $\vec{V}$ and the horizontal plane is small. Hence, following King-Hele (Ref. 5), we can evaluate approximately the relative speed $V_{A}$ in terms of the absolute speed $V$ as follows. First, the angle $\psi^{\text {- }}$ between $\overrightarrow{\mathrm{V}}_{\mathrm{e}}$ and $\overrightarrow{\mathrm{V}}$ is seen as nearly equal to the angle $\psi$ between $\overrightarrow{\mathrm{V}}_{\mathrm{e}}$ and the projection $\overrightarrow{\mathrm{V}}_{\mathrm{H}}$ of $\overrightarrow{\mathrm{V}}$ on the local horizontal plane. This angle $\psi$, called the heading, is related to the latitude $\phi$. and the inclination $i$ of the osculating orbital plane by the well-known relation

$$
\begin{equation*}
\cos \psi \cos \phi=\cos i \tag{15-8}
\end{equation*}
$$

Therefore, we have approximately

$$
\begin{equation*}
V_{e} \cos \psi^{\prime} \simeq V_{e} \cos \psi=r w \cos \phi \cos \psi=r w \cos i \tag{15-9}
\end{equation*}
$$

Upon substituting Eqs. (15-6) and (15-9) into Eq. (15-7), we have

$$
\begin{equation*}
V_{A}^{2}=V^{2}\left(1-\frac{r w}{V} \cos i\right)^{2}+r^{2} w^{2}\left(\cos ^{2} \phi-\cos ^{2} i\right) \tag{15-10}
\end{equation*}
$$

The rotation of the atmosphere is generally slow so that the term $w^{2}$ can be neglected. In the small term $\mathrm{IW} / \mathrm{V}$, it is appropriate to use an average value. King-Hele suggested using the value $\mathrm{r}_{\mathrm{p}_{0}} / \mathrm{V}_{\mathrm{p}_{0}}$ at the periapsis to replace $r / V$. Finally, the inclination $i$, which usually varies by less than $0.3^{\circ}$ during a satellite's life, may be taken equal to its initial value $i_{0}$. - Then, we have King-Hele's expression

$$
\begin{equation*}
\mathrm{V}_{\mathrm{A}}^{2}=\mathrm{f} \mathrm{~V}^{2} \tag{15-11}
\end{equation*}
$$

where the average constant value f is

$$
\begin{equation*}
f=\left(1-\frac{r_{P_{0}}{ }^{W}}{V_{p_{0}}} \cos i_{0}\right)^{2} \tag{15-12}
\end{equation*}
$$

Thus, in terms of the absolute speed, the drag force is

$$
\begin{equation*}
D_{A}=\frac{1}{2} \rho S f C_{D} v^{2} \tag{15-13}
\end{equation*}
$$

acting opposite to the direction of the velocity $\vec{\nabla}_{A}$ of the satellite relative to the ambient atmosphere.

15-3. THE EQUATIONS OF MOTION
The set of dimensionless universal equations for the motion of a vehicle inside a planetary atmosphere has been derived in Chapter 13. For a locally exponential atmosphere, we have the equations with the notation in Fig. 15-1

$$
\begin{align*}
& \frac{d Z}{d s}=-\beta r\left(1-\frac{I}{2 \beta r}+\frac{I}{2 \beta^{2}} \frac{d B}{d r}\right) Z \tan \gamma \\
& \frac{d u}{d s}=-\frac{2 \sqrt{\beta r} Z u}{\cos \gamma}\left(1+\frac{C_{L}}{C_{D}} \cos \sigma \tan \gamma+\frac{\sin \gamma}{2 \sqrt{\beta r} Z}\right) \\
& \frac{d \gamma}{d s}=\frac{\sqrt{\beta r} Z}{\cos \gamma}\left[\frac{C^{L}}{C_{D}} \cos \sigma+\frac{\cos \gamma}{\sqrt{\beta r} Z}\left(I-\frac{\cos ^{2} \gamma}{u}\right)\right]  \tag{15-14}\\
& \frac{d \theta}{d s}=\frac{\cos \psi}{\cos \phi} \\
& \frac{d \phi}{d s}=\sin \psi \\
& \frac{d \psi}{d s}=\frac{\sqrt{B r} Z}{\cos ^{2} \gamma}\left(\frac{C^{2}}{C_{D}} \sin \sigma-\frac{\cos ^{2} \gamma \cos \psi \tan \phi}{\sqrt{\beta r} Z}\right)
\end{align*}
$$

The variables $u$ and $Z$ are the modified Chapman's variables

$$
\begin{equation*}
u \equiv \frac{\mathrm{~V}^{2} \cos ^{2} \gamma}{\mathrm{gr}}, \quad z \equiv \frac{\rho S C_{D}}{2 \mathrm{~m}} \sqrt{\frac{r}{\beta}} \tag{15-15}
\end{equation*}
$$

The independent variable $s$ is the dimensionless arc length from the initial time

$$
\begin{equation*}
s \equiv \int_{0}^{t} \frac{V}{r} \cos \gamma d t \tag{15-16}
\end{equation*}
$$

The variable $\theta$ is the longitude, and the angle $\sigma$, the "bank angle," is the angle between the vertical plane passing through the velocity, the $(\vec{r}, \overrightarrow{\mathrm{~V}}$ ) plane, and the plane containing the aerodynamic force and the velocity, the ( $\vec{V}_{A}$, $\vec{V}$ ) plane. As has been mentioned above, the aerodynamic force is in the direction opposite to the velocity $\overrightarrow{\mathrm{V}}_{\mathrm{A}}$, the relative velocity of the satellite with respect to the ambient air. Finally, $C_{J}$ and $C_{D}$ denote the coefficients of the aerodynamic forces resolved in the direction perpendicular and parallel to the absolute velocity $\overrightarrow{\mathrm{V}}$.

The equations (15-14) are convenient for analyzing the entry portion of the trajectory. For satellite orbits, it is more advantageous to use the orbital elements. First, we use the relations

$$
\begin{align*}
\cos \phi \cos \psi & =\cos i \\
\cos \phi \sin \psi & =\sin i \cos \alpha  \tag{15-17}\\
\cos \alpha \quad & =\cos \phi \cos (\theta-\Omega)
\end{align*}
$$

to transform the last three equations (15-14) into

$$
\begin{align*}
& \frac{d \alpha}{d s}=1-\frac{\sqrt{B r} Z \sin \alpha}{\tan i \cdot \cos ^{2} \gamma}\left(\frac{C_{L}}{C_{D}}\right) \sin \sigma \\
& \frac{d \Omega}{d s}=\frac{\sqrt{B r} Z \sin \alpha}{\sin i \cos ^{2} \gamma}\left(\frac{C_{L}}{C_{D}}\right) \sin \sigma  \tag{15-18}\\
& \frac{d i}{d s}=\frac{\sqrt{B r} Z \cos \alpha}{\cos ^{2} \gamma}\left(\frac{C^{L}}{C_{D}}\right) \sin \sigma
\end{align*}
$$

From Fig. 15-1, we notice that $i$ is the inclination and $\Omega$ the longitude of the ascending node of the osculating plane. The angle $\alpha$ is the angle between the ascending node and the position vector. The equations (15-17) are the usual relations in spherical trigonometry.

For satellite motion, we have a simplification and at the same time, a complication. The simplification is that there is no lift force. The complication is that the drag force is modified by the factor $f$ as explained in section 15-2, and it is directed opposite to the velocity $\overrightarrow{\mathrm{V}}_{A}$ and not to the absolute velocity $\overrightarrow{\mathrm{V}}$.

Figure 15-2 is the aerodynamic force diagram used in Chapter 2 in deriving. the general equations of motion, to which we have added the velocity $\overrightarrow{\mathrm{V}}_{A}$ with respect to the ambient air and the drag force $\vec{D}_{A}$ opposite in direction to $\vec{V}_{A}$. In the present situation, we remove the lift force $\overrightarrow{\mathrm{L}}$ and replace the vector drag $\vec{D}$ by the force $\vec{D}_{A}$. This force $\vec{D}_{A}$ can be decomposed into one component in the orbital plane and one component normal to the orbital plane. Since $\vec{V}_{e}$ is small, $\vec{V}_{A}$ is nearly aligned to $\vec{V}$ and the component of $\vec{D}_{A}$ in the orbital plane can be considered as directly opposite to $\vec{V}$, with magnitude $D_{A}$ as given by Eq. (15-13). Rigorously, the component of $\overrightarrow{\mathrm{D}}_{\mathrm{A}}$ in orbital plane has a component along the $y_{I}$ axis and a component along the $x_{1}$ axis (Fig. 15-2) with the component along the $y_{1}$ axis nearly equal to $D_{A}$ and the lift component along the $\mathrm{x}_{1}$ axis negligible for all practical purposes. To obtain the component $\vec{D}_{N}$ of $\vec{D}_{A}$ orthogonal to the orbital plane we find the projection of

$$
\begin{equation*}
\vec{D}_{A}=-\frac{1}{2} \rho S f C_{D} \nabla^{2} \frac{\vec{V}_{A}}{\mathrm{~V}_{A}} \tag{15-19}
\end{equation*}
$$

By the vector relation (15-5), since $\vec{V}$ is in the orbital plane and since $\vec{V}_{A}$ makes an angle $\psi$ with the orbital plane, the projection of $\vec{V}_{A}$ on the normal to the orbital plane is the same as the projection of $\overrightarrow{\mathrm{V}}_{\mathrm{e}}$ which has magnitude

$$
\begin{equation*}
\mathrm{V}_{\mathrm{e}} \sin \psi=r \mathrm{w} \cos \phi \sin \psi=\mathrm{rw} \sin i \cos \alpha \tag{15-20}
\end{equation*}
$$

Hence, the vector $\overrightarrow{\mathrm{D}}_{\mathrm{N}}$ has magnitude

$$
\begin{align*}
& D_{\mathrm{N}}=\frac{1}{2} \rho S f C_{D} \mathrm{rw} \sin i \cos \alpha \frac{\mathrm{~V}^{2}}{\mathrm{~V}_{\mathrm{A}}}  \tag{15-21}\\
& D_{\mathrm{N}}=\frac{1}{2} \rho^{S f^{1 / 2}} C_{\mathrm{D}} V r w \sin i \cos \alpha \tag{15-22}
\end{align*}
$$



Fig. 15~2. Aerodynamic Forces
and its direction is opposite to the vector $\overrightarrow{\mathrm{L} \sin \mathrm{\sigma}}$ in Fig. 15-2. The end result of the analysis is that, in the Eqs. (15-14) and (15-18) we replace $C_{D}$ by the modified drag coefficient $\mathrm{fC}_{\mathrm{D}}$, we delete the component $\mathrm{C}_{\mathrm{L}} \cos \sigma$ and replace the component $C_{L} \sin \sigma$ by

$$
\begin{equation*}
C_{L} \sin \sigma=-E^{-\frac{1}{2}} C_{D}\left(\frac{r W}{V}\right) \sin i \cos \alpha \tag{15-23}
\end{equation*}
$$

Finally, the variable $Z$, called the modified Chapman $Z$ function, is most effective in analyzing the entry phase of the vehicle. While the vehicle is still a satellite in orbit we use it in the form

$$
\begin{equation*}
\sqrt{\beta r} Z=Z_{0}\left(\frac{r}{r_{p_{0}}}\right) e^{\beta\left(r p_{0}-r\right)} \tag{15-24}
\end{equation*}
$$

where the dimensionless constant $\mathrm{Z}_{0}$ is

$$
\begin{equation*}
\mathrm{Z}_{0}=\frac{\rho_{\mathrm{p}_{0}} \mathrm{SfC}_{\mathrm{D}} \mathrm{x}_{\mathrm{p}_{0}}}{2 \mathrm{~m}} \tag{15-25}
\end{equation*}
$$

We can now rewrite the Eqs. (15-14) and (15-18), introducing the equation for $r / r_{p_{0}}$ to replace the equation for $Z$

$$
\begin{align*}
& \frac{d}{d s}\left(\frac{r}{r_{p_{0}}}\right)=\left(\frac{r}{r_{p_{0}}}\right) \tan \gamma \\
& \frac{d u}{d s}=-u \tan \gamma-\frac{2 Z_{0}^{u}}{\cos \gamma}\left(\frac{r}{r_{p_{0}}}\right) e^{\beta\left(r_{p_{0}}-r\right)} \\
& \frac{d \gamma}{d s}=1-\frac{\cos ^{2} \gamma}{u} \\
& \frac{d \alpha}{d s}=I+\frac{r p_{0}}{\sqrt{\mu f / r} Z_{p_{0}}}\left(\frac{r}{r_{p_{0}}}\right)^{\frac{5}{2}} \frac{\cos \frac{i}{} \sin \alpha \cos \alpha}{u^{I / 2} \cos \gamma} e^{\beta\left(r p_{0}-r\right)} \tag{15-26}
\end{align*}
$$

$$
\begin{align*}
& \frac{d \Omega}{d s}=-\frac{r_{p_{0}}{ }^{w Z} 0}{\sqrt{\mu f / r} p_{0}}\left(\frac{r}{r_{p_{0}}}\right)^{\frac{5}{2}} \frac{\sin \alpha \cos \alpha}{u^{I / 2} \cos \gamma} e^{\beta\left(r p_{0}-r\right)}  \tag{15-26,continued}\\
& \frac{d i}{d s}=-\frac{r_{p_{0}}{ }^{w Z}}{\sqrt{\mu \dot{f} / x_{p_{0}}}}\left(\frac{r}{r_{p_{0}}}\right)^{\frac{5}{2}} \frac{\sin i \cos ^{2} \alpha}{u^{1 / 2} \cos \gamma} e^{\beta\left(r_{p_{0}}-r\right)}
\end{align*}
$$

15-4. THE PERTURBATION EQUATIONS
The Eqs. (15-26) are the bridge between satellite theory and entry theory. As a matter of fact, they can be used to follow the motion of a vehicle subject to gravitational force and drag force of a uniformly rotating atmosphere and planet for its entire life in orbit until its entry and contact with the planetary surface. The accuracy depends on the readjustment, for each layer of the atmosphere, of the constant value $\beta$.

The variables $\alpha, \Omega$ and $i$ which are orbital elements are related to the entry elements $\theta, \phi$ and $\psi$ through the relations (15-17). On the other hand, the variables $r$, $u$ and $\gamma$, which are the entry variables, can be transformed into the orbital elements through explicit relations.

Consider the osculating orbit, which is the orbit the vehicle would follow if at any time the drag force suddenly vanished. Putting $z_{0}=0$ in Eqs. (15-26), we have

$$
\begin{align*}
\frac{d}{d s}\left(\frac{r}{r_{0}}\right) & =\frac{r}{r_{p_{0}}} \tan \gamma \\
\frac{d u}{d s} & =-u \tan \gamma \\
\frac{d \gamma}{d s} & =1-\frac{\cos ^{2} \gamma}{u}  \tag{15-27}\\
\frac{d \alpha}{d s} & =1 \\
\frac{d \Omega}{d s} & =0 \\
\frac{d i}{d s} & =0
\end{align*}
$$

The integration is simple and we have the general solution

$$
\begin{align*}
\cos ^{2} \gamma & =\frac{u^{2}}{2 u-c_{1}} \\
r & =\frac{c_{2}}{u} \\
u & =1+\sqrt{1-c_{1}} \cos \left(s-c_{3}\right)  \tag{15-28}\\
s & =\alpha+c_{4} \\
\Omega & =c_{5} \\
i & =c_{6}
\end{align*}
$$

where the $c_{i}$ are constants of integration. We see that $s$ is equivalent to $\alpha$ and actually we only have 5 constants of integration. The last constant of integration is obtained by integrating the time equation, Eq. (15-16).

In the first three equations (15-28), we evaluate the constants of integration by taking the origin of time at the time of passage through the periapsis.

$$
\begin{align*}
\cos ^{2} \gamma & =\frac{u^{2}}{2 u-\left(1-e^{2}\right)} \\
u & =1+e \cos (\alpha-\omega)  \tag{15-29}\\
r & =\frac{a\left(1-e^{2}\right)}{1+e \cos (\alpha-\omega)}
\end{align*}
$$

These three equations provide the link between the entry variables $r$, $u$ and $\gamma$ and the semi-major axis $a$, the eccentricity $e$ and the argument of periapsis, $\omega$, which are the orbital elements used in the theory of orbits.

During the phase in orbit, $Z_{0}$ is small and the orbital elements vary slowly. By taking the derivatives of Eqs. (15-29), considering a , e and $\omega$ as varying quantities and using the Eqs. (15-26) for the derivatives of $r$,
$u$ and $\gamma$, we have the perturbation equations for $a, e$ and $\omega$.
First, for the eccentricity $e$ we have

$$
\begin{equation*}
\frac{d e}{d s}=\frac{2 Z_{0} u^{2}}{e \cos ^{3} \gamma}\left(\frac{\cos ^{2} \gamma}{u}-1\right)\left(\frac{r}{r_{p_{0}}}\right) e^{\beta\left(r_{p_{0}}-r\right)} \tag{15-30}
\end{equation*}
$$

We present the equation in this form to show an interesting behavior of the eccentricity of the osculating orbit. It is a general belief that the eccentricity decreases continuously under the action of atmospheric drag. But this is the secular effect. During each revolution, the flight path angle passes through a maximum and a minimum as seen by the third of the Eqs. (15-26), and by Eq. (15-30) it is seen that, at the same time, the eccentricity passes through a minimum and a maximum respectively.

Next, we shall use the more familiar eccentric anomaly $E$ to replace $s$ as the independent variable in the perturbation equations. The following relations are obtained.

$$
\begin{align*}
\frac{r}{a} & =\frac{\left(1-e^{2}\right)}{1+e \cos (\alpha-\omega)}=1-e \cos E \\
u & =\frac{\left(1-e^{2}\right)}{1-e \cos E}  \tag{15-31}\\
\cos ^{2} \gamma & =\frac{\left(1-e^{2}\right)}{(1-e \cos E)(1+e \cos E)}
\end{align*}
$$

Also, it is seen that between $s$ and $E$ we have the differential relation

$$
\begin{equation*}
\frac{d s}{d E}=\frac{\sqrt{1-e^{2}}}{1-e \cos E} \tag{15-32}
\end{equation*}
$$

Hence, the equation for $e$ has the form

$$
\begin{equation*}
\frac{d e}{d E}=-2 Z_{0}\left(1-e^{2}\right)\left(\frac{a}{r_{p_{0}}}\right) \cos E\left(\frac{1+e \cos E}{1-e \cos E}\right)^{\frac{1}{2}} e^{\beta\left(r_{p_{0}}-r\right)} \tag{15-33}
\end{equation*}
$$

Similarly, the variation of the semi-major axis is governed by

$$
\begin{equation*}
\frac{d a}{d E}=-2 Z_{0} \frac{a^{2}}{r_{p_{0}}} \frac{(1+e \cos E)^{3 / 2}}{(1-e \cos E)^{1 / 2}} e^{\beta\left(r p_{0}-r\right)} \tag{15-34}
\end{equation*}
$$

Under the same transformation, the last three equations of the Eqs. (15-26)
become

$$
\begin{aligned}
& \frac{d \alpha}{d E}-\frac{d \omega}{d E}=\frac{\sqrt{1-e^{2}}}{1-e \cos E}\left[I+\frac{2 Z_{0}}{e}\left(\frac{a}{r_{p_{0}}}\right) \sin E(1-e \cos E)^{\frac{1}{2}}(I+e \cos E)^{\frac{1}{2}} e^{\beta\left(r p_{0}-r\right)}\right] \\
& \frac{d \Omega}{d E}=-\frac{r_{p_{0}}{ }^{w Z}}{\sqrt{\mu f / r} r_{p_{0}}} \sqrt{1-e^{2}}\left(\frac{a}{r_{p_{0}}}\right)^{5 / 2}(I-e \cos E)^{\frac{5}{2}}(I+e \cos E)^{\frac{1}{2}} \sin \alpha \cos \alpha e^{\beta\left(r_{p_{0}}{ }^{-1}\right.} \\
& \frac{d i}{d E}=-\frac{r_{p_{0}}{ }^{W Z}{ }_{0}}{\sqrt{\mu f / r} p_{0}} \sqrt{1-e^{2}}\left(\frac{a}{r_{p_{0}}}\right)^{\frac{5}{2}}(I-e \cos E)^{\frac{5}{2}} \cdot(1+e \cos E)^{\frac{1}{2}} \sin i \cos ^{2} \alpha e^{\beta\left(r p_{0}-r\right)}
\end{aligned}
$$

15-5. ORBIT DECAY
The equations (15-33) - (15-35) give the slow variation of the five orbital elements $a, e, \omega, \Omega$ and $i$. In the present chapter, we are concerned with the variation of the semi-major axis $a$ and the eccentricity $e$ of the osculating orbit. As seen from Eqs. (15-33) and (15-34), under the dissipative effect of the drag, the major axis decreases continuously while the eccentricity, although having an oscillatory behavior, also decreases secularly with the time. We say that the orbit undergoes a contraction and as e decreases, tends to circularize itself. We shall use the method of averaging for the integration of the equations.

## 15-5.1. The Averaged Equation

First, we have for the radial distance

$$
\begin{align*}
r & =a(1-e \cos E)  \tag{15-36}\\
r_{P_{0}} & =a_{0}\left(1-e_{0}\right)
\end{align*}
$$

We write the exponential function in the Equations

$$
\begin{equation*}
\exp \left[\beta\left(r_{p_{0}}-r\right)\right]=\exp \left[\beta\left(a_{0}-a-a_{0} e_{0}\right)+\beta a e \cos E\right] \tag{15-37}
\end{equation*}
$$

Along each revolution, a is nearly constant while the varying quantity Bae cos $E$ provides the fluctuation in the air density. This leads to a natural choice of the variable

$$
\begin{equation*}
x \equiv \beta a e \tag{15-38}
\end{equation*}
$$

to replace the eccentricity e, (Ref. 5).
By taking the derivative of Eq. (15-38) using the Eqs. (15-33) and (15-34) we have the equation for x

$$
\begin{equation*}
\frac{d x}{d E}=-\frac{2 Z_{0} \beta a^{2}}{r_{p_{0}}}(e+\cos E)\left(\frac{I+e \cos E}{1-e \cos E}\right)^{\frac{1}{2}} e^{\beta\left(r_{p}-r\right)} \tag{15-39}
\end{equation*}
$$

The new dimensionless variable $x$ behaves like the eccentricity $e$; that is, during each revolution $x$ passes through stationary values when $\cos E=-e$. But, on the average, $x$ decreases with the time. Since the decaying process is slow we can use an averaging technique (Ref. 6) applied to the right hand sides of Eqs. (15-34) and (15-39) for $a$ and $x$.

For the equation for $a$, we have the averaged equation

$$
\begin{equation*}
\frac{d a}{d E}=-2 Z_{0} \frac{a^{2}}{r_{p_{0}}} \exp \left[B\left(a_{0}-a-a_{0} e_{0}\right)\right] \frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{(1+e \cos E)^{3 / 2}}{(1-e \cos E)^{1 / 2}} \exp (x \cos E) d E \tag{15-40}
\end{equation*}
$$

For small eccentricity, the integrand can be expanded in power series in e . Upon integrating, we have

$$
\begin{align*}
\frac{d a}{d E}= & -2 Z_{0} \frac{a^{2}}{r_{p_{0}}} \exp \left[\beta\left(a_{0}-a-a_{0} e_{0}\right)\right]\left[I_{0}+2 e I_{1}\right.  \tag{15-41}\\
& \left.+\frac{3}{4} e^{2}\left(I_{0}+I_{2}\right)+\frac{1}{4} e^{3}\left(3 I_{1}+I_{3}\right)+0\left(e^{4}\right)\right]
\end{align*}
$$

where $I_{n}(x)$ is the Bessel function of the first kind and of imaginary argument, of order $n$

$$
\begin{equation*}
I_{n}(x)=\frac{I}{2 \pi} \int_{0}^{2 \pi} \cos n E \exp (x \cos E) d E \tag{15-42}
\end{equation*}
$$

Similarly, the averaged equation for x is

$$
\begin{align*}
\frac{d x}{d E}= & -2 Z_{0} \frac{\beta a^{2}}{r_{p_{0}}} \exp \left[\beta\left(a_{0}-a-a_{0} e_{0}\right)\right]\left[I_{1}+\frac{1}{2} e\left(3 I_{0}+I_{2}\right)\right.  \tag{15-43}\\
& \left.+\frac{1}{8} e^{2}\left(11 I_{1}+I_{3}\right)+\frac{1}{16} e^{3}\left(7 I_{0}+8 I_{2}+I_{4}\right)+0\left(e^{4}\right)\right]
\end{align*}
$$

The Eqs. (15-41) and (15-43) were given by Cook, King-Hele and Walker. As shown in Ref. 5, they truncated the equations to the order $e^{4}$, formed the equation $\mathrm{da} / \mathrm{dx}$ and integrated. it separately for the cases where x is very large and $x$ very small. We shall integrate the equation without making that asymptotic simplification, thus obtaining the solution uniformly valid for any x -

First, by dividing Eq. (15-41) by Eq. (15-43) and expanding the ratio in power series in $e$, we have

$$
\begin{align*}
\beta \frac{d a}{d x}= & y_{0}+\frac{1}{2} e\left(4-3 y_{0}^{2}-y_{0} y_{2}\right)+\frac{1}{8} e^{2}\left[2 y_{0}\left(3 y_{0}+y_{2}\right)^{2}-29 y_{0}\right. \\
& \left.-2 y_{2}-y_{0} y_{3}\right]+\frac{1}{16} e^{3}\left[-32+113 y_{0}^{2}+38 y_{0} y_{2}-y_{0} y_{4}\right. \\
& \left.+2 y_{2}^{2}+6 y_{0}^{2} y_{3}+2 y_{0} y_{2} y_{3}-2 y_{0}\left(3 y_{0}+y_{2}\right)^{3}\right]+0\left(e^{4}\right) \tag{15-44}
\end{align*}
$$

where we have defined the ratios of the Bessel functions

$$
\begin{equation*}
\mathrm{y}_{\mathrm{n}} \equiv \frac{\mathrm{I}_{\mathrm{n}}}{\mathrm{I}_{1}}, \quad \mathrm{n} \neq 1 \tag{15-45}
\end{equation*}
$$

For $x>3$, Cook, King-Hele and Walker integrated this equation by function
using the asymptotic expansions of the function $y_{n}(x)$. In this case, the right hand side of Eq. (15-44) has a very simple form and the major axis a is
obtained by quadrature. Mathematically, the method of integration they used is not rigorous since on the right hand side, the eccentricity $e$ is a function of $x$ and $a$ by definition (15-38), so that the equation is actually a nonlinear equation in a . We shall arrange the equation in a form where the Poincaré method of perturbations can be applied (Ref. 7).

The Bessel functions satisfy the recurrence formula

$$
\begin{equation*}
I_{n-1}(x)-I_{n+1}(x)=\frac{2 n}{x} I_{n}(x) \tag{15-46}
\end{equation*}
$$

Hence, any function $y_{n}(x)$ can be expressed in terms of $y_{0}(x)$ and $x$. For example

$$
\begin{align*}
& y_{2}(x)=y_{0}-\frac{2}{x} \\
& y_{3}(x)=1+\frac{8}{x^{2}}-\frac{4}{x} y_{0}  \tag{15-47}\\
& y_{4}(x)=-\frac{8}{x}-\frac{48}{x^{3}}+y_{0}+\frac{24}{x^{2}} y_{0}
\end{align*}
$$

Let

$$
\begin{equation*}
z \equiv \frac{a}{a_{0}} \tag{15-48}
\end{equation*}
$$

be the dimensionless semi-major axis. Then, from Eq. (15-38) we have for the eccentricity

$$
\begin{equation*}
e=\varepsilon \frac{x}{z} \tag{15-49}
\end{equation*}
$$

'where

$$
\begin{equation*}
\varepsilon \equiv \frac{1}{\beta a_{0}} \tag{15-50}
\end{equation*}
$$

is a small quantity of the order of $10^{-3}$. Then, we can write Eq. (15-44) as an equation in $z=a / a_{0}$

$$
\begin{align*}
\frac{d z}{d x}= & \varepsilon y_{0}+\varepsilon^{2} \frac{x}{z}\left(2+\frac{y_{0}}{x}-2 y_{0}^{2}\right)+\varepsilon^{3} \frac{x^{2}}{2 z^{2}}\left(\frac{1}{x}-8 y_{0}-\frac{7 y_{0}^{2}}{x}+8 y_{0}^{3}\right) \\
& +\varepsilon^{4} \frac{x^{3}}{2 z^{3}}\left(-4+\frac{1}{x^{2}}+20 y_{0}^{2}-10 \frac{y_{0}}{x}+4 \frac{y_{0}}{x^{3}}-5 \frac{y_{0}^{2}}{x^{2}}+20 \frac{y_{0}^{3}}{x}-16 y_{0}^{4}\right) \\
& +O\left(\varepsilon^{5}\right) \tag{15-51}
\end{align*}
$$

We see that the true nature of the equation is a nonlinear equation. Since $\varepsilon$ is a very small quantity we need not go further with the expansion, and to the order of $\varepsilon^{4}$ included, the solution of this equation can be considered as the exact solution of Eq. (15-4J), truncated to the order $e^{4}$.

15-5.2. Integration by Poincaré's Method of Small Parameters
Poincare's method for integration of a nonlinear differential equation. containing a small parameter is a rigorous mathematical technique, proven to be convergent for small values of the parameter $\varepsilon \because$ We assume a solution for $z$ of the form

$$
\begin{equation*}
z=\sum_{k=0}^{\infty} \varepsilon^{k} z_{k} \tag{15-52}
\end{equation*}
$$

Upon substituting into Eq..(15-51) and equating coefficients of like powers in $\varepsilon$, we have the equations for $z_{k}(x)$

$$
\begin{align*}
& \frac{d z_{0}}{d x}=0 \\
& \frac{d z_{1}}{d x}=y_{0} \\
& \frac{d z_{2}}{d x}=\frac{x}{z_{0}}\left(2+\frac{y_{0}}{x}-2 y_{0}^{2}\right) \\
& \frac{d z_{3}}{d x}=-\frac{x z_{1}}{2}\left(2+\frac{y_{0}}{z_{0}}-2 y_{0}^{2}\right)+\frac{\dot{x}^{2}}{2 z_{0}^{2}}\left(\frac{1}{x}-8 y_{0}-\frac{7 y_{0}^{2}}{x}+8 y_{0}^{3}\right) \tag{15-53}
\end{align*}
$$

$$
\begin{aligned}
\frac{d z_{4}}{d x}= & -\frac{x^{2} z_{1}}{z_{0}^{3}}\left(\frac{1}{x}-8 y_{0}-\frac{7 y_{0}^{2}}{x}+8 y_{0}^{3}\right)+\frac{x}{z_{0}}\left(2+\frac{y_{0}}{x}-2 y_{0}^{2}\right)\left(\frac{z_{1}^{2}}{z_{0}^{2}}-\frac{z_{2}}{z_{0}}\right) \\
& +\frac{x^{3}}{2 z_{0}^{3}}\left(-4+\frac{1}{x^{2}}+20 y_{0}^{2}-\frac{10 y_{0}}{x}+\frac{4 y_{0}}{x^{3}}-\frac{5 y_{0}^{2}}{x^{2}}+\frac{20 y_{0}^{3}}{x}-16 y_{0}^{4}\right)
\end{aligned}
$$

We also have the initial conditions.

$$
\begin{equation*}
z_{0}\left(x_{0}\right)=1, z_{1}\left(x_{0}\right)=z_{2}\left(x_{0}\right)=\ldots=0 \tag{15-54}
\end{equation*}
$$

The integration of Eqs. (15-53) is accomplished by successive quadratures. Its success depends on whether or not the integrals can be expressed in terms of known functions. It has been found that the following recurrence formula is useful.

$$
\begin{equation*}
\int p(x) y_{0}^{n+1} d x=-\frac{p(x)}{n} y_{0}^{n}+\int p(x) y_{0}^{n-1} d x+\int\left[\frac{p(x)}{x}+\frac{p^{\prime}(x)}{n}\right] y_{0}^{n} d x \tag{15-55}
\end{equation*}
$$

where $n \neq 0$ and $p(x)$ is any arbitrary function. To derive this formula, we use the well-known relation

$$
\begin{equation*}
x I_{n}^{\prime}(x)+n I_{n}(x)=x I_{n-1}(x) \tag{15-56}
\end{equation*}
$$

For $n=1$

$$
\begin{equation*}
y_{0}=\frac{I_{1}^{\prime}}{I_{1}}+\frac{I}{x} \tag{15-57}
\end{equation*}
$$

and for $n=0$

$$
\begin{equation*}
I_{0}^{\prime}=I_{1}(x) \tag{15-58}
\end{equation*}
$$

Therefore, if $y_{0}=I_{0} / I_{1}$

$$
\begin{equation*}
y_{0}^{\prime}=\frac{I_{0}^{\prime}}{I_{1}}-\frac{I_{0}^{\prime} I_{1}^{\prime}}{I_{1}^{2}}=1+\frac{y_{0}}{x}-y_{0}^{2} \tag{15-59}
\end{equation*}
$$

Now, consider

$$
\int \mathrm{p}(\mathrm{x}) \mathrm{d}\left(\frac{\mathrm{y}_{0}^{\mathrm{n}}}{\mathrm{n}}\right)=\frac{\mathrm{p}(\mathrm{x})}{\mathrm{n}} \mathrm{y}_{0}^{\mathrm{n}}-\int \frac{\mathrm{p}^{-}(\mathrm{x})}{\mathrm{n}} \mathrm{y}_{0}^{\mathrm{n}} \mathrm{dx}
$$

or

$$
\int \mathrm{p}(\mathrm{x}) \mathrm{y}_{0}^{\mathrm{n}-1} \mathrm{y}_{0}^{\prime} \mathrm{dx}=\int \mathrm{p}(\mathrm{x}) \mathrm{y}_{0}^{\mathrm{n}-1}\left(1+\frac{\mathrm{y}_{0}}{2}-\mathrm{y}_{0}^{2}\right) \mathrm{dx}=\frac{\mathrm{p}(\mathrm{x})}{\mathrm{n}} \mathrm{y}_{0}^{\mathrm{n}}-\int \frac{\mathrm{p}^{-}(\mathrm{x})}{\mathrm{n}} \mathrm{y}_{0}^{\mathrm{n}} \mathrm{dx}
$$

Rearranging this equation, we have the recurrence formula (15-55). Using these relations we proceed with the integrations of the Eqs. (15-53), using the initial conditions (15-54).

First, we have

$$
\begin{equation*}
z_{0}(x)=1 \tag{15-60}
\end{equation*}
$$

and by Eq. (15-57)

$$
\begin{equation*}
z_{1}=\log \frac{x I_{1}(x)}{x_{0} I_{1}\left(x_{0}\right)} \tag{15-61}
\end{equation*}
$$

where $x_{0}=\beta a_{0} e_{0}$ is the initial value of $x$.
With $z_{0}=1$, the equation for $z_{2}$ is

$$
\frac{\mathrm{dz}}{\mathrm{dx}}=2 \mathrm{x}+\mathrm{y}_{0}-2 \mathrm{xy} y_{0}^{2}
$$

Integrating

$$
\begin{equation*}
z_{2}=x^{2}+\log x I_{1}(x)-2 \int x y_{0}^{2} d x \tag{15-62}
\end{equation*}
$$

But, by the recurrence formula (15-55) with $p(x)=x, n=1$

$$
\begin{equation*}
\int x_{0}^{2} d x=\frac{x^{2}}{2}-x y_{0}+2 \log x I_{1}(x) \tag{15-63}
\end{equation*}
$$

so that using in Eq. (15-62) with its initial condition, we have

$$
\begin{equation*}
z_{2}=2 x y_{0}(x)-2 x_{0} y_{0}\left(x_{0}\right)-3 \log \frac{x I_{1}(x)}{x_{0} I_{1}\left(x_{0}\right)} \tag{15-64}
\end{equation*}
$$

The integrations for obtaining $z_{3}$ and $z_{4}$ are performed the same way but they are much more laborious. It is found that the $z_{k}(x)$ can be expressed in terms of two functions

$$
\begin{align*}
& A(x) \equiv x \frac{I_{0}(x)}{I_{1}(x)}=x y_{0}(x)  \tag{15-65}\\
& B(x) \equiv \log \left[x I_{1}(x)\right]
\end{align*}
$$

We have the final solution

$$
\begin{align*}
z_{0}(x)= & 1 \\
z_{1}(x)= & B-B_{0} \\
z_{2}(x)= & 2\left(A-A_{0}\right)-3\left(B-B_{0}\right) \\
z_{3}(x)= & \frac{7}{2}\left(x^{2}-x_{0}^{2}\right)-\frac{13}{2}\left(A-A_{0}\right)-2\left(A^{2}-A_{0}^{2}\right) \\
& +13\left(B-B_{0}\right)-2 A\left(B-B_{0}\right)+\frac{3}{2}\left(B-B_{0}\right)^{2}  \tag{15-66}\\
z_{4}(x)= & -\frac{35}{2}\left(x^{2}-x_{0}^{2}\right)+\frac{71}{2}\left(A-A_{0}\right)+3\left(A^{2}-A_{0}^{2}\right)+\frac{8}{3}\left(A^{3}-A_{0}^{3}\right) \\
& +4 A_{0}\left(A^{-}-A_{0}\right)-2\left(x^{2} A-x_{0}^{2} A_{0}\right) \\
& -\left(69+6 A_{0}+7 x^{2}-19 A-4 A^{2}\right)\left(B-B_{0}\right) \\
& -\frac{35}{2}\left(B-B_{0}\right)^{2}-\left(B-B_{0}\right)^{3}+2 A\left(B-B_{0}\right)^{2}
\end{align*}
$$

The semimajor axis of the orbit under contraction is

$$
\begin{equation*}
\frac{a}{a_{0}}=1+\varepsilon z_{1}+\varepsilon^{2} z_{2}+\varepsilon^{3} z_{3}+\varepsilon^{4} z_{4} \tag{15-67}
\end{equation*}
$$

Using $x$ as a parameter, we easily express the other quantities of interest. The eccentricity $e$ is given by Eq. (15-49), while the drop in the periapsis is obtained from

$$
\frac{r_{p_{0}}-r r_{p}}{H}=\beta\left[r_{p_{0}}-a(1-e)\right]=\beta a_{0}-\beta a_{0} e_{0}+\beta a e-\beta a_{0}\left(1+\varepsilon z_{1}+. .\right)
$$

or

$$
\begin{equation*}
\frac{{ }^{r} p_{0}-r_{p}}{H}=\left(x-x_{0}\right)-\left(z_{1}+\varepsilon z_{2}+\varepsilon^{2} z_{3}+\varepsilon^{3} z_{4}\right) \tag{15-68}
\end{equation*}
$$

The ratio of the eccentricity is given by

$$
\begin{equation*}
\frac{e}{e_{0}}=\frac{1}{z}\left(\frac{x}{x_{0}}\right) \tag{15-69}
\end{equation*}
$$

During the process of orbit contraction, the drag force is most significant along the lower part of the trajectory, near the periapsis. This results in a strong braking force at the periapsis which has the effect of reducing drastically the apoapsis distance while the periapsis distance remains nearly constant. To show this effect we can calculate the ratios of the apsidal distances as function of the variable $x$. We have

$$
\begin{equation*}
\frac{r_{p}}{r_{p_{0}}}=\frac{a(1-e)}{a_{0}\left(1-e_{0}\right)}=\frac{z-\varepsilon x}{\left(1-e_{0}\right)} \tag{15-70}
\end{equation*}
$$

Similarly, for the ratio of the apoapsis distances, we have

$$
\begin{equation*}
\frac{r_{a}}{r_{a_{0}}}=\frac{a(1+e)}{a_{0}\left(1+e_{0}\right)}=\frac{z+\varepsilon x}{\left(1+e_{0}\right)} \tag{15-71}
\end{equation*}
$$

If we want to calculate the drop in the apoapsis, we can use the formula

$$
\frac{r_{a_{0}}-r_{a}}{H}=\beta\left[a_{0}\left(1+e_{0}\right)-a(1+e)\right]=\beta a_{0}-\beta a+x_{0}-x
$$

or

$$
\frac{r_{a_{0}}-r_{a}}{H}=\left(x_{0}-x\right)-\left(z_{1}+\varepsilon z_{2}+\varepsilon \varepsilon_{z_{3}}+\varepsilon \varepsilon_{z_{4}}^{3}\right) .
$$

Finally, the orbital period is simply

$$
\begin{equation*}
\frac{T}{T_{0}}=\left(\frac{a}{a_{0}}\right)^{\frac{3}{2}}=z^{\frac{3}{2}}(x) \tag{15-73}
\end{equation*}
$$

For each initial value $\varepsilon=H / a_{0}$, and initial eccentricity $e_{0}$, we can calculate the initial value $\mathrm{x}_{0}=\beta \mathrm{a}_{0} \mathrm{e}_{0}=\mathrm{e}_{0} / \varepsilon$. Then, we can compute the expressions $a / a_{0}, e / e_{0}, T / T_{0}$, etc., as functions of $x$. Subsequently, they can be cross-plotted in any combination.

Since the quantities a , e , $T$ are all easily observable, and the integration has been performed to the order of. $e^{4}$, for small eccentricity (which is the case for most scientific Earth satellites) the equations can be used to verify the assumption made on the atmosphere. In general, it can be, as a first approximation, assumed to be locally exponential. That is to say, the parameter $\beta$, or $H=1 / \beta$, can be assumed constant for each layer of the atmosphere. Since the value of $\beta$ enters analytically in the solution, by adjusting for concordance between the theory and the observation, determination of $\beta$ can be made.

The theory can be modified to take into account the oblateness of the planet and the atmosphere, as has been done by King-Hele (Ref. 5).

## 15-5.3. Explicit Formulas For the Orbital Elements

For small eccentricity, $e<0.2$, the solutions obtained, Eqs. (15-66) -(15-73), are very accurate. They are in parametric form, and for each pair of values $\varepsilon$ and $x_{0}$ they can be used to cross plot the relationship between any pair of orbital elements.

It would be useful to derive explicit formulas between any pair of orbital elements. This amounts to eliminating $x$ between any two of the equations (15-67) - (15-73). Because of the transcendental nature of the solutions, the task is cumbersome. In this respect, King-Hele, (Ref. 5), used an asymptotic expansion for the Bessel function $I_{n}(x)$. Since the asymptotic expansion is only valid for $x>3$ which approximately corresponds to $e>0.02$, it was necessary to divide the process of orbit contraction into two phases. In the
first phase, $0.02<e<0.2$, asymptotic expansions can be used. Somewhat heuristically, an accurate and explicit expression for the major axis was obtained in terms of the eccentricity. In the second phase, e<0.02, by neglecting higher order terms in $e$, the solution $z(x)$, identical to the present theory, but only to the order of $\varepsilon^{2}$, was obtained. Explicit formulas for the second phase are not available. Since the partition of the process of , orbit contraction into two phases is rather artificial, we shall offer an accurate theory uniformly valid for all values of the eccentricity in the range $0<e<0.2$. For very small values of $e$ the theory is no longer valid, but by then the satellite is only a few revolutions before effective entry into the planetary atmosphere.

To derive the explicit expression for the major axis in terms of the eccentricity, we write the equation (15-67) as

$$
\begin{equation*}
z=p+\varepsilon \phi(z) \tag{15-74}
\end{equation*}
$$

where, by observing that

$$
x \equiv \beta a e=\beta a_{0} e_{0}\left(\frac{a_{a}}{a_{0}}\right)\left(\frac{e_{0}}{e_{0}}\right)
$$

we can write

$$
\begin{equation*}
x=\alpha z \tag{15-75}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha \equiv x_{0} k, k \equiv \frac{e}{e_{0}} \tag{15-76}
\end{equation*}
$$

Then, explicitly

$$
\begin{equation*}
\phi(z)=z_{1}(\alpha z)+\varepsilon z_{2}(\alpha z)+\varepsilon^{2} z_{3}(\alpha z)+\ldots \tag{15-77}
\end{equation*}
$$

Equation (15-74) is in the form to which a Lagrange expansion can be successfully applied. We have, (Ref. 8),

$$
\begin{equation*}
z=p+\sum_{n=1}^{\infty} \frac{\varepsilon^{n}}{n!}\left(\frac{d}{d p}\right)^{n-1}[\phi(p)]^{n} \tag{15-78}
\end{equation*}
$$

If we carry out the expansion and then put $p=1$, we shall have to the orđer of $\varepsilon^{4}$

$$
\begin{equation*}
z=1+\varepsilon h_{1}(\alpha)+\varepsilon^{2} h_{2}(\alpha)+\varepsilon^{3} h_{3}(\alpha)+\varepsilon^{4} h_{4}(\alpha) \tag{15-79}
\end{equation*}
$$

which is the explicit expression of $z=a / a_{0}$ in terms of the eccentricity e.

In the computational process, we have the following relations which can be easily derived

$$
\begin{align*}
& \frac{d x}{d z}=\alpha \\
& \frac{d A}{d z}=\frac{\alpha}{x}\left(x^{2}+2 A-A^{2}\right)  \tag{15-80}\\
& \frac{d B}{d z}=\frac{\alpha}{x} A
\end{align*}
$$

Using these relations, we find that

$$
\begin{align*}
h_{1}= & B-B_{0} \\
h_{2}= & 2\left(A-A_{0}\right)+(A-3)\left(B-B_{0}\right) \\
h_{3}= & \frac{7}{2}\left(\alpha^{2}-x_{0}^{2}\right)-\left(2 A_{0}+\frac{13}{2}\right)\left(A-A_{0}\right)+\left(13+2 \alpha^{2}-4 A-A^{2}\right)\left(B-B_{0}\right) \\
& +\frac{1}{2}\left(3+\alpha^{2}+A-A^{2}\right)\left(B-B_{0}\right)^{2}  \tag{15-81}\\
h_{4}= & -\frac{1}{2}\left(\alpha^{2}-x_{0}^{2}\right)\left(35+4 A_{0}-7 A\right) \\
& +\frac{1}{6}\left(A-A_{0}\right)\left(213+42 A_{0}+16 A_{0}^{2}+12 \alpha^{2}-9 A+4 A A^{A}-8 A^{2}\right) \\
& -\frac{1}{2}\left(B-B_{0}\right)\left(138+25 \alpha^{2}-46 A-7 A^{2}-2 A^{3}\right) \\
& -\frac{1}{2}\left(B-B_{0}\right)^{2}\left(35+7 \alpha^{2}-6 A^{2}+\alpha^{2} A-A^{3}\right) \\
& +2\left(A-A_{0}\right)\left(B-B_{0}\right)\left(3+\alpha^{2}+A-A^{2}\right) \\
& -\frac{1}{6}\left(B-B_{0}\right)^{3}\left(6-\alpha^{2}+2 \alpha^{2} A+3 A^{2}-2 A^{3}\right)
\end{align*}
$$

where

$$
\begin{align*}
& A=\alpha \frac{I_{0}(\alpha)}{I_{1}(\alpha)}  \tag{15-82}\\
& B=\log \left[\alpha I_{1}(\alpha)\right]
\end{align*}
$$

Since $\alpha=\beta \mathrm{a}_{0} \mathrm{e}$, the solution, as given by the equations (15-79) and (15-81) -(15-82), provides an explicit expression of the variation of the dimensionless major axis $a / a_{0}$ in terms of the eccentricity.

The other orbital elements can also be expressed in terms of e. The drop in the periapsis is seen to be

$$
\begin{equation*}
\frac{r_{p_{0}}-r_{p}}{H}=\left(\alpha-x_{0}\right)-(1-e)\left(h_{1}+\varepsilon h_{2}+\varepsilon^{2} h_{3}+\varepsilon^{3} h_{4}\right) \tag{15-83}
\end{equation*}
$$

For the apoapsis, we have

$$
\begin{equation*}
\frac{r_{a_{0}}-r_{a}}{H}=\left(x_{0}-\alpha\right)-(I+e)\left(h_{1}+\varepsilon h_{2}+\varepsilon^{2} h_{3}+\varepsilon^{3} h_{4}\right) \tag{15-84}
\end{equation*}
$$

By replacing x by $\alpha z$ in Eq. (15-70), we have the ratio of the periapsis distances

$$
\begin{equation*}
\frac{r_{p}}{r_{p_{0}}}=\frac{(1-\varepsilon \alpha)}{\left(1-e_{0}\right)} z \tag{15-85}
\end{equation*}
$$

where $z$ is given by the Eqs. (15-79) and (15-81).
For the ratio of the apoapsis distances, we have

$$
\begin{equation*}
\frac{r_{a}}{r_{a_{0}}}=\frac{(1+\varepsilon \alpha)}{\left(1+e_{0}\right)} z \tag{15-86}
\end{equation*}
$$

The orbital period is now

$$
\begin{equation*}
\frac{T}{T_{0}}=z^{\frac{3}{2}}(\alpha) \tag{15-87}
\end{equation*}
$$

which is a function of the eccentricity. As pointed out by King-Hele, this equation provides a powerful method of verifying the assumption made on the
atmosphere from two of the most accurate and easily measured orbital parameters, namely the period of revolution and the eccentricity.

## 15-5.4. The Contraction of Orbits

The solution (15-66) can be considered as the exact analytical solution of the nonlinear differential equation (15-51). Both this solution and the explicit solution in terms of the eccentricity, Eq. (15-81), have been computed for a number of orbits and they provide nearly identical results. As illustrative examples, we consider the following initial orbits

$$
\begin{aligned}
& \text { Orbit 1: } \varepsilon=0.008, \quad e_{0}=0.2 \rightarrow x_{0}=25 \\
& \text { Orbit 2: } \varepsilon=0.009, \quad e_{0}=0.225 \rightarrow x_{0}=25
\end{aligned}
$$

Figure 15-3 plots the variation of the major axis versus the eccentricity using the explicit solution, uniformly valid for all eccentricities. In this figure and in the following figures the circles represent the exact solution.

Figure 15-4 plots the variation of the orbital period while Fig. 15-5 presents the drop in the periapsis. It is seen that the decrease in the periapsis is very slow. This can be seen clearly in Fig. 15-6 where the ratios $r_{p} / r_{p_{0}}$ and $r_{a} / r_{a_{0}}$ are plotted versus the eccentricity. When $e / e_{0}=0.1$ the calculated values for orbit 1 are $r_{p} / r_{p_{0}}=0.987160$ and $r_{a} / r_{a_{0}}=0.684968$ and the corresponding values for orbit 2 are found to be, $r_{p} / r_{p_{0}}=0.985136$ and $\quad r_{a} / r_{a_{0}}=0.651941$.

15-6. LIFETTME OF THE SATELLITE
We now examine the problem of the duration of the satellite in its orbit. First we consider the Kepler equation

$$
\sqrt{\frac{\mu}{a}} t=E-e \sin E
$$
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Fig. 15-6. Comparison Between Periapsis Drop and Apoapsis Drop
or in its differential form

$$
\begin{equation*}
\frac{d t}{d E}=\frac{a^{3 / 2}}{\sqrt{\mu}}(1-e \cos E) \tag{15-88}
\end{equation*}
$$

The average equation is obviously

$$
\begin{equation*}
\frac{d t}{d E}=\frac{a^{3 / 2}}{\sqrt{\mu}}=\frac{T_{0}}{2 \pi}\left(\frac{a^{2}}{a_{0}}\right)^{\frac{3}{2}} \tag{15-89}
\end{equation*}
$$

where $T_{0}$ is the initial orbital period. By dividing this equation by Eq. (15-43), we have the average equation for the time

$$
\begin{equation*}
\frac{d t}{d x}=-\frac{T_{0} r_{p_{0}} \exp \left(x_{0}\right)}{4 \pi \beta a_{0}^{2} z_{0}} \frac{\exp \left[\beta a_{0}(z-1)\right]}{z^{1 / 2}\left[I_{1}+\frac{I}{2} e\left(3 I_{0}+I_{2}\right)+\ldots\right]} \tag{15-90}
\end{equation*}
$$

Using the solution (15-67) for $z=a / a 0$ we have for the exponential

$$
\begin{aligned}
\exp \left[\beta a_{0}(z-1)\right] & =\exp \left[z_{1}+\varepsilon z_{2}+\varepsilon^{2} z_{3}+\ldots\right] \\
& =\exp \left(z_{1}\right)\left[1+\varepsilon z_{2}+\frac{\varepsilon^{2}}{2}\left(z_{2}^{2}+2 z_{3}\right)+. . .\right] \\
& =\frac{x I_{1}(x)}{X_{0} I_{1}\left(x_{0}\right)}\left[1+\varepsilon z_{2}+\frac{\varepsilon^{2}}{2}\left(z_{2}^{2}+2 z_{3}\right)+\ldots\right]
\end{aligned}
$$

Next, we define the dimensionless time $\tau$ as

$$
\begin{equation*}
\tau \equiv \frac{2 \pi \beta a_{0}^{2} \rho_{p_{0}}{ }^{S f C_{D}}}{m T_{0}} x_{0} I_{1}\left(x_{0}\right) \exp \left(-x_{0}\right) t \tag{15-91}
\end{equation*}
$$

Then, the dimensionless time equation has the form

$$
\begin{equation*}
\frac{d \pi}{d x}=-\frac{x\left[1+\varepsilon z_{2}+\frac{\varepsilon^{2}}{2}\left(z_{2}^{2}+2 z_{3}\right)+\cdots\right]}{z^{1 / 2}\left[1+\frac{\varepsilon x}{2 z}\left(3 y_{0}+y_{2}\right)+\frac{\varepsilon^{2} x^{2}}{8 z^{2}}\left(11+y_{3}\right) \cdots\right]} \tag{2}
\end{equation*}
$$

If $z$ is replaced by its expression and then the binomial expansion is applied, we have to the order of $\varepsilon^{2}$, inclusively,

$$
\begin{align*}
\frac{d \tau}{d x}= & -x\left[1-\frac{\varepsilon}{2}\left(z_{1}-2 z_{2}+3 x y_{0}+x y_{2}\right)+\frac{\varepsilon^{2}}{8}\left(-11 x^{2}-x^{2} y_{3}+18 x y_{0} z_{1}\right.\right. \\
& +6 x y_{2} z_{1}+18 x^{2} y_{0}^{2}+2 x^{2} y_{2}^{2}+12 x^{2} y_{0} y_{2}-12 x y_{0} z_{2}-4 x y_{2} z_{2} \\
& \left.\left.+3 z_{1}^{2}-4 z_{2}-4 z_{1} z_{2}+4 z_{2}^{2}+8 z_{3}\right)\right] \tag{15-93}
\end{align*}
$$

Finally, if the functions $z_{i}(x)$ as given by the solution (15-66) are sub- • stituted into this equation, the time $\tau$ is obtained by quadrature. Explicitly, by letting

$$
\begin{equation*}
\tau=\tau_{0}+\varepsilon \tau_{1}+\varepsilon^{2} \tau_{2} \tag{15-94}
\end{equation*}
$$

we have the following equations

$$
\begin{align*}
\tau_{0}^{\prime}= & -x \\
\tau_{1}^{\prime}= & \left(2 A_{0}-1\right) x+\frac{7}{2} x\left(B-B_{0}\right)  \tag{15-95}\\
\tau_{2}^{\prime}= & -2 x^{3}+\frac{1}{2}\left(7 x_{0}^{2}-8 A_{0}^{2}-1 I A_{0}\right) x+9 x^{2} y_{0} \\
& -\left(10+7 A_{0}\right)\left(B-B_{0}\right) x-\frac{63}{8} x\left(B-B_{0}\right)^{2}
\end{align*}
$$

with ( $)^{-}=d() / d x$. Integrating the first equation from $x_{0}$, we have

$$
\begin{equation*}
\tau_{0}=\frac{1}{2}\left(x_{0}^{2}-x^{2}\right) \tag{15-96}
\end{equation*}
$$

For the other two equations some of the quadratures cannot be expressed in terms of elementary functions. For an accurate treatment, we can tabulate these integrals. But, to obtain an explicit expression for the time,.an approximation has to be used.

For elliptic orbits, when $e>0.02$ (which corresponds approximately to $x>3$ ), we have the following asymptotic expansion for the Bessel function $I_{n}(x)$

$$
\begin{equation*}
I_{n}(x)=\frac{\exp x}{\sqrt{2 \pi x}}\left[\sum_{m=0}^{\infty} \frac{(-1)^{m}\left(4 n^{2}-1^{2}\right)\left(4 n^{2}-3^{2}\right) \cdot \cdot \cdot\left[4 n^{2}-(2 m-1)^{2}\right]}{m!(8 x)^{m}}\right. \tag{15-97}
\end{equation*}
$$

In particular, we have for $x>3$

$$
\begin{align*}
& I_{0}(x)=\frac{\exp x}{\sqrt{2 \pi x}}\left[1+\frac{1}{8 x}+\frac{9}{128 x^{2}}+\ldots\right]  \tag{15-98}\\
& I_{1}(x)=\frac{\exp x}{\sqrt{2 \pi x}}\left[1-\frac{3}{8 x}-\frac{15}{128 x^{2}}-\cdots\right]
\end{align*}
$$

Using these expansions, we have to the order of $1 / x$

$$
\begin{align*}
A & =x \frac{I_{0}(x)}{I_{1}(x)}=x+\frac{1}{2}+\frac{3}{8 x}+\ldots .  \tag{15-99}\\
B-B_{0} & =\log \frac{x I_{1}(x)}{x_{0} I_{1}\left(x_{0}\right)}=\left(x-x_{0}\right)+\frac{1}{2} \log \frac{x}{x_{0}}+\frac{3\left(x-x_{0}\right)}{8 x x_{0}}+\ldots .
\end{align*}
$$

With the expansions substitutied into the equation for $\tau_{1}$, we have after integration

$$
\begin{align*}
\tau_{1}= & \frac{21}{16}\left(x_{0}-x\right)+\frac{1}{4}\left(3 x_{0}+\frac{7}{4}-\frac{33}{8 x_{0}}\right)\left(x_{0}^{2}-x^{2}\right)  \tag{15-100}\\
& -\frac{7}{6}\left(x_{0}^{3}-x^{3}\right)+\frac{7}{8} x^{2} \log \frac{x}{x_{0}}
\end{align*}
$$

For the equation in ${ }^{T}{ }_{2}$, we take approximately

$$
\begin{aligned}
x^{2} y_{0} & =x^{2} \\
A_{0} & =x_{0} \\
A_{0}^{2} & =x_{0}^{2}+x_{0} \\
B-B_{0} & =\left(x-x_{0}\right)
\end{aligned}
$$

to have

$$
\begin{equation*}
\tau_{2}^{-}=\frac{1}{8}\left(4 x_{0}-11 x_{0}^{2}\right) x+\frac{1}{4}\left(35 x_{0}-4\right) x^{2}-\frac{79}{8} x^{3} \tag{15-101}
\end{equation*}
$$

Integrating, we obtain

$$
\tau_{2}=-\frac{1}{16}\left(4 x_{0}-11 x_{0}^{2}\right)\left(x_{0}^{2}-x^{2}\right)-\frac{1}{12}\left(35 x_{0}-4\right)\left(x_{0}^{3}-x^{3}\right)+\frac{79}{32}\left(x_{0}^{4}-x^{4}\right)
$$

The solution (15-94), with $\tau_{i}(x)$ as given by the Eqs. (15-96), (15-100) and (15-102), gives the dimensionless time $T$ as a function of $x$ for large $x$. Although it is valid for $x>3$, we can have a good estimate of the time the satellite remains in orbit by evaluating the lifetime ${ }^{\tau}$ L obtained by putting $e=0$, or equivalently $x=0$. Then, we have, the lifetime given as:

$$
\begin{equation*}
\varepsilon^{2} \tau_{L}=\frac{1}{2} e_{0}^{2}\left(1-\frac{5}{6} e_{0}+\frac{23}{48} e_{0}^{2}+\frac{7}{8} \varepsilon+\frac{\varepsilon e_{0}}{6}+\frac{9 \varepsilon^{2}}{16 e_{0}}\right) \tag{15-103}
\end{equation*}
$$

As with the orbital elements, it is possible to express the time in terms of the eccentricity. For this purpose, we use the relation $x=x_{0} z k$ to write the expression for the time,

$$
\begin{align*}
\varepsilon^{2} \tau= & \frac{e_{0}^{2}}{2}\left(1-z^{2} k^{2}\right)\left[1+\frac{1}{2}(3-\varepsilon) e_{0}+\frac{11}{8} \cdot e_{0}^{2}+\frac{7}{8} \varepsilon-\frac{33 \varepsilon^{2}}{16 e_{0}}\right] \\
& -\frac{e_{0}^{3}}{12}\left(1-z^{3} k^{3}\right)\left(14+35 e_{0}-4 \varepsilon\right)+\frac{79}{32} e_{0}^{4}\left(1-z^{4} k^{4}\right)  \tag{15-104}\\
& +\frac{21}{16} \varepsilon^{2} e_{0}(1-z k)+\frac{7}{8} \varepsilon e_{0}^{2} z^{2} k^{2} \log (z k)
\end{align*}
$$

Since $z$ has been obtained explicitly in terms of $k=e / e_{0}$ through the Eqs. (15-79) and (15-81), this expression gives the dimensionless time in terms of the eccentricity. To be consistent with the approximation used in deriving Eq. (15-104), we shall use the expression for $z$ in its asymptotic expansion form. Then, to the order of $\varepsilon$,

$$
\begin{aligned}
z & =1+\varepsilon\left[B(\alpha)-B_{0}\right] \\
& =1+\varepsilon\left(\alpha-X_{0}\right)+\frac{\varepsilon}{2} \log \frac{\alpha}{X_{0}}
\end{aligned}
$$

or

$$
\begin{equation*}
z=1-e_{0}(1-k)+\frac{\varepsilon}{2} \log k \tag{15-105}
\end{equation*}
$$

By substituting into Eq: (15-104), we have, to the order of $\varepsilon$,

$$
\begin{gather*}
\varepsilon^{2} \tau=\varepsilon^{2} \tau_{L}-\frac{e_{0}^{2}}{2} z^{2} k^{2}\left[1+\frac{3 e_{0}}{2}+\frac{11}{8} e_{0}^{2}+\frac{7}{8} \varepsilon-\frac{\varepsilon e_{0}}{2}-\frac{e_{0}}{6} z k\left(14+35 e_{0}-4 \varepsilon\right)\right. \\
\left.+\frac{79}{16} e_{0}^{2} z^{2} k^{2}-\frac{7}{4} \varepsilon \log k\right] \tag{15-106}
\end{gather*}
$$

Dividing this equation by Eq. (15-103), we have

$$
\begin{align*}
\frac{\tau}{{ }^{\tau}} L & =1-z^{2} k^{2}\left[1+\frac{3 e_{0}}{2}+\frac{11}{8} e_{0}^{2}+\frac{7}{8} \varepsilon-\frac{\varepsilon e_{0}}{2}-\frac{e_{0}}{6} z k\left(14+35 e_{0}-4 \varepsilon\right)\right. \\
& \left.+\frac{79}{16} e_{0}^{2} z^{2} k^{2}-\frac{7}{4} \varepsilon \log k\right] /\left[1-\frac{5}{6} e_{0}+\frac{23}{48} e_{0}^{2}+\frac{7}{8} \varepsilon+\frac{\varepsilon e_{0}}{6}\right] \tag{15-107}
\end{align*}
$$

where $z$ is given by its simple expression (15-105).
Figure $15-7$ plots the ratio $\tau / \tau_{\mathrm{L}}$ for the two orbits considered in the previous section using the Eqs. (15-105) and (15-107). The two curves plotted in solid lines are nearly identical. It is found that they are very close to the curve using the simple parabolic law suggested by King-Hele (Ref. 5).

$$
\begin{equation*}
\frac{\tau}{\tau_{L}}=1-k^{2} \tag{15-108}
\end{equation*}
$$

In practice, the solution (15-107) is valid down to an eccentricity of about $e \simeq 0.02$. When this eccentricity is reached solution by asymptotic expansions is no longer valid. The equation (15-93) has to be integrated again using a different approximation. This is also the case where the initial orbit is nearly circular. Since $e$ is very small, the value of $x$ is also small, with $x<3$, and we only need to consider the solution for $\tau_{0}$ and $\tau_{1}$. The solution for $\tau_{0}$ is exact, as given by Eq. (15-96). For the equation in $\tau_{1}$, the second of the Eqs. (15-95), we have the series expansion of the Bessel function $I_{n}(x)$ for small $x$

$$
\begin{equation*}
I_{n}(x)=\sum_{m=0}^{\infty} \frac{\left(\frac{1}{2} x\right)^{n+2 m}}{m!(n+m)!} \tag{15-109}
\end{equation*}
$$

In particular, we have
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$$
\begin{align*}
& I_{0}=1+\frac{x^{2}}{4}+\frac{x^{4}}{64}+\frac{x^{6}}{2304}+\ldots \\
& I_{1}=\frac{x}{2}\left(1+\frac{x^{2}}{8}+\frac{x^{4}}{192}+\frac{x^{6}}{9216}+\ldots .\right) \tag{15-110}
\end{align*}
$$

Therefore

$$
\begin{equation*}
A=x y_{0}=2+\frac{x^{2}}{4}-\frac{x^{4}}{96}+\ldots . \tag{15-111}
\end{equation*}
$$

This series is obtained by the binomial expansion and its convergence requires that $x>I_{1}(x)$, that is, $x<2.4$. To extend its validity, King-Hele suggested the empirical formula

$$
\begin{equation*}
A=x y_{0}=2+\frac{x^{2}}{5} \tag{15-112}
\end{equation*}
$$

which, although less accurate than the exact expansion, (15-111), for small x , never has an error more than 0.07 for larger values of $x$.

We now write the equation for $\tau_{1}$

$$
\begin{equation*}
\frac{\mathrm{d} \tau_{1}}{\mathrm{dx}}=\left(\frac{\mathrm{A}_{0}}{4}-1-\frac{7}{2} \mathrm{~B}_{0}\right) \mathrm{x}-\frac{7}{4} \mathrm{x}\left(\mathrm{~A}-\mathrm{A}_{0}\right)+\frac{7}{2} \frac{\mathrm{~d}}{\mathrm{dx}}\left(\frac{1}{2} \mathrm{x}^{2} \mathrm{~B}\right) \tag{15-113}
\end{equation*}
$$

Using the approximation (15-112) for $A$ and $A_{0}$, we have, upon integrating the equation for $\mathrm{x}_{0}$,

$$
\begin{equation*}
\tau_{1}=-\frac{1}{20}\left(4 x_{0}^{2}-5\right)\left(x_{0}^{2}-x^{2}\right)+\frac{7}{80}\left(x_{0}^{4}-x^{4}\right)-\frac{7}{4} x^{2}\left(B_{0}-B\right) \tag{15-114}
\end{equation*}
$$

Hence, for small eccentricity, the expression for the dimensionless time is

$$
\begin{equation*}
\varepsilon^{2} \tau=\frac{e_{0}^{2}}{2}\left\{\left(1-\frac{x^{2}}{x_{0}^{2}}\right)\left[1+\frac{\varepsilon}{2}\left(1+\frac{7}{20} x^{2}-\frac{9}{20} x_{0}^{2}\right)\right]-\frac{7}{2} \varepsilon \frac{x^{2}}{x_{0}^{2}}\left(B_{0}-B\right)\right\} \tag{15-115}
\end{equation*}
$$

This expression is identical to the one given in Ref. 5, since that analysis corresponds to the present theory up through the order of $\varepsilon^{2}$. Beyond this order, the integration in Ref. 5 involves some heuristic steps which have been avoided in the present development. By putting $x=0$ in the
equation above, we obtain the lifetime of the satellite from the initial eccentricity, $e_{0}$, assumed small.

$$
\begin{equation*}
\varepsilon^{2} \tau_{L}=\frac{e_{0}^{2}}{2}\left[1-\frac{\varepsilon}{2}\left(\frac{9}{20} x_{0}^{2}-I\right)\right] \tag{15-116}
\end{equation*}
$$

By dividing Eq. (15-115) by Eq. (15-116), retaining only the order $\varepsilon$ we have

$$
\begin{equation*}
\frac{\tau}{T_{L}}=1-\frac{x^{2}}{x_{0}^{2}}+\frac{7}{2} \varepsilon \frac{x^{2}}{x_{0}^{2}}\left[\frac{\left(x_{0}^{2}-x^{2}\right)}{20}-\left(B_{0}-B\right)\right] \tag{15-117}
\end{equation*}
$$

Now, if we write $x_{1}=x_{0} k z=x_{0} k-\varepsilon x_{0} k\left(B_{0}-B\right)$, we can put the equation in the form

$$
\begin{equation*}
\frac{\tau}{\tau_{L}}=1-k^{2}+\frac{7}{2} \varepsilon k^{2}\left[\frac{x_{0}^{2}}{20}\left(1-k^{2}\right)-\frac{3}{7}\left(B_{0}-B\right)\right] \tag{15-118}
\end{equation*}
$$

where the argument of $B$ is $x=x_{0} k z=\alpha z$. But, to the order $\varepsilon$, the solution

$$
\begin{equation*}
z=1-\varepsilon\left(B_{0}-B\right) \tag{15-119}
\end{equation*}
$$

is the same for both arguments $x$ and $\alpha=x_{0} k$. Hence, to the order of $\varepsilon$, Eq. (15-118) gives the explicit expression for the ratio $\tau / \tau_{L}$ in terms of k where

$$
\begin{equation*}
B=\log \alpha I_{1}(\alpha) \quad, \quad \alpha=x_{0} k \tag{15-120}
\end{equation*}
$$

Considering the fact that both $\mathrm{X}_{0}$ and $\mathrm{B}_{0}$ are about 3 , the contribution of the $\varepsilon$ term in Eq. (15-118) is small and for small eccentricity, the parabolic law as given by Eq. (15-108) is still valid.

Equation (15-118) is of the form (15-74) where $p=1-\frac{\tau}{\tau_{L}}$ and the function to be found is $k^{2}$. Hence, applying the Lagrange expansion to find $k^{2}$ and then taking the square root, we can express the eccentricity as a function of the time:

$$
\begin{equation*}
\frac{e}{e_{0}}=\sqrt{1-\frac{\tau}{\tau_{L}}}\left[1+\frac{7}{80} \varepsilon x_{0}^{2}\left(\frac{\tau}{\tau_{L}}\right)-\frac{3 \varepsilon}{4}\left(B_{0}-B\right)\right] \tag{15-121}
\end{equation*}
$$

where

$$
\begin{align*}
& B_{0}=\log x_{0} I_{1}\left(x_{0}\right) \\
& B=\log \left[x_{0} \sqrt{I-\frac{\tau}{\tau_{L}}} I_{1}\left(x_{0} \sqrt{I-\frac{\tau}{\tau_{L}}}\right)\right] \tag{15-122}
\end{align*}
$$

Numerical computation has been done for several orbits and it is found that the parabolic law is adequate. Hence Fig. 15-7 can be used for any elliptic orbit up to $e_{0} \sim 0.2$.
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