

August 23, 1976

## DEPARTMENT OF ELECTRICAL ENGINEERING

# Semiannual Status Report 

NASA Grant NSG 5048

# Efficient Detection, Analysis and Classification of Lightning Radiation Fields 

Principle Investigator:
R. O. Harger

Research Assocrate
S. A. Tretter

August 23, 1976

Department of Electrical Engineering
University of Maryland
College Park, Maryland 20742

## Table of Contents

List of Figures ..... i1

1. Introduction ..... 1
2. Description of the Point Process Analysis Program SASEV ..... 2
2.1. Sample Moments ..... 3
2.2., The Sample Distribution Function, Log Survivor Function, and Histogram ..... 5
2.3. Goodness-of-Fit Tests for the Poisson Process ..... 6
2.4. Serial Correlation Coeficients ..... 9
2.5. Spectrum of the Intervals ..... 9
2.6. Spectrum of the Point Process ..... 10
3. Experimental Results and Conclusions on the Large- Scale Flash Structure ..... 11
3.1. Time Between Flashes for the Storm of - August 5, 1975 ..... 12
3.2. Peak Amplitudes of the Flashes for the Storm of August 5, 1975 ..... 14
3.3. Durations of the Flashes for the Storm of August 5, 1975 ..... 15
4. Progress in Investigating the Internal Flash Structure ..... 16
5. Future Research ..... 17
References ..... 19
Appendix 1, Tables ..... 20
Appendix 2, Figures ..... 24
Appendix 3, Programs ..... 128
Fig. 1 Histogram of Time Between Events (Tape 1) ..... 25
Fig. 2 Log Survivor Function (Tape 1) ..... 26
Fig. 3 Serial Correlation of Intervals (Tape 1)
Fig. 4 Spectrum of Intervals (Tape 1) ..... 28
Fig. 5 Spectrum of the Counting Process (Tape 1) ..... 31
Fig. 6 Histogram of Time Between Events (Tape 2) ..... 32
Fig. 7 Log Survivor Function (Tape 2) ..... 33
Fig. 8 Serial Correlation of Intervals (Tape 2) ..... 34
Fig. 9 Spectrum of Intervals (Tape 2) ..... 37
Fig. 10 Spectrum of the Counting Process (Tape 2) ..... 39
Fig. 11 Histogram of Time Between Events (Tape 3) ..... 40
Fig. 12 Log Survivor Function (Tape 3) ..... 41
Fig. 13 Serial Correlation of Intervals (Tape 3) ..... 42
Fig. 14 Spectrum of Intervals (Tape 3) ..... 45
Fig. 15 Histogram of Time Between Events (Tape 4) ..... 47
Fig. 16 Log Survivor Function (Tape 4) ..... 48
Fig. 17 Serial Correlation of Intervals (Tape 4) ..... 49
Fig. 18 Spectrum of Intervals (Tape 4) ..... 51
Fig. 19 Hıstogram of Time Between Events (Tape 5) ..... 54
Fig. 20 Log Survivor Function (Tape 5) ..... 55
Fig. 21 Serial Correlation of Intervals (Tape 5) ..... 56
Fig. 22 Spectrum of Intervals (Tape 5) ..... 58
Fig. 23 Histogram of Amplitudes (Tape 1) ..... 61
Fig. 24 Log Survivor Function (Tape 1) ..... 62
Fig. 25 Serial Correlation of Amplitudes (Tape 1) ..... 63
Fig. 26 Histogram of Amplitudes (Tape 2) ..... 64
Fig. 27 Log Survivor Function (Tape 2) ..... 65
Fig. 28 Serial Correlation of Amplitudes (Tape 2) ..... 66
Fig. 29 Spectrum of Amplitudes (Tape 2) ..... 69
Fig. 30 Histogram of Amplitudes (Tape 3) ..... 71
Fig. 31 Log Survivor Function (Tape 3) ..... 72
Fig. 32 Serial Correlation of Amplitudes (Tape 3) ..... 73
Fig. 33 Spectrum of Amplatudes (Tape 3) ..... 76
Fig. 34 Histogram of Amplitudes (Tape 4) ..... 78
Fig. 35 Log Survivor Function (Tape 4) ..... 79
Fig. 36 Serial Correlation of Amplitudes (Tape 4) ..... 80
Fig. 37 Spectrum of Amplitudes (Tape 4) ..... 82
Fig. 38 Histogram of Amplitudes (Tape 5) ..... 85
Fig. 39 Log Survivor Function (Tape 5) ..... 86
Fig. 40 Serial Correlation of Amplitudes (Tape 5) ..... 87
Fig. 41 Spectrum of Amplitudes (Tape 5) ..... 89
Page
Fig. 42 Histogram of Durations (Tape 1) ..... 92
Fig. 43 Log Survivor Function (Tape 1) ..... 93
Fig. 44 Serial Correlation of Durations (Tape 1) ..... 94
Fig. 45 Histogram of Durations (Tape 2) ..... 95
Fig. 46 Log Suìvivor Function (Tape 2) ..... 96
Fig. 47 Serial Correlation of Durations (Tape 2) ..... 97
Fig. 48 Spectrum of Durations (Tape 2) ..... 100
Fig. 49 Histogram of Durations (Tape 3) ..... 102
Fig. 50 Log Survivor Function (Tape 3) ..... 106
Fig. 51 Serial Correlation of Durations (Tape 3) ..... 107
Fig. 52 Spectrum of Durations (Tape 3) ..... 110
Fig. 53. Histogram of Durations (Tape 4) ..... 112
Fig. 54. 'Log Survivor Function (Tape 4) ..... 115
Fig. 55 Serial Correlation of Durations (Tape 4) ..... 116
Fig. 56 Spectrum of Durations (Tape 4) ..... 118
Fig. 57 Histogram of Durations (Tape 5) ..... 121
Fig. 58 Log Survivor Function (Tape 5) ..... 122
Fig. 59 Serial Correlation of Durations (Tape 5) ..... 123
Fig. 60 Spectrum of Durations (Tape 5) ..... 125

## Progress Report

- NASA Grant NSG 5048

Effucient Detection, Analysịs and Classıfucation of Lıghtning Radation Fields
by
S. A. Tretter

August 23, 1976

## 1. Introduction

What we observe visually as a single lightning flash actually has a complicated internal structure. The initial portion of a flash is called a stepped leader. The leader is formed when the cloud potential becomes sufficiently large to cause an electrical breakdown in the atmosphere. In a cloud-to-ground flash, the breakdown progresses in steps until it reaches the ground. When the leader reaches the gound a large current flows in the ionized channel caused by the breakdown and is called a return stroke. A sequence of several leaders and return strokes can follow. An entire sequence of associated leaders and return strokes is called a flash. A comprehensive statistical model for the observed electromagnetic radation generated by lightming must describe (1) the large scale flash structure, that is, the times between flashes and the amplitudes and durations of flashes and (2) the internal structure of a single flash including the portion generated by leaders and the portion generated by return strokes.

The major effort during this reporting period has been devoted to modeling the large scale flash structure. Large scale flash data has been measured manually from strip charts of storms of August 5, August 26, and September 12, 1975. The data is being processed by a computer program called $\overline{\operatorname{SASEV}}$ to estimate the large scale flash statistıcs. The program, experimental results, and conclusions for the large scale flash structure are described in Sections 2 -and 3.'

-
Some progress has been made in examining the internal flash structure. This consists mainly of developing the software required to process the NASA digital tape data on the University of Maryland's UNIVAC 1108 computer and is described in Section 4.

Section 5 lists plans for future research.
2. Description of the Point Process Analysis Program SASEV
P.A.W. Lewis, A.M. Katcher, and A.H. Weis have written FORTRAN-.. program called SASEIV for the statistical analysis of series of events [I]. The program implements the techniques described in the book, The Statistical Analysis of Series of Events, by D. R. Cox and P.A.W. Lewis $[-2]$.-We-have modifıed this program to run on the Unıversity of Maryiand UNIVAC 1108 computer in the batch or demand modes and have called the modified program SASEV. The principal modifications are the reduction of the length of the sequence of events that can be handled from 1999 to 1024 and the elimination of double precision arithmetic. Otherwise, the capabilities of SASEV and SASEIV are identical and are described in detail in Reference 1. The statistics computed
and tests performed by SASEV that have been found to be particularly useful in the analysis of lightning data are summarized in this section.

### 2.1. Sample Moments

Let $x_{1}, \ldots, x_{N}$ be a sequence of $N$ positive numbers. Normally, these numbers would be the times between events in a point process. SASEV computes the following sample moments and normalized moments.
(a) Sample mean

$$
\hat{\mu}=\frac{1}{N} \sum_{n=1}^{N} x_{n}
$$

(b) Sample variance

$$
\hat{\sigma}^{2}=\frac{1}{N-1} \sum_{n=1}^{N}\left(x_{n}-\hat{\mu}\right)^{2}
$$

(c) Sample standard deviation

$$
\hat{\theta}=\sqrt{\hat{\sigma}^{2}}
$$

(d) Coefficient of variation

$$
c=\hat{\sigma} / \hat{\mu}
$$

(e) Third.central moment

$$
\hat{\mu}_{3}=\frac{N}{(N-1)(N-2)} \sum_{n=1}^{N}\left(x_{n}-\hat{\mu}\right)^{3}
$$

(f) Coefficient of skewness

$$
\hat{\gamma}=\hat{\mu}_{3} / \hat{\sigma}^{3}
$$

(g) Fourth central moment

$$
\tilde{\mu}_{4}=\frac{N\left(N^{2}-2 N+3\right)}{(N-1)(N-2)(N-3)} \sum_{n=1}^{N}\left(x_{n}-\hat{\mu}\right)^{4}-\frac{3(N-1)(2 N-3)}{(N-1)(N-2)(N-3)} \tilde{\sigma}^{4}
$$

(h) Coefficient of Kurtosis

$$
\hat{k}=\hat{\mu}_{4} / \hat{\sigma}^{4}-3
$$

:
Many physically observed point processes are accurately modeled as homogeneous Poisson processes. A reasonable first step in the analysis of a point process is to see if the Poisson model applies. A simple check $2 s$ to compare the sample moments defined above with the theoretical statistical moments. The times between events in a homogenous Poisson process are independent, identically distributed random variables with an exponential probability density function, say $f(x)=\lambda e^{-\lambda x} u(x)$ where $u(x)$ is the unit step function. In this case the ideal moments are
(a) $\mu=E\{X\}=\lambda^{-1}$
(b) $\sigma^{2}=\mathbf{E}\left\{(X-\mu)^{2}\right\}=\lambda^{-2}$
(c) $\sigma=\lambda^{-1}$
(d) $c=\sigma / \mu=1$
(e) $\mu_{3}=E\left\{(X-\mu)^{3}\right\}=2 \lambda^{-3}$
(f) $\gamma=\mu_{3} / \sigma^{3}=2$
(g) $\mu_{4}=E\left\{(X-\mu)^{4}\right\}=9 \lambda^{-4}$
(h) $k=\mu_{4} / \sigma^{4}-3=6$
2.2. The Sample Distribution Function, Log Survivor Function, and Histogram SASEV computes the sample distribution function for the sequence $\left\{x_{n}\right\}$ as

$$
F_{N}(x)=\frac{\text { number of } x_{n}^{1} s \leq x}{N}
$$

This is an estimate of the actual distribution function $F(x)=P\{X \leq x\}$.
The function $R(x)=1-F(x)$ is called the survivor function. SASEV estimates $R(x)$ as

$$
\mathrm{R}_{\mathrm{N}}(\mathrm{x}) 1-\mathrm{F}_{\mathrm{N}}(\mathrm{x})
$$

It computes and plots the log survivor function

$$
\mathrm{G}_{\mathrm{N}}(\mathrm{x})=\ln \mathrm{R}_{\mathrm{N}}(\mathrm{x})
$$

For the Poisson process, $G(x)=\ln R(x)=-\lambda x$. Thus deviations from linearity in the plot of $G_{N}(x)$ give insight into how the observed processes differs from an idéal Poisson process. Another closely related function ss the hazard function

$$
h(x)=-\frac{d}{d x} G(x)=\frac{f(x)}{1-F(x)}
$$

The hazard function can be estimated from the plot of the log survivor function. For the ideal Porsson process, $h(x)=\lambda$.

SASEV makes a direct estimate of the probability density function for the random variables $\left\{X_{n}\right\}$ by computing and plotting a histogram for the observations $\left\{x_{n}\right\}$.

### 2.3. Goodness-of-Fit Tests for the Poisson Process

SASEV performs several goodness-of-fit tests to check if the homogenous Poisson process hypothesis is statistically reasonable. All of these tests are based on the fact that if a homogeneous Poisson process is observed over the interval ( $0, \mathrm{~T}$ ), the observed normalized arrival times

$$
y_{i}=t_{i} / T=\sum_{n=1}^{i} x_{n} / T, i=1, \ldots, N
$$

are the order statistics of a random sample of size N from a population uniformly distributed over ( 0,1 ). Tests based on this fact are called uniform conditional tests. These tests are particularly convenzent for the Possson hypothesis because the rate parameter $\lambda$ need not be estimated and no grouping of data is required.

Let the sample distribution function for the normalized arrival times be

$$
F_{N}(y)=\frac{\text { number of } y_{i} \leq y}{N}
$$

For the homogeneous Poisson process hypothesis, the theoretical distribution function would be

$$
F(y)=\left\{\begin{array}{lll}
0 & \text { for } & y \leq 0 \\
y & \text { for } & 0 \leq y \leq 1 \\
1 & \text { for } & y \geq 1
\end{array}\right.
$$

SASEV computes the following four statistics.
(a) The One-Sided Kolmogorov-Smirnov Statistics

$$
\begin{gathered}
K S_{+}=D_{N}^{+}=\sqrt{N} \sup \left[F_{N}(y)-y\right]=\sqrt{N} \max \left[\frac{i}{N}-y_{1}\right] \\
0 \leq y \leq 1 \quad 1 \leq i \leq N \\
K S-=D_{N}^{-}=\sqrt{N} \sup \left[y-F_{N}(y)\right]=\sqrt{N} \max \left[y_{i}-\frac{i-1}{N}\right] \\
0 \leq y \leq 1
\end{gathered}
$$

(b) The Two-Sided Kolmogorov-Smırnov Statistic

$$
K S=D_{N}=\sqrt{N} \sup _{0 \leq y \leq 1}\left|F_{N}(y)-y\right|=\max \left\{D_{N}^{+}, D_{N}^{-}\right\}
$$

(c) The Anderson-Darling Statistic

$$
\begin{aligned}
W N 2 & =W_{N}^{2}=N \int_{0}^{1} \frac{\left[F N_{N}(y)-y\right]^{2}}{y(1-y)} d y \\
& =-N-\frac{1}{N} \sum_{1=1}^{N}\left\{(21-1) \ln y_{i}+[2(N-1)+1] \ln \left(1-y_{1}\right)\right\}
\end{aligned}
$$

Each of these statistics gives a measure of the deviation of $F_{N}(y)$ from the hypothesized distribution $F(y)=y$. The Anderson-Darling statistıc emphasizes deviations near 0 and $I$ as a result of the factor $y(1-y)$ in the denominator.

These statistics are used by selecting a threshold $z$ and rejecting the hypothesis $\mathrm{H}_{0}$, that the process is a homogeneous Porsson process, if the threshold is exceeded. The threshold is selected so that the test has a desired level $\alpha$, that is, so that

$$
P\left\{\text { statistic }>z \mid H_{0}\right\}=\alpha
$$

Asymptotic formulas for the levels of the Kolmogorov-Smırnov statistics are derived in Kendall and Stuart [3]. The asymptotic formula for the two-sided Kolmogorov-Smirnov statistic is

$$
\lim _{N \rightarrow \infty} P\left\{D_{N}>z\right\}=2 \sum_{r=1}^{\infty}(-1)^{r-1} \exp \left(-2 r^{2} z^{2}\right)
$$

The approximation is satısfactory for $\mathrm{N} \geq 80$. Values of this expression for a range of $z$ are given in Table 3 of Appendix 1. A table of asymptotic levels for the Anderson-Darling statistic is gaven by Lewis [4].

The power of a test is defined to be the probability that the null hypothesis $\mathrm{H}_{0}$ is rejected given that an alternative hypothesis $\mathrm{H}_{1}$ is true. Tests for the null Poisson hypothesis based on the uniform conditional property are not very powerful against a variety of alternatives. For example, suppose that the normalized arrival times $\left\{y_{1}\right\}$ are equally spaced in the interval $(0,1)$. Then $F_{N}(y)$ remains close to $F(y)=y$. Durbin $[5,6]$ has suggested a modifzcation of the uniform conditional tests that gives a large increase in power over the uniform conditional tests for a broad class of alternatives. The first step in Durbin ${ }^{2}$ s modification is to order the sequence of times between events $\left\{x_{n}\right\}$ to obtain the observed order statistics

$$
0<x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(N)}
$$

The next step is to compute the sequence

$$
w_{1}=\frac{x_{(1)}}{t_{N}}+\frac{x_{(2)}}{t_{N}}+\ldots+\frac{x_{(1-1)}}{t_{N}}+(N+2-1) \frac{x_{(1)}}{t_{N}} \quad \text { for } 1=1, \ldots, N-1
$$

where

$$
t_{N}=\sum_{n=1}^{N} x_{n}
$$

It can be shown that under the null Porsson hypothesis, the sequence $\left\{w_{i}\right\}$ has the same distributional properties as the sequence $\left\{y_{1}\right\}$. Thus, the KolmogorovSmirnov and Anderson-Darling tests described above can be applied to $\left\{w_{I}\right\}$.

### 2.4. Serial correlation coefficients

SASEV computes the serial correlation coefficients

$$
\hat{\rho}_{j}=\frac{N}{N-j} \frac{\sum_{i=1}^{N-j}\left(x_{i}-\hat{\mu}\right)\left(x_{i+j}-\hat{\mu}\right)}{\sum_{i=1}^{N}\left(x_{i}-\hat{\mu}\right)}
$$

for $j=1,2, \ldots, \min (N / 2,100)$ where $\hat{\mu}$ is the sample mean. This sequence is an estimate of the autocovariance function

$$
\rho_{j}=\operatorname{cov}\left(X_{i}, X_{i+j}\right) / \operatorname{var}\left(X_{i}\right)
$$

Under the hypothesis that the $X_{n}{ }^{\prime} s$ are uncorrelated, that is, $\rho_{j}=0$ for $j \neq 0$, the $\hat{\rho}_{j}{ }^{t} s$ are approximately normally distributed with zero mean and variance $(N-j)^{-\frac{1}{2}}$. This approximation is reasonable for $N \geq 100$ if the skewness is moderate. SASEV plots $(N-J)^{\frac{1}{2}} \hat{\rho}_{J}$ as a function of $J$.

A renewal process is a point process in which the times between events are independent identically distributed random variables. The homogeneous Poisson process is a special type of renewal process. A set of independent random variables are always uncorrelated. However, a set of uncorrelated random variables may or may not be independent. Thus, the serial correlation coefficients can indicate whether or not a renewal process model is appropriate. 2. 5. Spectrum of the Intervals

SASEV estimates the spectral density of the sequence of times between events as

$$
\hat{S}(w)=\frac{1}{\pi}\left\{1+2 \sum_{n=1}^{M} \quad \hat{p}_{n} a_{n} \cos (n w)\right\}
$$

where $a_{n}$ is the Parzen window, that is,

$$
a_{n}= \begin{cases}1-6\left(\frac{n}{M}\right)^{2}+6\left(\frac{|n|}{M}\right)^{3} & \text { for }|n| \leq M / 2 \\ 2\left(1-\frac{|n|}{M}\right)^{3} & \text { for } \frac{M}{2} \leq|n| \leq M \\ 0 & \text { elsewhere }\end{cases}
$$

It also computes the discrete Fourier transform

$$
B_{k}=\sum_{n=1}^{N} \quad x_{n} e^{-j 2 \pi(n-1) k / N} \quad \text { for } k=0, \ldots, N-1
$$

and the periodogram

$$
C_{k}=\left|B_{k}\right|^{2} / N \quad \text { for } k=0, \ldots, N-1
$$

It can be shown that if the times between events are independent identically distributed random variables, then the values of $C_{k}$ for $0<k<N / 2$ are asymptotically independent identically distributed random variables with the exponential density. Consequently, the goodness-of-fit tests described in Section 2.3 can be applied to the periodogram to check the renewal process hypothesis. SASEV appies the Kolmogorov-Smirnov and Anderson-Darling uniform conditional tests to the periodogram.

### 2.6. Spectrum of the Point Process

SASEV estimates the spectrum of the point process in the following way

## Let

$$
\begin{aligned}
D & =\left(t_{N}-t_{1}\right) /(N-1) \\
A(k) & =\sum_{i=2}^{N} \exp \left[j B\left(t_{i}-t_{1}\right) / D\right]
\end{aligned}
$$

and

$$
I(k)=2|A(k)|^{2} /(N-1)
$$

for $k=1,2, \ldots, P$. $B$ is normally chosen as $2 \pi /(N-1)$. P should be chosen to be larger than $N$. Usually all the important features of the spectrum will be shown if $P=2 N$. SASEV smooths $I(k)$ over 5,10 , and 20 points using a rectangular window and plots the results.

Theoretically, the spectrum for a homogeneous Poisson process would be flat.
3. Experimental Results and Conclusions on the Large-Scale Flash Structure Experimental data for storms of August 5, August 26, and September 12, 1975 has been supplied by Goddard Space Flight Center in the form of strip charts. The tame scale on the charts is haghly compressed so that an individual lightning flash has a length in the order of one centmeter. Thus the envelopes but not the fine structure of the flashes can be observed on the charts. We are manually measuring the time between flashes, the peak amplitude of the flashes and the durations of the flashes from the strip charts and punching the data on cards In the format required by SASEV. A signal is judged to be a flash if its envelope exceeds 5 strip chart amplitude units on channel 1 and it also appears in several channels. The storm of August 5 has been completely measured and processed
by SASEV. The storm of September 12 has been completely measured and punched on cards but not yet processed. The storm of August 26 is approximately $95 \%$ measured. Some of the results of SASEV for the storm of August 5 are presented in Tables 1 and 2 in Appendix 1 and in Figures 1 to 60 in Appendix 2. They are discussed in this section.
3.1. Tame Between Flashes for the Storm of August 5, 1975

The results of SASEV for the time between flashes are summarized in
Tables 1(a) and 2(a) and Figures 1 to 22. By the time between two flashes, we mean the time from the beginning of one flash to the beginning of the nexi flash.

Table $1(a)$ shows the computed sample moments defined in Section 2.1. The coefficients of variation are reasonably close to the ideal value of unity for a homogeneous Poisson process. The coefficients of skewness, for the most part, are close to the 1 deal value of 2.0 for the Poisson process. The coefficients of kurtosis vary moderately from the 1 deal value of 6.0 for the Poisson process but are still "in the ball park. " Looking at the means, we see that the rate of flashes increases from tape 1 to tape 4 and decreases in tape 5. Thus, as expected, the flash rate is small at the beginning of the storm, increases in the middle, and decreases at the end. Clearly, the homogeneous Poisson process hypothesis is not valid on a long time scale since trends are present.

Histograms of the times between flashes for tapes 1 through 5 are shown in Figures 1, 6, 11, 15, and 19, respectavely. The corresponding log survivor functions a're shown in Figures 2, 7, 12, 16, and 20. The histograms for tapes 1,3 , and 4 appear as though they could be reasonably fat with an exponential.

The histogram for tape 2 is light at the low end while the histogram for tape 5 seems heavy at the low and high ends. The deviations from an exponential density can be clearly observed in the log survivor functions as deviations from linearity. For the most part, the $\log$ survivor functions are reasonably linear.

Table 2(a) displays the computed Kolmogorov-Smırnov and AndersonDarling statistics defined in Section 2.3. The column labelled KS shows the two-sided Kolmogorov-Smirnov statistic for the uniform conditional test. From Table 3 it can be seen that, using KS, the homogeneous Poisson process hypothesis is accepted at about the $80 \%$ level for tape 1 , the $27 \%$ level for tape 2 , the $71 \%$ level for tape 3, and the $39 \%$ level for tape 4. The hypotaesis is clearly rejected for tape 5. The column labelled DN shows the two-sided KolmogorovSmirnov statistic when Durbin's modification is used. Using DN, the homogeneous Poisson process hypothesis is accepted at about the $3.9 \%$ level for tape 1, the $0.012 \%$ level for tape 4 , and the $0.06 \%$ level for tape 5 . It is clearly rejected for tapes 2 and 3. The uniform conditional test with Durbin's modification is picking up definite deviations from the Poisson hypothesas. We conjecture that these deviations may be caused by trends and quantization of the measured data.

The serial correlation coefficients for tapes 1 through 5 are shown in Figures 3, 8, 13, 17, and 21, respectively. The corresponding spectra are shown in Figures 4, y, 14, 18, and 22. These plots indicate that, except in tape 5, the times between flashes are reasonably uncorrelated. There is defante correlation out to a lag of about 50 in Figure 21 for tape 5. This correlation causes the low-frequency peak in the spectrum in Figure 22. We conjecture that the correlation was caused by a trend.

The Kolmogorov-Smirnov and Anderson-Darling unıform conditional tests were performed on the periodograms of the sequences of times between flashes as described in Section 2.5. The results are presented in the last two columns of Table 2(a). The hypothesis that the times between flashes are independent is clearly accepted for tapes 1 through 4. It is accepted at about only the $0.05 \%$ level by the Kolmogorov-Smirnov test and at about only the $0.07 \%$ level by the Anderson-Darling test for tape 5. This is consistent with the conclusions from the plots of the serial correlation coefficients.

The spectra of the point processesfor tapes I and 2 are shown in Figures 5 and 10 respectively. The plots are very wild indicating that the smoothing in SASEV is insufficient. The points marked by $x^{\prime}$ s are the most smoothed. Smoothing the plots further by eye, we conclude that the spectra are consistent with the hypothesis of a flat spectrum for the homogeneous Poisson case. These spectra were not computed for the other tapes since the computation time is long and no unusual results were expected on the basis of the other computations.

Taken as a whole, the results from SASEV indicate that the sequence of flashes on the large scale can be modeled as a homogeneous Poisson process over a time period that is moderate with respect to the duration of the storm.
3.2. Peak Amplitudes of the Flashes for the Storm of August 5, 1975

The peak amplitudes of the flashes were recorded in strip chart amplitude units and processed by the appropriate subroutines of SASEV.

The various sample moments for tapes 1 through 5 are summarized in Table l(b). Notice that the coefficients of variation, skewness, and kurtosis differ significantly from the theoretical values for an exponential distribution.

The Kolmogorov-Smirnov and Anderson-Darling statistics are presented in Table 2(b). Notice that the Kolmogorov-Smirnov statistic KS or AndersonDarling statistic WN2 does not reject the exponential distribution hypothesis significantly but that with Durbin's modification the Kolmogorov-Smirnov statistic DN strongly rejects this hypothesis. These results are interesting in that they show the lack of power of the ordinary uniform conditional tests against some alternative hypothesis.

Histograms, log survivor functions, serial correlation coefficients, and $\because$ spectra of the amplitudes are shown in Figures 23 to 41 for tapes 1 through 5 . The histograms and, consequently, the $\log$ survivor functions differ significantly from tape to tape. Therefore, we propose no specific distrıbution function for the amplitudes at this time. However, it is clear from the plots that the exponential distribution is not appropriate. Except for tape 2, the serial correlation coefficients, spectra, and goodness-of-fit tests applied to the periodograms indicate that the ampintudes are uncorrelated.
3.3. Durations of the Flashes for the Storm of August 5, 1975

The sample moments for the durations of the flashes in tapes 1 through 5 are summarized in Table $1(\mathrm{c})$.

Histograms, log survivor functions, serial correlation coefficients, and spectra of the durations are shown in Figures 42 to 60 . The hastograms do not seem to be fit by any well known densities. The log survivor functions have significant "deviatıons from linéarity which rules out the exponential density. In particular, the histograms seem to be quite large for the small durations. The uniform conditional test statistıcs with Durbin's modification given in Table 2(c)
also strongly reject the exponential hypothesis. The corielation coefficients, spectra, and goodness-of-fit tests applied to the periodogram accept the hypothesis that the durations are uncorrelated.
4. Progress in Investigating the Internal Flash Structure

The major effort to date in investigating the internal flash structure has been the development of software to process the NASA digital lightning tapes on the University of Maryland's UNIVAC 1108 computer.

The FORTRAN program CONVERT shown in Appendix 3 converts the 16 bit two's complement format words on the NASA digital tapes to 36 bit one 's complement format UNIVAC 1108 antegers and then to 36 bit UNIVAC 1108 floating-point words. The converted data can be plotted on the line printer using the plot routines in SASEV.

The FORTRAN program PEAK shown in Appendix 3 detects peaks in the sampled lightning data. The following three conditions must be satisfied before a point is declared a peak (1) an amplitude threshold must be exceeded, (2) the point must be greater than the adjacent two points, 1. e., it is a local maximum, and (3) the difference between the point and at least one of the adjacent points must exceed a threshold. PEAK was applied to a record of approximately 6,500 points and the detected peaks were compared with the plotted data. For this record, PEAK detected the peaks with $100 \%$ accuracy.

The data on the NASA digital tape was selected to display the internal structure of a flash. The signals on the tape consist of a series of similarly shaped pulses with varying amplitudes and spacing. It is belreved that the pulses
are caused by the individual steps in the leaders. No indication of return strokes could be found in the fale examined. A very preliminary analysis of the intervals between pulses has been made using PEAK and SASEV. For the small segment of data processed, the results of SASEV indicated that the homogeneous Poisson process model may not be appropriate for the sequence of pulses in the leader signal. Much more data must be analyzed before any definite conclusions are drawn.

## 5. Future Research

Research ideas to be pursued during the remainder of this grant and in the future, if funds are available, are outlined in this section.
(l) We will complete measuring the large scale flash data from the strip charts for the storms of August 26 and September 9, 1975 and process the data with SASEV.
(2) The la rge scale flash statistics for new storm data supplied by NASA will be processed with SASEV.
(3) The instantaneous flash rate, that is, the flashes per minute, will be estimated for the storms on which we have data and plotted as a function of time. A program to perform this task is nearly completed. In addition to providing a hastory of the storm intensity for NASA, the results will indicate to us if the tests performed by SASEV were'influenced by trends.
(4) A significant effort will be devoted to investigating the internal flash structure. Statistical models for the times between pulses and amplitudes of the pulses in the leader process will be developed using the results of SASEV. The sequences of return strokes will be investigated similarly.
(6) If time and computer funds permit, we will perform a spectral analysis on the digitized storm data supplied by NASA. Spectral analysis can often uncover interesting signal characteristacs.
(7) We will investigate modelang the entire lightning signal by a branching renewal process. A branching renewal process is a point process in which each event in a primary sequence of events spawns a secondary sequence of events. The primary events would be the beginnings of flashes and the secondary events would be the pulses within a flash. Methods for estimatang process parameters will be investigated.
(8) The leader process contans a sequence of smmlarly shape pulses wath random amplitudes and spacing. We believe that the shape of these pulses is the system impulse response. The pulses often overlap and are corrupted by noise. We would lake to investigate the problem of optimally estimating the impulse response of a system driven by a continuous-time point process when the observed data is the system output corrupted by additive noise and sampled at a uniform rate. To our knowledge, this problem has not been previously solved.
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APPENDIX 1
TABLES

Storm of August 5, 1975

## Some Statistics Generated by SASEV

| (a) Time Between Flashes (Seconds) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TAPE | N | $\underset{\mu}{\text { MEAN }}$ | STANDARD DEVIATION $\sigma$ | COEFF. OF <br> VARIATION $\sigma / \mu$ | COEFF. OF SKEWNESS $\mu_{3} / \sigma^{3}$ | COEFF. OF <br> KURTOSIS $\mu_{4} / \sigma^{4}-3$ |
| 1 | 97 | 3.4876 | 3.0484 | 0.8741 | 2.0935 | 8.9313 |
| 2 | 410 | 2.9318 | 2. 3470 | 0.8005 | 1.3940 | 4.9723 |
| 3 | 506 | 1.7802 | 1.6425 | 0.9226 | 1. 9734 | 7.9215 |
| 4 | 240 | 1.4079 | 1.3991 | 0.9937 | 1.9350 | 6.8081 |
| 5 | 228 | 6.1395 | 6.8915 | 1. 1225 | 1.6741 | 5.6559 |

(b) Peak Amplatude of Flashes (In Strip Chart Amplitude Units)

| 1 | 97 | 14.9897 | 5.0796 | 0.3389 | 0.6523 | 2.3001 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 410 | 11.7829 | 5.6624 | 0.4806 | 0.7579 | 2.5375 |
| 3 | 506 | 10.3945 | 6.5425 | 0.6294 | 1.3719 | 3.5116 |
| 4 | 240 | 8.8500 | 5.1823 | 0.5856 | 1.9760 | 5.9478 |
| 5 | 228 | 10.2939 | 6.1319 | 0.5957 | 1.0990 | 2.9002 |

(c) Duration of Flashes (Seconds)

| 1 | 97 | 0.4299 | 0.2732 | 0.6354 | 0.8323 | 2.8771 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 410 | 0.3624 | 0.2400 | 0.6622 | 0.9291 | 3.3349 |
| 3 | 506 | 0.2544 | 0.2288 | 0.8990 | 1.9212 | 7.1981 |
| 4 | 240 | 0.2033 | 0.2263 | 1.1128 | 3.3910 | 16.9794 |
| 5 | 228 | 0.2272 | 0.2001 | 0.8809 | 2.0493 | 7.0931 |

Storm of August 5, 1975
Kolmogorov-Smirnov and Anderson-Darling Goodness-of-Fit Tests
for Exponential Density Based on Unıform Condational Property

| TAPE | Tim N | tween Fla KS | WN2 | WITH TRANS DN | $N^{\prime} \mathrm{S}$ TION WN2 | APPLIED TO PERIODOGRAM KS | WN2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 97 | 0.6321029 | 0.383976 | 1.401567 | 3.550858 | 0.8107939 | 0.9660473 |
| 2 | 410 | 1.045668 | 2.098625 | 2.639786 | 16.57763 | 0.6290504 | 0.4334488 |
| 3 | 506 | 0.6995085 | 0.7348518 | 3.317009 | 12.56082 | 0.3746214 | 0.1418037 |
| 4 | 240 | 0.8894655 | 1. 157148 | 2.196101 | 4.452011 | 0.5797793 | 0.2736702 |
| 5 | 228 | 2. 877865 | 26.99329 | 2.004672 | 7.86273 | 2.034177 | 6.590207 |

(b) Peak Amplitude of Flashes

| 1 | 97 | 0.2439943 | 0.0568504 | 5.440877 | 60.25202 | --------- | --~----- |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 410 | --------- | -- | ---m----- | --------- | 1. 558849 | 4.433937 |
| 3 | 506 | 0.7116409 | 0.7573547 | 10.82038 | -------- | 0.8282011 | 0.8978100 |
| 4 | 240 | 0.5034376 | 0.3427868 | 8.734251 | --------- | 0.5788312 | 0.2426233 |
| 5 | 228 | 0.5596259 | 0.4229412 | 7.318207 | $\cdots-\cdots-\cdots-\cdots$ | 0.5745411 | 0.3834915 |

(c) Duration of Flashes

| 1 | 97 | 0.7276520 | 0.7565508 | 2.622042 | --------- | ---------- | --------- |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 410 | 0.8409247 | 1. 455425 | 5.579909 | -------- | 10.7827463 | 0.9495754 |
| 3 | 506 | 1.632041 | 4.418961 | 8.840851 | 56.30646 | 0.9280081 | 1.249138 |
| 4 | 240 | 1.015736 | 0.8823013 | 7.603098 | 48.96658 | 0.7042681 | 0,7879419 |
| 5 | 228 | 0.9044824 | 0.9611149 | 6.631598 | 32.84324 | 0.6494161 | 0.5272541 |

## TABLE 3

Asymptotic Significance Levels for the
Kolmogorov-Smirnov Statistic


## APPENDIX 2
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FIG. 6 HISTOGRAM OF TIME BETWEEN EVENTS (TAPE 2)


FIG. 7 LOG SURVIVOR FUNCTION (TAPE 2)
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END OF SUBROUTINE RHO

SMOOTHED SPECTRUM OF INTERVALS FOR THREE VALUES OF $M$
MAGNITUDE OF SPECTRUM FOR MI (SYMBOL=H)
MAGNITUDE OF SPECTRUM FOR M2 (SYMBOLEX)




HISTOGRAM OF TIME BETWEEN EVENTS


FIG. 11 HISTOGRAM OF TIME BETWEEN EVENTS (TAPE 3)


FIG. 12 LOG SURVIVOR FUNCTION (TAPE 3)




SMOOTHED SPECTRUM OF INTERVALS FOR THREE VALUES OF $M$



FIG. 14 SPECTRUM OF INTERVALS (TAPE 3)



HISTOURAM OF TIME BETWEEN EVENTS
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FIG. 15 HISTOGRAM OF TIME BETWEEN EVENTS (TAPE 4)
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FIG. 19 HISTOGRAM OF TTME BETWEEN EVENTS (TAPE 5)
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## HISTOGRAM OF AMPLITUDES

XMIN $=$
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FIG. 23 HISTOGRAM OF AMPLITUDES (TAPE 1)


FIG. 24 LOG SURVIVOR FUNCTION (TAPE 1)
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FIG. 26 HISTOGRAM OF AMPLITUDES (TAPE .2)


FIG. 27 LOG SURVIVOR FUNCTION (TAPE 2)

PLOT OF SERIAL CORRELATION OF AMPLITUDES
NORMALIZED SERIAL CORRELATION COEFFICIENT
$\stackrel{\sigma}{\sigma}$




SPECTRUM OF AMPLITUDES
MAGNITUDE OF SPECTRUM FOR M1 (SYMBOL=H)
MAGNITUOE OF SPECTRUM FOR M2 (SYMBOL $=X$ )
MAGNITUDE OF SPECTRUM FOR M3 (SYMBOL
SH)



HISTOGRAM OF AMPLITUDES


FIG. 30 HISTOGRAM OF AMPLITUDES (TAPE* 3)
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SPECTRUM OF AMPLITUDES



## HISTOGRAM OF AMPLITUDES




FIG. 34 HISTOGRAM OF AMPLITUDES (TAPE 4)


PLOT OF SERIAL CORRELATION OF AMPLITUDES
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# HISTOGRAM OF AMPLITUDES 
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FIG. 38 HISTOGRAM OF AMPLITUDES (TAPE 5)
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## HISTOGRAM OF DURATIONS

```
.2CCOE XMAY= 2.zGGCO NUMEER OF CRLLS= 19 CELL IMCREMENT= .110525
```
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FIG. 42 HISTOGRAM OF DURATIONS (TAPE I)


FIG. 43 LOG SURVIVOR FUNCTION (TAPE 1)




FIG. 46 LOG SURVIVOR FUNCTION (TAPE 2)




SPECTRUM OF DURATIONS




HISTOGRAM OF DURATIONS
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END OF SUBROUTINE RHO

SPECTRUM OF DURATIONS
MAGNITUDE OF SPECTRUM FOR MI (SYMBOL=\#)
MAGNITUSE OF SPECTRUM FOR MZ (SYMBOL=X)
MAGITUDE OF SPECTRUM FOR MS (SYMBOL=H)
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## APPENDIX 3

## PROGRAMS

## SASEV

## A Program for the Statistical Analysis of Series of Events

SASEV is a large FORTRAN pıogram (approxımately 3, 000 cards) for the statistical analysis of point processes. The program is documented in detail in Reference l. A listing of SASEV will be provided on request.

## Tapes to University of Maryland UNIVAC 1108 Format

```
ElNENSICN FUAI(12900), IDUN(1&),FA(6000)
ECUlvALEACE (DAIA,FDAI)
    DA|A IDHN/IEx. ,
```



```
    D/JA NFILL/G/7777TEOOOOO/
    SIAlUS=0
    FAGl]f=1
    DENS=1600
    kCCvk=0
    A.G:DS=568y
    NSAM\dot{P}=12800
    CALL XFEAL(IO,ELIF,NGRDS,SINIUS,HANIIY,DENS,FCEVF)
    L=1
    DC 1 1=1,MENDS,4
    DA&A(L)=FLD(O,16,EJF(1)).
    DA1\Delta(L+1)=FLL(1ó,16,PUF(1))
    N1|=rLC(32,4,Rप%(1))
    N1P=FLD(0,12,EUF(I+1))
    DATA(L+2)=N11.LS.12.V.NTR
    DAIA(L+3)=FLD(12,1G,EUF(I+1))
    N:1=FLE(28,8,BUF(I+1))
    A12₹\tilde{LD}(0,\varepsilon,B\त(1+?))
    DA1A(L+4)=N:1.LE.8.V.NI2
    Df1A(L+b)=FLD(E,16,FUF(1+2))
```



```
    Ni2=FLD(0,A,EUF(1+3))
    DAIA(L+6)=N!1\cdotLS.4.V.N!2
    DAIA(L+7)=FिLD(A,16,EU\overline{N}(1+3))
    DAIA(L+8)=FLD(20,16,ELF(I+3))
    L=L*S
    DC2 I=1sNSARP
    IF(FLD(20,1,DAIA(1)).EO.1) DAIA(1)=(DA,A(1)-1).V.ArILL
    DC 3 1=1,NSANr
    FDCI(I)=DO1A(I)
    EI='巨1'
    GG='GG:
    1| }\triangleB=LN=
    HKIIE(2,4) (C,LN,IIAP,ILUN
    FCgNAI(8x,AZ,EIE,lbAく)
    WHITE(2,4) EI,LN,I|AP,IDUN
    END rile 2
    NE:IND 2
    N=600
    M=1
    UC S I=1,A
    F\(I)=I-1+N1
    CALL FLI(1,1,1,1,0,0,2,1,1,0,10,N/10,10,0,0,
1 1, 0,0,0,0,2,CDA!(N1),FN,N,0,
2 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0)
END
```




## P EAK

A Program for Detecting the Peaks in Sampled

## Lightning Data

```
    *- DINEŃSICNN X'6650)
    DINENSLGN ANF(600)
    FEHIND-3
    NEAD(3) }
    1A=100.
    1D=60.
    N=0
    DC 3 1=2,664,9
    Ir(x(1).LE.IA) CC IE S
    IF(X(I-1).EE.\lambda(1).(N.X(I).L].X(1+1)) (& iC 5
    U1=x(1)-\lambda(1-1)
    U2=A(1)-x(1+1)
    Lf(Ul-LI•TD.SND.UP.LT.ID) CE I& 5
    N=N+1
    I 1=1+6150
    \lambda(N)=11
    ANP(N)=\lambda(1)
5 CCNIINUE
* vi=IIE(t,4) i
    A F[m\A(3h N=,I|O)
        |FIIE(l,2) (X(I),I=1,N)
        END \tilde{ILE &}
    FCm^1(1́cFо.0)
    v^I!E(7,3) (Afve(I), l=1,N)
        ENG FILC7
    3
    <とFNA1(12Fb,O)
```

