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A STUDY AND EVALUATION OF IMAGE ANALYSIS TECHNIQUES
APPLIED TO REMOTELY SENSED DATA

By
R.J. Atkinson, B.V. Dasarathy, M. Lybanon, H.K. Ramapriyan

Abstract

Several areas of concern to users of remotely sensed data, are covered
briefly in this report. An analysis of phenomena causing nonlinearifies in the
transformation from Landsat multispeetral scanner coordinates to ground coor-
dinates is presented. Experimental results comparing rms errors at ground con-
trol points indicate a slight improvement when a nonlinear (8-parameter) trans-
formation is used instead of an affine (6-parameter) transformation. The
improvements are expected to be more significant when the coordinates of the
GCP's are determined more accurately. Using a preliminary ground truth map
of a test site in Alabama covering the Mobile Bay area and six Landsat images
of the same scene, several classification methods are assessed. The similarity
measures indicate a slight improvement over those with a smaller test site in
Tennessee used in an earlier report. However, due fo the size of the present
data set,registration has been a more difficult problem, and with improved GCP
selection, if is expected that the similarity measures will show further increases.
A methodology has been developed for automatic change detection using classifi-
cation/cluster maps.

A sophisticated coding scheme is employed for generation of change depic-
tion maps indicating specific types of changes such as from only the interior points
of a given set of classes in map 1 to a set of classes in map 2. Inter- and intra-
seasonal data of the Mobile Bay test area have been compared to illustrate the
method. A beginning has been made in the study of data compression by applying
a Karhunen-Loeve transform technique to a small section of the test data set.

The second part of this report provides a formal documentation of the
several programs developed for the analysis and assessments presented here.



=
| ]

B

-

ho D9 B3 B3 DO B0 KO B9 DO DO DO O O IO
GDCN;P-WNI—‘

ThOT N en &1 1 €1 i 0O DO DO DO o

W W W
LD =

o W
NG

Lo W W W
. 4 » b
[= RTINS Y

.

N N N

S U W N

.

N

TABLE OF CONTENTS

INTRODUCTION

REGISTRATION AND GEOMETRIC CORRECTION
Introduction

Effects Leading to Geometric Distortions of Images -
Effect of an Altitude Variation

Effect Due {o Varying Position Along Scan Line
Discussion

Examples

Geometric Correction

Statement of the Problem

Determination of Bounds on the Output Image
Modification of the Transformation

Computation of Input Image Coordinates
Computation of Quiput Pixel Values

Experimental Comparison of Transformation

PROGRAM DESCRIPTIONS

Introduction

Resource Requirements

Supervised Nearest~Neighbor Establishing Histogram
Approach (SNEHA)

Analysis Process T

Parametric Recognition Imparting Trained Identification
(PRITI)

Analysis Process

Piecewise Linear Classifier

Analysis Process

Performance Assessments

CLASSIFICATION TECHNIQUE ASSESSMENT
Introduction

Description of Data Sets

Preparation of the GTM

Comparisons with the GTM

HINDU Clagsifier

Table Look-up (ELLTAB)

Linear Sequential

Piecewise Linear (Histogram based)
Nearest Neighbor (Histogram based)
Maximum Likelihood (Histogram based)

14
14
14

15
15

16
16
17
17
17

19
19
19
20
24
27
30
30
30
30
30



R G R 1NN SO N NG N

o) IV UL o ]

[= 230w T o > R = > B o> R = 2
[T U I I

-~ -] =1, Ul

o

TABLE OF CONTENTS (continued)

Comparisons Between Classification Maps
Chi-Square Tests for a Typical Case
General Remarks

Qualifiers

Conclusions

Suggestions for Further Work

TEMPORAL CHANGE DETECTION
Introduction

Overview of the System

Description of the Change Detection System
Experimental Results

Discussion of Results and Concluding Remarks

DATA COMPRESSION

Introduction

The Karhunen-Loeve Transform

A Fast Karhunen-Loeve Transformation
Implementation of the Algorithm
Besults

REFERENCES

PART I - I. INTRODUCTION

2. GEOMETRIC CORRECTION

3. THINNING OF BOUNDARY IMAGES

4., FINDING DISCONTINUITIES IN BOUNDARY DATA

5. SMOOTHING BOUNDARY DATA

6. IDENTIFICATION OF CONNECTED REGIONS

7. DELETION OF BOUNDARY POINTS

8. COMPUTATION OF CONTINGENCY MATRICES

a. COMPARISON OF SUPERVISED CLASSIFICATION MAPS

10. TEMPORAL CHANGE DETECTION AND DISPLAY
REFERENCES

Page
39
39
43
43
43
46
47
47
47
49

51
5l

70
72
73
92
107
114
126
159
164
177

184

197



Table 2.1

Table 4.1
Table 4.2
Table 4.3
Table 4.4
Table 4.5
Table 4.6
Table 4.7
Table 4.8
Table 4.9

Table 4,10

Table 4.11 °

Table 4.12

Table 4.13
Table 4.14

Table 4.15
Table 4.16

Table 4.17
Table 4.18

Table 4.19
Table 5.1

Table 6.1

LIST OF TABLES

RMS Errors in Geographic Referencing Fits to Landsat
Observations of Mobile Bay Area

Landsat Scenes of Interest

Subsets of Landsat Scenes

Affine Transformation Parameters

Information for Registration w.r.t GTM

Registered Data Sets

GTM in Various Stages of Preparation

Joint Histogram Between GTM and HINDU Cluster Map

Similarity Measures of HINDUCM's w.r.t. GTM

Joint Histogram Between GTM and ELLTAB
Classification Map

Joint Histogram Befween GTM and Linear Sequential
Clagsification Map

Similarity Measures of LCM's w.r.t. GTM

Joint Histogram Between GTM and Piecewise
Linear Clagsification Map

Similarity Measures of PCM's w.r.t. GTM

Joint Histogram Between GTM and Nearest Neighbor
Clagsification Map

Similarity Measures of SNEHACM's w.r.t. GTM

Joint Histogram Between GTM and Histogram-based
Maximum Likelihood Classification Map X

Similarity Measures of PRITICM's w.r.t, GTM

Similarity Measures Between CM's for Dec. 73
Data Set

Results of the x% Tests

Temporal Change Detection Results

Statistics of the Input and Output Images

Page

“ 1o

21
21
22
23
25
29
29

32

34
34

36
36

38
38

41
41

42
44

52



Figure 4.1
Figure 4.2
Figure 4.3
Figure 4.4
Figure 4.5
Figure 4.6
Figure 4.7

Figure 5.1
Figure 5.2

Figure 5.3
Figure 5.4
Figure 5.5
Figure 5.6

Figure 6.1

Figure 6.2
Figure 6.3
Figure 6.4
Figure 6.5

LIST OF ILLUSTRATIONS

‘Mobhile Bay GTM

Mobile Bay HINDUCM (Jan. 19875)
Mobile Bay ELLTABCM (Dec. 1973)
Mobile Bay LCM (April 1974)
Mobile Bay PCM (Oct. 1972)

Mobile Bay SNEHACM (Nov, 1973)
Mobile Bay PRITICM (June 1974)

Schematic Representation of Temporal
Change Detection Methodology
Total Changes in all Classes (represented
by dark pixels)
Total Changes in Interior Regions
Total Changes in Boundary Regions
Additions to the Urban Class
Deletions from the Interior of the Forest Class

Coefficients of Eight Nearest Neighbors,

where o = —F-
1+p?
Hisfogram of Input Image
Histogram of Output Image
Histogram of Output Image Minus Input Image
Original and Reconstructured Images of the
City of Mobhile

Page

26
28
31
33
35
37
40

48

53
54
55
56
57

62
66
67
68

69



1. INTRODUCTION

Earth related applications of space technology have been receiving consid-
erable attention and support during the recent years. An important example in
this area is the use of satellites such as Landsat and Skylab for remote sensing
of the earth's resources., With the regular coverage of earth by Landsats 1 and 2,
large quantities of data are collected and transmitted. A major concern for a
user of such remotely sensed data is the accuracy of the results in terms of spatial
registration and interpretation of multispectrzal signatures. A natural consequence
of the repeated coverage of regions on earth by the Landsats is the ability to detect
changes. An additional matter of interest to both the users and the agencies
collecting and storing the data is the loss in accuracy that one might suffer if the
data were compressed in order to achieve economies in transmissgion and archiving
of the enormous volume of information.

The Image Coding Panel of the National Aeronautics and Space Administration
addresses the problem of assessing existing digital computer techniques covering
the above aspects of image analysis. Reference [1] is an example of the assess-
ment of classification techniques applicable to remotely sensed multispectral
images.

This report, a result of a three months' study* by Computer Sciences
Corporation, is a continuation of the effort in [1] and covers a broader spectrum
of analysis techniques.

A large region, of approximately 1.4 million Landsat pixels, covering the
Mobile Bay area in Alabama was used in the study as a test site. Six Landsat
images of the same region were used from Computer Compatible Tapes (CCT's)
corresponding to six different passes. This was a much larger data set than that
considered in {1] which had only 52, 000 pixels. Therefore, the registration of
the images to a common frame of reference was more difficult. The problems
involved, mainly leading to a nonlinear (rather than linear) coordinate trans-
formation, are discussed in Chapter 2. Also included in Chapter 2 is an approach
to the implementation of nonlinear fransformations on large data sets. Chapter
3 gives a brief description of the various classification techniques that were applied
to the data sets.

The assessment methods employed here follow those in [1]. The classifi~
cation maps are compared with a preliminary ground truth map (GTM) of the
region. Due to the type of GTM available, certain special steps were necessary

* Supported by NASA Confract NAS8-32107.



in converting it into a digital format and preparing it for automatic point-by-~point
comparison with the classification maps. Chapter 4 presents the details of the
preparation of the GTM and the results of the comparisons.

A methodology for automatic change detection is developed in Chapter 5
demonstrating the results of comparing inter- and intra- seasonal pairs of classi-
fication maps. '

A beg’inﬁing has been made in the evaluation of data compression techniques.
Application of a typical technique (Karhunen-Loeve Transform) to a small section
of the Mobile Bay test site is illustrated in Chapter 6.



2. REGISTRATION AND GEOMETRIC CORRECTION
2.1 Introduction

In performing multitemporal classifications, change detection, and assess-
ment of clagsification accuracies relative to the ground truth by a point-by-point
comparison with a ground truth map (GTM), it is necessary to register the various
scenes under consideration relative to a common basis. It is useful to employ
the UTM (Universal Traunsverse Mercator) System as the hasis relative to which
all images are corrected. The GTM is generally not expected to have any dig~
tortions other than a slight rotational error due to misorientation while digitizing,
However, sgignificant distortions are present in Landsat imagery and when several
views of a given ground scene are o be handled it is possible that the distortions
are different for different views.

Experiments have shown that for small subsets of a Landsat frame (say,
less than 500x 500 pixels), an affine transformation of the form

where (R, C) and (E, N) are the pixel and UTM coordinates, respectively, provides
an adequate model for the distortions and results in errors of less than one pixel.
However, for larger subsets, such a transformation produces larger errors.
Therefore, either several affine transformations with image segmentation or a
gingle transformation with additional terms should be used.

This chapter provides an analysis of the causes of the geometrie distor-
fion, showing why the linear model is not adequate. Also, experimental results
are shown to illustrate the improvements in rms errors at a given set of Ground
Controel Points (GCP) when EN terms are included in the transformation, Itis
found, however, that the gain in accuracy is not sufficiently significant to justify
application of the more complicated transformation in the present work. With
greater accuracy in the determination of the GCP eoordinates, the differences in
rms errors hetween the linear and nonlinear models could be more pronounced.

The results presented in the subsequent chapters of this report are based
on aifine transformations applied to all the data sets. But, a system of programs
has been developed for applying the nonlinear transformation so that when the
GCP's are identified more accurately, the results can be updated with the new
geometric corrections. The philosophy of these programs is slightly different
from that of the affine transformation routines and is described brietly in Section
2.5. ’



2.2 Effects Leading to Geometric Distortions of Images
2.2.1 Effect of an Altitude Variation

Some useful equations relating image coordinates to ground locations are
given in Ref. 1. The coordinates (x,y} of a point in the image are given by

x = (f tan 1) éinw
y = (f tan 1) sin ¥ 1)

where y is along the (image of the) heading line, x is in the perpendicular direction,
and the origin is at the image center (the image of the subpoint). (Eq. (1) actually -
defines the instantaneous field of view of the sensor. Effects such as the skew
produced as a result of the finite time required for the Landsat multispectral
scanner to form an image are not included.) The other quantities are defined

as follows: fis a.scale factor, 7 is the nadir angle subtended at the satellite by

the great circle arc connecting the subpoint and the observed point and ¥ is the
azimuth of the observed point measured from the heading line (vertex at the
subpoint). A spherical Earth is assumed, and the horesight direction of the scanner
is assumed to be straight downward.

The nadir angle 1 is given by

. R sin b 0
an =
N R(1-cos §) + H @)

where R is the Earth's radius, H is the orbital altitude, and 6 is the geocentric
angle subtended by the great circle arc connecting the subpoint and the-observed
point, Then the equation for position along a scan line, measured in the image, is

- fR sin § (3)
R (1-cos §) + H

where R§ measures the distance on the ground from the subpoint fo a point on the
scan line. Here x=0 gives the center pixel of the line.

The dependence of N upon time is a property of the scanner mechanism.
The question of interest here is: For a given 1 (therefore a given x), how does
(angular) position on the ground vary with changes in altitude H? Differentiation
of Eq. (3) produces

ds - sin & )
di R(cos6-1)+H cos ¢

B
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Let u=R6 denote a distance on the ground. Then the shift in ground position
corresponding to a given pixel x, due to a variation in satellife altitude H, is

dH R {cos (u/R) - 1+ H cos (u/R)

_d—u R sin (U/R) (5)

From Eq. (), for a 10 km change in altitude (a reasonable figure) the ground
position corresponding to the end pixel on a line shiits by 1.02 km, the equiva-
lent of 17.9 pixels. However, u/R=0.0145 radians for this case (and smaller
for other points), so small-angle approximations for the trigonometric functions
are valid. If terms no higher than the first degree in u/R are retained, Eq. (5)
reduces to

du 4 (6)
di i1

Therefore, although this effect may be large it is approximately linear. So the
linear transformation of Ref. (1) should account for it.

For the dimension normal to scan lines, the analysis is different. The
Landsat scanner sweeps out scan lines in groups of six simultaneously. Within
each group of six secan lines the aspect angle efiect prevails. However the ground
position of each successive group of scan lines depends on the along-track velocity
and fhe constant time interval. So for points more than a few scan lines apart in
the along-track direction the latter effect predominates.

From celestial mechanics it is known that (neglecting non—central gravita-
tional terms and comparable effects) the orbital period is proportional to the 3/2
power of the semimajor axis. For circular orbits, the velocity is constant and
inversely proportional to the period. (Assuming a spherical earth, this is also
true of the ground track velocity, which is of interest here.) So the average
along-track distance v on the ground between scan lines is

v=C 3—3/2 (7)

since the time interval between scan lines (1/6 the time between scans of success-
ive groups of six lines) is constant, In Eq. (7) C is a constant (a combination of
several factors) and a is the orbit's semimajor axis - or radius, since the orbit
is assumed circular. Therefore the fractional change in v due to a change in
altitude is

%Y= ~3/2 da _ -3/2 dH (8)

a a



For a scan line increment nominally encompassing the same interval along track
as the previous cross - track example, the shift due to a 10-km altitude variation
is 190 m, the equivalent of 2.41 scan lines. Therefore an altitude change produces
a smaller effect along-track than cross-track. Also, again the effect is a linear
scale change. '

2.2.2 Effect Due to Varying Position Along Scan Line

The nominal Landsat orbit has a ground track that repeats identically every
eighteen days. However, because of small orbit variations the actual ground track
may shift laterally, for several passes over the same region. Therefore a land-
mark that is directly beneath the satellite's path during one pass may be off to the
side during another. Because of this situation, it is of interest to consider the
variation in the mapping from the ground to the image plane as a function of
position along a scan line,

To consider this effect, we return to Eq. (3). The quantity of interest is
dx/du = (1/R) d=/ds . From Eq. (3), it is given by

dg _, {H-2 ®+H) sin® (u/2R) } .
da |2R sin2 (u/2R) + H]2

For points within Landsat images the trigonometric terms are much smaller
than the others. So, to a good approximation,

- _;_ (102)

2l

x = (f/H) u = (constant) u (10%)

In this approximation, the mapping from u to x is linear; projective effects do not
cause any distortion. The error in this approximation is less than 1 percent; small,

but not negligible.

The above analysis should also apply, at least approximately, to a sensor
boresight (pointing) error due fo a nonzero satcllite roll attitude. Therefore, the
nonlinearity may be increased by some factor greater than unity.

2.3 Discussgion

The distortion-producing effects on Landsat imagery of some physical
processes that can be analyzed easily have been studied. It was found that the
effects of orbital altitude variations aund the projection into the image plane from
various points along a scan line can be accounted for very nearly by a linear

transformation, as was concluded in Ref. 1.

[



However, it can be seen that the approximations are not perfect. TFirst the
effects of altitude variation will be considered. It should be noted that Eq. (6),
giving du/dH, is a small-angle approximation fo the more accurate expression,
Eq. (5). For the numerical example congsidered, the discrepancy between the
two formulas amounts to slightly less than 1m - about 1-1/2 percent of a pixel.
Clearly the small-angle approximation is valid in this case. Another-more
serious~-approximation has been made, however. The right-hand side of Eq. (6)
(as well as Eq. (5)) depends on H. So the Taylor series giving the change in u
induced by a change in H contains nonzero terms beyond first order. The amount
of the nonlinearity is estimated by the next term, which has a magnitude of roughly
0.2 pixel for the case used as an example. This is small, but possibly of border-
line significance if one is attempting to register images to subpixel aceuracy.

When the same analysis is applied to dv/dH, given by Eq. (8), the magnitude
of the nonlinearity is smaller. For the same numerical example considered pre-
viously, the nonlinear correction amounis to a fraction of a meter, So it may
reasonably be treated as negligible.

The above analysis has considered the distortions in componenis (u,v) of
locations on the Earth's surface mapped info given positions in the image, where
u is in the scanning direction and v is parallel to the motion of the subsatellite
point. Standard geographic coordinates used, such as the E and N of the UTM
system, are not parallel to u and v. So both E and N contain contributions from
u, which the above analysis shows may lead to small but possibly significant
nonlinearities in the mapping from the ground into the image.

The other effect congidered, the (projective) effect due to varying position
along a scan line, does not involve changes in altitude. So Eq. (10a) actually
describes a linear effect. But this equation ig a emall-angle approximation to the
more accurate Eq. (9). Differences between the two equations give the sought-
for nonlinearity. As has been pointed out, Eq. (10a) is a very good approximation,
in error by only a fraction of a percent at the ends of 2 scan line. However, this
translates into an equivalent ground distance of about 200 m at these points, a
significant nonlinearity equivalent to several pixels. And, as discussed above,
the effect of this nonlinearity is felt in both E and N,

It has been seen that, while the linear coordinate transformation is a very
good approximation, the effects considered lead to some possibly significant non-
linearities. And only a few effects have been analyzed. It is possible that other
cauges may lead to sven greater nonlinearities. Therefore it appears that a
nonlinear transformation might be used with profit,



- The simplest nonlinear transformation is obtained by addingterms propor-
tional to the product (EN) to both the x and y equations of the linear transformation
derived in.Ref. 1. This simplicify is consistent with the relatively small magni- ~
tude of the expected nonlinearities. Also, Rifman et al reportéd success in using
such a transformation with Landsat data. [2]

2.4 Examples

Least-squares fits were made to several sets of data resulting from Landsat
passés over the Mohile Bay, Alabama area, using both a linear coordinate trans-
formation and the nonlinear transformation described above. The linear trans-
formation involved six parameters: the four elements of a matrix accounting for
rotation, skew and scale factors, and the two components of an origin shiff vector.
Thé nonlinear transformation added two more parameters: coefficients of cross-
product (E N) terms. The program used made several fits for each data set,
successively discarding fit points possessing fit exrors too large to pass a test.

The same 36 ground control points (GCPs) were used for each data set.
Table 1 shows a sample of the results, for three data sets. RMS errors are-
given for fits involving all 36 GCPs aund fits using 18 points (in some cases, linear-
interpolation was used to obtain the latter). Shown are errors computed at fit
points only, and for all the points.

The results show that the nonlinear transformation always produced smaller
errors at fit points. (They can never be larger, since the nonlinear transformation
was produced by adding terms to the linear transformation.) The situation is less
clear-cut when errors computed for all 36 GCPs are compared for the 18-point
fits. In order to clarify the situation, several steps may be useful:

(1) Recheck the cocrdinates of all the GCPs.

{2)  Obtain better estimates of GCP image coordinates by first
making enlargements (using digital resampling techniques)
of regions surrounding the points.

(3) Experiment with more data sets.
(4) Experiment with other nonlinear transformations.
Because all of these will involve significant effort and time, an estimate of the

expecied improvement over present resulis should be made and balanced against
the expense required to achieve that improvement.



Table 2-1, RMS Errors in Geographic Referencing Fits
to Landsat Observations of Mobile Bay Area

Date of
Observation
10/17 /72

11/17 /73

12/5/73

of GCPg*

Number

6-Parameter
Linear Transformation

3-Parameter
Nonlinear Transformation

Error at
Fit Points All Points

Error at
Fit Points All Points

36
18

36
18

36
18

1.7912 1.7912
0.80430 1.9095
1.3308 1.3308
0.73284 1.4361
1,.3264 1.3264
0.58774 1.4614

1.7831 1.7831
0.69475 2.0202
1.2320 1.2320
0.57837 1.4444
1.2970 1.2970
0.53989 1.4512

Rms errors are given in pixel units.

*GCP: ground control point,




2.5 Geometric Correction

In this section we shall discuss a method of applying a nonlinear geometric
transformation to a large image. )
I

If the main memory of the computer is large enough to contain all the lines
of the input image required to compute any one output line, then the implementation
of the geometric corvection is a simple matter. But, this is not the case in general.
A method of handling large images using segmentation of the input image has been
described in detail in {3] for the case of the affine transformation. This tech-
nique is applicable to general nonlinear iransformations, but the computations of
the number of segments required and the portions of each output record that can
be computed with the data from an input segment are somewhat cumbersome.
Therefore, a slightly different approach is employed which will be described in
the sequel.

2.5.1 BStatement of the Problem

We are given a-transformation of the form

o= al%] + |Fe|+ 2| vy (1)

Y v Yo B

where X, Y are the coordinates of a point in the input image reference system
and U, V are those of the same point in the output coordinate system. The input
image function (say classification numbers or reflected intensity values in a given
spectral band) is defined for all integral values of X, Y satisfying
1<X<X;1sY<Y (12)
The output image function should be stored as (TI— U + 1) records (lines) with
(W - V+ 1) samples in each record, the values being computed for all integral
values of U, V satisfying
UsUsU;VsVsV (13)

where U, U, v, V are the integral bounds on U and V such that (11) and (12) are
satisfied,

The following steps are involved in computing the output image function.

10



1. Determination of U, U, ¥, V.

2. Deciding whether it is convenient to implement the given trans-
formation or a slight modification thereof.

3. Computing the input image coordinates for each output point in
a record.

4. Finding the nearest integer values to the input coordinates and
obtaining the output image function by a suitable interpolation method.

2.5,2 Determination of Bounds on the Output Image

The values of U, T, V, V should be found such that, for all (U, V)
satifying (13), the solution X, Y) to equation (11) satisfies (12).

If @ =B =0 the values of U, U, V, V are simply found by using

Uy _ A-1 X -Xp

(14)
v Y- Y, ’

and finding (U, V) corresponding to the four vertices of the rectangle defined by
(12).

However, equation (11) results in quadratic equations for U and V in terms
of X and Y, The eguation for U is:

tlagy (Y=Y )-agaX-X5)]=0 (15)

This yields two solutions for U.

A choice is made of the sign to be used in the formula for the solution of
the quadratic equation (15) based on the absolute value of the solutions for the case
X, Y)=(1,1). The sign yielding the smaller absolute value is chosen for con-
venience and is used henceforth. Given a U, the solution for V is unique.

Due to the nonlinear nature of the transformation, the four vertices of the
rectangle defined by (12) do not necessarily yield the extremal values of U and V.
However, an examination of the quadratic curves represented by the equation (11)
in the (U, V) domain for various values of (X, Y) reveals that the sides of the
rectangle defined by (12} should map info eurves bounding the output image.

11



Therefore, U, ﬁ, v, V are obtained by finding the extremal values of U and V
over the sets

X=1; 1<Y=<Y

X=X; 1<Y=<Y

1<X<X;Y=1

(16)

1=sX=sX; Y=Y
2.5.8 Modification of the Transformation

It is sometimes convenient to implement a modified transformation and
generate an image which is equivalent to the desired output image from the point
of view of resampling (that is, integer coordinates in the generafed output image
correspond to integer coordinates in the image desired). The permissible modifi-
cations are interchanges of the U and V axes and/or changes in the signs of U and/ "
orV.

The maximum number of inpuf records required to compufe an output record
is given by

R, =Max_”a12 +aU|@-D), I 2+ 0T (x“r—y)]

if the given transformation is implemented. If U and V axes are interchanged,
this changes to

Ry = Max [Iall =a¥V

(U-1) ! a1 taVv | (ﬁ"y.)]

If Ry <Ry, then U and V need not be interchanged. Otherwise, the columns
of A, (U, V) and (U, V) are interchanged.

Also, it is desirable to have the output record and sample numbers increase
with respect to those in the input image. Since « and B are generally much smaller
than the elements of A, aj1 = 0 and agg > 0 imply that the above requirement is
met. If ajq < 0, then the first column of A, @, 8, U, U are negated and U, U
are interchanged. If agg < 0, then the second column of A, @, B, V, Vare
negated and. V, V are interchanged.

2.5.4 Computation of Input Image Coordinates

For each line in the output image (that is, for a given U) there are V-V +1
output pixel values to be computed. The (X, Y) coordinates for each of these
points are computed and stored in two arrays. Also, some of the computation is
saved by checking whether the computed value of X is between 1 and X. If not,
the Y value is set to 0 without any computation,
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2.5.5 Computation of Output Pixel Values

Suppose {X;j[i=1, 2, ..., N} and {¥[i=1, 2, ..., N} are the coordinate
arrays with (Xj, Yj) cooresponding fo (U, i=V -1) and N=‘7‘—_Y+1. Also, when~

ever 1>X; or X > X, Y;=0. Then, the inpat records needed to compute the
current record of output range irom R, through Rs where

Ry =Min {X;/1 5i < N; ¥; # o}
Ry = Max {X;|1 i <N; Y; #0}.

Now, if the storage available for the input image can confain Ry - Ry +1
records, it is possible to compute the entire output record by reading the appro-
priate input records into storage. However, if only a part of the records needed
can be held in core at a time, the data handling becomes more complicated. The
method employed here is iterative.

Assume that records 5, through S, are available in core at a given stage
and Ry through Re are needed for computing the remaining part of the current
record,  Then, all the output pixels thal can be computed using S through Sy are
computed, a code array indicating the computed pixels is updated,as many as
possible of the new input records in the range R, through Ry are read info core
and 81, Sg are modified to reflect the present state of the storage. This procedure
is repeated until all the output pixels of the current record have been computed.

The above method works employing a circularly addressed input buffer to
avoid unnecessary movement of data within the core storage and assumes that the
input image is available on a direct access device so that the updating of storage
can be performed using both forward and backward reading of input recoxrds.

2.5.6 Experimental Comparison of Transformation

An experiment was performed using both the affine and the above 8-parameter
transformation on a six class classification map of the Mobile Bay, Alabama region
obtained by using a Linear Sequential classifier. The transformations used here
were both obtained such that the mean squared errors over the same set of ground
control points were minimized. The resulting output images were overlaid and
their joint histogram was found., This is shown in Figure 2.1, The "similarity
measure" between the two images, defined as in [4] is seen to be 84.6 percent.

Also, as expected, most of the deviations occur at boundaries between classes.
In fact the differences occuring at locations interior to the classes in the output
of the affine transformation amount only to 2.79 percent.
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3. PROGRAM DESCRIPTIONS
3.1 Introduction

In this study, three classification techniques in addition to those described’
previously [17] were employed. These additional techniques are supervised, in
that a set of training samples, whose classification is known, is input to the sys-
tem. These samples are then used to evaluate the required parameters of the
classification algorithm, such as the Gaussian parameters of the distributions or
the coefficients of linear diseriminant functions, for use in a table look-up classi-
* fication scheme.

The next step is the table formulation phase, which consists of creating
the table or array of class labels corresponding to the set of all the independent
feature vectors expected in the data environment, In the approach considered
here, this effort is limited to generating the cluster or class labels corresponding
to a smaller set of prototypes only instead of all possible feature measurements.
The prototypes are defined here as the centroids of the contents of all the oceupied
cells resulting from a multidimensional histogram analysis. When being deployed
with the HINDU [2] system, there is no additional effort needed for identifying these
prototypes as these are alrea:dy available being the output of the histogram gener-
ator,

The classification, or tablelookup, phase requires the use of the incoming
measurement vector to locate the proper element of the table, which contains the
class number to which the pixel is assigned.

In the approach developed here for use with the HINDU system, each input
sample has already been flagged during the histogram analysis with an index.
number which identifies its address on an address array, this address denoting
the cell corresponding to the input sample. This information being available on
external storage is read in (instead of the feature vectors themselves) during
the table lookup phase and the entries in this array are replaced by the corres-
ponding entry of the label array or table. Hence, no additional searching of the
array is involved in this phase (equivalent effort having been expended earlier in
the learning phase).

3.2 Resource Requirements

The computer resources employed by these classifiers are similar to those
given previously for the HINDU system, viz. a core memory requirement of
150K bytes, two tape drives for input and output, and external storage for the
histogram cell addresses. An additional input requirement is a set of labeled
training samples.
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3.3 BSupervised Nearest-Neighhor Establishing Histogram Approach (SNEHA) [3]
3.3.1 Analysis Process

In this method, each class is represented not by a single description (e.g.
its centroid), but by a set of deseriptors. Here, the centroids of all the histogram
cells within each class are identified and designated as the descriptors of the
corresponding clusters. The prototypes are then classified on the basis of the
lahel of thé nearest descriptor (cell centroid).

The steps in the analysis are as follows:

(i) Training Set Definition: This phase is common to all supervised
classification techniques and accordingly details of these efforts
are omitted here, except to state that training samples corres-
ponding to all of the pattern classes expected in the data environ-
ment are selected through ground truth and/or photo-interpretation
techniques. These samples along with their labels form one of
the major inputs to the ensuing phases.

(ii} Prototypes Identification: Through a multidimensional histogram -
analysis of the entire data set, the centroids of all the occupied
histogram cells are extracted. These centroids then represent
a set of prototypes of the given unclassified data set. These
prototypes are treated as a pseudo sample set to be classified
according to the nearest neighbor rule. Further, each input
sample is also identified during this process by the relafive
address of the multidimensional histogram cell occupied by the
sample. Thig information is stored for all samples externally
for later retrieval. Here, the computational effort is a function
of several variables: The dimensionality and size of the data
set, the grid size of the histogram. While the first two are
dictated by the data set, the latter is an option available to'the
user, Thig has been discussed at length in the HINDU System
wherein a similar histogram analysis is performed prior to
unsupervised learning. The grid size is therefore chosen in
accordance with the guidelines and empirical relationships de-
veloped for the HINDU system. It is to be noted that in general,
the computational effort increases inversely with grid size and,
hence, a trade off study between computational effort and accuracy
may be necessary.

(iii) Label Table Formulation: The {raining sample set along with its
labels forms the data base for the nearest neighbor classifier.
The prototypes, i.e., the centroids of all the occupied histogram
cells are classified on the basis of nearness to one or the other of
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these training samples, and the corresponding labels are stored
in the form of a table or array of labels to be used in the table
lookup phase. The computation involved in this phase is pro-
portional to the size of the training sample set as well as the
size of the prototype set, but is independent of the size of the
total data set to be labeled. This independence is the key to the
success of this approach in the processing of large data sets.

(iv) Table Lookup and Labeling: In this phase, the relative address
of each input sample is retrieved from the external memory
{(wherein it was stored during the histogram analysis process)
and the corresponding entry in the label table is looked up to
identify the label of the input sample. Repetition of this opera-
tion for the entire data set leads to the output label set corres-
ponding to the input unclagsified sample set.

3.4 Parametric RecognitionImparting Trained Identification (PRITI) [4]
3.4.1 Analysis Process

The elassical maximum likelihood method is used to classify the centroids
of the occupied histogram cells. The steps in the analysis are as follows:

(i) Training Set Definition: This phase, being common to all supervised
classification schemes, is not discussed here at length. The approach
is, of course, based on the availability of well defined ground truth
(i.e., labeled training sample set) and a knowledge of the probabi-
listic description of the pattern classes {i.e., distributions under-
lying the data). These form the input to the next phase.

(ii) Parameters Estimation: This is the so-called learning phase,
wherein the Gaussian parameters of the distributions underlying
the different patiern classes are estimated using the labeled
training sample data,

(iii) Prototype Identification: The input data set consisting of all the
unclassified samples is processed through a multidimensional
histogram analysis package to identify the cenfroids of all the
occupied histogram cells. These centroids are then considered
as prototypes of the incoming data set to be classified by the
classical parametric recognition method employing the maximum
likelihood classifier. During this histogram generation, the
relative address of the histogram cell corresponding to each in-
put sample is developed and stored externally for future retrieval.
The computations involved in this phase are proportional to the
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size of the data set and represent the major part of the total
computational expense. However, the histogram grid size has
an equally significant effect on this computational load. This
size is presently dictated by certain semi-empirical considera~
tions developed earlier in the HINDU gystem of unsupervised
learning.

(iv) Table Formulation: The prototypes of the data set as discerned
| by histogram analysis are classified here using the classical

maximum likelihood classifier with the estimated parameter
values. The labels corresponding fo the prototypes are stored
as a table or array of labels for the easuing table lockup phase.
The computations involved in this phase are proportional to the
number of prototypes (and hence the grid size and spread in the
sample set), square of the dimensionality of the data, and the
number of pattern classes.

(v) Table Lookup and Labeling: Here the relative address of each
sample in the histogram space is recalled from external memory
(where it was stored earlier in the histogram generation phase)
and used o lookup the tzhle entry to identify the label of the in~
put sample. This process of table lookup is repeated for all the
input unclassified samples to derive the output label set.

3.5 DPiecewise Linear Clagsifier
3.5.1 Analysis Process

The occupied cells are classified on the basis of their centroid positions
by a set of discriminant hyperplanegs. The parameters of the discriminants are
determined by the set of training samples. Otherwise, the procedure is identical
to that described in the preceding section regarding parametric recognition, The
positions of the discriminant hyperplanes are computed by the Discriminant
Hyperplane Abstracting Residuals Minimization Algorithm (DHARMA) [5] which has
been described in conjunction with the HINDU system. Consequently, the analy-
sis process is not repeated in detail here.

3.6 DPerformance Assessments

The CPU time required is divided between the histogram analysis time and
the table creation and lookup time. Typically, processing a four-dimensional
data set consisting of a quarter million pixels required 84 seconds for identifying

the significant elusters in terms of their centroids.

) The CPU time required for creating the table containing the class numbers
of the prototype cells is on the order of a few seconds, with a maximum of
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approximately three seconds for the piecewise linear method. This is due to the
longer time required to determine the linear discriminant functions, when com-
pared to the other methods.

The table lookup phase is very rapid. The computational demands of this
phase, in terms of CPU time, are only nominal with most of the effort being
1/0 operation (which is proportional to the number of records or scan lines of
data being processed). Even compared to other table lookup approaches, the
savings achieved here is significant as the number of prototypes which are
classified by the classifier is still much smaller than the number of nonidentical
feature vectors one comes across in a large Landsat scene. Approximately 1 1/2
seconds of CPU time is expended in looking up the table to identify the class
labels of the quarter million pixels.
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4, CLASSIFICATION TECHNIQUE ASSESSMENT
4.1 Introduction

The approach used in this report for assessing the classification methods
closely parallels that of [1]. The data sets'used here are much larger in size,
with approximately 1.4 x 109 pixels compared to 51000 in [1]. The details of
the data sets are given in the next section.

The ground truth map (GTM), supplied by the U. S. Geological Survey* is
a second level classification map in which .each region is denoted by a two digit
number. For the purposes of the present work this map was converted into digital
format with only the first level clagsifications. The details of rendering the GTM
to a digital form are presented in Section 4.3.

Various tests have been applied to the classification maps described in
Chapter 3. The similarity measures relative to the GTM, typical contingency
matrices, x2— tests and inventory comparisons are shown in Section 4.4,

The description of the data sets given below include tape numbers containing
the data. These refer to the IBM 360 tape library in Building 4708, Marghall ~
Space Flight Center, Huntsville, Alabama, and are provided only for the sake of
completeness of the record,

4.2 Description of Data Sets

The data sets used here were obtained from the computer compatible tapes
of the following six Landsat Multispectral Scanner (MS5) images, each with four
bands of information: ’

Table 4.1. Landsat Scenes of Interest

Tape Number ID Date
A0769 1086-15562 Oct. 17, 1972
. A1469 1482-15541 Nov. 17, 1973
A1459 1500-15535 Dec. 5, 1973
A0691 1626-15510 | April 10, 1974
A0484 1698-154930 June 21, 1974
Al1310 . 1896-15420 dJan. 5, 1975

*This map was preliminary and had a disclaimer indicating that it was not
ready for public release,
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The geographic region covered by the data sets is the Mobile Bay area in
Southern Alabama,

From each of the Landsat images, a 1200 by 1200 image was extracted to
cover this region. Also, the '"synthetic" pixels (SP) were removed after the ex-
traction resulting in slight reduction in the number of pixels per line of the images.
The coordinates of the top left corners of the data extracted relative to the
corresponding Landsat images (before removal of SP's) and the image sizes (after
removal of SP's) are shown in Table 4.2,

These data sets were classified using various classification methods. Both
the data sets and the classification maps were geometrically corrected to the
UTM coordinate system using the affine transformations defined by the parameters
shown in Table 4.3, and using a scale factor of 20 pixels per kilometer. Also,
to register the geometrically corrected images with respect to the GTM prepared
as described in Section 4,3, it was necessary to extract subsets of the images
starting at the locations shown in Table 4.4. Finally, the registered images
were all 1624 lines by 866 pixels in size.

The tape numbers for the geometrically corrected data and the classification
maps (GC) and the corresponding 1624 x 866 data sets overlaying the GTM (OV)
are shown in Table 4.5.

4.3 DPreparation of the GTM

The goal in preparing the GTM is to generate a digital data set consisting
of the class numbers at each point of a rectanguldr array matching the UTM
coordinates with 20 pixels/km (That is, each sample representing a 50 x 50 m?Z
area). Table 4.8 shows the various stages involved in the preparation of the -
GTM, In the following description GTMi will be used to denote the ith stage
GTM.

A preliminary map, GTMO0, was supplied by J. R. Anderson, U. S.
Geological Survey (with a diselaimer indicating that it was not ready for public
release). It consisted of interclass boundaries with the class identification
numbers (CIN) written inside the respective regions. Being a level II classifi-
cation map it was very detailed. Each CIN was a two digit number representing
the level I land use class and the level II subclass.

The portion of interest in GTMO0 was photographically copied and the
annotations were masked out manually. The resulting image was photographically
reduced to 4" x 3" (GTM1) for digitization on a microdensitometer. The image
was digitized at a scanning interval of 25 microns to ensure that the boundaries
were recorded properly. The part of interest in the map, designated as GTM2,
has 4000 x 2100 pixels.
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Table 4.2, Subsets of Landsat Scenes

Feature Vector
Date Initial No. of Initial No. of Tape Numbers
Row Rows . Column Columns Bytes Floating Point
Qct, 17, 72 156 1200 551 1194 A0923 A0198
Nov, 17, 73 7 1200 665 1193 Al1048 A0787
Dec. 5, 73 62 1200 751 1194 A0052 AQ454
Apr, 10, 74 84 1200 788 1194 Al119 Al1235
Jun. 21, 74 148 1200 900 1193 A0872 A0705
Jan, 5, 75 7 1200 836 1193 AQ906 Al347
Table 4.3. Affine Transformation Parameters
Date No. of PARAMETERS RMS
GCP's ajq 819 51 890 Ro CO Error
Oct, 17, 72 18 -2.4037 | -12.2023 16.6449 | -4.2916 | 42758,3 | 8863.9 | 0.80
Nov. 17,73 20 -2.3846 | -12,2867 16.6352 | -4.2836 | 43098.4 | 8838.8 | 0,74
Dec, 5, 73 25 -2.3416 | -12.3164 16.6034 | -4,2711 | 43192.2 { 8798.4 | 0,88
Apr, 10, 74 17 -2.,3816 —121.1802 16.6193 | -4.1945 | 42790.4 | 8541.5 | 0.83
Jun. 21, 74 24 -2,4133 | -12.2759 16.8070 } -4.4704 | 43138.9 | 9376.3 ] 0.79
Jan. 5, 75 24 -2.3975 | ~12.3053 16.5819 | -4.2947 { 43199.3 18939.1 | 0.78




Table 4.4. Information for Registrationw. r. t, GTM

[44

Coordinates Matching (1, 1) on GTM*
Date :
Row Column
Cct. 17, 72 2438 605
Nov. 17, 73 336 577
Dec. 5, 73 345 564
April 10, 74 430 553
June 21, 74 431 514
Jan. 5, 75 396 615

*The GTM here refers to GTM10 described in Section
4,3 {Tape Number A0944)




g€e

Table 4,5. Registered Data Sets

Tape Numbers

Date Raw Data HINDUCM SNEHACM PRITICM LCM PCM ETCM

GC GC ov GC ov GC ov GC ov GC ov GC ov
Oct. 17, 72 |A0620 A0869 | A0969 | A0557 | A0912 | A0575 | A0147 | A0528 | A0517 | A0390 | A0413 - -
Nov. 17, 73 |A0671 A0784 ) A1209 | A0335 | A0492 | A0894 | A1437 | A0219 | A0202 | A0085 | A1498 - -
Dec. 5, 73 [A0063 AD286 | A0200 | AD676 | A0633 | A0820 | A0822 | A0798 | A0790 | A0865 | A0831 | A1152 | A1153
Apr, 10, 74 [A1325 AD966 | AD197 | A0259 | A0495 | A0209 | A0438 | Al434 | AI1423 | Al222 | A1352 - -
June 21, 74 [A1287 A0868 | A0846 | A0626-| A0374 | A0440 | A0331 | A1457 | Al464 | A0573 | A0340 - -
Jan. 5, 756 |A0828 A0109 | A0016 | A0279 | A0287 | A1388 | A1368 | Al315 | A0535 | A0498 | A0402 - -




Now; GTM2 had boundary lines with thickness greater than one pixel. (While
thinner boundarj lines could have been obtained by digitizing at 50 resolution,
undesirable discontinuities would have resulted in that case). The boundary lines
in GTM2 were thinned by a "peeling" algorithm which removeg outer layers of
"thick" lines while ensuring that connectivities are preserved. The resulting
image, GTM3, was stored using the "scan line intergection code (SLIC)" wherein
only the column coordinates of the intersections of each sean line with the boundary
image are recorded.

The information in GTM3 was converted into a Region Identification Map
GTM4 wherein unique numbers (RIN) were used to identify each connected region,
the boundaries being denoted by 0. A table of correspondences was established
manually between the CIN's of GTMO0 and RIN's of GTM4¢. It was found, however,
that there were some small discontinuities in the digitized boundaries which
caused some large distinct regions to be merged. Therefore, the discontinuities
in GTM3 were automatically sensed and patched by generating straight line seg-
ments. The result, GTMS5, was converted into a Region Identifieation Map GTMSE,
The regions which were in error in GTM4 were now corrected as far as possible
by a new table of RIN to CIN correspondences. The two correspondence {ables
were used on GTM4 and GTMS to get a map GTM7, storing the CIN's at all the
points in the properly identified regions, 0's at the boundary points and ~1 at all
the points in the regions still in doubt. The percentage of -1's in GTM7 is 2, 8.
These points represent locations in the image which, due to errors in GTMO,
indicated nonunique or unavailable assignments of CIN's, The corrections to the
GTMO0 were received, but not in time to be incorporated into the present work.

Next, GTM7 was corrected to UTM coordinates using an affine transfor-
mation determined to minimize the mean squared error over a set of ground
control points. The resulting image, GTMS was arranged to have 20 pixels/km
in both coordinate directions. The GTM, at this stage, was still a level II
classification map, For the present analysis, a level I map was required., There-
fore, GTMB8 was modified by table look-up to GTM9 with only 6 classes (1-Urban,
2-Agriculture, 3-Forest, 4-Water, 5-Wet land, 6-Vacant, 0-Boundary, Unknown
or exterior of the image region after geometric correction). Next, each of 0's
in GTMY was replaced by CIN occuring most frequently in the 3 x 3 region centered
at it, Thus, 0's representing the boundaries between subclasses of level I classes
were eliminated while retaining the 0's representing the unknown and exterior
regions. The image, GTM10, is shown in Figure 4.1.

4.4 Comparisons With the GTM
The map GTM10 was used as the standard for evaluating the clagsification/
cluster maps produced by the various methods. Only the points in GTM10 with

class numbers 1 through 6 were used for determining the similarity measures.
The following definitions of similarity measures parallel those in [1]. ’
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Table 4.6. GTM in Various Stages of Preparation

Stage Description

0 Preliminary map (with disclaimer) supplied by
U. S. Geological Survey.

1 Annotations removed and photographically
reduced.

2 Digitized at 25 ¥ scanning interval.

3 Boundary lines thinned.

4 Regions identified by unique numbers (RIN)
based on connectivity.

5 Discontinuities in boundary lines patched.

6 Regions identified by unique numbers (RIN)
based on connectivity.

' RIN's replaced by CIN's using a manually
determined correspondence table with regions
in doubt flagged with CIN=-1.

8 Geometrically corrected to the orientation of
UTM coordinates with 20 pixels/km.

9 Reduced to Level I map by modifying the
CIN's.

10

Boundary points replaced by CIN's occurring

the largest number of times in their immediate
neighborhoods.




Figure 4.1.

Mobile Bay GTM
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All the supervised classification maps (CM) have 6 classes - Urban, Agri-
culture, Forest, Water, Wet land and Vacant - with the exception of ELLTABCM
which has a seventh ""reject" class.

With A defined as the joint histogram between the GTM (rows) and a CM
(columns), the similarity measure is defined as

Tr (A) /S (A)

6
where Tr (A)=X a..
(A) i

and S (A) =Sum of all elements of A.

In the case of unsupervised CM's, the columns of A are interchanged and/or
merged according to a reassignment rule and then the above definition is used to
find the similarity measure.

Due to uncertainties in registration and determination of geometric correction
transformations, it is likely that the locations of the boundary pixels between
classes in the GTM are unreliable. Therefore, the errors at the boundary and
interior pixels are reckoned separately and similarity measures considering
only the interior pixels are shown in addition to the '""normal" similarity measures
which consider the entire map. Also, "inventory" similarity measures are shown
in each case indicating the closeness of the estimates of percentage occupancies
of each Land Use Class in the CM's and the GTM. As in [1], this similarity
measure is defined as [1-73|pq; 'pZil /2% py;] 100 percent. In the case of the

unsupervised maps the similarity measure is based on the same measurements
as for "normal".

In the following subsections, the CM's and the similarity matrices are pre-
sented for each of the algorithms discussed in Chapter 3. With the exception of
ELLTAB, the classification methods have been applied to all six data sets
described in Section 4.2. However, in each case, only one typical CM and a

similarity matrix are shown, with the similarity measures tabulated for all six
cases.

4.4.1 HINDU Classifier

This histogram dependent unsupervised method generated classification
maps with different numbers of clusters for the six data sets. The map for the
January 1975 data set, consisting of 8 classes, is shown in Figure 4.2. The
joint histogram of GTM v/s HINDUCM for January 1975 is shown in Table 4.7.
This being an unsupervised map, the class numbers were assigned to numbers
1 through 6 of the GTM classes and the similarity measures were evaluated. The
similarity measures for the six HINDUCM's are shown in Table 4. 8.
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Table 4.7. Joint Histogram Between GTM and HINDU Cluster Map
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Table 4.8. Similarity Measures of HINDUCM's w. r. t. GTM

Date No. of Classes Bl Measures. (k)
Normal Boundaries Inventory
Ignored
Oot. 17,72 9 67.42 69.90 76.15
Nov. 17, 73 8 70.96 73.54 90.45
Dee., 5, 73 9 73.37 76.08 83.82
Apr. 10, 74 8 69. 67 72.39 78.80
June 21, 74 10 69. 06 71.65 83. 63
Jan. 5, 75 8 71.36 74.06 85.78
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4.4.2 Table Look-up (ELLTAB)

The classification map using this table look-up implementation of the
maximum likelihood method for the December 1973 data set is shown in Figure
4.3. It has 7 classes, the last being a '"reject'" class. The joint histogram of
this map with the GTM is shown in Table 4.9. This method was used for the
classification of only the December 1973 data. The similarity measures in this
case were found to be:

Normal: 73.48%
Boundaries Ignored: 76.51%

Inventory: 98.28%
4.4.3 Linear Sequential

The output, LCM, of this classifier is shown in Figure 4.4 for the April
1974 data set. The joint histogram with GTM is shown in Table 4.10, and the
similarity measures are given in Table 4.11 for all the six data sets.

4.4.4 Piecewise Linear (Histogram based)

This supervised classifier is implemented using a table look-up approach
wherein, for a given grid size, the histogram cells corresponding to each of the
feature vectors in the data set are identified first, a table of classifications of
the occupied histogram cells is formed using training samples and a piecewise
linear classification rule and, finally, the entire data set is classified by table
look-up. The result, PCM, of applying this method to the October 1972 data
set is shown in Figure 4.5. The corresponding joint histogram is shown in Table
4.12 and the similarity measures are given in Table 4.13.

4.4.5 Nearest Neighbor (Histogram based)

This is a supervised classifier similar in implementation to the piecewise
linear classifier above. The table of classifications of the multidimensional
histogram cells is produced using training samples and a nearest nei ghbor rule
of class assignment. The result, SNEHACM, of this method is shown in Figure
4.6 for the November 1973 data set. The joint histogram and the si milarity
measures are shown in Tables 4.14 and 4. 15 respectively.

4.4.6 Maximum Likelihood (Histogram based)

This classifier differs from the conventional maximum likelih(;od and
ELLTAB in that it uses a multidimensional histogram with a specified grid size

as in the case of PCM and SNEHACM. The resulting histogram cells are classified
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Mobile Bay ELLTABCM (Dec. 1973)

3.

Figure 4.




Table 4-9. Joint Histogram Between GTM and ELLTAB Classification Map

CLASS Nd. 1 2 2 4
1 ‘38617 26065 40534 2111
2 37C37  6757C 29733 16
3 28758 47429 4(9922 151
(VL]
g & : 1592 147 915 1392754
g 8263 4384 2%277 2753
i 6 2456 1596 281¢ 350
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Figure 4.4. Mobile Bay LCM (April 1974)




CLASS

Table 4.10. Joint Histogram Between GTM and Linear
Sequential Classification Map

ND. 1 2 3 4 5 6
1 42249 47€76 21108 2125 L4b2 1411
23872 133C34 2448 31 3445 967
4133¢ 105547 255656 564 14684 291
1183 Ce4 1199 38El613 SE64 1353
5991 3235 47C75 387§ 35515 92
1557 3526 2585 521 622 564
GTM V/S LCM[D4&1774)
Table 4.11. Similarity Measures of LCM's w. r. t. GTM
e Similarity Measures (%)
Normal Boundaries Inventory
Ignored
Oet. 17,72 65.77 68.57 85.75
Nov. 17, 73 72.00 74.95 96.99
Dec. 5, 73 73.85 To. 81 97.22
Apr. 10, 74 72,15 75.14 91.75
June 21, 74 65.35 67.88 85.99
Jan. 5, 75 71.02 73.90 93.94
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Mobile Bay PCM (Oct. 1972)

Figure 4.5.
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Table 4.12. Joint Histogram Between GTM and Piecewise
Linear Classification Map

CLASS MO, 1 3 “ $
o ot 52834 47C165 16241 4T € 6316
2 €1697 G2C98 11567 c€B2 G€99
3 SLE285 130987 . 2€9307) 7641 E107
4 _ 2430 1273 B69 37€362 5878
5 pB52n 1607€C ¢EESD S23¢C 18C23
6 2885 3887 1C3¢C 54 & 48¢
g GTM V/S PCM(1C1772)
Table 4.13. Similarity Measures of PCM's w. r. t. GTM
- Similarity Measures (%)
Normal Boundaries Inventory
Ignored
Oet. 1T, 12 60.45 63.15 81.30
Nov. 17, 73 70.08 72.65 87.37
Dec. 5, 73 73.42 76.32 97.34
Apr. 10, 74 70.91 73.69 87.55
June 21, 74 68.41 71.00 96.19
Jan, '5, 75 69.76 72.52 90. 02
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Mobile Bay SNEHACM (Nov. 1973)

Figure 4.6.




Table 4.14. Joint Histogram Between GTM and Nearest
Neighbor Classification Map

CLASS NO. 1 é 3 B 5 6
1 18113 21115 €C4l11 203G €416 12832
2 22216 E3575 €82733 &7 | 472 14807
3 1922¢C ZE36H 4E3A35) 345 136518 S1 1T
- 1254 1518 1121 381582 11437 2358
5 2124 2217¢ ENS4LT 41113 471109 525
6 1819 11G7 4128 520 690 2228

GTM V/S SNERACM(111772)
Table 4.15. Similarity Measures of SNEHACM's w. r. t. GTM
Similarity Measures (%)
Date :
Normal Boundaries Inventory
Ignored
Qect. 17, 12 59.27 61.97 80.78
Nov. 17, 73 72.56 75.561 88.55
Dec. 5, 73 66.22 69.00 87.39
April 10, 74 55.28 57.74 73.36
June 21, 74 58.71 60.65 82.36
Jan. 5, 75 55.18 57.31 78.02
Y UF ‘[h‘b
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using estimates of means and covariance matrices for the various classes based

on training samples. The result of this method is called PRITICM. Figure 4.7

shows a PRITICM of the June 1974 data set, the joint histogram of which appears
in Table 4.16. The similarity measures (w.r.t. GTM) of the PRITICM's corre-
sponding to all the six data sets are presented in Table 4.17.

4.5 Comparisons Between Classification Maps

It can be seen from the joint histograms in Section 4.4 that, in many cases,
the off-diagonal elements are larger than the corresponding diagonal elements,
particularly in the case of classes other than forest (3) and water (4). This is
due to the fact that forest and water classes have large homogeneous regions
while the other classes have relatively large numbers of boundary pixels, and
errors in registration of the GTM and the Landsat images have the most signifi-
cant effect near the boundary regions. To support the conclusion that the dis-
similarities found between the GTM and the CM's are attributable to registration
errors, several of the CM's for the December 1973 data set were compared
relative to each other. The corresponding similarity measures are shown in
Table 4.18. These numbers should be compared wit h the "normal" columns in
the previous tables. It canbe seen that these are much larger than the similarity
measures relative to the GTM. Also, the joint histograms (not shown here) are
all found to have dominant diagonals.

4.6 Chi-Square Tests for a Typical Case

Chi-Square tests were applied to test several hypotheses in the case of the
comparison between the GTM and the LCM for the October 1972 data set. Starting
with the joint histogram (contingency table) the x2 values were computed as de-
fined in [2] for nine different hypotheses listed below:

1, The distribution of the classification inventory agrees with the
distribution of the ground truth inventory.

2. The distribution of the correctly classified pixels agrees with
the distribution of the ground truth inventory.

3. The distribution of the number of correctly and incorrectly
classified pixels is optimum with respect to the given in-
ventory and without regard to class.

4. The correctly classified pixels are randomly distributed.

5. Each ground truth feature is randomly distributed among

the classification features according to the ground truth
inventory.
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Figure 4.7. Mobile Bay PRITICM (June 1974)
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Table 4.16. Joint Histogram Between GTM aﬁd Histogram-based

o ClASS NOo
1 2787G_.
— 2 _ . 21822
e e e 21806
4 1074
— 5 2692
6 2402

Table 4.17. Similarity Measures of PRITICM's w, r. t. GTM

Maximum Likelihood Classification Map

_. P 3 4 5
_ 9586 68571 1893 8735
£3236 84L56 82 7368
24030 428624 2126 37259
. 73 - 14651 373863 5604
858 47654 L4EE 6 36343
732 3448 446 1591

GTM V/S PRITICM(€21741)

Similarity Measures (%)
Date Normal Boundaries Inventory
Ignored
Qct. 17, 72 62.98 65.88 88.68
Nov. 17, 73 71.22 73.80 91.49
Dee., 5, 73 73.45 76.31 93.68
April 10, 74 70.75 73.60 90.39
June 21, 74 70.77 73.45 90.44
Jan. 5, 7B 69.01 72.00 92, 82
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Table 4,18. Similarity Measures between CM's for Dec. 73

Data Set
Similarity _l
Map 1 Map 2 Measure (%)
ETCM LCM §9.07
ETCM PCM 80,08
ETCM PRITICM 86.07
SNEHACM LCM §2.09
SNEHACM PCM 85.44
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Each classification feature is randomly distributed among the
ground truth features according to the classification inventory.

The distribution of the number of correctly and incorrectly
classified pixels is random without regard to class.

The numbers of correctly and incorrectly classified pixels
for a particular class are randomly distributed.

The distribution of the classified pixels is independent of
the ground truth,

The results of the test are shown in table 4,19. Here, the test numbers corre-
spond to the hypothesis numbers above and D. O. F. is the number of degrees
of freedom. It is found that the X2 values are all large and the corresponding
probabilities are very close to zero indicating that the above hypotheses are
false. However, these tests are too stringent [2] .

4.7 General Remarks

4.7.1 Qualifiers

The following qualifiers are necessary in drawing the conclusions from
the data presented in this chapter.

The GTM used here was a preliminary draft accompanied by a
disclaimer stating that it was meant only for field checking and
review. However, it was used in the comparisons here and
this step should therefore be congidered preliminary.

The UTM coordinates of the control points needed for the slight
correction in orientation of the GTM were obtained from a map
of scale 1:125000 with a similar disclaimer.

The Landsat data were corrected using affine transformations
to UTM coordinates, the parameters being obtained based on
several ground control points. While the GCP's were chosen
sufficiently scattered over the scene and the rms errors were
smaller than one pixel at the GCP's, the peak errors were of
the order of 2 pixels at the GCP's and could be 3 to 4 pixels
elsewhere.

4,7.2 Conclusions

]

It was found that the point by point (""'normal") similarity measures
w. . t. GTM in the case of the data sets considered here are in the
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Table 4.19. Results of the X2 Tests

CLASSIFICATICN ACCURACY {FERCEM):
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same range as those for the Bald Knob, Tennessee data set [1]. The
results for HINDUCM, LCM and ETCM are slightly better than in [1].
These are the only technigques common between the present case and
[1] and they support the intuitive conclusion that large homogeneous
regions tend to increase classification accuracy.

The data sets from the November and December 1973 scenes result
in higher similarity measures than the others in the case of most of
the techniques considered. Also, the October and June scenes seem
to result in lower similarity measures in all cases. If is found from
the classification maps that these scenes have more cloud cover than
the others and, since the cloud pixels are not identified and removed
from consideration before finding the similarity meagures, they con-
tribute to misclassifications.

"The similarity measures between classification maps of the December
data set are significantly bigher than those between the CM's and GTM.
This could be due to the fact that the CM's are perfectly registered
relative to each other while the registration errors contribute to
disparities between the CM's and GTM.

The percentage of boundary pixels is smaller in the present data
sets compared to that in [1] and the increase in similarity measures
when the boundary pixels are ignored is not as significant. But,
when registration is improved, it is expected that theve will be
greater increases in thegse similarity measures.

In [1] it was seen that the similarity measures based on inventories
only were very close to those when the boundary errors were ignored.
It is found in the present case that the inventory similarities are much
higher. This, again, points to registration errors.

The results of the histogram-based, supervised, table look-up tech~
niques (SNEHACM, PRITICM and PCM) depend on the grid-size
chosen in deriving the histogram. Here the same grid-sizes as
obtained in the case of HINDUCM's of the corresponding data sets
were used for the supervised CM's. Whether higher similarity
measgures can be obtained with finer grids (i.e. higher radiometric
resolution) needs further examination, From the point of view of
"computation time, however, it ig not feasible to use these tech-
nigues with grid size unity (i.e. full resolufion that is available in
the data).
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4.7.3 Suggestions for Further Work

It ig clear that an improvement in registration of the GTM and the Landsat
data sets is needed before further comparisons are made. When the final version
of the GTM is received, the changes, if any, should be incorporated and an up-
dated digital version of the GTM produced.

The classification maps in the present work have been at level I. It is
difficult to obtain reliable training samples for a level II classification. There-
fore, it seems unnecessary to have a GTM at level Il. A significant reduction
in the manual effort involved in establishing the correspondence between the
region numbers and clags numbers on the GTM would result if a level I GTM
were available. The present digital GTM is at level II and, since much of the
manual work has already been done, it seems appropriate to finish further
corrections of it at level TI. These corrections should include modifying the
locations presently having -1's (confusion due to missing boundaries between
distinet ground truth classes) and 99's (indicating that labels were unavailable
on the GT'M supplied).

The GCP (ground control point) coordinates should be determined more
accurately and a nonlinear (instead of the affine) transformation be found for each
of the data sefs. It may not be sufficient to use just the EN ferm. Better results
could be obtained {when the GCP's are accurately located) with all the quadratic
terms included in the transformation. It is desirable that the error in registration
be less than one pixel throughout the image.

The reasoning behind obtaining similarity. measures with the bourndary
pixels ignored is that the boundary pixels tend to be mixtures of classes and
hence errors in classifying them should be "excused". Thus, only the errors
in classifying the interior pixels of a homogeneous region are atiributable to the
defficiencies of a classification technique. This argument can be extended to the
case where there are uncertainties in registration. If the maximum error is
known to be N pixels then the subset of the image to be considered for comparison
should consist only of the points farther than N pixels from the nearest inter-
class boundary. If such a subset is large enough to be statistically significant,
it will prove to be useful in comparing the classification techniques.
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5. TEMPORAL CHANGE DETECTION
5.1 Introduction

The repetitive, eighteen day cycle in the coverage of each Landsat satellite
was planned in order to have the capability of examining changes in the same scene
as a function of time. Hence it is advisable to examine some concepts and metho-
dology for defining and detecting temporal changes through processing of multiple
data sets collected in different Landsat passes over the same scene. It is assumed
in this chapter that the data sets have previously been spatially registered.

Temporal change detection as a concept is easily defined as the process of
1dentifying the changes that have taken place in a scene. However, the method-
ology to be adopted is to be tailored to meet the needs of the user in terms of
what precisely is the change the user is looking for. For example, the user
could be looking for a change in the shape of certain features in the scene, like
a body of water, or the emphasis may be just on the inventory of certain classes,
say, forest acreage. Thus, different view points and needs of users have to be
accommodated in an automatic information processing system. It is therefore
desirable to first establish the identity of each individual pixel in all the data
sets uniquely which may then be further processed to delineate the type and
extent of change the user is interested in. Further, the correspondence between
the clusters or classes of the different data sets has to be established through
inventory/speciral matching or manually through supervision,

Once the pixel identity in each imdge is established and a correspondence
between the labels in the two images is derived, the problem is then reduced
to overlaying the two images and flagging the pixels appropriately to identify
the nature of change occuring at each pixel as well as whether the pixel is in
the interior or boundary of a region. The details of the processing involved
and the methodology developed to cater to this need are presented in the following
sections.

5.2 Overview of the System

The information flow in the system, schematically represented in Figure
5.1, can be briefly described as follows. With the two data sets representing the
two temporally separated images of the same scene as input, the preprocessor,
consisting of a classification/clustering package {(depending on whether the environ-
ment is supervised or unsupervised) and a registration and geometric correction
package, produces two classification maps GCM1 and 2 which are geometrically
corrected and registered with each other. The first image is then processed by
the software subsystem FLGBDIES to identify and flag the interior and boundaries
of clusters, leading to what will hereafter be referred to as the reference map.
Either manually or through automated inventory/ spectral (e.g. MXSMLRTY)

47



|

237

Preprocessor |

User!s b aom | ———

Supervision I = FLGBDIES
+

RM

¥

DIFFERENCE

User!s Request

/Cluster Scheme 'come
+
Geometric
Correction &
Registration
Package

e = - - =~ ~ —

y ¥

——

|
t |
‘ 1
l | |
| Classification ! | COL MASKER |
| [ ]
' |
1 l
! I
l |
s

Difference Image Producing Subsystem

10
4004 ST #9Vd Ty NEIL
"HL 40 LJJI"IIEIIOQ(IOH&HH

IMAGE

e}

Caode
CHANGE
CHANGE
RECOGNITION DEPICTION
AND ~| MAP AND
DEPICTION gIT ATISTICS
SYSTEM - |

Figure 5.1. Schematic Representation of Temporal Change Detection Methodology



matching schemes, a cluster or class correspondence list correlating to two
clasgification maps is derived. This list along with the reference map and the
second map is then input to the MASKER subsystem. Here, a difference image
of the two input images is produced which will have in coded form all the infor-
mation {concerning each pixel) necessary for recognition of all possible types of
changes occuring in the scene. In addition, the coded difference image has also
the necessary information to determine whether a given pixel is an interioxr or
boundary pixel in the reference map. With this coded image as input, the CHange
Recognition And DEpiction (CHARADE) System is now ready to process the user's
input request for detection and depiction of any particular type of change in the
scene, as for example, change in the boundary of a certain class, say, the water
bodies in the scene, ete.

5.8 Description of the Change Detection System

Ag described earlier in the overview of the system, and portrayed in Figure
5.1, the change defection system consists of three major components (subsystems)

® A preprocessing subsystem
o A difference image producing subsystem
® A change recognition and depiction subsystem

The preprocessing subsystem in turn consists of several smaller packages.
The first significant constituent of the preprocessing subsystem is a classification/
clustering scheme (depending, of course, on whether the environment is super-
vised or unsupervised) which, given the two temporally distinguished data sets
(images) produces two classification (cluster) maps, The classification tool
could be one of the several evaluated and reported elsewhere., These classifi~
cation maps are then registered either relative to a common reference such
as the UTM coordinates or with respect to each other. This is done by identify-
ing several ground control points and finding appropriate geometric transfor-
mations (using the program GEOGREF). The transformations are applied to
the two images using the program GEOCOR and the resulting images are shifted
relative to each other to ensure proper overlaying.

The registeied mapsg are then compared by using either automated inven-
tory matching scheme such as MXSMLRTY or spectral matching or through the
available supervision in the environment to derive a class (cluster) correspon-
dence list correlating the class (cluster) number in the two maps. Thus, the
oufput of this preprocessing system will be the two geometrically corrected
maps GCM1 and GCM2 and a class correspondence list LCC.
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The difference image producing subsystem consists of two components:
a boundary flagging scheme which identifies and flags the boundary pixels (a
boundary pixel being defined as a pixel with at least one neighbor different
from itself) and a difference image coding scheme which produces a difference
image coded so as tolabel uniquely the type of change occuring at the pixel.
In addition, the code also identifies the pixel either as interior or boundary
pixel, This code can be written as

IPIXEL (-} = (IX (-) -1)*M+ LCC (IY(-))

where IX (-) is 2 value ranging from 1 to M for interior pixels and M+2 to 2M+1
for boundary pixels, depending on the class to which the pixel is agsigned 1in
Map 1 with M as the number of classes in Map 1, IY (+) is a value varying from

1 to N depending on the class to which the pixel is assigned in Map 2 with N

as the number of classes in Map 2, and LCC () is the class corvespondence list
with numbers ranging from 1 to M designating the equivalence between the classes
in Map 2 and Map 1.

Thus the coded difference image represents a completely processed infor-
mation encoded image which can be employed fo determine and depict the type
of change of interest to the user.

The CHAnge Recognition And DEpiction (CHARADE) subsystem essentially
consists of a process designed to cater to the user's requests for depiction of a
particular type of change. The user's input request code is decoded and the coded
difference image is scanned to identify and categorize the pixels belonging to the
class(es) of interest according to whether they are

. Pixels undergoing the type of change of interest to the user
. Pixels undergoing no change
] Pixels undergoing changes, butf not the type specified by the user.

In addition, the rest of the scene of interest is flagged to distinguish it from the
areas outside the image. The inventory of the different categories as well as

a coded map depicting the pixels belonging to these different categories are pro-
duced and recorded. The output images arc written out on tape and, in addition,
printer plots are also displayed.

Thus, the change detection system, given the two multispectral data sets
corresponding to two temporally distinguished images of a single scene, leads
to change depiction maps of interest to the user.



5.4 BExperimental Results

The change detection system was implemented on IBM 360/65 and tested
using the multispectral data sets corresponding to the three passes of Landsat
over Mobile Bay area on December 5, 1973; June 21, 1974 and January 5, 1975,
The change detection scheme was applied to identify the changes from December
to June and December to January. The classification maps were produced by the
linear sequential method. Depiction of six cifferent types of change was requested:

. total changes in all classes.

L changes in only the interior regions of all classes.
‘o changes in only the boundaries of all classes.

° additions (or gross growth) to class 1 (identified manually
ag Urban, '

] deletions (or gross reduction) from the interior region of class 3
(identified manually as Forest)

© changes in the boundaries of class 4 (identified manually as
water).

—~

The statistics of these changes are given in Table 5.1

C-hénge depiction maps are shown in Figures 5.2 ~ 5.6 for the December-
January pair of classification maps.

5.5 Discussion of Results and Concluding Remarks

As can be observed in Table 5.1, more of the changes occur along the
boundaries than in the interior regions. This is only to be expected as boundary
pixels are not only more susceptible to chanpes but also likely to be mixtures
of more than one land use class or category, The figures for inter-seasonal
and intra-seasonal changes have to be compared and interpreted in the light of
the fact the intra-seasonal case deals with winter season data sets only, al-
though involving a temporal separation of 13 months. On the other harid, the
inter-seasonal case while involving a temporal separatian of 6 months only, deals
with winter and summer data. The statistics reported in Table 5.1 confirm that
the inter-geasonal changes are far more significant than other temporal effects.
This is especially true in the case of Forest, for example, where the change from
December 1973 to June 1974 is significantly higher than the change from December
1973 to January 19875 although the temporal separation is a lot more. Though only a
few particular types of changes were looked into in these experiments the system
has considerably more flexibility in depicting various other types of changes as
discussed earlier.
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.Table 5.1.. Temporal.Change Detection Results

No.

Typé of
Cliange

DATA SETS CONSIDERED

December 5, 1973 Vs, June 21, 1974
INTER-SEASONAL

December 5, 1973 Vs, Jan. 5, 1975
INTRA-SEASONAL

1,

Total changes
in all classes

No. of pixels changed

Percentage change

No. of pixels changed

Percentage change

442013

31.99

322484

23.24

Changes in
interior regions
and all classes

158100

18.22

73566

8.42

Changes in the
boundaries of
all classes

283913

55,24

248918

48.44

Additions to
class 1
(URBAN)

80745

5.84

67516

4,87

Deletions from
the interior of
class 3
(FOREST)

112692

33.49

37738

11.22

Changes in the
boundaries of
class 4
(WATER)

4500

40,77

4938

44,60
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Figure 5.2. Total changes in all classes (represented by dark pixels)
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Total changes in interior regions (black=change,
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Figure 5.3.




no change,

change, gray

white =interior)

Figure 5.4. Total changes in boundary regions (black
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Figure 5.5. Additions to the urban class (black=change to urban, gray=no change,
white =change to other than urban)
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Figure 5.6. Deletions from the interior of the forest class (black=deletion
from forest, gray=no change, white=pixels other than interior

of forest) 57



6. DATA COMPRESSION
6.1 Introduction

Remote sensing by means of multispectral scanners such as those employed
on the Landsat program and those planned for the Earth Observatory Satellite can
result in extremely large quantities of data. The Landsat scanner, for example,
could generate approximately 125 reels of 1600 bpi magnetic tape per day. Itis

apparent that data compression would yield benefits in the recording, transmission

and storage of this information. Some of the more obvious benefits are reduced
on-board storage, simpler data transmission, reduced ground data recording,
and fewer data tapes to archive.

Data compression is accomplished by exploiting the structure or redundancy
which exists between data samples. This means that the data does not take on
all values with equal probability or that the value at any point is not totally in-
dependent of the data at every other point. It is. apparent that spatial correlation
exists; due to the extension of generally well defined regions on the ground over
several neighboring pixels. Hence, the purpose of data compression is to trans-
form the image data in order to reduce the degree of correlation between the
samples so that redundancy in transmission is minimized.

6.2 The Karhunen-Loeve Transform

The Karhunen-Loeve [1,2 ]transform (also known as the ei genvector trans-
formation, the principal components transformation, or the Hotelling [3 ] trans-
formation) results in uncorrelated transform samples, thus minimizing redun-
dancy. This transformation is optimal, if the criterion used is the mean squared
error between the original image and the reconstructed image. The matrix re-
quired for implementing the KL transform has as its rows the eigenvectors of the
covariance matrix of the data. It then follows that the principal components are
uncorrelated (the covariance matrix of the principal components is diagonal),
and the variances are the eigenvalues of the original covariance matrix.

Disadvantages are that the correlation matrix of the image must be known,

necessitating two passes through the data, and a time-consuming matrix multi-
plication must be performed.

In order to describe mathematically the transform process, an image is
modelled as a sequence of discrete data values with certain statistical properties.
Experimental evidence indicates that a large variety of imagery data can be re-
presented by a so-called markov sequence of variables having correlation de-

creasing exponentially with distance between terms. The autocorrelation matrix
R is then given by

R;j spll-3" 0<p<1.
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For a sequence of N samples, the elements of R range in value from unity to
pN-1. The correlation between neighboring samples is shown in the following
definition:

X{=PX3 T €59,
where the sequence {ei} has zero mean and variance 1—p2. The KL transform of
the sequence {.xi} is defined as the transformation that diagonalizes R, with
elements the eigenvectors A; of R. Thus the transformed sequence {x;} has un-

correlated samples with variances given by the ei genvalues.

The KL transform of the sequence {k;} is given by 4]

~ N
2 N I 1
X;=2 gin | (i+~——=) w.+3i17} %
=2 e [‘ z’zl-g:_la
2

where Ajz = 1-p = and
1 - 2p cos w; + p2

{u}j} are the positive roots of

(02 -1) sin w

fan Nw =
cos W - 2p -l-p2 cosw

Since the values of @ are so defined (by a transcendental equation), the transfor-
mation is defined by nonperiodic sine functions, and no computational simplifi-
cations are possible.

6.3 A Fast Karhunen-Loeve Transformation

The KL transformation may be obtained from the Fast Fourier Transform
(FFT) if a proper modification of the data is applied. [5] This is the minimum
variance or interpolative representation, which is defined as

=X, b v,
X, i Xl Vl
where X; is a linear combination of the remaining terms in the sequence, i.e.,
{Xj, j#1}. If the variance, (%j -xi)2 =v{ , is minimized, the definition of X;
reduces to

. p . .
%. = X - -+ X. + v..
7 Tip? (Xpr1 * X )t vy
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Since this definition involves terms Xg and XN+1 the boundary or end conditions
must be defined:

N+l = PXN* vp

The minimum variance sequence does have nearest-neighbor correlation, and
hence its correlation matrix (NXN, tridagonal) has the form B2Q where

lii-p2
-D
1 G
1+p2
Q = 7P 1 ® 0
0 =P 1 -b
1+ p2 1+p2
0 —=P_ 1
1+p2

The minimum variance representation may be written in the following
manner:

-p .
Xi—1+ x. + X34 = y.
1+p2 i 1+p2 i+1 i
-p -p _
xq t Xo =y, + Xn =vy +h
1+p2 1 1+p2 t] 1 "1
_p )
9 XN_l +XN = VN+ —p XN"‘]_ = VN+ bN.
1+p l-i-p2
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The coefficients are the elements of the rows of matrix Q, and so the equations
may be written in matrix form ag

QX = V+B

where B is an NX 1 vector containing only the information at the end points, b,

and by, with all other elements zero. Thus there is established a correspondence
between the original sequence {x;} and the minimum variance sequence {vj} .
Furthérmore, the eigenvectors of @ are 67

~ 2 . ijm
Wi Nt1 SN
and the eigenvalues are
, = 1__DF b
?\J 1 1+p2 cOs """"—N+1

The W form, the KL transform matrix of the sequence {v.} (being the eigenvectors
of @, the correlation matrix), and are pericdic sine tering, and thus computable
by an FFT algorithm.

Applying W to the matrix equation for {x;} , we obtain
WQX = WV + WB,

~

or X

‘P‘lQ)

B
o
A

uging WQ =AW and denoting the KL transform WX by X, etc. For zero mean
data, the boundary conditions may be approximated by zero, and the KL trans-
form becomes :

A _‘A’i
X }‘i *

Extension to two-dimensional image data is readily obtained.[5] The repre-
sentation

P
X5 = (X'-i- + i_ )+V'1
i 1+p2 1 175 17 Y

which defines x; in terms of its two nearest neighbors, is extended to include its -
eight nearest neighbors, as shown in Figure 6.1.
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Il i jtl

Figure 6.1. Coellicients of eight Nearest Neighbors,
’ D
1+p2

where o =

6.4 Implementation of the Algorithm

The steps required for codmg a data compression program via the KL trans-
form are as follows: [7]

(i)  Calculate the statistics (i.e. mean, variance, horizontal and
vertical correlation parameters) of the source image.

(ii) Create a zero mean image, by subtracting the image mean
(or mean of the image block in the case of block by bloek
coding) from each point in the image.

(iii) Use the equation involving the data sample and its eight
nearest neighbors to compute vj;.
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{iv) Take the two dimengional sine transforms of ij to obtain vij
\2 Calculate Xij = Vi / Aij'

{vi) Quantize x,‘:l using ngs bits to obtain the values to be used for
transmission. The number of quantization levels required for
transmigsion is proportional to the transmitted value, Xjjs and
hence proportional to 1/ Ay (‘A’ij being relatively small and
constant). The number of bits required fo transmit 1/ A is:

J.ng (1 /lij) = - logz A

Hence, the number of bits to be assigned to the component (ij) varies according
to

nij = bl - bz 10g2 hij.

In terms of the.number of bits assigned to the major component nj1, and m,
the average number of bits/pixel, njj is given by:

_ N2 (n11 - m) log M/ g
nij = 1111 - N N
i=1 =1

Since this expression must be converted to an integer for each njj , the actual
bit rate obtained varies somewhat from the predicted value, m.

6.5 Results

Two computer programs described in reference [7] were implemented on a
255 x 255 segment of Landsat data covering the city of Mobile. The programs
were an image analysis program and a Fast KL {ransform coding program. As
supplied, the IBM 360/65 CPU times required were 6 1/2 minutes and 3 1/2 min-
utes, respectively.

The image analysis program performs the following tasks:

(i) Compute and print the histogram and statistical parameters
of the image

(ii) Calculgte the horizontal and vertical correlation parameters
over all image blocks.
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(iii) Compute and list a desired bit rate constant {m) versus actual bit
rate table,

The Fast KL transform coding program does the following jobs:
i) Create differential image {Vij} of a 15 x 15 image block.

(i)  Apply Fast KL transform to fvij} .

(iii) Calculate bit assignments to different elements in the transform
domain,

{iv) Perform quantization.

) Apply inverse Fast KL transform.

{(vi) Store final result as a 255 x 265 image on magnetic tape.

(vil) Compute and print histogram and statisiics of the encoded image.

The total run time of 10 minutes for a 255 x 255 image is long, but is readily
reduced by adjusting the quantization of the desired hit rate table, and by saving
the image analysis parameters required in the transform coding program.

The statistical parameters of the original image and the reconstructed image
are given in Table 6.1. The histograms of the input and [inal images and of the pixel-

by-pixel differences are given in Figures 6.2, 6.3, and 6.4. The original and re-
constructed images are shown in Figure 6.5.
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Table 6.1. Statistics of the Input and Output Images

Input Image

Qutput Image

Minimum
Maximum
Range
Mean

Standard
Deviation

13.00
82.00
69.00
20,63

4.00

10.07
67.01
56.94
20.50

4.03

Mean Squared Error Between Images 2. 34
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Figure 6.5. Original and Reconstructured Images of the City of Mobile.
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PART I

1. INTRODUCTION —

This part of the report is a formal documentation of the programs devel-
oped for the analysis and evaluation of multivariate decision methods for classi-
fication of remotely sensed data and change detection,

There are ten sections in this part, each section documenting one major
software element. The programs are not defailed at the subroutine level, but
are explained in terms of the inputs and outpuis that one needs to know as a user.
The subroutines needed for satisfying the external references are tabulated in
each case.

The programs and most of the subroutines are in FORTRAN IV and are
implemented on an IBM 360 with the H compiler. They are all available as load
modules on a users’ library. The names of the data sets on which the programs
documented here were located at the fime this report was prepared are:

SMART ., DASARATY,LIBRARY
SMART RAMPRIYA,D091576. LIBRARY
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2, GEOMETRIC CORRECTION
2.1 NAME
GEOCORS

2.2 PURPOSE

To apply geometric correction using nearest neighbor rule to a large rec~
tangular image. The transformation from the output to input coordinate system
can have eight parameters, six of them accounting for rotation, scale change,
and shift and two providing a second degree term with the product of the output
coordinates.

2.3 CALLING SEQUENCE

This is a2 main program. Itis on a partitioned data set as a load module.
The member name is GEOCORS.

2.4 INPUT-OUTPUT
2.4,1 Input

The following input parameters should be supplied in data cards according
to the formats and read statements indicated below.

READ 100, NREC, NEL

READ 200, A, XO, YO, ALFA, BETA, SX, SY
100 FORMAT (2I6)
200 FORMAT (6F12.3)

where

NREC, NEL are the number of records and the number of pixels per record
in the input image;

A is a 2x2 matrix accounting for rotation, seale change and gkew:
X0, YO are the shift parameters;
ALFA, BETA are coefficients of the product term;

SX, SY are scale factors.
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The transformation applied would then be
o |
X A XP X0 + ATLFA XP*YP
Y YP YO BETA
XP| _ XPP/SX
YP . | YPP/SY

XPP, YPP are the coordinates in the output image and
X, Y are the coordinates in the input image.

where

Note: Generally, this program is used with A, X0, YO, ALFA, BETA
found using a mean squared error minimization process with ground control
points (e. g. GEOGREF [1]). The units of A are input pixels per km. Then
SX and SY will indicate the number of output pixels desired per km in the XP
and YP directions respectively.

The input image data should be as unformatted FORTRAN records with
NEIL words per record and one pixel per word.

9.4.2 Output :

The output image data will have NRECO records (unformatted FORTRAN)
with NELO words per record and one pixel per word. The values of NRECO and
NELO are printed along with the coordinates of the top-left and bottom-right
corners of the image. (see Section 2.9, Method). Also, some details about the
implementation of the program are printed.

2.4.3 File Storage

. __ This program requires a direct access file of 1500x1500 bytes for interme~
. diate storage ( NREC < 1500, NEL < 1500; for larger values of NREC or NEL,
‘the DEFINE FILE statement and the space allocation for unit 90 should be changed).

2.5 EXITS

Not applicable
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2.6 USAGE
The program is in FORTRAN IV and implemented on the IBM 360 using the
H compiler. The program is in the users' library as a load module.

etk Yy e A Smm —eeme . s ——— B st i

2.7 EXTERNAL INTERFACES

This program calls several routines. The linkage is indicated in the
following table.

Calling Program Programs Called

GEOCORS SARN
DAWN
GEOMM

GEOMM GEOM1
DARN
VNATS
GEOM2
GEOMS3
SAWN

GEOM1 VMOV
GEOMI1B
XCHNGE

GEOM3 GEOM4

GECOMI1B GEOM1A

GEOMA4 DARN

2.8 Performance Specifications
2.8.1 Storage

This program is 192680 bytes long, mainly due to an array IX dimensioned
48000 words. This array can be reduced in size, but the cost is an increase in
direct access reading. Including the external references and buffers this program
needs 256 K bytes of storage.

75



2.8.2 Execution Time

The time required depends largely on the cutput image size which in turn
depends on the input image size and the transformation parameters. The time
needed to correct a 1200x 1200 Landsat image to UTM cooxrdinates to produce 20
pixels per km, thus generating approximately 2150x 1850 pixels of output, is about
14 minutes on an IBM 360/65.

2.8.3 I1/0 Load
None except as specified by Section 2.4,
2.8.4 Restrictions

NREC < 1500; NEL <1500 (See Section 2.4,3). The numbers on the input
image should be between 0 and 255.

2.9 Method

The details of the method are presented in Section 2.5 of part I, These
steps are implemented by the routine GEOMM. The main program GEOCORS first
reads the input data from a sequential data set (unit 10), couverts them into bytes
and copies to the direct access data set (unit 90). The processed image will
appear as a sequential data set on unit 8. The main feature of GEOMM is that
it requires only one work array IX which it allocates for various buffers de-
pending on the computed"v;al_@é_gf the output record length. The details of the
subroutines follow the description in section 2.5 and are also apparent in the
comments in the attached listing.

2.10 Comments

This programis designed to handle resampling with the nearest neighbor
rule but can be modified easily to perform bilinear or bicubic interpolation,
The present method of data handling involves considerably more I/0 than that
described in {3] which used segmentation, but was designed because computations
needed for the nonlinear fransformation would be complex under that approach.

2.11 Listings

The listings of this program and the associated routines are attached at
the end of this section.

REPRODUCIBILITY OF THE
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2.12 Tests

The program has been checked out using a test pattern, applying a 45°
rotation to it and prinfing the results. Also, a transformation with a small non-
linear term added to the 450 rotation has been tried. The program has been
used to correct a classification map of the Landsat data of the Mobile Bay, Ala.
test site to UTM coordinates using a nonlinear transformation.

77



LEVEL 21.8 L JUNT& D . . .

e n. .. DS/36C. FORTRAN H |

e - DALF__76,253/27,05,49
COMPILER DPTINNS = NAME=z agn;_,up_mu_gﬂ'r:% SLZE=0CCrK,
] SOURCE,EACNIC (NOLTST,NODECK ,LDAD,MAP,NOEDIT,ID,NOXREF .
ISK 0002 . COMMON/GEDN/A o X0, Y0 ALEA,BETADET1,DET2,1L0,1HLe L0y JHI B, HREAD
ISN 9003 DIMENSION 4(2,2),8(2,2)
ISN 0326 .. DIMENSION _IX{48°0C).... . _ .
1SN 00NS - EQUIVALENCE{IX{40N1),LX{13)
e ISN O304 LOGILALE] LX!IS"‘ﬂl
ISN 0377 DATA MAXC/&8nnny ,
ISN 0008, DEFINE_FILE 9001500,1500,L, lnul - . ——
C
e € READ_INPUT. IMAGE._SILE, " N d
1SN 0709 READ 179, NREC,NEL" ]
C
c COPY INPUT IMAGE TO DI1SK.
e ISN OOV NEL4zNEL® 4 -
1SN 9711 DO 10 1=1,NREC
. ISN 9712 .. __CALL SARN.ALZ, EX,NEL4),, -
1SN 0213 DO 20 J=1,NEL .
1SN..QN14 20 I X{H=1¥{ 1)
ISN 6N15 10 CALL DAWN{9D,I,LX,NEL )
.. C : e I
c READ TRANSFORMATION PARAMETERS.
e £ THE_EIGHT _PARAMEYERS..A2X0, Y0 ALEA,BETA ARE _THOSE_FOUND BY._GEOGREE.
c SX AND SY ARE SCALE FACTORS IN THE E AND N DIRECTIONS IN PIXELS/KM.
ISN OO0 A READ 200, A, ¥D . YR, AL EALAFTA S5, 5Y
c
eemeo — € MODIEY THE TRANSEORMATION ACCOUNTING FOR_SCALE FACTORS. _
'“ 1SN 0017 AlT1,10=A01,1)/75X
O ISNO18.. . Al2)10=Af2.1075X . N
ISN 2019 AL, 2)=A{1,2)/5Y
15N.0020 AL2,2) =A02,2)/5Y
IS 021 ALFA=ALFA/SX/SY
e 1SN.0DR22 L BETA=BETA/SX/LSY
¢
N e o APPLY THE_TRANSEORMALIAN. Q%
ISN 0n23 CALL GEOMM{IN,MAXCoNREC,NEL,8} = ¥
LSN_"0.24 S10p G2
L3N 0025 100 FORNATI216) 2%
1SN 0028 200 _ FORMAY({A6F12,.3) -t et
1SN 0927 END = a
. .. B s
335
S <=1
_— Yt

§

HONOd
100

b
¢

d
AL |[#0 |Ad]
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LEVEL 21.8.( JUN_T& 3 . 057360, FORTRAN H | DETE Te253) anans, o8

COMPILER OPTIONS = NAME: . MAINGIPLECZ (LINECNTS56.sS1ZES2CRRK,

. SOURCE,EBCOIC 4NOLIST,NODECK,LOAD,MAP,NOEDIT, 1D NIXREF
ISN 2902 ___ SUBROUTINE GEDMMUEIXN,MAXC NREC 4NEL4NTAPOY | v v . e — ¢ —

15N 0003 DIMENSION TIX(MAXC}
e TIN. 0204 COMMONZGEQM/ A xﬂ.]ﬂ:ALEA-BE[ALﬂEIl.DETEleﬂniHl@JLﬂuJH! BsMNREAD

1SN 0005 DIMENSTION Al242)48{2,2)

PURPOSE: TO APPLY GEOMETRIC TRANSFGMMATICN TD A LARGE IMAGE STORED
ON_A_DIRECT. ACCESS DATA_SET{UNIT_SL), _THE QUYPUT WILL APPEAR 0N

SEQUENTTAL ACCESS DEVICE NTAPO,
ONLY..ONE ARRAY IX_ OF MAXC WORDS_IS SUPPLIEC AS_A_WORK_AREL AND THF

ALLOCATIONS FOR VARIDUS SUBARRAYS IS HANDLFO INTERNALLY.

INPUTS: A, X0, YO, ALFA, BETA ARE EIGHT PARAMETERS DEFINING A
TAANSEORMATLION GF THE_EDRM: _____ _ . e i s s onan

(X Y) = IXP YP)A' ¢ {XO Y¥O) + (ALFA AETA)(XP#VP)
HHERE THE ' DENOTES TRANSPOSITION, X,Y ARE THE_COGRDINATES IN THE

INPUT IMAGE, XP,YP ARE THOSF IN THE OUTPUT [MAGE.

THE IMAGE ON UNIT 90 SHOULD BE IN AYTESL 1 BYVE/PIXFL).
OUTPUTSE. _Ae XO, YD, ALFA, BETA_ARE MCOIFIED, BY._THE ROUTINE GEOM)

-

FOR CONVENIENCE UF IMPLEMENTAYTION, BUT, FIRST, A I5 TRANSFFRRED

Lo, IHT, JLO, JHI ARE THE COORDINATES( IN THE TRANSFDRMFD
IMAGEY _OF THE YOP_AND BOTITCH RCWS AND LEFT_AND RIGHT COLUMNS OF

THE DUTPUT ITMAGE.
THE_OQUTPUT_IMAGE WILL HAVE_IHI-ILN#1 RECORDS WIFH_ JHI-JLO+I .

WORDS PER RFCORD(ONE WORD PER PIXEL). CTT

DEFINE FILE 9NMINREC,NEL.L,IAV)

FIRST, COMPUTE THF OUTPUT IMAGE STIE AND MUDIFY THE SUPPLIED TRANS-
EORMATION_FOR.  CONVENTENCE OF IMELEMENTATION, -

=¥alzXalzskalaXalalial sialaksliakalaielatzlinXatzlinl s inl gl

ISN 0096 CALL GEOM1{NREC,MEL,NRECO,NELD)
CISN 9007 - WRITE{6s10NINREC,NEL,NRECONELD - I

IN_COMPUTING AN QUTPUYT RECCRD, WE NFED T0O ALLOW FOR 2 ¢ NELO WARDS

FOR COMPUTING COORDINATES TN THE INPUT TMAGE CORRESPONNING TOD EACH
POINT OF OUTPUT, NELO WORDS$ FOR_STORING THE OUYPUT VALURS AND NELOD

H
1
i

WORDS FOR A »CODE ARRAY™, THUS' MAXC=4oNELO WORDS ARE AVAILABLE

aEsTaiaislalalel

ARRAY,

ISN 00n8 HAXCP=MAXC-NELO ¢4
TSN 0729 . NR=HAXCPE4/ INEL 44D —

1SN 0210 WRITE(6,200IMAXC, KAXCP,NR

FIND STARTING ADORESSES FOR WORK AREAS,

1
i
lalakukal

X COORDINATES
ISN 6311 . TADI=HAXCP+}

(]

C_ Y. COORDINATES.

15N 0Nn12 TAD2=TADI+NELD




_ _ - _— _ e B . —— PAGE 0(2 -
o -
C CODES INDICATING WHICH PARTS OF AN OUTPUT RECODRD ARE YO BE COVPUTED
L ISN Q013 TARA=TADZ#NELD ____, e e R . —————e . . e e e e S
¢ :
S, C OUTPUT. RECORD. — — - e e i e e
1SN 0914 IAD4=TALI+NELD
C
C BUFFER POINTERS
- 1SN .OQY5 ___ TADS=IADI=NR_. ... O
C .
e C INITIALIZE_CIRCULAR RUFFER_AND BUFFER POINTER_ARRAYS. _. ..
ISN 0216 IR1=1
1SN_ 0717 1RF=1
ISN 0018 CALL DARN{OD, 1, IX,NEL 1}
.. TSN 0939 . NREAD=1_ . _. . - - —
ISN 9329 CALL VNATS(!X(IADEI NR)
C s e & e e~ - —
¢ COMPUTE DUTPUT RECORDS.
15N_N5 21 MEL Q4=NEL Dug
ISN QD22 no 10 Is1,.NRECO
S C i e e am e ———— vt e e e -
+ C FIND X, ¥ CODROINATES IN THE INPUT IMAGE CORRESPONDING TQ EACH DF
—_ - ¢ THE _QUTPUT_POINTS IN _YHE 1'TH. RECORD, . e e e e
15N nN923 . CALL GEOM2CIX(TADI),IX(TAD2), I,NELC,NREC,NEL}
C
C COMPYUTE IV'TH QUYPUT RECDRD.
e TSN D224 CALL GEOMILIX, IX|IADII,IXIIAD&'.lX(lADBI.!XlIAD&J.Ix(IADS)cNR NREC
o . ¢ NFLyNELD,IRT,IRF)
.o I5N 0025 lFlHﬁDLILIT:LJEﬂ.clhﬂllﬁlﬁsﬁfﬁlI.NREAD. VTN
1SN 0127 10 CALL SAWN{NTAPD ,IX{IAD4Y,NELDG)
LSN.2928 RREAD=FIOATINREAD)/FILOATINREC]
ISN nn29 WRITE(H,3"M INREAD,RREAD
e 18N_0232 RETURN R, -
ISN 0031 1no FORMAY(Y TNPUT IMAGE SIZE = ¥15,°¢ 8YyV]|5/
_— 1_OUTPUT _IMAGE _SIZE = _ '15,0 BY'IS) e emem
ISN 0732 200 FGRMAT(' BUFFER SIZE='I6/ ' NUMBER OF WORDS AVAILAALE FOR INPUT RE
2LLORDS="36/7 ' NUMBER DF INPUT RECORDS THAY CAN BF HFLD IN CORE AV 4
o« TIME =%14,7,1)
.. I5%.0033 ann EORMATL' NUMDER _0NF CALLS TC_DIRECT. ACCESS. READ _ROUTINE='[S5/ __
. ' AVERAGE NUMRER NF TIMES EACH INPUT RECORD WAS RESAD='F9,2)
—I5N_07234 400 FORMATLY EINISHED COMPUTING?!T G, ' RECORDS OF QUIEH_L_HREﬂD='ITI
1SN 0935 END




. N e
~ LEVEL 21l.8.0 JUN_T& M . ... . G5/36C , FORTRAN H -y L b

!
i)

F

T15.253720,r6.05

dﬂMPlLFR OPYIONS —~ NAMEa M8IN,0PT=02,LINECNY=F4,512E=000"K,

ISN 0002 . o SUBROUTINE CEOMLINREC,NEL 4NRECC,NELD) G e

L5N 0193
ISN_NOD4

SOURCE, ERCOIC yNOLIST,NUDECK,LCAT, HAP, NUFD!T.!D.NJXRFF

COMNON/GELM/A, XD YD, ALFA+RETA yDET14CET2 o100 IHL o JLO, JHI, 8, HQEAD
DIMENSION AL2,2}4,B(2,2)

THIS ROUTINE MODIFIES THF GIVEN TRANSFORMATION FOR CONVENTENCE OF
COMBUTATLON.

1T 15 ARRANGED SUCH THAT THE NUMBER OF INPUT RECORDS TO BE HELD IN
CORE_EOR._COMPUT ING .ONE_ODUTPUT. RECORD'. ES.MINIMIZED AND. X, .Y INCREASE

WITH RESPECTY TO ¥P, YP RESPECTIVELY.

sIREnEsR2En s N

PRINT THE INPUT PARAMETERS.

[SN 0305

HRITE(6,170M)

- ISN DJS&“,..__.___.HRI.TE.Iﬁ.ZCf,((Alldn“a.l“l 2) 121,20 -

ISN 0327 WRITEL(S,370)X0,Y0,ALFA, BETA
—— TSN D209 ___. CALL VMUVM.A.B)-,,. wv e meves e are n s — R —
ISN 00929 DETI=Al1,100A02,2)~A01,P)2A02,1)
ISN D114 nEm=Au._LLwEI.A:.Mz.nc«ALFA
1Sk 0111 CALL GEOMIBI{NREC,NEL)
- o : e e e e R . e o o e e
M FIND MAXIMUM NUMBER OF INPUT RECORDS NEENED TG PRODUCE A RECORD OF
— e " QUTPUTI_RL_IE.THE GIVEN TRANSEGRMATION IS5 USED; R2_IF._THE ROLES_OE —_
- C XP AND ¥YP ARE INTERCHANGEDN),
— FSN G0Y2 o RIABSULIALY 2V #ALFASILOYe (JHL=ILDY)
1SN 0913 RL=AMAXL{RY JABS[(A{L, 21+ALFASTHIDO({JH]~ e
ISN 1014 ___ = Rp= ABSHMl.IHALFMJLUNtIH!-ILUH et e ey e em————

[SN 0715

X I5N 0016 o DESRLSLEWR2IGO FOLAL e o e

R2=AMAXLIR2 yARS({A{Y, 1I+ALFAGJHTII @[ THI-TLOND)

o

o MORLEY _THE_TRANSFORMATION_ YO TNTERCHANGE THE ROLES QF XP AND YP,
ISN C718 CALL XCHNGE(A(L,1),A(L,2))
ISN 2319 . CALL_XCHNGELAL2,1),A02,2)) . e i e e e e . ——
ISN 0120 CALL XCHNGE{ILO,JLD}
ISN QG221 . . CALL XCHNGELIHIsJHI) . SR —_ ——
i5N 0022 1n CONTINUE

_ C
C MODIFY THE TRANSFORMATVION, 1F NECESSARY, YO ENSURE THAT X TNCREASES
- C———HITH XP, S . v e - © e memr e s e e

I5h 2723 IFLa(1,1).GE, n. 360 TD 20
IS5k G925 S 5 § U5 B LL2.8 5 1 3 S r——— - - e
ISN An2p 4(2,10=~4{2,1} '
13K .0227 BLEA=-ALEAR —_
ISN 0128 BEYA==BETA .
I5h 3929, ., L CALL_XCHNGE(ILD,THT) - e Al @ e s m—— v e 4 e -
ISK 2330 ILO=~1L0
ISN GOAL THi==1H! e et e -
ISN 07332 20 CONTEINUE

9

C MCDIFY THF TRANSFORMATION, IF NECESSARY, TO ENSURE THAT ¥ INCRZASES

e MIYH YPs . e e e e s

I[SN £333. 1F(A(2,2).6E,0.060 TO 30
1SN 035, e A Y EA Y i e e cr e e
ISk 0036 Al2,21==A(2,2)



http:IF(A(I,I.GE

e ISN093 7 ALFA==ALEA

[ WD

PAGE _Or2

ISN 0738 BETA=-RETA -
e DN 0039 CALL XCHNGELJLD e JHIY o i e v s van e e
ISN 0240 JLO=-JL0 )
— ISN @4} o JHIs-JHD . L. .. o e e o e e e e e et et e
I5N 0142 30 CONTINUE .
ISN 0943 NRECO=THI=T10¢1
ISN 0744 NELD =JHTI-JLO+1
- e L e - - .o —
c PRINT MODIFIED TRANSFURHATIDN
ISN D45 MRITE(&,4C0) . __ . b—- - - .
ISN 0246 HRITE(G6,20PM ) {{ALL, 0}, )= If2|g!=1,2)
ISk 0047 HRITE 6, 200X, Y0, AL EA,HETA
ISN 0348 WRITE(G6,ySOOMILO W JLO I HY 4 JHE
—- 15N D04% RETURN —
I5N 0151 100 FORMAT(///% GIVEN TRANSFORHATION PARANETERS:V)
—. ISN 0JI51.._.__ 200 _ FORMAT(//'_MATRIX'/(1X2E15.7%) ___ . ... -
15N 0752 301 FORMAT{/' SHIFY VECTOR:"2E15.7/
A * COFFFICIENTS NFE PROBUCT TERM"ZFIS 1)
I[5§ 0753 4n0 FORMAT(//® MODIFIED TRANSFORMATION PARAMETERS:2')
. 15N 0054 _.__EQL__EBBH_AL[LL'___IQP LEFT_CCANER={'1¢s*s*164%)s . BOTTOM RIGHI-CURNER=(‘
L] Ib' .‘b'. ’."
— . 15N..095% END — —

)
D8

d TG

oY

Froarnd
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it




— — T— — — — —
LEVEL 21,8 .1 JUN_T4 lww"_,,“m““,, e e . 0S/73¢7 _ FORTRAN H —— e e DATF TR, 2R3/20,MH, 10

— oo COMPILER NPTIONS = NAKEz_ MAIN,0PT202,LINECNT=56,SIZE=NCCT K,

SDURCE, FACDICNOLTST, NODECK L 0AD, WAP,NOEDIT, 1D/ NOXREF
1Sk 2502 _ . SUBRDUTINE GEOMLAIX,Y,XP,YP,1SIGN) e e

I$k 02393 COMMON/GFOM/ A, XD, YO,ALFA,BETA,DET, DETE.lLD.lH[ JLD.JHI.B NREAD

15K €274 . DIMENSION AiZng.B(Z 2y e L et i wvarn e e
C
e et e L FIND ¥P, YP GIVTN ¥, ¥,

IS 0405 XX0=X-X0
ISN G006 ¥YO=Y¥=YO_.. . . . .. . . e e e —_

15N 0137 PB=DETLI+ALFASYYO=BETASXXOD .
- ISA 9308 CCEYYO®ALL 2)oXXOeAL2 20 S .

ISK 0309 TFLABS[{DET2)CT 1 F=8)XP=(~ SBB+ISIGN®SQRT{BROBB-46DET25CLNN/
N [26NET2)

ISh 3911 TF(ABSIDET2}.LE.1.E-3)XP==-CC/DB
ISN 9013 YP=(YY(U-A{2,1)eXPL/(al2,2V+BETASXP) . __ . . . ..

ISK 1114 RETURN

ISR 0015 . END -- e i hemeir e — e e

cQ
& - e -




LEVEL

21.8 1

cn

LIUN T4 )

£S/36N  FPRT

MPILER NPTIANS ~ NAME= _MAIN,OPV=22,LINECHNT =556,

SQURCE,FREDIC ,NPLISTo NODECK LG

PAM H

STZE=CN0IK, P
AD yMAP,NDEDTT, 10 ,NOXREF

DATE | 76, 253/27.M6.14

ISN 0022 _ __SUPRDUTINE GEUMIB{NREC,NEL) - e e
ISh 9103 COMMON/GEDM/A,XT,YP ALFA,BETA ,DET1,0ET2, L0, IHT 4JLOJHE,8,HREAD
e TSN 0204 DIMENSION. ALZ2:2).B(2,2}).. e e s b e
c .
£ EIND_MINL_AND MAX_VALUES . NFE XP, ¥YP FLCR. X+ Y.RANGING. FROM 1_TO_NREC
C AND L TO NFL RESPECTIVELY, '
— 15N n0as CALL _GEOMIATI1eglaoXPa¥PylY e e+
1SN 036 CALL GEOMIACY., 1., XPH,YPM,-1)
e ISN 0O L N SVGN=Y o e e e v v
ISN 0398 IF(ABSEXPMILGELARSLXPIIGDTD 16
——— b SN0 D 1SIGN==1
TSN 2711 XP=XPH
IR 0.7 e 1) D 1S £ -5  of « K it s s . e
IShN 0213 10 AHIN=XP
. ESN 2714 M AR Z R e e e et ot e+ @t et e rsm——— . - - —
15N N915 YHIN=YP
—I5N D1 YMAX=YP
1SN 0117 NRECI=MAXP {NREC~1,1)
— - 3N 0718 __ NEL sMANC INE - o ) e e e e e —
IS8 0919 DO 20 k=1,2
— - VSN 0929 o IRECRY L e e ot e e e e e e e e
15N 17121 TELaNEL1
—— SN Q22 _ IF{K.EQ.1360.T0_3n -
ISh 1024 TREC=NRECY
. ISN oOn2s _ __ _ __ TEL=Y) . _ . _ . e e et e v e
oo ISN 0326 30 CONTENUE
LEIsN )27 DO_20 1=1,NREC, TREC . .
ISN N728 D0 20 J=1.NEL,1EL
e 1SN D023 X=1
1SN 1330 Y=
...... ISN 9231, . CALL GEOMIA{X.Y s XP.YP,ISIGN) —— e e e - - e e
ISh 9732 AMAR=AMAX LIXMAX 4XP)
. 1SN 2733_ _ KM I AMIN L OXMIN P o e e Y e e s e
I5N 3134 YHAXSAMAX 1{YMAX ,YP)
—_ISN 02235 YMIN=AMINI(YMIN,YP)
1SN 0236 20 CONT INUE
cew 1SN M33IT . TLDEXMIN=10S o o s e e e e e, — . - — — .
ISN 9738 THI=XMAX+1,5
o . ISN 3739 JLO=YMIN=-1,8_ . . e e . e e e e
TSN 3340 JHI=YMAX+1, €
I5N.0241 RETURN
ISN 0742 END .
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. LEVEL 21.8 (LJUN &Y L. 05/360 FORTRAN H . - _ ' - DATE "76,253727.Nk, 2"

e COMPIIER OPTIONS = MAME: _MBIN,DRI=N2,LINECNT=54,S1ZE=0000K,

SOURCE, FBCOIC (NOLIST,NODFCK,LOAD,MAP,NOEDIT,IDNOXREF

.. ISN D302 . __ SUBROUTIME CEQMZ2IX,Y,IeNELC, NREC.NEL) . . -
IS5N 0003 . COMMON/GECM/ 4, %0,YD, ALFA,BETA, BET!.DETZ.ILU.!HI JLG,JHi B¢ MREMZ!
_— ISN 0004 __ DIFMENSION AL2,21,8(2,2) P . et vaam v e e R
C
; ¢ EIND.ARRAYS.E. X_AND_Y CODROINATES_EOR_THE I ¢TH_NUTRUT RELARD.
ISN 0925 DIMENSIDN X{NELO)},Y(NELO}
e TSN 0206 XTI ILO=Y . o o e e e e e —— e e
1SN 0007 DO 172, J=1,NELD
e ISN OO0 )= Jedi0=) " —— —
15K 0329 X{J¥=A{1, 100014001, 2!*JJ+XC+ALFA°II*JJ
ISN_d31a ¥Yill="rC.
ISN 0011 TF{1.6TX(JY.ORX(J).GTLNRECIGD TO 17
e 1SN 9913 YL =A02, LI eII4A02,2) el +YO+BETACIIO)D_
1SN D214 IF{LaGTaYUJY DR YL J)AGTNELIY(JY=C,
— ISR 0016, Y0 CONTINUE o o e
ISN 0017 RETURN :
158 _00%n END




CLEVEL 2048 ( JUN T&_ L .. . .. LS/7360C FERTRAN M . - .. . DATE,
COMPILER OPTIONS = MAME: _MAIN,OPT=02,LINCCNT=Sh,SITE=TC0N R,

P -

_16:253/20.7 6,248

SPURCE, FRCNIC ,NOLYST,NADFCK,L NAD, MapR, NPEDIT'ID.NDXRFF

ISN 9002 . o SUBROUTINE GEEMI{IN X yYe[REMC yICTCBoe MRy NREC, NEL yNELO L IRL(IRF} - — —
C
- mevom e e o COMPUTE. ONE RECORD OF RESAMPLED_DUTPUT DY READING. THE NECESSARY _
€ + INPUT RFCORDS FROM THE NIRECY ACCESS DEVICE {(UNIT 9~).
C THIS.PROGRAM_IS_CESIGNED YO HANDLE KEAREST.NEIGHROR.AND ﬁlLlN_AR
c. INTERPOLATION FOR RFSAMPLING, THE COMPUTATIONS OF JRI, JRF SHOULD
_— £ BE._CHANGED IN.THE CASE OF BICUBIC INTEPPOLATIONa_. .___
[SN 6n03 COMMON/GEDM/A XD, YO, ALFA,RETA JDETYDFT2,1L0O,1HI 4 JLO,JHT B, NRFAD
— ISN D9D4__._  DIMENSION.AL2,2),8(2 S - e e o oo
15N 5205 LOGICAL®Y IN
15N 0004 DIMENSION TCR(NRY IRENCINELD) oXENFLO),YINFID) (INENEL 4NR), 101NELD)
C DEFINE FILE QOINREC,NEL,LsIAV)
I O INITIALIZE IREMCu ... e e e .
1SN 2107 DO In I=1,MELO
— DSN 0308 IREMCE I Ys L | L  ——m e e e e
1SN cang IotTt=r
1SN_021D 1n 1FEYI 1) EQu . YIREMC(T)=?
c
e = v C FINQ_HAX AND_MIN CF _RECORD_NUMBERS. NFEDEND. TU CDHPUTE_IHE REMAINING
*C PART OF THE OUTPUT RECORD.
. I5% QD12 IPASS=D - —
1SN 27213 - 30 JRI=1000NQON
e JSN 0D 14 JRE=D
ISR 0215 IPASS= IPASSQI
—_ ISN DM e 00 20 I=1,NELD . . I . .
@ 1SN On17 IFCIREMCETY.NEL1IGO TO 20
. C e e e - —
¢ IREMCIIV.FQ,.1 INDICATES THAT I0(1) HAS NOT BEEN COMPUTED YET.
ISN_D119 IX1=X (1)
15N 0020 JRI=MINCL{JIRT,IXT)
-. ISN onzt. JREsMAXOLIRF, IX1) ... . — . ey e e e emaeme o
15N 0222 20 CONTINUE
~-ISN 0223 . . . JRE=MINGUIRF+Y,NRECY . o . — .
ISN 0124 IF(JRILGT LJRFIRETURN
[
C NOW, JRT, JRF ARE THE MIN AND MAX RECORD NUMBEKS NFEDFD FNR
e eemenm e oo _COMPUTING THE REMAINING PART OF  THE (JUTPUT RECORD,. e
o IR! THROUGH IRE ARE Thf RECORDS IN (0ORE, EXCEPT IN THE CASE
L N o IRASS=1,_ AS MUCH_AS POSSIBLE OF THF CQUTPUT RECORD WILL HAVF BFEN__ .
o COMPUTED USING IRT THROUGH IRF BEFCRE EACH CALL TO GEQM4,
C
c TF{IRI.LE.JRT LANDLIRF,GELJRFY THE FNT!PF DUTPUT RECORD CAN BE
e e COMPUTED . o s e, e e o e o
158 0726 101IR=0
— SR - .. . v e—— e - e e
C IF IRF.LT,JRF READ FORWARD AND COMFUTE PART OF THE QUTPUT RECORD.
el 3N 0227 LE(IRE, LT+ JRE}IOIR=] et
C
e e € TIF _IRF.GEJJRFLANDLTRILGY.JRI_READ BACKWARD AND CDHPUTE PART OF L
C THE OUTPUT RECORD.
1SN 129 ~ 1ELIRE.GELJRF,ANDLIRT 6T LJRIVICIR=-1

¢
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1SN 0131

C
C
.L

1£ IPASS.EG.L _THEN BT _LS_THE E1RSL. CALL. TO. GE(N4 CORRESPOMDING IO
THER®FORE, COMPUTE A5 MUCH AS POSSIBLE WITH-

THE PRESENT RECORD.

e el JUT _READING ANY NEW RRCORDS.

C

TF{IPASS.EQ.1VIDIR="

|
PAGE Np2

T 15N 0033 CALL GETIM&(IDIR NLEFT,ERT,IRF NRy JRT4JRFsININEL,T1CB, [RENC JNELD,
. . TN XY . [
ISh 0134 IFINLEFT.GT.N1GO TO 3C
..... 1SN 2036 RETURN o o R .
1SN 0937 END
Q0
= . . . e —

.




.
’

LEVEL 21.9. 0 JUN T7& )} .. FORTRAN H

G5/36"

. } N4TE,

CDH&ILE.&.HBI.IBNS_:_,NQME:-'.. MAINGOPT=n 2 LINECNT=568,S1ZE= 00K, ____

THa 283727, 76,29

SOURCE, FaCDIC, NDLIST:NFDECK:L& DpPAP.NUFn!T.ID;NUXQEF

ISN_ 9792 .. SUBROUTINE GEQU4LIDIRNLEFTsTRIIRFNR,JRT JREyIN,NEL 1O, IRENC, _
. NELO y TCoXy¥)
JISN 0003, . _LOGICAL®1 IN
1SN 9204 DIMENSION TN(NEL ,NR), TCR{NR), IREHCINELOD ¢ X{NELD) o Y INELT), IOINELAY
. I5%N.0305 NIMENSIOAN_At2,.21,B(2,21%
15N 0106 COMMON/GECOM/A X0, YO, ALFA BETA ,CETL ,DET2, lLﬂ'lHl JEQ, JHT,B,NREAD
.. r . e
C COMPUTE A PART OF OF THE DUTPUT RFCORD BY READING AS MANY RECDRDS )
e c AS_POSSIBLE OF _THE_INPUT_IMAGE_IMMEDTATELY AHEAD_GF_OR REHIND
c THOSE ALREADY IN CORE,
c IHIS_PROGRAM 1S _DESIGNED EOR _NFAREST NEIGHNIR INTERPALATION. _THE
¢
e W ISN 0207 o NR21zNR®2-) — -
ISN D108 1R10= R
.. IsN 0709 IFLIDIRILN, 27,437 e e e —
¢
— C INDIR.IT.0. FIND 1R8I, IRF T{1 READ BACKWARD.
ISN 1710 10 TRI=HAXC{IRI-NR+1,JRI)
CISN 0911 IRFsMINACIRINR=Y,IRE) . o o oo
1SN 9012 IR1=[R}
e USN 0213 _TR2=TRIU=1 e —— e e
ISN 0114 60 T 40
e e e e ¢ — _ - ) e e
c IDIR.GT.C.  FIND IR, IRF TO READ FERNARD,
o ISN 0915 .30 IRFO=IRE. . .. _ e e e
o 1SN 116 IRF=RINC{ IRF4NR -1 JRF)
15N 0917 . IRI=MAXDCIRE=NR®LLIRED . _
1SN 0118 IR1=IRFO+1]
___1SN_D119 1R2=IRF '
c
€ _MDDIEY_ICB SUCH.THAT, ICB{1).GIVES ADDRESS OF IRI'TH INPUT. RECORD,. .. _ .. o
1SN 0323 40 INC=IRI-IRIC +NR21 . =)
ISN 9221 . o D059 X214NR .. ... S i &3 0
ISh 2022 50 TCBIII=MOG{TCBITI4INC, NRI+1 gg
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c REAC THE NECESSARY INPUT RFCORDS. . Il
1SN 923 _ . DO 60 F=1R1,IR2 o ) . D -
1SN 0124 NRFAD=NREAD+] ¥ =
.. ISN 0325, 60  CALL_DARN{9%, L, TNA1,1CACI~TRI#11),NEL ) B U f;j"' -
c
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iSN 31726 20 NLEFT=0 ,_d%
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3. THINNING OF BOUNDARY IMAGES-
3.1 NAME

PEELS
3.2 PURPOSE

Starting with the oufput of 2 microdensitometer digitizing a boundary image,
to apply a given threshold of density and reduce the thickness of the boundary lines
by "peeling' their outer layers while preserving the distinciness of regions separated
by them.

3.3 CALLING SEQUENCE

CALL PEELS (NTAPI, NTAPO, NREC, NEL, IT, MPASS, MDEV,
NDEV, LX, LY, IBDY)

where

NTAPI, NTAPO are the logical unit numbers of the input and output sequen-
tial data sets;

NREC, NEL are the number of records and the number of pixels (bytes)
per record in the input image;

IT is a threshold on density; if IT is positive (negative) all points with
densities 2 IT (< IT ) will be regarded as boundary points;

MPASS is the maximum number of iferations permitted (see Section 3.9,
Method); -

MDEV, NDEV are logical unit numbers of two direct access scratch
data sets defined as indicated in the listing of PEELS;

LX, LY, IBDY are scratch arrays with LX, LY dimensioned as indicated
in the listing and IBDY dimensioned NEL.

3.4 INPUT-OUTPUT
3.4.1 Input

The input image should be on a sequential data set with unit number
NTAPI and consist of NREC records and NEL bytes per record, each record

corresponding to a line of the digitized image and each byte, to a pixel. All other
inputs are as indicated in the calling sequence.
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3.4.2 Output

The output of this program will be on unit NTAPO as a sequential data
set with NREC records. The records will be in SLIC (scan line intersection code)
format. That is, the first word of the I'th record indicates the number of words
that follow and each subsequent word is a column coordinate of the intersection
of the I'th scan line with the boundary image.

3.4.3 File Storage

This program requires two direct access scratch data sets to handle the
intermediate iterations of the boundary data. The sizes of these data sets are
indicated in the listings attached.

3.5 EXITS
No nonstandard exits.
3.6 TUSAGE

The program is in FORTRAN IV and implemented on the IBM 360 with the
H compiler, The program is in the user's library as a load module.

3.7 EXTERNAL INTERFACES

‘This subroutine calis several subroutines and the linkefge is shown in the
following table.

3.8 PERFORMANCE SPECIFICATIONS
3.8.1 Storage

The subroutine PEELS is 1458 bytes long. However, including a driver
(whose size depends largely on the dimensions of LX, LY, IBDY which are
functions of NEL), the required subroutines and the buffers the program needs
approximately 70K for handling NEL =2100,

3.8.2 Ezxecution Time

The execution time is highly dependent on the size and complexity of the
boundary image, the thickness of the boundary lines and the maximum number
of passes (MPASS) requested. In the case of the Mobile Bay GTM (a 4000x2100
level II map with boundaries 3 and 4 pixels thick) the inifial thresholding and
reformatting took about 10 minutes and the subsequent interations about 6 min-
utes each, with a final reformatting and copying step taking about 7 minutes. Thus,
with MPASS =4, it takes about 40 minutes of CPU time to process the image.
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Calling Program

Program Called

PEELS

PET
SARN*
VLTHR
CMPRES
DAWN*
PEELER
DARN
EXPBDY

CMPRES

ISTOREY

. PEELER

SVSCI
PEELR1
PEELRO
DAWN*

EXPBDY

ILOAD™

PEELRI

DARN
BLSFTV
BRSFTV®

PEELRO

OB

ICOMPL™
JANDT
BLSFTV

~—~BLSFTV

Loapt
ISTORE*

BRSFTV

ILOAD*T
ISTORE™T

* Entry under DARN

+ Logical function available in the user's
library under a main member name LOGFUNC

¢ Entry under BLSFTV
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3.8.3 Restrictions
None
3.9 METHOD
The program has three major steps:

(i) Thresholding, compressing and writing on a direct access unit.
i) Iterating to '"peel® boundaries.
(iif)  Changing to SLIC format and writing on output sequential data set.

3.9.1 Thresholding and Compressing

~ The routine SARN reads each record (of NEL bytes) of the input dafa set
into the array LX, The routine VLTHR thresholds each of the NEL bytesin LX,
A logical vector LY is defined as follows:

IF (IT,GE.0)LY() = LX() GE IT
IT @T.LT.0)LX(I) = LX(). LE IABS(T)

for I=1, NEL.
The rountine CMPRES is then used to pack the information in LY into the

first NEL bits of the array LX. The I'th bit of LX is "set' if and only if LY (I)
is .TRUE,

The compressed boundary information is then written on the direct access
unit MDEV using the routine DAWN,

[,

3. éﬁ;:é_;lterating to Peel

The main peeling routine is called PEELER, The input to this voutine is
from MDEV whenever IPASS, the iteration number, is odd and the output then wiil
be written on NDEV, When IPASS is even, the input and output designations are
interchanged. One call to PEELER removes one ''layer" of the thick boundaries
from top, left, bottom and right. '

To decide whether a particular boundary point should be deleted (i.e. the
bit corresponding to it changed to 0}, we examine z 3x3 neighborhood centered
around the point, Consider the array

| o o
- o o

e
i
i
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where each letter represents a binary pixel. If is to be decided whether e, which
is presently equal to 1 should be changed to 0. The conditions for a 'top peel' will
be derived below and those for peeling from the other directions follow by symmetry.
First of all, e should be a top boundary point. That is, there should be
no boundary point directly above e and there should be a boundary point below e.
Therefore b=0 and h=1 are necessary conditions. Suppose b h=1. (Here, b de-
notes the complement of b). Then, we need only check whether e is a nonessential
boundary point, that is, whether two 0's in the 3x3 array which are disconnected
will stay disconnected where e.is made 0. Connectivity, in this context, is defined
as the existence of a path not ineluding 1's and consisting only of horizontal and
vertical segments.

Now, it is easy to see that e is essential if and only if ad = 1 or cf=1.
Therefore, the condition for a top peel is that

bh (a+d) (c+)=1.
Equivalently, to perform a top peel we set
e=e (b+ﬁ+a&+c-f).

It is convement to 1mplement the above equation by employing bit manipulation
routines operanng on pairs of 32 bit words, thereby performing the top-peel
operation in parallel on 32 pixels. This is done by using the "current' array
in place of e, the "previous" array for b, the "next" array in place of h._Also,
the previous, current, and next arrays are right (left) shifted by one bit and
used for a, d and g (¢, f and i) respectively in the peeling formulas.

The routine PEELER minimizes the movement of data in core by using
circular buffers for storing the "previous, current and next" arrays. An array
J dimensioned 3 is used to store the indices pointing to these arrays (J(1) —=
previous, J(2) —= current, J(3) —- next) and after finishing each record,
only the array J is updated.

Also, top, left, bottom and right peels are performed one after the other
by just one pass through the data (thus minimizing I/0) by storing the intermediate
results in core and operating with a phase lag.

When the I'th record LX is read from the input data set (see PEELRI),
BLSFTV and BRSFTYV are used to generate arrays LXL and LXR with the bits
in LX ghifted by one bit to the left and right, respectively. Next, the (I-1)th record
is peeled from the top. The top-peeled oﬁtput of the (I-2)nd record is peeled from
the left. The top-and left-peeled output of the (I-3)rd record is peeled from the
bottom.. The top-, left- and bottom- peeled output of the (I-4)th record is right-
peeled and written on the output data set. Also, whenever any peeling is done other
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than from the right the output is shiffed to the left and right by one bit and the
results are stored in the appropriate core locations poinfed by J(3), K+ 1.

The routine PEELRO with the appropriate ISIDE will perform the peeling
of one record. The above operations performed for I=1, NREC +4 will complete
one iteration of peeling, constituting one call to PEELER, The number, NP, of
words of input that were changed is counted during each call to PEELER, If NP=0
or the number of calls to PEELER has been MPASS, the iterations are stopped.

3.9.3 Converting to SLIC

Each record is read from the last seratch unit on which the output image
was created. The routine EXPBDY is used to sense each bit in the record. The
bit number of each 1-bit is stored in IBDY. The total number, N, of 1-bits
followed by N words of the array IBDY are written on unit NTAPO.

3.10 COMMENTS

On large images this program takes a long time to execute. To avoid loss
of data on long runs it is suggested that the direct access data sets be saved
so that, with slight modifications, the routine PEELS can continue where the last
run stopped due to insufficient CPU time,

3.11 LISTINGS

The listings of PEELS and most of the associated routines are attached at
the end of this section. The routines nof included are: PET, a routine used for
printing time elapsed between sections of a program; SVSCI, a routine which sets
all elements of an array to a given congtant; DARN and the associated entry poinis
for array read/write and the logical functions under member name LOGFUNC.

3.12 TESTS

The program was tested on a small portion of a boundary image, the image '
printed before and after peeling and was found to work satisfactorily. ~
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1SN
ISN

TSN
LSN
15N
15N
I SN
TSN
1SN
15N
15N
[ SN
15N

1SN

ISKN
1SN
TSN
I5H
I 5N
I5N
LT
15N
158
135N
15K
154
15N
ISk

15N

Ele 7

0602
oto3

0004
¢Cos
0Cos
0007
onra
G009
ag10
cnl
col2
co13
Ghla

0Gi6

001s
on19
ng20
co22
€e2s3
6024
0025
oear
on2a
029
0030
0031
cnaz
GG33

0034

JAN f3 )

CUHPILER R OPTIONS ~ NAME=

037360 FURTRAN H DATE

HAIH,OPT=02,LINECNT =56, 512 E=0000K,

7641147191132

SOURCE+EBCDIC/NOLIST¢NODECK,LO AL, HAP,NOEDTT, TUy NIXREF
SUBROUTINE PEELS{NTI ¢NTOsWRECINELyIToHPASSyMDEV NDEV.LX,LY, [BDY)
DIMENSTON LXlllpLYlll I1eDY{1}

O P U oy o

" DIMENSION LY{364({NEL~1)/32+1)) LY CINEL=L)/0¢1}
DEFINE FILE MDEV(NREC,(NEL=3)/32+1,U,[AV1)
DEFINE FILE NDEVINREC,(NEL=1)/32¢1,U41AV2)

N=(NEL-1)/32+1
CCALL PET(2)

DO 10 1=1,NREC

CALL SARNINTI,LX,NEL)

2 ¥ =TaNalnl

. rmpm—— =

‘CALL VLTHRILX,NEL,IT,LY)
LXIN) =0
CALL CHPRES(LY,NEL,LX)
10 CALL DAWN{MDEV, I LXsN®4)
CALL PET(2)
. . ..DO 20 IPASS=1,MPASS

IFIMOD(IPASS42b4 EQu 1) CALL
LX{242N+1Y LY NP1
" IFUMOD( 1PASS.2) - Ed. DFCALL PEELER(NDEV,HDEV ¢NREC,NoLX, LXL120N+1),
. LX{249N¢1} LY ,NP)
PRINT 100 ,IPASS,NP
_CALL PET(2)
1FINP.EQ.0)GO TO 30
20 .. CONTINUE
IPASSEMPASS
30 __ JDEV=NDEV
T IF(MODUERASS 20 L EQ. DIJDEV-HDEV
PO 40 I=1,NREC
CALL DARN{JOEV, 1,LX,N%4}
CALL EXPBOYILX,N,NEL,IBDY,J}
40 WRITE{NTO)JoLIBDY(L) ¢L=1,d)
: CALL PETI2) .
RE TURN
_ FORMATISX *DURING PASS NUMBER'I3,? THROUGH PEELER'16,% WORDS
-zgessso BUUNDARY INFORMATION WERE CHANGED.Y)
D

PEELER(MDEV,NDEV NRECoNoLXy LXE120N+T),

100, OF COH

- malm—— e v b A= a s . B . - .

e L
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LEVFL 21.7 { JAN 73 } 057360 FORTRAN H ) CDATE  764114/1941G.48

COMPILER OPTIONS ~ NAME= HAI'N,OPT=02,LINECNT356,5[ZEx0000K,

SOURCE+EBLDIC,NOLISToNGDECK 4LOADy HAPyNOEDIT, [ Dy NOXR EF
1SN 0nn2 SUBROUTINE BLSFTVIIX NeIY} '
1SN 0003 DIMENSION IX(N)},IvIN)
1SN 0034 ____ N1=sN=1 e SO
ISN €005 D0 10 I=1,N1
1SN rO06 . IV =TLODADCIX{I+1h,432,8) - ) L . - e e st ot m mern e . ——
ISN 0CO7 10 IV{DI=ISTORELIXCI )4 IV{1),32,31)
15N 0008 IYiN=0 . .. - .
ISN GCO9 IY(N)=ISTORECIXIN) IY(N),32,31) '
15N ¢010 . __ RETURN L .. . e e e ———————— e T
15N ontl ENTRY BRSFTVIIX NIV}
ISN opY2 _IYEl)=1L0ADEIX41) 432,31} o e e - —_ et tratm t o e n e e @

SN 0013 DO 20 I=2,N
[SN 0014 ) IYCIb=1LOADIIN(E ,32,31)

[SN 0015 ~ "20 " IV{II=ISTORECIN(I~1)41V{I1,32,1) o e s e e e R R
I5N 0016 .. RETURN . I . e e .
15N 6017 END
. - e .
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LEVFL

00T

ISN
15N
I SN
1SN
ISN
1SN
15N
I5N
TSN
15N
1SN
I SN
[Sh
1354
15N
1SN
15N
15N

21«7 { JAN 73 )

ong2
0roa
0004
0005
0006
GLay
coos
noo9
ceto
0011
0013
0ot4
0015
or17
0018
0619
0020
0021

+

057360 FORTRAN H

COMPILER OPTIONS - NAME= MAIN,OPT=02,LINECNT=56,SIZE=GO00K,

20
10

100

SUBROUTINE BPRINT (LXeNoNEL,LY4LO,L1}
DIMENRSION LX{N)

LOGICAL 1LOAD

LOGICAL®] LY(NEL) LO,LY
JHRD =]

JBIT=33

DO 10 I=1,NEL

Lyt ri=to

JBIT=JBIT=1
TF(JBIT.NE.OIGD TO 20

SDURCE¢EBCOICoNOLESToNODECK 4L JADy MAP ¢ NOEDIT, LUs NIXHEF

e eadB1T232

JURD=JWRD +1
TECILOADULXCJHRD) pJBIT o1 0 0LY (1)Ll
CONTINUE

PRINT 100,LY

FORMATILIXG{32AL,1XH)

. RETURN

END . )

DATE 764114/719.10.57
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LEVEL 21.

T 1

[5N
15N
15N
I[5N
1SN
1SN
15N
IS4
15N
15N
1SN
I5N
I5N
154
ISN

JAN 73 )

057360

FORTRAN H

|
COMPILER OPTIONS ~ NAME= MAIN,OPT=024LINECNT*56,+S1Z1E=0000K,

croez
gons
Q004
0C0S
neo6
CCa7
oQos
0co9
oceil
co12
G113
0014
0015
cote
0017

20 .
190

SOURCE,EBCDIC,NOLIST NODECK ,LOAD, MAP,NOEDIT,ID,NIXREF

SUBRQUTINE CMPRESILXsNEL,LY)

LOGICAL®] LX(NELY
DIMENSTOR LY(1)
JHRD =]

JBIT=33

D 10 1=1,KEL
JBIT=JBIT~1

IFLJBIT.NE. OGO TO 20

JBIT=32
JHRDO=JWRD +1
EX=LX{I}

LY JWRD }=ISTORE (I Xy LY{ JHRD) 9 JBIT,1)

CONTINUE

RETURN
END

101

. . REPRODUCIBILITY OF THE,
_ ORIGANAL PAGE IS POOR _

N an A aeap 4

e aman ey L

DATE  764114719,11,0%
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LEVEL

ot

TSN
15N
TSN
TSN
1SN
ISH
TSN
154
15N
15N
15N
P3N
15N
ISN
15N
TSN
15N

2.7 |

JAN 73 }

057360 FORTRAN H

COMPELER OPTIONS -~ NAMEs MAIN,DPT202,LTNECNT#56,512€s(CO00K,

cen2
acol
oco4
anas
rEDG
oenz
nGne
0009
onln
ct1z2
0013
Ge14
0615
n017
0018
cole
0020

SOURCEEBCDIC NOLISTyNODECK o LUAD s HARyNOEDITy [De NIXKREF

SUBROUTINE EXPBOY(LX, N.NEL.IBDY.JI
ODITMENSTON LX{N)LBOY(1)
LOGICAL 1LOAD

JHRD =]
JBIT=33

J=0

0O 10 1=1,NEL
JBIT=JBIT-1
IFLJBIT.NE.QIGD TO 20

JB1T=32
NP JHRD=JURD #1
20 7 IF(.NOTJTLOADLLXUJWRD 4JBIT 410060 ¥0 10

J=J+1
18D0Y(J) =]

10 CONTINUE
RETURN
. .. END .

DATE 764114/719.11.00
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LEVEL

eUL

LY
15N
15N
1SN
ISN
ISN
ISN
I5N
I5N
I5N
13N
150
1SN
15N
1SN
ISN
T5N
TSN
1SN
15N
I5N
TSN

1SN

ISN

ISN

15N
ISN
1SN
I5N
15N
I SN

21.7 |

JAN 73 )

D5/360 FOUKRTARAN H

COMPILER OPTIONS = NAMEx MAIN,UPT=02,LINECNT=56,S1ZE=0000K,

cen2
oro3
0nQs
nLos
coné
ocor
coos
oeneg
Go10
0C1y
cnlea
col3
0014
Co15
0c1e
oe1?
0619
G20
co21
noz2z2
0nz3
025

ceav

co29

0031

on33
G035
Co3é
0037
go3s
0039

30
10

__CALL SVSCIILX(1 43833 ,K},Ns00

SOURCEEUCDIC, NOLIST ¢NIDECK +LUIADyMAPyNDEDIT, IOy NIXREF

SUBROUTINE PEELER{PDEV NDEVoNREC)N yLXy LR sLALs LYo NP)
DIMENSION LX(N¢39%) LXR{Ns3 oo delXLINgI &) LY (NI, (3)
NREC1=NREC+1

NREC2=NREC+2

NRECI=NREC+3

NRECG&=NRE C+4

Ji1i=1

J2182

Ji3)=3

CALL SVSCL{LX,N®12,0)

CALL SVSCI(LXR,125N,0)

CALL SVSCIILXL,12%N,0)

NP=0

DO 10 I=1,NREC4
DO 20 K=1,4

IF{I.LE.NREC+KIGO TO 20

CALL SVSCICLXR{1yJE314K)yN,0)

CALL SVSCILLXL(l4d{3),KEsN,0)

CONTINUE

IFUILLE.NRECICALL PEELRI{HDEV, T 4LY jJd s N, LXR,LXL)
IF{1.6T.1oAND.I.LE.NRECL}

e, CALL PEELROUUX(1¢ls1 0 LXREIoL o2 b LXLEsd o2t o dyNoly _ .

. LXEL gd 0302 o LXREL o J43) 920 ok XLUY o d03)42),4NP)
CIFLTaGT.2.AND L4 LEJNREC2)
. CALL PEELRO{LXCL sl 20 sLXRIT o142V 0 LXLLL 1420 0d0Ns2y
LXOT g d 03 )3 LXallgd(3),33) 4Ly Jl3),4304NP)
IFII 0T a3 .AND.I.LE.NREC3)
o CALL PEELKOULXCU o1 p30 L XRIL e o3 LXLUT el 30 sdsNedy
. LYY pd03) ) gLARLYL o d 03 ) o) oLXLEYsd{3Dya )4 NP)
IF(I.GT.4)
. CALL PEELRUOCLXE Y] oAb LXRU1p ot ¥, LXLUYs1s40eJoN 4y
. LY+0404NP) '
IF{1.GT+4)CALL DAWNINDEV:I=44+LY 02N}
DO 30 Kxl,3
JURY=MAD( JIKD 430+
. CONTINUE
RETURN
END

DATE  T6el14/19.11.08
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LEVEL

15N
15N
ISN
ISN
SN
ISN
15N

21.7 { JAN 73 1} © 057360

cconz
CCo3
oens
0Co5
0006
0007
0008

COMPILER DPTIONS - NAME=

FORTRAN H

MAIN,OPT=02 LINECKRT =564 S12ExQ000K,

SOURCE yEHCDIC,NOLIST (NODECK,LOAD, HAP.NDED[T;ID.NJXREF

SUBRQUTINE PEELRI(NDEV-I LX pdalaLXR LALY
DIMENSION LXUNy3) oLXREN3 Y 4LXLIN,3),d(3)

CALL DARN{NDEV I LX(1,d03004No4)
CALL BLSFTVILX{Y o {302y NyLXLEL,JI(3
CALL BRSFTVILX{14J(3)YoNsLXRIL,d(3
RETURN

END

[N}
LR

DATE

76.114/719.11,.18
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SOt

LEVEL

15N
TSN
ISH
I5H
15N
I5N
I5N
15N
IS5
15K
ISN
I 5K
I 5N
15K
15N
15N
ISh
ISN
I 5N
I 5N
15N
15N
15N
TSN
SN
[SN
fSN
I 5N
ISN
15N
ISN

2l.7 { JAN 73 ) 057360 FORT.RAN H

nen2
nca3
0604
gans
o€os
0nde
oon9
o010
oc1l
on12
0013
eCls
0015
cole
oGty
acs
oct9
oez2n
oc21
oca2
¢n23
ac24
ocz25
0C26
cez27
0029
Q030
0032
0033
0034
0035

COMP

ILER OPTIONS - NAME= MAIN,OPT=02,LINECNT=56,512E=0000K,
SOURCE EBCUICoNULISToNODECRA  LIAD HAPNOEDIT, 10, NUXREF

SUBROUTINE PEELRO(LYsLXReLXLoJeNs ISTOESLY JLYRJLYL (NP}
DIMENSION LXUNs3)4LXRIN,3Y,LXLIN, 3I'LYIND.JI31,IN(3l LYRINISLYLINY
DD 60 1=1,4H
LY 1d=Lxi1,d02})
TF(LY(I).EQ.0}(0 TO 60
GO TO (10,20430,40),15IDE

10 IME1Y=10RELXLT 2 J01) ) ICOMPY (LXIL,J03)),432,32))
THE2)=TANDILXRET 9 JULE) o TCOMPLILXR(T 9 4{211,32,32))
I403) =L ANDILXLET (L} ) o ICOMPLILXLLT, JL2)}3,32,32H)
GO TO 50

20, DLy =TORGLXRAL s J(20 ) ECONPIELXELT s 020032320

T2 =TANDILXRET o dl1) ) o ICOMPLILX (1 »d (1D} 43243200
TH(3)=TANDILXR(L,d03}), ICOMPL(LX(Y,d(3)),32,32))
G0 TO 590

30 THIL ) =I0R(LX{TpJ(3) ) ICOMPLLLXCE,JIL)},32,32))
IN(2)=LANDILXRIT ¢« {30 ), ICUMPLILXRETy[200 432,321
FME30=TANDILXLAT o JU3) ) 2 TCOMPLULXL(T 4 51200 432,32))
G0 7O &0

40 INC1 =l ORALXLAT ¢ JU2) D s ICOMPIALXRET 420208 ,32,32)
IWi2)=0 ANDILXLET pJU3) ) LCOMPLELXET o JEL D ¥, 32,3200

IR =EANDILXLAT, J0230) o TCOMPLALXLL 2030 ),32,32))

50 INC1Y=10R(TWEY) s QW(2))
TWELY=TOR{IWIL) 10 (3Y)
LYCT)sTAND{LY{L)Ewil}
lF(LXlI.JiZ!).NE.LY {1

60 CONTINUE
TFUISIDE.EQ. 4IRETURN
CALL BLSFTVILY,N,LYL}
CALL BRSFTV(LYsN+LYR}
RETURMN

- END

)
YNPaNPel

—
DATE

—— — —
76.114/19.11,.22
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tevet

15N
I'SN
15N
15N
15N
I3N
15N
15N
L5N
[SN
15N

901

21.7 ( JAN 13 )

0002
0003

ocoa
nons
ccny
0008
0009
rtol1
o012
0013
0014
016
0017

YOI Y

20
10
30

COMPILER OPTINNS ~« MAMEw

LYl{T)=F

057360

SUBROUTINE VLTHHR{LX NeIT,LY)

LOGICAL®Y LXUNYJLY(NY g F/uFALSES/ T/ TRUE./

THRESHOLD A VECTOR LX OF 8 B1T INTEGERS TO GET A T-F VECTOR.
IF ITJGELNy LX{IV.GELIT [MPLIES LY{1)=T,

IHPLIES LY{I)aT,

ITT=1AB501T}
IF(1T.LT.0)60 TO 10
0O 20 t=1.N

IF(LX{T 1. GELITTILY(I)=T
RETURN

DO 30 I=1,N

LY{I)=F
TFILXII b LELITTILYLT) =T
RETURN

END '

FURTRAN H

MAIN OPT=02,LINECNT =56,51ZE300C0K,
SPURCF,EUCOIC/NUOLIST NUDECK ,LJAD, MAPyNUEDIT, ID, NIXREF

1E IT<0 LX{T114LE.IABSCIT).

DATE

76.114/19.11438

——

—— e ——————. ————
'
N
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FINDING DISCONTINUITIES IN BOUNDARY DATA

oy

l

=
it

NAME
BOUDIM
4.2 PURPOSE

To find the discontinuities in digital curves stored in SLIC format,
4.3 CALLING SEQUENCE

CALL BOUDIM {(IBDY, NTAPI, NREC, NEL, IRC, ND, NDIS)
where

IBDY is a scratch array to be dimensioned NEL*3 where NEL is the
maximum number of boundary points in a given line; -

NTAPI is the logical unit number on which the input boundary data
are stored;

NREC is the number of lines (records) in the input data set;
IRC is the output array of coordinates of the digcontinuities;

ND is the maximum number of discontinuities expected iRC -
is dimensioned (ND, 2)];

NDIS is the output integer giving the actual number of dis-
continuities found,

NTAPI, NREC, NEL, ND are inputs to this routine IRC, NDIS are
outputs.

4.4 INPUT-OUTPUT
4.4.1 Input

The input data should be on logical unit NTAPI as a sequential data set
consisting of NREC records. Each record should consist of the coordinates of

the intersection of the corresponding scan line with the boundary image written
as

J, @), I=1,4d)

where J is the number of such intersections and IX{I) are the coordinates.
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4.4.2 Output
The output of this program is only through the calling sequence.
4.4.3 File Storage
None
4.5 EXITS
No nonstandard exits.-
4.6 USAGE

This program is written in FORTRAN IV and is implemented on the IBM 360
with the H compiler. It is available on the users' library as a load module.

4.7 EXTERNAL INTERFTACES

The linkage with other subroutines needed with this routine is indicated in
the following table.

Calling Program Program(s) Called
BOUDIM BOUDIS s
BOUDIS JCOUNT

4.8 PERFORMANCE SPECIFICATIONS
4.8.1 Storage

This program is 834 bytes long. Including the external references listed
above, the storage needed will be 2578 bytes (excluding the calling program which
should provide storage for the arrays IRC and IBDY).
4.8.2 Execution Time

TBD

4.8,.3 I/0 Load

None

108



4.8.4 Restrictions
None
4.9 METHOCD

The routine BOUDIM simply handles the I/0 needed for finding the discon-
tinuities. Connectivity, in this context, is defined in terms of the eight nearest
neighbors of the point under consideration. Therefore, while examining the ith
record of data, it is necessary to have the (i-1)st and (i+1)st records in core.
The movement of data in core is avoided by using a circular buffer IBDY dimensioned
(NEL., 3) and indexed by the pointer array IND dimensioned 3. Initially, IND is
set to {1, 2, 3} . Always, IND (2) points to the current row. The numbers of
boundary points in the three rows stored in core are in (NBAND{)), J=1, 3).
The routine BOUDIM starts by reading the first record into IBDY (*, 2). Then,
for I=1, NREC the (I+l)st record is read into IBDY (¥, IND{3)). The (NREC+1)th
record is undefined. Therefore, in that case, NB (IND(3)} is simply set to 0.

The routine BOUDIS is called to determine the coordinates of the discontinuities
on the I'th record. Then the pointer array IND is updated.

The functioning of BOUDIS is as follows. FEach of the boundary points in
the current record is treated as the point e in the following array.

U9 M
oo
Horh o

The number of boundary points in this array excepting e is called the connectivity
count of e. The connectivity count is calculated by examining the arrays IBDY

(*, IND(2)), IBDY (¥, IND(1)) and IBDY (*, IND(3)), stopping the calculations
when the count equals 2. If the count is smaller than 2, then the point e is a
discontinuity. The row and column coordinates of ¢ and the continuity count are
then stored in JRC(NDISK), K=1,3).

4.10 COMMENTS
None

4.11 LISTINGS

The listings of this routine, with BOUDIS and JCOUNT are attached at the
end.
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4.12 TESTS

. This program has been tested in conjunction with SMOB2, a smoothing™
routine documented in the next section.
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L] L] ] [ ] [ N | — ] T I T ——_— T _ [ T ] I T
LEVEL 21.8 € JUN 74 } ' 057360 FORTRAN H . : DATE 76415971045541% '
COMPILER OPTIONS -~ NAME: MAIN,0PTz02,LINECNT=56,51ZE30000K,
. SOURCE EBLDIC o NDLIST ¢NODECK, LOAD o MAP,NOEDIToIDe NJXREF
1SN 0002 SUBRUUTINE BOUDIMIIBDY NTAPT4NREC,NEL, IRC NDoNDIS}
c -
¢ EIND DI SCONTINUITIES ON ROUNDARIES GIVEN THE INFO. ON NTAPI IN SiIC
C FORMAT,
C
ISN 0003 DIMENSION IBDYUNEL3)4IND(3)NB(3}
ISN_DDOL nIMFu_S_LﬂM__LB_[_{_Nn,?l
15§ 0005 D3 10 I=1,3 .
I.SN 0006 _INDiT Y =1
1SN 0007 10 NBLTI)=D
LSN 0018 READINTAPTINA? ,ETHOYE 8,20 .. 0=) NAD}
I SN 0009 NB{2)=NB2
1SN_0010 MR IS=0
ISN ©ol1 DG 20 [=1,NREC
11, g B3y
ISN N014 IF{1.EU.NREC}INB3I=D
1SN 00L& NALINOEA) 1=NA3
[SN €017 CALL BOUDIS(IBOY +»INDyNByNEL+I4NDIS+IRC,ND)
ISN..O0L1A 00 30 .J=1,3
ISN 0019 *3n INDCJ) =HODCINDLE Y 43D #1
1SN Q20 20 CONTINUE !
1SN 0021 ' RETLRN
LSh Q022 END
,—1
i
3=
ga!ﬁ
&
£
o
. B E
ﬁ 1
o S '
[« !
)

]
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LEVEL

21.8 § JUN T4 ) ) (057360 FORTRAN H ' DATE

76,159/10.56.29

COMPILER OPTIONS = NAMEZ _MAIN:DPI=02 4 LINECNT.=26.S1ZE20000K,

SOURCEZEBCDICyNOLIST ¢NOOECKLOAD HAP,NOED T LU, NIXREF

a ISN.DOD2 e SUBROGLTINE .BOUDIS{IBOYL IND(NBNEL IR SNDLS,,IRENDY
[SN 0003 DIMENSIUN FBDY{NEL3),IND{2)NBLDI
TSN_O004 DIHENSION. IRCIND,3)
C: .
c TEDY A Lo INDLI AL Jrl o NBLTNDLT 1LY ARE THE BOUNDARY-COORDINATES IN-THE
C PREVIOUS, CURRENT AND NEXT LINES FOR ‘I=1,2¢43 RESPECTIVELY.
C ELND THE~DI-SCONT-INUIILES AT THE CURRENT —A-FNEv—A-DI-SCONTINUETY
C 1S DEFINED AS A BUUNDARY POINT NOT CONNECTED TOD AT LEAST TwO ‘OTHER
C BOUNDARY. POINTS,
C IT IS ASSUMED THAT THE BOUNDARY POINTS IN EACH ROW ARE IN ASCEND-
L 1NG. . ORDER .
[
1LSH_00Aas NB 2 aNALIND (L)
1SN Q006 NB2sNBE{INDE2))
1SN 0007 MAA=NRLINCLAY)
158 Q0n8 FF{NB2, EQ+OIRETURN
15N Q010 no.10..J=1 =I‘dl"i)
1SN 0011 ICOUNT=0
LSN_Qn32 'FllyﬁL~L+AND+Lﬁﬂle¢JNDJlJJ_JﬁﬂliJ_l+1NDllli+£ﬂ;lll£ﬁuuir
' ICOUNT+)
1SN fnla RITRR LT NB2.ANDL TODYE Je]l JINDI2YIV=1R0Y L S INDLE2)). EQ L ICOUNT=
. JICOUNT+]
1SN CGNls 1E(ICOUNT . GEL21G0T0 0
ISN 0018 {FENBL.NESO)TCOUNT=
. e TCOUSTHJCOUNT(IADY o (INDL{2 )~ D 2NEL#. ), (IND{] }=3)oNEL 1, CIND{1)=3)
= sNEL+NB1)
bo__LSN_0020 IHICDUNI_._GF 20 60.Ta_10
I[SN Q022 IF(NB3I.NELOJICOUNT=ICOUNT+
JCOUNTCIBOY,(INOI2 ) =2 JONELS o LIND{I)=1 LONEL LY, (END{3)-1)oNELNB]
. }
[5N_Dn24 IE{ ICOUNT s GE 20 G TO. 10
[SN 0026 NUT 5=KDIS+]1
1SN _DD27 WRITE(O A DDINDES TR IBOY( o INDI2) b, §COUNT
ISN QG28 IRC{NDIS 1) =IR
LSh._On2g IRCIMNE S 2  =IRDY L b IHDE2))
[SN 0030 IRCINDIS 31*1COUNT
1SN 0031 10 COMTINUE
ISN 0032 RE TURN
[SN 0033 100 FNRMALL® DISCONTINUITY NQ.'15.% AT (165" ,8Jb,'), ICOUNTs®]2,t,%)
15N 0034 END
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5. SMOOTHING BOUNDARY DATA
5.1 NAME
SMOB2
5.2 PURPOSE
To patch discontinuities in a digital curve.
s.é CALLING SEQUENCE

CALL SMOBZ(iRC, MDIS, IDIS, NDIS, NDEV, IBDY, IWl, IW2, NREC, K)
where

IRC is an input array dimensioned (MDIS, 3) with IRC({I, 1), IRC(I, 2)) giving-the
row and column coordinates of the I'th discontinuily and IRC(I, 3) giving its
connectivity count for I=1 through NDIS;

IDIS is the discontinuity number at which the patching should be started (only
the discontinuities corresponding to I =IDIS through NDIS will be patched);

NDEYV is the logical unit number of a direct access device on which the
input boundary data set is located; the output after smoothing is written
back on NDEV.

IBDY, IW1, ITW2 are work arrays to be dimensioned as indicated in the
listing attached;

NREC is the number of records in the boundary image;

K is maximum coordinate difference over which the nearest houndary points
are checked for patching a discontinuity. (See 5.9, Method).

All parameters except the work arrays are inputs.
5.4 INPUT-OUTPUT
5,4.1 Input

The input' data should be on the direct access unit NDEV, congisting of
NREC records, the I'th record readable by

READ(NDEV')N, (IBDY({J,1)), J=1,N).
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5.4.2 OQuipuat
The output data will be on NDEV .in the same format as the input.
5.4.3 File Storage
None.
'5.5 EXITS
No nonstfandard exits.
5.6 TUSAGE
The program is in FORTRAN IV and is presently implemented on IBM 360
using the H compiler. It ig available on the user's library in the form of a load
module.

5.7 EXTERNAL REFERENCES

The linkage is indicated in the following table:

Calling Program Programs Called ‘
SMOB2 PATCH3
PATCH3 SVSCI

PATCH1

SORT

ELIRPT
PATCH1 CONTEL

PATCH4

PATCH2

PRTVEC
SORT MVMRMR

4

ELIRPT VMOV
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5,8 PERFORMANCE SPECIFICATIONS

5.8.1 Storage

The size of SMOB2 is 1068 bytes. Including a main program to supply the
arrays required to handle a maximum of 2100 boundary points per record with
K =20 and the buffers, this program needs approximately 114K bytes for execution.

5.8.2 Execution Time

Highly dependent on the image size, complexity and the number of dis-
continuities to be patched. In the case of the Mobile Bay, Alabama level II GTM
which had 4000 records with 728 discontinuities of which about 530 required patches
to be generated, the execution time on IBM 360/65 was about 9- .minutes. Since
there ig a considerable amount of I/O involved on the direct access unit NDEV, a
significant improvement in execution time can be achieved by using the array
read /write routines DARN and DAWN wherever implied DO loops have been used
in the subroutine PATCHS.

5.8.8 I/0 Load

None

~

5.8.4 Restrictions
None
5.9 METHOD

The routine SMOB2 simply congists of a DO loop which calls PATCHS to gen~
erate the patch points needed for the L'th discontinuity and prints the details of the
patches produced, with L ranging from IDIS through NDIS.

Consider the routine PATCH3. Suppose (I,J) is the address of the discon-
tinuity at which a patch is to be produced. Then, the records I-K through I+K
(bounded, of course, by 1 and NREC) are read from NDEV. While each record is
read one row of a 2K+1 by 2K+1 binary matrix IW1 is defined. The elements of
the row are initially set to 0 and whenever the (J-K+L)'th column in the present
row of the input image has a boundary point, the (L+1)st element is set to 1.

After defining IW1, the routine PATCHI is used to check the array IW1,
eliminate the 1's contiguous with the (K-:—l K+1)th element "find the nearest 1
among the remaining and join it to that element by a straight line and store the
row and column ceoordinates of the pomts so produced in an array IW2. Further,
if the contiguity count of the point of interest is 0, then the 1's contiguous with

i1s



the point joined fo the point of interest are also eliminated and a straight line patch
is produced fo the nearest remaining 1.

The addresses in IW2 are then merged with the data on the input direct
access data sef by reading the corresponding records of input, sorting the column
coordinates in each record using SORT, eliminating repetitions of column coor-
dinates using ELIRPT and writing back on NDEV.

5.10 COMMENTS

The routine SMOB2 can be used in conjunction with BOUDIM or indepen-
dently. If used independently, the coordinates of disconfinuities may be supplied
by reading a sequential data set produced by a separate run of BOUDIM, If the
program terminates due to lack of time, the execution can be continued by a sub-
sequent run with an updated value of IDIS provided the output data set on NDEV is
kept.

5.11 LISTINGS

Listings of SMOB2 and the important routines called by it are shown at
the end of this section.

5.12 TESTS
This routine has been tested by using the coordinates of the discontinuities
produced by BOUDIM on the Mobile Bay GTM. The first 40 discontinuities were

examined in detail by printing the arrays IWl. The performance of the routine
was found to be satisfactory.

Ty OF THE:
AL, PAGE 18 POGF
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_LEVEL 21.8 ( JUN 74 | ’ 05/360 FORTRAN H ' DATE

76.159/10.57.02

e —

COMP JLER OPTIONS = NAME= MAIN,0PT=02,LINECNT256,5IZE=DO00K,

SOURCE +£BCDIC,NDLYSTyNODECK LD AD MAP, NOEDIT 1Dy NOXREF
__,_ISH.QQ“l__________,__ihﬂ,ﬂuIl_JL_iJl&lLLiL;ﬂﬂlixlﬂ_ixﬂ0IiJNDEV [BOYelWloTW2y NREC,K)

1SN 0003 COMMON/ZPTCHAD/ZI1 4 J14124d2,4NP
L5N_0C04 DIMENSION SRCIMDIS.2), 130?(1: piWl{1d, Tw2{10
C DN IBDY(MAX, EXPECYED NO. UF BOUNDARY PUINTS IN A LINE AFTER SHOOTHING)
e .
c DN Iwl{K2l2®2) 41uw2{K21222) WHERE K21=20K+1,
— C
1SN 0005 DO 20 L={DIS.NDIS
I.SN_D0OO6 CALL PAYCH3 (1H0Y, IRCCTI 1D, FRCLL 20, IRC{T,3) Ko IH1,EW2,NREC,NDEV) .
ISN 0C07 IF{L2.NEL QYPRINT 100, 1o ERCUTZ IV IRCEL 20, 10401,412,4d2
— SN D009 TE{ Il NF. D AND T2 FOOIPRINT 101 ,1 . RCA 1,1} IRCIEo2)o0134.01
IS4 o011 IFUI1.EQ. OVPRINT 10241,IRCCLI,L)oIRCHIL,2)
18N _CO13 20 CONTINE
1SN o0la RETLRN '
154 6D18 160 FORMAT(2%X15.%: (°]15,%,%15,%) JOINED TO (*]S5.%,*15,%) AND {°15,"',
. 1543, %)
15N N014 101 ENRMATE2XTIG 02 (0fg, ¢ *fo, b)) JOINED YO (*185,9,9]9,.¢0,°01)
15N 0017 102 FORMATU2XIS.%3 NO PATCH PUINTS PRODUCED AT {'ISe?¢*I54% ).
1SN _0DYA END .
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LEVEL 21.8 { JUN

05/360

FORTRAN H

COMPILER OPTIONS ~ NAME=

MAIN,OPT=02,LINECNT=56+512E=QOQCK,

e DATE™ 764159710 56.36

e IsN OGn2  SURRCUTINE CONYEL(IWY .IW2.M,N)

SOURCEYEBCDICyNOLEST yNODECK LOADy HAP¢NOED IT4 1Dy NOXREF

I5N 0003 DIMENSTON IWl{MyNI,iW2(2,1}
[
C THIS PROGRAM ELIMINATES ALL 1S IN IWl CONNECYED YO THE 1 AT
C (130110 ol W2{2,3 00,  Inu2 SHD HE DIMENSIONER (2,K1 WHERF K. IS TWICE
C THE NUMBER OF NODES IN THE PIECE OF DIGITAL CURVE CONNECTEL VO THE
C POINT OF INTEREST.
C .
1.SN_Daas K=1
1SN 0005 1=1
1ShN_00N06 40 NN 20 KK=1,K
1S4 0007 T=ln2{l KK}
1.54_0008 JEival2KK)
ISN 0009 IHLIL +4)=0
SN 0010 T1l=HMAXOLT =1 4110
ISN 0011 12=HINO{I+14H)
1SM_ 0012 JR=MARD( 0= .11
I[5N 0013 J2=MEND (J+1 4N}
ISN_DOL 4L pO_10 1i=11,12
15N 0015 DO 10 JJd=Jl,J2
1.3H_D01 A IEL IWILTT LJ08.EQ.QiGO TO.10
TSN 0018 L=L+1
ISN_ 0019 ITH2(]1,1 ¥=11
[5N €020 In2(2,L=JJ
1.5N_0021 INLLIL . d)a0
:: ISN 0022 10 CONTINUE
LD ISN_QD23 20 CONTINUE
I5N 0024 IF{L.EQ.KIRETURN
LSN_0024 Kl=aK+]
1SN 0027 LL=0
I1SN_0p28 DO_30 Kh=Kl,|
1SN 0029 LL=LL+l .
ISN_00A0 T2 ol b h =T W2 {1 KKD
15N 0031 30 IW2(2,LLYI=IH2L2 yHK)
1SN_0032 Kail
ISN 0033 L=t
LSN. 0034 GO Y040
ISN 0035 END

REPRODUCIBILITY OF TH,
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oLEVEL 21,8 (L JUN 74 0 05/3560 FURTRAN H DATE  764159/710.5b440
COMPILER OPYIUNS ~ NAME= MAIN,OPT=02,LINECNT=56,51ZE=0000K,
SOURCE EBCDICyNOLISToNDDECKsLOAD Y MAP¢NOEDIT, 1Dy NOXREF
Lo ISN_0Qpe2 SUBROUTINE _PATCHLILIW] 9T W2Z oM oNalsde ICOUNTD
1SN 0003 CONHON/PTCHAD/IY 2 dlis124Jd24NP
e LS QOO e _DATA LRASSLOL
5N 0005 IPASS=IPASS+]

— SN 0006 TELIPASSvLE QL CALLRRIVECA LR AN

—_— e GENERALE-RATCH-POINTS N —STARTING—F RO Ny BT HE N

C

C {2-FCOUNT ) NONCONTIGUDUS NEIGHBORS.
S
c SEE CONTEL FOR DIMENSIONING INFO FOR IW2.
c
1SN 0008 DIMENSION IWl{M,N).IH2{2,1)
1SN 0DOQ Iwalleli=l
1SN 0G0 IH2(241)=4
¢
C ELIMINATE POINTS CONTEIGUOUS WITH (I14J0.
L
I5N 001} CALL CONTEL(IHWI yTHZ2oMoN}
. ;
C FIND NEAREST NEIGHBOR OF (1,Jd) WHICH 15 SET.
c
ISN 0012 12=0
1SN 0012 CALL-RATCHAL Tl gttt lopdopdd il )
C NOW (31,4d1) IS5 THE NEAREST NEIGHBOR.
L
E§ [5N Q014 TF{ICOUNT.NE.0.OR.11.EQ.0IGO TO 10
c
C ELIMINATE POINTS CONTIGUOUS WITH {IlsJ1)
~
ISN Q016 fn2(1,10=]1
I.SN—0f017 Pu24 2l )adl
15N Q018 CALL CONTELUIWL pIH2 M ,N}
1N 0019 CALL PATCHGLT WY oMoyl o0 5124021
c NOW (124d2) 15 THE NEXT NEAREST NEIGHBOR.
150 0020 10 CONTINOE
SN 0021 MP=0
1SH_0n22 NE =1
SN o023 IF(114E€Q¢ O}RETURN
o
g PRODUCE PATCH ADDRESSES IN IW2.
ISN 0C28 CALL PATCHZ{IW2 yNPyIlyJl 414 J)
1SH o025 IE{ 12 NEL OFCALL PATCH2EIWR (X NP+1Y MP,T2,J2a1sdd)
15N 0028 NP=HP+MP
[SN_0029 LE{1PAS S LEL 4D CALL PRTIVECTIUHZ22*NP, 23
ISN 0031 RETURN
TSN QN2 idihl
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LEVEL 21.8  JUN 74 | 057360 FORTRAN H DATE T76.159/10656445
COMPILER DOPTIONS = NAME= MAIN,OPT=02,LINECNT=56,58ZE+0000K,
SCURCE(EBCDIC oy NOLEST yNDDECKsLUAD s HAPyNOEDITo 1Dy NUXKREF
e 18N_DDg2 SUBROUTINE PATCH2(lWoHP k1o 4)o12,.02)

1SN 0003 DIMENSTION 1W{2,1) 1
C .
c TO GENERATE CODROINATES OF LINE JOINING CEL,J1) AND (12,J2).
ol DIMENSEON JTWi2,MP) WHERF MP= MAX. NOL OF FOINTS EXPECTED T BE
C PRODUCED. NP= NO. OF POINTS ACTUALLY PRODUCED,BY THIS ROUTINE.
G

1SN 00N4 IMN=MINOCIT 432) ¢

ISN 0GOS IMX=HAXOU(I1 ,12) =1

1SN 0006 JUNSMINOL J1 . J2h+1

LuN_r£Cn7 MY =MAXOL I o 020 =1 .

1SN 0008 1t2=11-12 i

LSN_0609 J123,01=2 '

SN 001D RI12=1%12 i

TSN (011 RJ12=J12 I

1SN 0012 NP =0

1SN ODT3 IEf IMY~TMN.GT, JUX-JMNIGO TO 10

1SN 0015 IF (MK GT o+ JHXPRETURN

ISN_COOYT 00_20 J=JdMN . JdMX

IsSN 0018 1=114{J-J1)%[12/RJ12+,5

ISN_0012 NP=NP+1

154 0020 IWtl,NPY=1

1SN 021 20 IWl 2, NP )=

15N 0022 RE TURN
C

bo ISN 0023 10 IF( IMN. 6T+ ITHXIRETURN
_FIsnoon = X

ISN 0026 AP=NP+E

LS (ON27 J=il+ll=11)12J12/0112+.5

ISN 0028 IH(L NP =]

LSN._0O029 Al THE2 NEY =}

ISN 0030 RETURN

1SN i3t END
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LEVEL 21,8 ( JUN 74 ) 0S/360  FORTRAN H DATE

76.159710.56449

COMPILER DPYIONS = NAME= MAIN,QPT=02,L INECNT=56,512E20000K,

SOURCE, EBCDICrNﬂLIST;NGDtCﬂ,LUAD BAPyNOEDIT, EDs NOXREF

LSH_.Qr02 ﬁuuRUULINE_QAICH34J£DI.J.J.JCDuML.&+lulp1h2;NRE£pNhFUl —
15N 0003 COMHON/PYCHAD/I13d1, 124 J2, 0P
L ﬂTMFN9LnN_lMLLKZLE!214lHLLZ+HEl+,nHERE_HEEHAXLNDL_HE_EAILH*BHLNTS
¢ EXPECTED YO BE GENERATED BY PATCHZ, DIMENSION REWUIRED B8Y CUNTEL)
r PAYCH OISCONTINUITY AY 1,.J.
1SN 0004 DIMENSION Twl{l)eIuw2(2,1),1BDY(1})
LSN..000S K21l=Ke2+l
ISN 0C06 K1=MAXO(T =Ks2)
LSN_060T K2=MINO{T+K NREC) "
15N 0008 KK21=K2=K1+1
SN 009 CALd ﬂucr!llu!,ﬁk?lbk?l,ﬁl
15N QC10 ICLMMK=d~K
L5N_ 0011 ICLHMPKs J+ K
1SN 0012 DO 10 KK=K1l,K2
LSN_0013 READINOEVAKKIN (TADY L }ol=1 4N} -
ISN 0014 IF{N.EQ.03G0 YO 10
LSN_00L5 0020 L=l N
ISN 0017 IFL{IBDY{LI, LT, ICLMHKIGO TO 20
ISHN.0019 IELIADN LY. GT.ICi MPRKIGO . TN0_10
C
¢ TRFAI_LHl_ASaAui_u_ARRAl_QLMENSIBNED_&Kllﬂ&2l_HlIH_IHE_5LMEH_EDlNT
C AT (1-KI+1,Ke¢1H9TH LOCATION.
-
15N 0021 IRIELIBOY{L)-ICLUNKI PKK21 ¢KK-K1+1) =]
LEN_ D022 20 COMNTINUE
5 1SN 0023 10 CONTIMUE
C
C GENERATE PATCH ADDRESSES IN IW2.
L
15N D024 CALL PATCHI{INYL jIW2oKK214K214l=K141,6+1,1COUNT)
3
¢ MERGE ADDRESSES FOUND IN IW2 WITH THE BOUNDARY ADDRESSES ON DISC.
X C
158 0C2s IFCNPLEU. OJRETURN
15N OC27 1p=1
1SN 0n28 1P1=1 ,
15N 0029 10 1p=1pe]
C . .
r FIND HEXT CHAMGE IN IW2(I,%) R N CoEY
c .
15y _Aan3n IELIP.GY . NEPIGO TA 49 -
1SN 0032 IF(TH20L 1P EN. IWZ(LIP-1))G0 TO 30
— ISN._.0034 40 [p2=1p=1
ISN 0035 KK=IW2(141P214K1=] '
1SN 0036 READ(NDEY PKKIN(IADYILb L =1,N)
Ish 0037 DO 50 JP=1P1,1P2
1SN CO3R N+l
15N 0039 50 IBDY{NI=I W2 {2,JP)+ICLHHK-1
1.8H_0D0&N CALL SORTUIBDY.l sNaNs1T,T71)
1SN 0041 CALL ELIRPTIN,LBDY)
15N GD42 WRITE(NDEVORKIN,{IBDY(LY,L=1,N)
1SN 0043 IPl=1p
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e otmmm

15N Q044 [E{IP.LENPIGO F0_30
15N 0045 RETURN
SN _Q047 END

1A




LLEVEL 21.8 € JUN 74 | 057360 FORTRAN H o - DATE 764159/10.56.55

o COMPILER OPTIONS ~ NAMEs MAIN,OPY=02,LINECNT*56.5LLEXQ000Ks

SOURCE+EBCDICyNOLIST 4hBDCCKoLOAD, APy NUEDITy 1Dy NIXREF
Lo IS G022t 0 SUBROUTINE PATCHACIWY jMeMaled,10,.40])

1SN 0603 OIMENSION TWlin.N)
— AN 0004 In=4
ISN 000s : JO=0¢
1SN OC0A IE( 1 EN.OWRETURN
1SN 0C08 IDMIN=ea 2+ Na22+]
15M_0002 DO 10 1i=1,M
154 CCY10 00 10 JJ=14N
1SN 0C1d 1EL IWILTT 00 FQ.DIGO T 10
ISN Q013 ID={11-1}222¢(JJ=J) 022
1SN [0Y4 IE(IN.GFEL. INMINIGO TO 10
ISN 006 10=11
2 ISN..00Y T RIVERN]
ISN 0018 IDMIN=ID
LSH_onl9 10 CONTEINUE
[SN 0020 RETURN
1SN 0021 END

{4

REPRODUCIBILITY OF TH.

WORIGINAL PAGE IS POUE



http:76.159/10.56.55

LEVEL

21.8 ¢ JUN 74 )

Us/360 FORTRAN H ATE +» 1597105645

COMPILER DPYIONS = NAME= MAIN,OPTa02,LINECNT356,512F=0000K,

SOURCEyEBCORC o NOLIST#NIJDECKyLUADy HAPyNDEDIT9 10+ NIXREF

[sh_0eo2 SUBROUTINE PRIVEC(IX Ny TFMT)
ESN QCO03 DIMENSION IXUN}

18N 0004 IF{IFMTLEQ 1IPRINY 100,1X
ISN 0006 IFLIFUTSEU. 2FPRINT 2CG041X
154 0008 RETURN

ISN C(n9 100 FORMAT(10X4111}

1SN 0010 200 FORMAT(]1X4013)

ISN 0011 END -

Gel
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6. IDENTIFICATION OF CONNECTED REGIONS
6.1 NAME

REGIONS
6.2 PURPOSE

To identify all distinct connected regions in an image given the boundary
data in SLIC format and produce a map with a number at each point showing the
region to which it belongs. The region numbers will be in descending order of
area.

6.3 CALLING SEQUENCE

This is a main program. In ifs present version the image size is supplied
through DATA statements, )

6.4 INPUT-OUTPUT
6.4.1 Input

The input to this program is a sequential data set on logical unit 8, having
NREC records stored as N, (IX(J}, J=1,N) in unformatted FORTRAN mode.

6.4.2 Output

The output of this program will be a sequential data set on logical unit 12,
having NREC records with NEL pixels each, with one half-word (2 bytes) per pixel,

6.4.3 File Storage

This program requires a direct access data set with NREC records and
NEL half-words per record.

6.5 EXITS

Not applicable
6.6 USAGE

This program is in FORTRAN IV and is implemented on IBM 360 with the H
compiler. The associated subroutines are available as load modules on the user’'s
library. The deck for the main program is available with the authors and needs

only slight modifications in the DEFINE FILE and DATA statements for use on
any data set.
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6.7 EXTERNAL INTERFACES

This program uses several subroutines as indicated by the linkage table
below:

Calling Program Programs Called

REGIONS PET
VMAXI4
VMINI4
RIDER
SVSCI
DARN
SEQLS
SAWN

RIDER SVSCI2
SVSCL1
SORT
RIDER1
RIDER4
DAWN
VMOV2
RIDER2
PRTVE2
DARN
VMAXIS

SEQLS SORT
FLIPV

SORT MVMRMR.

RIDERI1 SVSCI2

RIDER4 RIDERS
SVSCI2

PRTVER
RIDER7
—— RIDERS6
SVSCL1
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Calling Program Programs Called

RIDERZ PRTVE2
RIDERTY VMAXI2
VMINIZ

6.8 PERFORMANCE SPECIFICATIONS

6.8.1 Storage

The present version of the main program is 134, 436 bytes long. The ex-

ternal references required and the buffers increase this to 192K bytes.

However,

the size is dependent on the data set to be handled and the dimension statements
should be changed to satisfy specific requirements.

' DIMENSION . IX{2NR+2, N), TRES(MSEG+1)

INTEGER*2 IWL(NEL), IW2(NEL), ITABL(MR*MSEG), IS(MR)
INTEGER*2 LW(MR)

LOGICAL*1 IDENT(MR,MR)

where

N
MSEG

il

MR

i

NEL =

Maximum number-of regions expected;

_Mammum number of boundary points expected in a record;

Maximum number of "segments" required to handle the
image {see 6.9, Method);

Maximum number of regions identifiers permissible in a
segment;

Number of plxels per line in the ouf:put map

6.8.2 Execution Time

The time is highly dependent on the size and complexity of the image.

The

Mobile Bay GTM (level II) resulting in a region identification map with 4002100

pixels and consisting of 1742 regions had to be handled in 15 sections and took

19.5 minutes of CPU time on IBM 360/65.

6.8.3 Restrictions

None
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6.9 METHOD
This program has five major sections.

(1) Determination of the bounds on the column coordinates of
boundaries on the input data set;

{ii) Finding a preliminary set of region identifiers;
(iii) Finding the areas of each of the regions;

(iv) Generating a mapping such that the region numbers are used
in the order of decreasing areas;

v) Modifying the region numbers by table look-up.
6.9.1 Determination of Bounds

The maximum and minimum values of the column coordinates of the boun-—
dary points are determined. If the minimum is greater than 1, it is set to 1. If
the. maximum is less than the value of NEL supplied, it is set to NEL, The value
of NEL is then changed to Max~Min+1, The output image size will then be NREC
by NEL,.

6.9.2 Finding Preliminary Region Identifiers

This is the most important step in the program. The subroutine RIDER
is used for this purpose. Its function is similar to.the routine with the same
name described in [4]. The routine in [4] was designed to print an error
message and return with NR=0 when the number of distinct regions exceeded
MR. But the present version can handle up to MR*MSEG distinct regions while
still using a "region identity matrix" of size MR by MR (rather than MR*MSEG
by MR*MBSEG).

This routine uses the arrays IW1 and IW2 as the previous and current
records of region identifiers. By convention, region numbers 1 and 0 indicate
the "exterior" of the image and boundary points. The MR by MR array IDENT
is used to store information about identity of regions, IDENT(I,J) =.TRUE.
meaning that region numbers I and J refer to the same connected region.

Initially, the array IW1 is set to all 1's and IDENT is set to all . FALSE..
Each of the input records is read and the following operations are performed.

The boundary coordinates in the input record are arranged in ascending
order. The routine RIDER1 is used to generate, in IW2, the region identification
numbers corresponding to the present row. First, all the elements of TW2
corresponding to the boundary coordinates are set to zero: Each interval between

129



the zeros is compared with the corresponding segment of IW1, If there is no non~
zero element in that segment of IW1, a new region number is started and assigned
to the interval in IW2. If there is a nonzero element, that number is filled into
all elements in the interval. Finally, IDENT(IW1(1), IW2()) is set to .TRUE. for
I=1, NEL wherever IW1(I)# 0 and IW2(I) # 0, indicating that IW1{I) and IW2(I)
refer to the same region. Also, when new region identifiers are to be used, the
routine RIDER1 verifies whether the number of identifiers exceeds MR. If so,

the value of NR, the total number identifiers, is sef to -NRP, the total number

up to the previous record and the control goes hack to the routine RIDER.

Now, if RIDERIL returns a positive NR, the array IW2 is wriiten as the
I'th record on the direct access dafa setl (unit number IDEVO in RIDER, same as
90 in the main program) and IW2 is moved into IW1 (so that it becomes the
"previous" record while handling the next record).

If RIDER1 returns a negative NR, then NR is changed to ~-NR and the routine
RIDER4 is called. The set of records handled between any two calls of RIDER4
will be referred to as a segment. Associated with each segment, a table is defined
which gives a mapping from the set of region identifiers obtained in that segment
to a new set reflecting the connectivities discovered up to the most recent segment
handled, Also, the initial record number for each of the segments is stored in an
array. The functions of the routine RIDER4 are to:

(i) Reduce the matrix IDENT (using RIDERS5) examining all of the
available connectivity information in it and obtain a look-up table
for the current segment;

(i)’ Modlfy the tables f_or {:he prev1ous - gegments to reﬂect the newly
found cqnnectwltles, 1f any,

— i
- = 4 mamae g .- — -

(iii) Find all the distinct region numbers occurmo in-the 1ast record -
IW1 of the current segment and change the numbers there which
are greater than 1 to consecutive numbers starting with 2; Let
NR be the largest number in IW1;

{iv) Set up an array IS consisting of the distinct region numbers in
IW1 and then change IS(I) to ITABL(@S(), ISEG) where ITABL
is the look-up table for .the current segment;

(v} Set all elements of IDENT TO ,FALSE. except when IST) =IS(J)
forI, J in the range 1 through NR.

After each call to RIDER4, the segment count ISEG is incremented and
the initial record number for the next segment {(which is really the record number
at which RIDER4 had to be called) is stored in IRES(ISEG). If MSEG is exceeded
by ISEG or if NR> MR (which means there are more than MR distinct regions in
the last record) the routine RIDER prints an error message, seis NR=0 and exits.
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Otherwise, RIDERL is called again, IW2 is found and written on IDEVO and the
program proceeds normally to the next input . record.

After the NREC input records have been processed the routine RIDERA is
called to get the look-up table for the final segment. A call to RIDER2 changes

the look-up tables for all the segments such that consecutive region numbers are
used.

Finally, each record from IDEVO is read, the appropriate look-up table
is used to modify it and the record is written back on IDEVO, Also, NR is set
to the maximum region number used after table look-up.

6.9.3 Finding Areas

A higtogram of the region identification maps is found, giving the total
number of occurrences of each of the region 1dent1f1ers 0 through NR. These
numbers indicate the areas of the regions.

6.9.4 Finding the Final Look-up Table

A sequence of natural numbers is used as a secondary array with the. histo-
gram as the primary array in a descending sort operation (routine SEQLS). The
resulting secondary array then gives the sequence of original region identifiers
corresponding to decreasing areas. An inverse mapping [inverse mapping of
{IX{J) J=1,N} is defined as {IY(J) J=1,N} £ IY (X({J))=J.] of this sequence gives
the final look-up table. The actual coding follows these principles but is slightly
different in detail fo preserve the identities of regions 0 and 1 which have special
significance.

6.9.5 Deriving the Final Region Identification Map

The look-up table generated above is used to modify the region identifiers
on IDEVO, record by record, and write ouf the final sequential data set on unit 12.

6.10 COMMENTS

An approach suggested in [57 can be used instead of the one described above.
With that method, the processing would be identical, except that the matrix IDENT
is not defined. Instead, a table is updated every time a new connectivity is dis-
covered. While this saves storage, it appears to take more execution time than
the present method.

6.11 LISTINGS

The listings of the main program and the associated routines are attached
at the end of this section.
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6.12 TESTS

This program has been tested on the Mobile Bay GTM bhoth before and after
smoothing and found to work satisfactorily. Algso, the results have been found to
be identical (on a smaller data set) with thoge obtained by the earlier version of

this program,
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LEVEL

15K
15N
ISN
15N
e L 58

ISN
TSN
I5H
I 3N
+ 15N
I5N
I5N
I 5N
1SN
. I 5N
1SN
U 1
I5N

1SN
5 Loy
“ 1SN
1SN

o 1SN
15N

151

1SN

15N

15N
R

I SN

1SN

15N

15N

21,7 ( JAN 73 ) G5/360 FURTRAN W " _____UATE T6.163/18.53.51
COMPILER OPTIONS =~ NAME= MAIN,UPT=GO s LINECNT 56,5 1Z£20000K, .
T SOURCE,EBCDIC,LIST s NUDECH 4 LUAD yMAP,NOEDIT 4 1Dy NIXREF
0002 . DIMENSION [X{4900).iRES{21} .. e et e o —_ - ——- e e
coo3 INTEGER &2 lwllZIODI'IAZ(ZIOOl.lTAuL(BDUBJulS(ADOI
0004 oo INTEGER#2 LH(4G0) e . ] T . —
noos * ,LOGICAL®] IDENT(3(0,300)
o006 DEEINE _FILE 9G{ 400042004k, 14Y]
c
€ DAN.IXIMAX{2NR®2 4N} WHERE NR=MAXae N. OF REGIONS_EXPECTED. AND .
3 N* MAX NO. OF BOUNDARY POINTS EXPECTED IN ANY RECORO)
— c e e — -
0no7 DATA NREC sMR,MSEG/4000,300,20/
0ces DATA_NEL/2100O/ ___ . ...
c029 MAXX=-10(0000
COLO . __MINX= 1CeCOCO e e
c011 CALL STRTMR
C012 o ___.CALL PETLO) i ) e — .
or13 DU 10 [=1,NREC
0014 . READIBINS CIXCI) 9™ Nbeoooooo .
0015 [F{N.EQ.0)GO TO 10
017 o CALL VMAXIGEIN NoMAXX) oo ... - —_—
o018 ' CALL VHINIS{I Ay NeHINXY
0019 .__10____ CONTINUE . e —_ —_— .
po20 REWIND 8
o e € IDENTIFY CONNECTED REGIONSa
acz1 PRINT 690 ¢HINXy MAXX NEL
6022 e MINX=MINO(MINX,1) e e e e - -
0023 PRINT 600 4MINXyMAXX,NEL
0624 .o MAX X=MA X0 (MAXX ,NEL) R R — -
Q025 PRINT 600 4ENX, MAXX ¢ NEL
0026 ... . NEL=MAXX~HMINX+1 e I .-
oc27 PRINT 600 yMINXyHAXX,NEL
NG28 . 6GO__ FORMATL® MINX.MAKXoNEL=9318) ... . . e e e —
0029 PRINT 109 NREC,NEL : -
0030 . __.100___FORMAT(//% IMAGE SIZE=[4IS, %, 08,000 )" . . .. . : Eﬂ !
003t NDUM=1 = ¥
0032 ..____ PRINT 1000,HDUN . ._ ... - ) G2 vd
0033 Y000 FORMAT(! NDUM=!15) Y =)
0034 . .o __.CALL PETI 2} — R e e . _,%:(: —— .
0035 CALL RIDER(8,NREC,NEL, 9c.n1~x IXoltlolw2, ITABLy IOENTsMR oNR oL Hy a
e oot MSEG  IRES 4 15) e i e : : N R
0036 CALL PETI2) F'Ej
Y e . E .
c FIND AND PRINT HISTOGRAM OF REGIUN I0ENTIFICATION MAP. %%{j
, Y e - _ e 3
0037 PRINT 200 . :do
co3e . 200 FORMAT(/Z10X'REGION NOa V10X TNDeOF PINELS!) o e+ e oo e e e _Tgfzi_.f____
0039 CALL SVSCILIX,NR+1,01 3
CO40. .. DO.30._ISL,NREC ... .- -y E:
€041 CALL DARN{90,1, 1l JHELS2) 7
€042  ___._._.D0.30 IEL=1,NEL _ o e e . -
0043 JSIWI{IEL)+]
G046 .30 IX(J=IXtdi+1 . o e e et e - —
0045 NR1=NR+1
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L e T . - b A

. e PAGE Q02 ™

SN €046 _____DU. 40, I%1.NR]. e e e o

1SN 0047 J=1-1 ‘

ISN 0048 ‘.. oo IFCEX{T04 NESQ)PRINT 30044, 1X41) . . e e e oo e e+

1SN 0650 40 CONTINUE ”
[SN 0051 -...300-— FORMAT{11XL6,16X19) ) ) . - e
IS\ 0052 T CALL PET(2) g
T e : . — R R .
c REARRANGE NUMBERS IN DESCENDING ORDER OF POPULATIONS. . Y
D LEAVE 0 AND 1 UNCHANGED SINCE -THEY CURRESPOND—TO-EXTERIOR AND--- - I -
¢ BOUNDARY POINTS RESPECTIVELY. X

R . c —— — - e
1SN 0053 CALL SEQLS(IX{3)oIX(NR1+1) s NR=1 oNR=1) i
1SN 0054 PRINT.400 o .
TSN 0055 400  FORMATL'1 REGIONS AFTER REASSIGNHENTSI®) g
SN 0055 ... . _PRINT 200 e e ) -
1SN 0GS7 DO 50 Il ,NR1 .
ISN 0058 oo d 2l o] e :
1SN 0CS9 TFUTeLE«2IPRINT 3C0sdeIX{ID "
oo 1SN 006l TF(1.0T42 ) PRINT—350sd s IX b1 by eNRaId N
ISN 0063 50 CONTINUE :

- 1SN 0664 ——— 350 FORMATLILXI6+16X19517X16) '
1SN 0065 ° IX(1)=0 :

1SN 0066, . Ixt29=1 e I L . o :

1SN 0067 DG 60 [23,NR1 .

o ISN.Q068._ 60 IXCIX(L#NR=1) #2151z :
1SN 0069 CALL PET(2) .

I . C et e e e mm A= am e ——— — e [
Eg ¢ MODIFY REGION NUMBERS ACCORDING TQ NEW ASSIGNMENTS FOUND IN 1Xe :
c — — e e e e a e & e o e mtaa s wm nm "

1SN 0070 00 70 I =1,NREC )

SN 0071 . oo CALL DARNL9O,1+1W1,NELS2) —_ — e N

1SN 0072 DO B0 IEL=1,NEL f

TSN 0673 - JITHLETEL D #2er e e o s e 2 oeserirc s et 2 o S —— - -

1SN 0674 80  IWLLIEL)=1X{J) ,

1SN 0075 - oo TCereee CALLSANN (12 91 doy NELS2 b oo e oo eeore = e oo e e -

1SN 0076 CALL PET{2) .

L 1SN 0C77. . $T0P — -

ISN 0073 END .

I

{
t
i

w = a w x ~ =z
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SUBROUTINE PET(I)

IFCIWNESOIGU-TO 10
CALL TIHMER(ITIMEL)

T mt e TTIMESR, :
HRETEL 642001

200 FORMAT CITXT { BLG NN TG T T I NG ™o ——T1 R NOW IS U7
RETURN

T T TTTI0 "7 CALL FIMEREITIMEZR)
TIRE=(ITIME2-ITIMEL} /100,

TUIAE=TTIME+TINE
{TINEL=ITINEZ

wid Ve o1 e I NETF T ME
100 FURMAT(1O0X'TINE ELAPSED SINCE LAST PRINTING OF TIMEsYEL2.3y
TR e er e, YSEL.yr INTAL-TIME —ELAPScDYELZT 35S ECTYY)

RETURN

SEND s s
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Y COMPUTER-SCIENCES CORRORATION, MAR. 12, 1976,
'““"‘“""—-——*;%%%%8H4%*E-*+&E*+N%%PﬁTﬁ&EeT&Ef1+ee#eT+eH*T+99¥T+*foﬁeTf4ﬁﬁtj__%
- . IDENT s MR ¢NR LWy MSEG ¢ [RES ,IS) : l ‘

TO IDENTIFY ALL DISTINCT CONNECTED REGIONS IN A PICTUR.E SEPARATEL
BY—BOONBARY '
SEQUENTIAL FILE NTAPB, EACH RECORD BEING WRITTEN AS

St e _;
THE QUTPUT OF THE PROGRAM IS AN NRECHNEL DIRECT ACCESS FILE O 1
———‘————————E*""——TﬁEVﬂ“EE?Sf&%fN&“ﬁf“ﬁ4—f*FﬁR*ﬁ*ﬂfﬁﬁ%*‘?ﬁ%ﬂ?ﬁ—ﬁNB“ﬁ?ﬁffﬂff—ﬁEﬁf N

DY PO rom

c NUMBERS FGR EACH OF THE CONNECTED REGIONS. ICMN= MINTMUMCOLUMN
e HGMB ER Wi CHTBN—THE—BY - NB—TFB—FHE—FI —
C CCLUMN. IT IS NECESSARY THAT
e £ M s Bt N BB Y b e A B DY B R MM NE b1
¢ DEFINE FILE 1DEVOUINREC,NEL%2,L,1AV)
DIMENSIGN 1BDY{1)
EBGTEALSI—T-BENT LRy HRD
£a61CAL x 1 _LW{MR,MR)
DIMENSION IRES(MSEG)
& _
c INITIALIZE A WORK ARRAY IWL WITH 1°S AND IDENT WITH .FALSE.
¢
CALL SVSCI2(IWL1,NEL,1}
A Y5 E B ENT-HR MR r-FAES £
1SEG=1
neef 1y
. \LJI-"—L
() NR=1
= e
C LOOP ON RECORDS
[l
DO 10 IREC=1,NREC
C
¢ READ ONE RECORD OF BOUNDARY INFO.
&

.l!f

il 4 i Bl
li\‘lol\lgo'."L [ =3

READINTAPBIN, [IBDY(1),I=1,N)
SERF

| 2. JRY] T T T
LUUI,.L’N’H}J.,I,I.II

)
L
§
I

C
165 N FNEE
CALL RIDER1(IwW1, IBDY;I’M\ NEL 4Ny IthIDEWT MR, NR}- ’
AN G0 6 8—T6—29
PRINT 200, IREC4NR
>0 FORMAT-+—-{RECyNRF—=+215
IF{IREC.EQ. TRES{ISEGYIGO TO 40
W= TN =
EeEL RIDER4({IDENT,LW,MR+NR,ITABL,ISEG,IW1,NEL,15,.FALSE.])
AL =1 000 T 1
IF{ISEG.GT.MSEGIGD TO &4¢
FRESHESEGH=IREE -

~ |

KEPRODUCIBILITY OF THE
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IF{(NR.LE.MRIGO TO 30

oy PREENT—T I TREE
NR=0 :
————— AR MA T e R BRI ND T T NI N R T DERTS ED MR IORMSEG W ASEXCECE

+EL AT RECORD NUMBER'I6,!'. RETURNING WITH Nk=O")

D Tiiohl
WL TUNIY

20 CALL DAWN(IDEVO,IREC,IW2,NEL*>2}
At ME-2 -T2y ey Ia
0 CONTINUE
— A REPERG T DERT T ER TR RT T AB L ESE G T I NEL7 1 S5 TRUESS
CALL RIDER2(ITABL ,MR*ISEG] )

B T W ol O X S T WU € 1 W~ S P, 1
ANREIVTOCOYEIUT=NROUYT

PRINT 302
o2 A RUA T A —FF A T A B L ES—F OR— NS B FF R 6 TON—HUHEERS )

DO &0 JSEG=1,ISEG
PRINTCH5I-5EG
400 FORMAT{*HSEGHMENT NUMBER*13)
—*—‘_*‘—%ﬂ““““ﬁﬁht"?ﬁfvEr*fTﬁUL\ifJo:urpﬁ 1
JSEG=1
EO—T o IREE=vNREC

IF{IREC.LT. IRES(JSEG+1¥1G0 TO 5D

[ o ol (W2 NP |
JIUUTIIL oV L

50 CONTINUE

__.___._.___._.el\.{:_}__._.g_m.{r P W= V0 o N Ay S i A W B I, LN E = IS I |
[ rET Wy IR T oy AT ywWo e L —
DO 80 IEL=1,MNEL
X Y2t L T o0 L
=T w I VIUL)

IF{I.NE.CYIWL(IEL)=ITABL(T,JSEG)

e 80— CBNT INGE
79 CALL DAWN(IDEVD,IREC,IW1,NEL®2)

Ni\ _U
CALL VMAXIZ(ITABL, MR*ISEG NR1 . -

[ vl kX Tu IR Y )
TRV TWVRGY

END
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IFABLHE 2 )

J=d+1
CALL PRTVE2({ITABL{1,420¢NR!

LR A A" I B ]
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be 20 I
IF
CONTINUE
PRENF

DO 30 I
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.END
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LOGICAL LAST
EAGT AL I—-0S N T-( 4R MR -
TNTEGER®2 TTABL(MR,L),LW{MR),IS(1),IW1(NEL) j

DN ITABL{MR,+ISEG),IS{MCR} WHERE MSEG IS THE HAXIMUYN |
:' [ — v £ — { ¥ Q-G-E-’
MCR=MAX NUMBER OF REGION NUMBERS EXPECTED 7O OCCUR IN ANY RECORD.!

YOy o

THIS ROUTINE IS5 CALLED FROM RIDER WHEN ALL RECCRDS ARE PRUOCESSED

1
i'-

*—““"—G—~—**+t#5?*—?%&5—+~8ﬁ—kﬁ5ﬁ~$ﬂﬁ—hHHﬁf%—&F—REG%BN“ﬁHﬁBEw&“FuBNB—%H%EE—qtﬁ?ﬁ

Flleas
TNy

YT AR L B O R—THE—CURRENTSEGHERNT
2. THE LOOK-UP TABLES CORRESPONDING TO EARLIER SEGHENTS ARE

YD O PO

— W B P H - BASE D BN NEWH Y-S RU N CONNEETF PH T HE S AN

oy

3. THE DISTINCT REGION NUMBERS DCCURING IN THE IREC'TH RECORD:

- ~ 4y i) —_—

i

LEY

C SET UP. THE LAST RECORD(IWli 1S WODIFIED “T0 MATCH THE NUMBER ING
L™ T INSAT JI.U LI I Y
C 4, THE CONNECTIVITY MATRIX IS5 MODIFIED TO PRESERVE THE mFaRMAg
£ T ON—TFHECONNECTIONS S ETwEEN-—REGEGNS TH—IREC+-TH-RECBRD+———¢
: |
€ SECTION—t=
¢ T
FE-—S5e—I=tsNR
DO S50 J=1,NR
50— RN =D e S g e e el kb
CALL RIDZRS{IDENT yMR,NRsITABL{1,ISEG},LH}
FSEGF={15EG—H MR
DO 10 I=1,NR
— AR TS E e O D A B T ESEG I PR B L S LS e I SE T
IF(MR.GT.NRICALL SYSCI2{ITABL{NR+1,ISEGY sMR=-NR,0)
PRINTIEI5TSES
CALL PRTVE2(ITABL(1,ISEG),MR])
~
C SECTION 2.
L

IF{ISEG.EQ. 1160 TO 60
FSEGT=TSEGet— ;
CALL RIDER7(ITABLI1,1SEG), IS NCR,ITABL ,MR*ISEGL)
P40 ST Iy ISEGT
KSEG=TSEG-JSEG
PR INT 209K SEG

40 CALL PRTVEZ2(ITABL{1,KSEG),MR]}
-

¢ SECTION 3.

L

60 F(LASTIRETURN

~
AL L r'% AFR'&H ﬂ:yI‘\IEL'i31I¢R;

REPRODUCIBILITY OF TEE
QRIGINAY, PAGE IS POOR:

ING {IREC+I}'TH RECORD EXCEEDS MR. {LAST=.FALSE.). ?'

l, THE REGION CONNECTIVITY 4ATRIX IDENT IS REDUCED TO GET A LDOK

En
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(@]

SECTIGN 4.

BY TESTING WHETHER IS(I).EQ.IS{J)

Z"“
e |

i

11

Tyt

30

IS{I1.EQ.IS5(J)
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—i

b —

. =
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Fadim i X1 8 45 Y1
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[ LR L S N Y ]

RETURN
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7. DELETION OF BOUNDARY POINTS
7.1 NAME

" DBOUND
7.2 PURPOSE

To modify each of the "0 pixels in an image to the most frequently occurring
number in its 3 by 3 neighborhood. (This is useful, for example, in generating a
level I GTM from a level IT map and/or suppressing all the boundary points in a
GTM and replacing them with reasonable class labels).

7.3 CALLING SEQUENCE

CALL DBOUND (NREC, NEL, NEL2, NTAPI, NTAPO, IX, IY)
where

NREC = Number of records in the input image;
NEL = Number of pixels per record;
NEL2 = NEI+2; ]
NTAPI, NTAPO are the logical unit numbers o_f input and output sequential
data sets; - ‘
IX, IY are work arrays to be dimensioned ag indicated in the listings.
All the calling arguments except IX and I'Y are inputs.
7.4 INPUT-OUTPUT
Both the input and output sequential data sets have the same format. The

number of records is NREC. The number of pixels per record is NEL and the
number of bytes per pixel is4. The records are in unformatted FORTRAN,

7.5 = EXITS
No nonstandard exits
7.6 TUSAGE

The program is in FORTRAN IV and implemented on the IBM 360 using the
H compiler. The program is in the users' library as a load module.
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7.7 EXTERNAL INTERTFTACES
The éubprograﬁ;s required by this routine are:
SARN, a sequential' access array read routine;
VMOV, a routine to move a vector in core;

MAJOR, a function giving the most frequently occuring number in a 3 by 3
neighborhood. '

7.8 PERFORMANCE SPECIFICATIONS
7.8.1 Storage

This subroutine ig 1036 bytes long, With the main program needed to
call it for an image with NEL: =866, the external references and buffers, the
storage required is 40K bytes.

7.8.2 Execution Time

Depends on image size. For a test case of 1624 by 866 pixels it took
approximaftely 100 seconds.

7.8.3 I/O Load
None

7.8.4 Restrictions
None

7.9 METEOD

This program uses a circular buffer IX with pointers 11, 12, I3 indicating
the previous, present and nexf records under congideration, Initially, I1, 12, I3
are set at 1, 2 and 3 respectively. After each record is processed, the pointers
I1, 12, I3 are "rolled" upward. The processing of each record consists of checking
the eight neighbors of each pixel whose value is zero. The function subprogram
MAJOR is employed to determine the most frequent number occuring in the set
of eight (If such a number is not unique, the first encountered number is taken).

Records .0 and NREC+1 are defined to be identical to recordd 1 and NREC==m=xre=

respectively. Also, pixels 0 and NEL+1 in any record are defined to be the same
as pixels 1 and NEL in the same record.
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7.10 COMMENTS

None
7.11 LISTINGS

The listings of DBOUND and MAJOR are attached at the end of this section.
7.12 TESTS

This program was used in removing the extraneous boundary points after
conversion of the level Il GTM of the Mobile Bay region to a level I map.

Line-printer plots of the maps before and after the application of DBOUND in-
dicate satisfactory operation of this program.

161



182360 FORTRAN W _ DATE | 76,263/09,25.32

TEVFL 2t.8 { JUN T4 ) e e

COMPILER_NPTIINS = NAMFE  MAIN,APT=Np L [NELHTaS6,S1TF:PNNIK, e e e i o e e e e e e i

SaURCE, ncnxr HILISENODECK (1P AD, vnv.Nnenir.ln NOXRFF © : "

1SN (0ON2 ' SUBRAUTINE uauﬂ'hthFr NELWMELZ gHTART T AR ™ 1Y, 1Y} e .

1SN -003 DIMENSTGH IX{NTL2»3)}s1YINEL) . ‘

IS4 0n04 o NFLG=NELWG . S U
c INTTIALIZE ARRAY 1xX. i v

— L THE_PURPNST DF TH1S. PIOGRAM IS TA #ODI=Y PAINTS IN THF IMAGF NN NTAP] L

C WITH NUWMER 0 TA THE NUMBFR OCCURING WIST FREQUENTLY IN A 3 BY 3 : - "
— C . NEIGHBUYRHOID, e e ol O U T e

1SN QOns It=1 . ’ . )

1SN Anne _Ia2=2 ) _ . . e e e e ey e e e e e e i
154 0007 13=3 to

1SN nnns CALL SABN(MTAPI TN{2,11)4NFLA) : )

ISN np09 XUl 11 0=0%2.11) ' "
1SN a0t IXINEL2, 110 =IXINELY 1 1y !

ISN 0011 CALL vMOVIIX{LaT1},NFL2,IX12,12)0) ' "

1SN DN12 DO 0 _I=14+MREC . - o K
C no

. C IEL LT HREC)L RFAD {1411 'ST RECORD INTO ¥(e&,13), :

1SN 00t3 FFOILLTANRECICALL SARMIHNTAPT ,IX(2,13) ,HFLL) . ] . "

1SN 0NiG TF(1.EQ NAEC)ICALL VMOVEIXI2,02) oNFEIX{2,13)) -

1SN 0o17 . IX(1,131=1%{2,13) : '

15N f018 IX(NEL2, T3} =IX{NEL+],13) L
(' . . W

. C NOW. THE PREVIMUS, CUIRENT ANN NFXT PWS ARE TN IX{2,11),IV{%,12} 5

C ALD IX{#,13) nFSPFCTIVELY., HMODIFY EACH 0 I% IX(e,02) TU THE MAJO- "

) c RITY CLASS NUNBFR _IN THF 3 BY 3 NFIGHANRHNAN NF Y. -
= TSN PD19 DO 20 J=1 . HFL R "
5 1sM nn2p IV( S =1%{J¢r1,12) i

T8N (n21 20 TFOIY(JILET. OV IYT JI =sMa JAR{ I X NEL? I, 12 ,13,J%11 ‘ N
18N an23 WRITEANTAPGILY "
c "

o ¢ MODIFY 11,412,013 IN PREPARATION FCR THF MEXT RECORD, -

154 70724 TW=11 »

__ 15N ongs 11=12 ‘ -
1SN CN24 f2=13 " "

___ 158 0n27 13=]u o
15N n02%E 10 CANTINUE ' . “

1SN 0N29 RETURY ' _u

158 0d%0 END o
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LIVFL_ 21.8 1 JUN T4 )

T
ns/i6%

COMPILER NPTIONS = HA4F=

—
FORTRAN H

["ATF

MATNPT=n2 LINTCNY=86,512F=000RK,

T te2e1 Conge, {Ym . =

4

CITURLE g ERCIEC o NOLFSToNIIFCKLLTAN yPAP G NOFD Ty JDNIIXRTF

REUR T FUNCTIUN MAJOREIX NFL 11,012,030 i )
1SN non3 DINENS [OW TX(NFLy3) +sLABEL(BY NUMRER {37
c
) ¢ FIND THE NOST FREGUENTLY NCCURING NUNGER AMING THE E IGHT NEIGHBURS
C NF IX{Jo12)s NOTF THAT 1.LT.ds LT.NEL,

150 ¢004 LABEL(1)=IX{J=1,110
1SN _0COS NUMBER (1} =1 ~
1SN D006 N=1 .

____IsN 00a7 J2=4-2 i -
1SN 0008 00 30 (=143
1SN 0009 IF(1.EQ.LMIT=11
TSN 00l TFl1.Ea.2011=12

1SN ON13 IFIT.EQ.3)110=12 _
ist nn1s KA=1

1SN 0016 TF{1.EQ.1IKH=2
TSN ON18 INC=1 -
13N 0019 IF(1.EQ.2VINC=2
158 0n2i DO 10 K=KMs 3, INC

1SN Gn22 DO 20 L=1,N )
isNn op23 T 20 TFTIX(J2+¢K+110. E0. LABELCLIVGO 10 &0

1SN 0025 N=N+1 R B L o L
ISN G026 LABELINT=IN(I2+K, 13 -

o I1smonpr NUMBER (N =1 o ) 3
ISN 0028 60 Tu 19

TSN 0020 40 NUMBER{L)=NUMBER(LI#1 N L _ _
& 15w andn io CONTINUE -

__._ 1SN CO31__ 30 CONTINUE .
1SN 0032 MAX =0

1SN 0033 PO 50 L=1,N
TSN 0034 TF(NUNBER( L1 LE.HAXIGH Td 50

__IsSN 036 MAJOR=LABELIT) .
1SN 0N37 TRHAXENURBERTT)

_ ISN 0038 50 CONTINUE
1SN GN39 RETURN
1SN D040 END




3. COMPUTATION OF CONTINGENCY MATRICES

8.1 NAME

CONTMATS
8.2 PURPOSE

To obtain and print "contingency matrices'{ 6] , showing, for all pairs of
classes in two classification maps, the numbers of simultaneous occurences of

various types of trangsitions (no boundary, horizontal boundary, vertical boun-
dary and boundaries in both directions).

8.3 CALLING SEQUENCE
This is a main program which takes card inputs as indicafed below:
READ 100, TITLE
READ 200, NREC, NEL, M, N

100 FORMAT (80A1)
200  FORMAT (416)

where

TITLE is a title of up to 80 characters to be printed on the top of
each page of output.

NREC, NEL are number. of records and number of pixels per record,
respectively.

M, N are the numbers of classes in the two maps.
8.4 INPUT-OUTPUT
8.4.1 Input
The input maps should be sequential data sets on units 8 and 9 with NREC
records and NEL pixels per record on each of them. The number of bytes per
pixel should be 4 and the records should be unformatted and FORTRAN readable,

8.4.3 File Storage

None
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8.5 EXITS

Not Applicable
8.6 TUSAGE

The program is in FORTRAN IV and implemented on the IBM 360 using the
H compiler. The program and the external references needed are in the users"’
library as load modules. .
8.7 EXTERNAL INTERFACES

The subroutine linkage is indicated in the following table:

Calling Program Programs Called

CONTMATS . CONMAT

CONMXP
CONMAT SARN

VMOV

SVSCI

INTLOG
CONMXP SVSCI

8.8 PERFTORMANCE SPECIFICATIONS
8.8.1 Storage

The present version of the program is designed for NEL <2000, M < 15,
N<15. The main program size is 62340 bytes. Including the buffers and the ex-
ternal references, the program requires 110K bytes.

8.8.2 Execution Time

Depends largely on image size and number of classes. For the case
NREC=1624, NEL =866, M=N=6, it took approximately 10 minutes,

8.8.3 I/0 Load

None
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8.8.4 Hestrictions
None
8.9 METHOD

The definitions of confingency matrices used here have been discussed in
detail in [ 6] and will not be covered here. The subroutine CONMAT is used to
find a four dimensional array IH [dimensioned (4, 8, M, N)] and the routine
CONMXP is used to print

) M*N matrices (size 4 by 8) showing counts of agreements and
disagreements for each type of transition for each pair of classes;

(i) M*N matrices (size 4 by 4) showing counts of each type of
trangition for each pair of classes obtained by adding the
right and left halves of the corresponding matrices from
(i) and dividing by 3;

(iii) A 4 by 4 matrix showing totals of each type of transition
obtained by adding all the matrices in (ii);

(iv) An M by N matrix which is the joint histogram (contingency
table) of the two input maps, whose (I, J)th element is obtained
by adding all the 16 elements in the 4x4 matrix corresponding
to classes (I, J) defined in (ij);

) The individual histograms (inventories) of the two maps ob-
ta;ned by adding the columns (for map 1) and rows (for map 2).

Also, the transition and point by point similarity counts (traces of the 4 by
4 and M by N matrices, respectively) and percentage similarity measures are
printed.
8.10 COMMENTS
None

8.11 LISTINGS

The listings of CONTMATS, CONMAT, CONMXP and INTLOG are attached
at the end of this section,

8.12 TESTS

Portions of the printout from a test run on the Mobile Bay GTM v/s LCM
(December 5, 1973) are shown at -the end of this section.

166



LEVEL 21,8 ¢ JUN_ 74 )

LS/36C. FLRTRAN W} __BATE _ T76,259/11.45,42 o

COMPILER OPYIONS = NAME= MAIN,OPT=02,LINECNT=56,SIZ¢=0000K, ) t

SUURCE, E[‘LﬁIC NOLTST, NOCECK L CAIY, HAP.NGEDIT.ID NOXREF ' : !

- C e e e et et e !
o C BTN TRINEL®Z Y, IY(HEC 2T, THL G 8l N THITG 4 S THE(H ) “
c DIHENSION INVIL@AML&!;IQLH__ S i . lm

ISN 0702 . DIMENSION lxtar"C) IY(4rnCY  TA(3242250,1H2(225) ,INVI{151, INVZ(15) -
154 0293 : LOGICAL®]1 TITLE(E : . -
C i T “

C HAIN PROGRAM TO FIND AND PRINT CONTIGENCY MATRICES AND RELATED .

c RESULTS. ! : o

c : * . "

C INPUTS:  TITLE tS"Kﬁ"EE"tHﬁﬁEE?EthAEi TITLE YO BE PRINTED QN TOp = “

C NF EACE PAGE OF DUTPUT. NREC, NFL, M, N ARE THE NUMBER OF - ”

€ RECORDS, MUMBER OF PIXELS PER RECGRDs NUMBER OF CLASSES IN : -

¢ MAP 1 AND NUMBER COF CLASSES IN MAP 2, RESPECTIVELY. . _ o e

3 THE INPUT MAPS S+CULD BE IN UNFCRMATTED FURTRAN READABLE RECORDS T -

c ON UNITS 8 AND S, CNE PIXEL/WGRC., e .

TS wlda REAC(5,1CCITITLE ; ; ; ) "
ISh GJ95 REBCIS 20 VHREC JNEL o oY | o
C : , -

C FIND AND PRINT MATRICES SHOWING NUMBFRS UF AGREEMNETS AND DIS= | n

¢ AGREEMENTS CF TKRANSITIONS FGR EACH PAIR OF CLApses. ' "

ISh 5136 CALL CONMAT(8,9,NREC,NEL oMshg INsIYyIH]) w
1SN C1a7 CALL CUNMXP(TITLE.IH,1H2.]ﬁvl'th2.&REC.NEL.M.N) ’ : "
156 03348 STOP | «
TSk 2339 190 FORMAT(BGA1) ) N
ISh ul1d 200 FORNAT(41E) ' "
1SN 09L1 END "
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http:76.259L.45.42

JLEVEL 21.3 (_JUN 74 ) e e o e, ES523€C FORTR AN H':__ —— .. L JDATE 76,2597 11,45,51 L.
COMPILER OPTIONS - NAME= MATH, npf "2 LINECNT=56,$12E200C0K, .
T SOURCE, E0CNIC UL TST, ROO1 CH,LEAD ,MEP  NDEDGE T, 1D yNOXREF
ISh 0192 SUBRDUTINE CCHMAT(NTAPL NTAP2 yNREC NEL My 1X, 1Y TH) e e
1SN 3503 BIMENSTON “TX(NEL ;2D o I YCNEL 20 5 Thi4s By M, i) .
— C S S o e ‘ . e e
C THIS PROGRAM FINDS CONTINGENCY PATRICES INDICATING AGREEMENTS "y
C BETWEFH THU MAPS TN TERMS CF CLASS LASELS AND THE BUUNDARY TYPES. "
€ TH{ %, 0, 1,00 REFERS TU LGCATIONS WITH CLASS 1| IN MAP 1 AWD CLASS J "
C IN MAP 2. _LEFI WALF OF IH_GIVES A COUNT OF AGREEMENTS AND THE o "
C RTEHT HALF, DISAGREEMENTS., .
C ROMS OF THI®,%,1,J} COKRESPOND YO MAP 1, AND CLOUMKS T3 MAPZ. . o
c “hiW MUMBERS 1, 2, 3y 4 INDICATE NO BOUNRAKY, CHANGE IN VERTICAL -
C DIRECTIUN, CHAHMGE IN HORIZENTAL DIRECTIUN, CHANGE IN ROTH DIREC- -
c . TIONS, RESPECTIVELY, IN MAP L, SIMILARLY COLUMN NUMBERS INDICATE "
C TYPES OF TRAWSITICAS IN_MAP2, R =
c ' "
T8h_0204 1=1__ e e e e e e e e e e - —t
154 0J0S 1222 ' .
I5K "ldo NOL 4=NEL%4 "
C [l N 113
¢ THE PROGRAM HANCLLS THE PRESENT RUW _GF. THE_MAP_ 1 IN Ix{®¢,[2}_ u
3 TAND THE IMHED(ATELY PREVIGUS RGw IN IX{®,110. THE ROnS OF MAP 2 “
C ~ ARE _MANDLED SIMILAKLY IN IV, i - "
C ' .
c INITIALIZE THE ARRAYS IX AND !Y. YHE "PREVIOUS® ROW TO ROW 1 IS “
¢ } CONSIDEKED IDENTICAL TO ROW 1. "
B isw o091 L CALL SARN(NTAP L, I¥,NFL4) _ N o o
& 1SKh 0549 T CALL SARNUNTAP2,1Y,NEL4I "
TN Y W i T ) L CALL VMOV UIXNEL,IXL1,20) o . e e, n
ISh %01 T CALL VMDVIIY,NEL,IVI1,2)) w
ISh 1211 " CALL SVSCE{IF,32ZeMeN, 01 . :
' C r
e v me e B LOBOP ON RECORLS e | o o o it e e en e r—— e e - e e vt et i 5 o
ISN 9212 DC 10 I=1,NREC -
e e e c e e e e e - N U "REPRGDUC e et —— e
¢ - LGUP ON PIXELS. IBILITY '
‘ ISh 2113 0020 J=1,NEL ORIC 1L OF THE v
: ISh G114 T IP=MAXT(Led~1) “ O .
C e mann - e L SR e . + mevenen = e e . e et e e i !
¢ ¢ T NONPOSITIVE VALGES OF HMAP LABELS ARE NUT OF INTEREST. “
v SN 3015 TR AXED 120 LE O ORMIY{J 1 2),LELCYGT, TG 2C . o — — e
M c ]
. € ¢ FINL ROW_AMNC CULUFMN NUNBERS IN IH TC BE INCREMENTED.
" C v * .
" C .} CRECK THE NATURE LE THE_BEULNDARIES IN_ BOTH THE RARSe o oo\ oo o ——
" I5h JI17 FK=IX{Jd,12) '
LU 01 W D D §: B P L=IV S 12 — —— e et e e et R
" 188 0219 PTI=1eINTLOGUIXT I, 12 2V RELEXId, TL1Hh+26INTLOGTIXE S, T2V NELIXTJP 120) .
" 1Sh 0329 Y =14 INTLOGITY LI, 120 o NE. IVL, DAY+ 26 INTLOGEIY {J,1 2} NEL LY L JP,120) :
- [ \
Y C . FIND_THE INCREMENTS. e . n . -
. € i INC = NUMBER OF AGREEMENTS; INC3 = NUMBER OF DISAGREEHENTS,
U 1 30 E S G INCEINTLOGUIX(S 1)L EQ.IVEd 1200 » e e e e
> ﬁ. + INTLOGUIAGS 411V EQ. IV, 1100 + lNTantlxiJP,lzs Ed 1Y EIP, 1280
: i e e e
¢ k|



_. . PAGE

ore

1SN 0722 INC3=3-~INC “

ISh w)23 THIT e ddaKoLd=Thi1TedJdekyL) # INC "

TR L U - S L o By O A L T . o o OO UL
ESh Ju25 20 CONTINUE "

C -“

C EXCHANGE Il AND [2 ! "

ISh &226 [w=11 "

ISh 327 [1=12 W
ISh_0523 L2=14 .

(o n

. c REAC NEXT RECORDS INTO IX(8,123,0V(®,020 - -
ISN 37273 IF{t.EQ.NREC}GU YO 1& u

ISh 331 CALL SARNENTAP1,IX%{1,I2),NELA) s

[Sh 52332 CALL SARNINTAPZ2,IV{1,12V,NEL&) "

1Sh £333 10 CCNTINUE -

I5h Qui3s RETURN “
[Sh_©d35 END u

i
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_LEVCL 21.8 ( JUN T4 ) C$/36C  FCRTRAL H DATE_76.259/11.46.00

COMPILER OPTIONS - WAWEs MAIN,0PT=02,LINECNT=56,512F=C000K, . g
SOURCF EECDICeNCLISToRLDECK,LOAD yMEAP, NUEDTI T, LD ¢NIXREF ’
_ISh 22 SUBRRUTINE CDN%XP(TITLE.IH.IHZ.Ihvl TAV2 o MREC MEL yH NI e e
ISK 033 DEMENS TON TTFC4 80P h) g THLEG 43 THZ UM, WY ERVIEME, INVZEND .
1Sh 0334 LOGICAL®Y TITLE(ECY e - : L
C "
£, PRINT MMRICES SFCRING NU_I‘_’nB_gRS GF AGREEMENTS AND DISAGREEP§_§l$ : o
c GF TRANSIVTONS FCR LACH PAIA OF CLASSES, : .
C INPUTS: TITLE 15 AN B CHARACTER{MAX) TVITLE TU _BE PRINTED ON_TOP __ ___ _ e - "
3 OF EACH PAGE OF OUTPUT. NREC, NEL, M, N ARE THE NUMBER OF ) “
€ RECOKDS, MUMBER GF PIXELS PER RECCRD QgﬂQE&_LF CLASSES IN_ o
€ WAP 1 ANC NUMBER OF CLASSES 1N MAP 2, RESPECTIVELY. - v
1SN CJ05 L= -
SN non6 00 10 1=1,0 ’ “
ISh 0327 DO 10 _J=1,N o S -
TIENTY1B TF{MGDTL, 4. NE.CYGO F0 15 "
e d 30 €31 NRITE(bLLJuLIITLE S et e - e
ISN J3111 WRITE(G,4TQINREC  NEL : "
1$h w212 15 CUNTINUE "
Tol 5213 =1+ 1 ., . “
[Sh 014 WRITE(6,570) 1, ' .
ISh 3215 ¢ DO 26 K=1,4 . n
158 011s 20 HRITE{G 30N {IHIK (KK oL, ) oKK=1,8) "
TSN LI17 i) CONT INUE . ) ' : "
c L'
T FIND AND PRINT MATRICES SHUWING CCLMhTS UF EACH TYPE GF TRANSITION "
_ ¢ FOR EACH PAIR_ 0OF CLASSES, THESE SHOW, FOR ALL JOINT CCCURENCES o o
= 3 OF CLASSES (TeJV IN MAPS 172, THE WNUMBERS OF JOINT DCCURENCES \
=t OF EACH_TYPE OF TRANSITION IN THE Twl_ MAPS, -
Ish 9314 DO 30 I1=1g ' "
150 C319 DO 30 J=1,N .
TSh 1327 DO 37 Kzl,.4 . ‘
S 1 S -3 S Dp_,g_r_.g._;'a e e e ) - R
Isn 3322 ED) TF{K, v AT CTHTK L, T odb# Tt{KoLtby1,03473 . 4
1SN 3123 L=" e R
1SN ¥924 DO af I=1,H "
ISN_ €323 DU 40 J=1,H "
[3h uioa TF(HGD(Ly GV .NELCIGO T0 45 ] "
. ISN anZs_ WRITE(e21CITITLE . e e e . s
Ish 23323 WRITELG, 4 15 INREC ,AEL "
L Ash mn 45 CONTINUE . - L. e L
Ish 9731 L=L+] ’ *
ISh 3332 HRITE(6,500)1,4 . "
ISN 4333 DO 5C K=1,4 ) ‘
_JISh o g03a 50 O MRITE(G, 31L LA Y NN I 0T O -—
I5% Ju3% 40 CUNTINUE ) ; .
C ) e
c FIND 1HL, THE MATRIX OF COLATS CF TRANSITION TYPES(WITHOUT REGARD . "
C TO CLASS LABELSY AND [H2, THE MATRIX OF JULINT OGCCURENCES OF CLASS : i "
C LABELS(WITH NO REGARD TO TRANSITION TYFES}. "
o ISK M3 CALL SVSCE(IMI de.0y . . : — e
I5n 3137 CALL SVSCI{INZ,meh, 00
o I5N 22738 D0_60 I=1,N_ ) — i —— — e e e

.
Isn udz9 D0 60 J=iH y
T


http:76.259/11.46.00

ISh G140 D0 6C K=l,4 L - ) L
S Jd1al T8 60 L=1g4
ISh np42 T THL(K, lelHI(h LillH(ﬁ.L.I.Jl e e . e
Ish 0343~ af iHZ(!;Jl-IHtll JYATHIK Ly 1, D)
C
C PRINT 1H1 AND THE CORRESPUNCING SIVILARTTY MEASURE. :
ISh Y44 : WRITE(o, LIC)TITLE
Toh wibs WRITF{64+42C) NREC,NEL
IS 3148 00 70 K=1,4 —_
sn 0347 70 WRTTE(B, I1ICHI(THTIR, LT L= ,4)
ISh Y48 1TR=C o e o
[S873JE3 [SUM=0
ISN 5380 DO 9N I=1,4
ISh Ga51 ITR=ITR+IHI (1,1}
____ISN G0s2 00 9C J=144 .
I$h 5353 90 T50H= ISUM+IH1(I.JI
o Ish_ 2154 PCT=TTR®INA L /ISLH L .
156 9355 WRITE(6,603 ) ITR, [SUH, PCT
15h 0156 HRITE(6,43C)
C .
L c PRINT TH2 AND T+E CORRESPONDING SIMILAKITY MEASURE. L *_
Ish" 3757 D0 80 T=1,M
_ES5h 0358 80 WRITE(6,317)LTRE(T,d) sd51,4M)
1Sh 09593 1TR=0
1Sh 536D 15UM=n
TSh 0361 DO 95 I=1,H
ISh 9162 IF{1.LE.NFITR=ITR4IHZ(I, 1) .
RISk )4 DO 95 J=14t
= 1Sk 3345 95 ISUM=TH2( 1. JY+15LK . e
ISh 3Y66 PCT=ITR&ICN SIS UM
ISh 1167 WRITE(6, 70" YITR,1SUK, PCT
c
e 13N 0G68 CALL SVSCICINVI,M,C) - —— - -
1$n nied CALL SVSCI(INVZ, A,
[5h w4 00 85 [z1,M — e e e o e e e —— e e i
iSh 71 DO 85 J=leh
15h 9372 INVI(Td=INVI(IY+IF2LI, )
T5n 4973 85 TNV2{JVZINVE{d I +IH2L 1 )
o ISN 0374 HRITE(6,8CHI4IHYLITY, I=1,M)} e . _
iSh 3275 HRITE{S, BIFIIINVZlJI.J 14N}
e ISM B3T6 RETURN . ] S - e e S —
ISh 4)77 110 FORMAT{V1v23XBAAT) :
ISh 0174 300 FORMAT(*"*418,' | '418)
ISk 0179 310 FORMAT('AT115181
154 740 400 FORMAT(/' MATRICES SHDWING COUNTS CF AGREEMENTS AND DISAGREEMENTS L
; VFOR EACH TYPE OF TRANSITIORS/V PAP STIZE="15,% B8Yv18,1,.0
15h ©231 410 FGRMATL{l‘FATRIC§§_SHUnING COLMIS CF EACH TYPE LF TRANS!TION'I e N
7 NAp ST12EsVIs e Byr15, 0. 0]
. 1Sk D182 429 "FGRMATI/' HATRIX SHOWING TETALS OF EACH TYPE OF TRANSITION'/
N T FAP SIZE=T15,' BY'iG,7.7]
158 0033 430  FURMAT{//! CUNTIGENCY TPULE"______._A. e e e e e e
I5h 9084 500 FORMATU//Y CLASS MNUMBER IN PAP J1=19]2,% CLASS NUMBER TN MAP 2='12)
ISh CIB5 6170  FORMATC® TRANSITICN SIMILARITIES= VI7,%% TOTAL=YIT, %3 PERCENTAGESY e i i i
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I$h Cldo

709 FORKAT(' NUMBER CF POINT BY PCINT SIMILARITIES=PI7,! TOTAL=*I7, . -

154 1137

PERCENTAGEETFT )

SPAGE 003

BOA  FORMATL/' IAVERTCKY UF MAPI:t/(1X1S18)} . :

{587 0033
ISh 0189

810  FORMATE/Y INVENTECRY OF MAP2:t7({1X1S5I8))
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Lo LEVEL 208 f JUNTA ) e
COMPILER OPTIONS - NAMEs HAIN,OPT=02,LINECNT=56,S1ZE="7C0K, ‘ ' “

TN TS . .
£5/73¢40 FLRIKAM H o L. .. DbATE | 76.259/11.46.22 | o o

JIsh iy
1SN G843
1SN 504

__ FUNCTION INTLUC L)

LGGICAL L . o .
INTLOG=0 "

ISN 2G5S
I5h 2107

IFILVINTLOG=] w
RETURN ' ' . “

ISh Qung

END ’ . . ’ “
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9. COMPARISON OF SUPERVISED CLASSIFICATION MAPS
9.1 NAME

COMPSUMP
9.2 PURPOSE

To compare two supervised clagsification maps (or a Ground Truth Map and
Supervised Classification Map) and print their joint histogram and the numbers and
percentages of various {ypes of differences.

9.3 'CALLING SEQUENCE
This is 2 main program with card inputs as follows:

READ 100, TITLE

READ 300, NREC, NEL, M, N
100 FORMAT (72A1)
300 FORMAT (4I6)

where

TITLE is a title of up to 72 characters (to be printed);
NREC = Number of records in the two maps;

NEL = Number of pixels per record;

M, N are the numbers of classes in maps 1 and 2,

9.4 INPUT-OUTPUT
9.4.1 Input

The input maps 1 and 2 to this program should be on units 8 and 10
respectively. They should have NREC records, NEL pixels per record and 4
bytes per pixel in unformatted FORTRAN readable form.
9.4.2 OQuiput

Besides the printout, this program writes difference map on unit 12, with
NREC unformatted FORTRAN records of NEL pixels each having one byte per
pixel,

9.4.3 File Storage

None
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9.5 EXITS

Not applicable
9.6 USAGE

This program is in FORTRAN IV and implemented on the IBM 360 with the
H compiler. The program and the associated subroutines are available as load
modules on the users' library.

9.7 EXTERNAL INTERFACES

The subroutine linkage is indicated below:

Calling Program Programs Called
COMPSUMP SVSCL1
DCLARE
DCLARE CLAM
PRTMXP
SVSCI
SARN
VMOV
CLAM SVSCi
PRTMXP MXINX

9.8 PERFORMANCE SPECIFICATIONS
9.8.1 Storage

This main program; presently limited to NEL <2000 and M*N < 200, is
34932 bytes long, and requires-72K bytes of storage with the external references
and buffers.
9.8.2 FExecution Time

The execution time is approximately proportional to the number of pixels
in the input maps. With NREC=NEL =2000 the program will take approximately
7 minutes of CPU time on IBM 360/65.
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9.8.3 Restrictions
NEL < 2000, M*N< 200
9.9 METHOD
This program first sets an M by N matrix LTABL by

LTABL(,d)="H' for I#J
LTABL(I, J) = blank for I=J.

Then it calls the routine I_)CLA.RE This subroutine finds (call to CLAM) and prints
(call to PRTMXP) the joint histogram hetween the two maps.

The next part of DCLARE is used to separate the types of differences between
the two maps and indicate them by different symbols. The EBCDIC characters
blank, '.!, ', and 'H' are used to indicate no difference befween the maps, ex-
terior points, boundary points where the maps are different and interior points
where the maps are different, respectively. The "exterior points'" are defined |
as those where the '"class labels' in either of the maps are less than or equal to
zero, The "boundary points' are those whose class lables are different from
that of at least one of their four nearest neighbors (top, left, bottom and right)
in map 1. Points which are neither exterior nor boundary points are called
"interior points".

These indicators are generated for each of the points in the maps and an
NREC by NEL pixel sequential data set (unit 12). The numbers and percentages
of occurences of these indicators in the output.data set are counted and printed
(except for the exterior points). The percentages-of occurrences are evaluated
based on all but the exterior points.

9.10 COMMENTS

The data set on unit 12 canbe = - directly to generate a difference
map.

9.11 LISTINGS

The listings of the program and the important subroutines called by it are
attached at the end of this section.

9.12 TESTS
This program has been used in deriving the difference maps and similarity

measures between several pairs of classification maps and found to work satis-
factorily.
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I5h
15h
ISy

21.% ( JUN T4 )

CUMPILER _OPTLONS - NAMD=

~332
NAHE!
Tung

C5/3&C  FLCRT

RAN H

MAIN,OPT=C2 ,LINECNT=56,S12E20700K,

SNURCE, €BCDIC,NALIST, NOCECK ,LULD AP, NDEDIT'[D NOXREF
~DIMENS TON IX(6n7), IY(Z”"Ll
LOGICAL®Y LY(22¥0),LTABLIL2CO)

¢ -

DATE 76

$259/16,48,54

—_LOGICALw] BLANK/? '/.EfCHI'H‘[,_ e ) e e e
15k nyns3 LOGICAL®Y TITLEL(TI2) .
CISh OGS0 o READ 17D, TITLE v s e e . —_
ISh 127 PRINT 200 ,TITLE
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LTSN U 2 o pB10 Tty o }
Ish 4713 17 LTABL (]~ IlvM+l$=ULANd
1SN o304 . CALL OCLAMEINREC  HEL s M N, LTABL ¢1X 1Y, LY} e et s ot e -
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ISK 018 __ _109__ FORMAT(T2A1) . e .
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CISN 11 EI) FORMAT(G&EG)Y e .
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e et e € DE.CLASS NUMBERS, LTABL IS5 AN INPUT ARRAY TREATED A5 AN M BY N MATRIX e e
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13 3217 ce. ——TF1TL LT NRECICALL SARN(B,IXI1,3},NEL#4) i s v it i ot o
' ISh 0319 READLIODEY .
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CONT INUE
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16, TEMPORAL CHANGE DETECTION AND DISPLAY
10,1 NAME
CHARADE

10.2 PURPOSE

To provide a difference image coded so as to indicate uniquely the class
numbers in each of the two input images, and whether each pixel is an interior or
boundary pixel; and to identify, display, and tabulate particular types of change.

10.3 CALLING SEQUENCE
Each of the two tasks described is controlled by a main program.
10.4 INPUT-OUTPUT

The inputs are certain paramefers and the two data sets containing the
classification maps. The parameiers read are listed for the two tasks.

" Difference Coding:

NSL: Numbher of scan lines in the map,

IS: number of samples per line,

M, N: maximum numbers on the two input map data sets,

ITAB: ‘look-up table fo reassign the class numbers in one of the maps,

IFLG: an integer which was added to the class numbers at all
boundary points (see program FLGBDRYS).

The first two of these parameters are read from cards; the remainder have been
wriften on external storage by the program MXSMLRTY.

Change Detection:

NREC: number of records in the data,
NEL: number of elements per record,
M: number of classes in the maps,
IBUF: an array containing codes specifying the types of changes
fo be detected and displayed.
The output is the difference coded map, a printer plot and external storage
file depicting the changes, and an inventory of the changed pixels.
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10.5

10.6

EXITS

Not Applicable

" USAGE

The programs are written in FORTRAN and were compiled using the E

compiler on the IBM 360. They are on the user library in executable form.

10.7

EXTERNAL INTERFACES

Certain other subroutines are called for generating the change depiction

image on the printer, for I/0, and for vector manipulation. These are also
available on the user library, and are the following subroutines:

10.8

10.9

PLTPIX
SARN
SAWN
SVSCI
VMOV

PERFORMANCE SPECIFICATIONS

Storage:

Difference coding - 42K bytes (K=1024)
Change detection ~ 56K bytes

Execution Time:

For map sizes 1624 records by 866 samples (1,406,384 pixels); . __

Difference coding - 1 minufe
Change detection - 1 minute

1/0 Load:

The difference coded image is placed on external storage for passing
between steps. The change detection image is writien on external storage
for use in plotting on the prinfer.

METHOD

The two classification maps are read, class numbers are reassigned by

table look-up if desired, and the difference coded map is written on external
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storage. The user's request array is read to determine the type of change to be
considered., The difference coded map is read in order to produce an inventory
of the changes as well as a change depiction image. This oufput image is written
on external storage and displayed as a printer plot,

10.1¢ COMMENTS

This section is devoted to a guide in the coding of the user's request
array.

The user is expected to input his request of change detection and display
through a data card (using the format (2613)) which is read into the array IBUF
by the system. Accordingly, the first entry into the array, IBUF (1), should be
set to indicate the user's region of interest using the following code.

IBUF (1) =1: all regions (pixels) in the scene
= 2: interior regions (pixels) only

=3: boundary pixels only

The second entry,:IBUF (2),is set to denote the user's desire as fo the type
or category of change to be depicted using the ensuing code.

IBUF{2) =1: each change from each claés (in the set to be defined
for Map 1) to a corresponding individual class (in the
set to be defined for Map 2).

= 2: change from each class (in the set to be defined for
Map 1) to every class (other than itgelf in the set fo
be defined for Map 2).

= 3: change from the union of classes (in the set to be de~
fined for Map 1) to the union of classes (in the set to
be defined for Map 2) excepting of course those pixels
that remain unchanged.

= 4: change from the union of classes (in the set to be de-
fined for Map 1) to individual classes (in the set to be
defined for Map 2) disregarding of course the pixels
that were originally in the corresponding class.

=5z change from individual classes (in the set to be defined
for Map 1) to union of classes (in the set to be defined
for Map 2) excepting those pixels that remain in the
same class.
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NC1=IBUF (3), the third entry defines the number of classes to be con-
sidered in Map 1 with IBUF (4) through IBUF ®C1+3) specifying the actual class
numbers in the set of classes. However, if IBUF (3) is set to zero, then this

- denotes-that a sequential set of classes is to be considered and in that case
IBUF (4) defines the number of classes to be defired infernally in sequential order
for Map 1. Similarly, the next entry NC2=IBUF (NEXT) (where

NEXT =4+NC1, IBUF(3)#0
=5, =0

defines the number of clagses to be considered in map 2) with IBUF (NEXT +1) to
IBUF (NEXT+NC2) the actual class numbers in the second set. As before, if
IBUF (NEXT) = 0, then this denotes that a sequential set of classes is to be con-

_ sidered in Map 2 and in that case IBUF (NEXT 1) defines the number of classes
to be defined internally in sequential order for Map 2.
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Typical Examples to illugtrate the Code for input of User's request:

User's request: Depiction of the Union of Changes occurring in the '
entire scene from all 9 classes in Map 1 to all 9 classes in Map 2,

The code will be
dez}ote a set of sequentially

numbered classes in Map 1 and 2
. « 1 . . 3\\. .

N N L

denotes total denotes changes number of
changes from union-of classes of
(interior and classes specified Map 1 and 2
boundary) for Map 1 to union

of classes specified
for Map 2

User's request: Depiction of changes in the interior of Class 1 (Map 1)
to Class 2 and 3 (Map 2) separately. )

The code is

number of clagses set of classes
of map 1\ . - iic:} map 1
TM:' - ”-‘, - ‘—2 » . e ’ 2' :‘ ] * ‘i ) - lo_ . 1 ...-.l_....—:n 2 . - 2 . -
denotes denotes changes number of set’of
changes ~ from each of classes of classes
in the classes specified Map 2 for Ma:
interior for Map 1 fto every 2 P
regions class specified for :
only Map 2
UCIRILITY OF THE
REPROD IS POOR
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3. User's request: Depiction of changes in the boundaries from Class 1 to

Class 2 and Class 2 to Class 1 separately.

The code for this case is:

number of classes set of classes

o/

of Map 1

for Map 1

1 L]

\

2 - * 2 .

denotes denotes changes number
changes in from a class of.
houndaries specificied for classes
only Map ltoa of ‘Map-

corresponding v 2

class specified

for Map 2

set of classes

- for Map 2

4.  User's request: Depiction of changes occuring in the interior of classes
1 through 5 taken together into classes 3 and 6 individually.

The code for this case is:

. n

;

denotes a sequential

set of classes for Map 1

.

N

\\

set of classes

for Map 2
A e it ——
3 . . 6

dénotes .- - denotes changes dumber number of
changes in from union of of ) classes -
interior classes specified classes inr  of Map 2
regions for Map 1 o this
only individually specified sequential

classes of Map 2 get
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5. TUser's request: Depiction of total changes from Class 1 and 3 individually

to Classes 3, 4, and 5 taken together.

The code for this case is:

denotes
total
changes

number of
classes for
map 1

set of classes
for Map 1

denotes changes
from individually
specified classes

of Map 1 to union
of classes specified
for Map 2
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10,11 LISTING

O A bt

PR g 4 Ao s g = e e e e At & e PR, amie ok

DIMENS TON. IX(10091 IY{1000),1788(29)

DATA IN,JN,KN/8,9,10/
READ{S,10) MSL,1§

n FORMAT( 216}
READ(1) M, N, {ITAB(T},T=31,N},IFLG

M =M - IFLG
WRITE{KNY M

CALL OVRMSK{TIN  JN KN, IX, 1Y, ITAB,NSL,IS, ™)
0  FORMAT(16X,'DIFFERENCE MAP CODING HAS BEEN COMPLETED WITH M =1,13)

WRITE(6,1C0) M
5TAP :

END

o SUBROUTINE DVRMSKIIN,JN KN, IX, IY.ITAB NSL, IS H)

DIMENSION  IX(IS31,IY{IS},ITAB(L)

C TO GENMERATE A MASK WHICH INDICATES WHETHER A GIVEN PIXEL 15 INTERIODR
C {OR BOUNDARY) AND THE CLASSES TO WHICH IT IS5 ASSIGNED IN THE TWO MaPS
C ON UNTTS IN,JN. THE OUTPUT APPEARS ON KN, TTAB IS5 A TABLE INDICATING
C THE ASSTIGNMENT OF CLASSES IN MAP 2 TO MAP 1.IFLG CONSTANT ADDED TO
C CLASS NUMBERS TN MAP 1 TD INDICATE THAT A GIVEN PIXEL IS5 OM THE
C BOUNDARY. ’ T T I

DO 11 1 = l,NSL

READLINY IX

READ{JIN} [Y

D0 12 J = 1,15

IF{IX{J).EQ.2) G TD 12

IF{IY(J}.LE.C} GO TO 13
C IX{J).EQ.C INDICATES THE PODINT IS OUTSIDE THE REGION 0F INTEREST

IX{TJY = {IX(J}=-1)=M + ITAB{IY(J}]}
GB 10 12

13 IXtJy)y = =
12 CONT INUE

= Tr— WRITE(KN) IX

RETURN

END

- e ] - v = n

REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR
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T DIMENSION IX(1600) . IH{256) ,ISET(16).,JSET{I0) KSET{1™) ,IBUF(26)

INTEGER TABLE(Z2EM)
LOGICAt =1 Lx{1766G1)

CALL CHANGE{IX,LX,ISET,JSET,KSET,IH,IBUF,TABLE)

Sipp

[ e

SUBROUTINE VNATSU{IX. NI

END

DIMENSION IX{N)
pn_10 T = 1,N

16

IX{IY = I
RETURN

EMD
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SUBROUTINE CHANGE{ IXoL XeISETodSET 2KSET o 1H . 1BUFLTABLE)

DIMENSION IX{1000),IH{2563,ISET(1G5),JSET{10),KSET{1Q) ,IBUF(26}
LAGICAL #71 1 X{i0an}

INTEGER TABLE(2:0)
REAC{S,1n) NREC ,NFJ

READ{20} M
gnn  FORMATIIHI,IOX, VTHFE TNPUT CHANGE DEPICTION REQUEST CODE IS:?,25613)

800 FORMAT(2612) —_
12 FORMAT{216)

2 READ{(5,8C0,END=1) IBUF
c DEFINFE SFTS 0OF CIASSES TA BF CONSTIOFRFR

IF(IBUF({3).EQ.0) GO TO 30
NCI = TBUF(3)

CALL VMOV {IBUF{4),NC1,ISET}
NEXT = NC1 + &

GO TO 40
30 NC1 = IBUIF{&)
CALL VNATS{ISET,NC1}
NEXT = 5
40 IF(IBUF{NEXT)Y.EC.0) GO TO 3£

NC2 = TBUF{NEXT)

CALL VMOV {IBUF{NEXT+1),NC2,J5ET)
GO TO 4N

50 NCZ2 = IBUF(NEXT+1)
CAEL YNATS{JISET 4NC2Z)

60 b0 15 L = 1,26
T = 27-%

IFIIBUF{I).NE.G) GO TO 16
15 COMTINUE

156 HRITE{6,900) {IBUF(J},J=1,1)

C NAW, TSETLT), T=1,NCT AND JSET{TY}.2=%1,NLO ARE THE (18SS HNUMBERS USED
KC1 = NC1
KC2 = ]

IF{IBUF{2).EQ.3.0R.IBUF{2).EQ.4) KCI
TF{{3UF{2}Y,.EQ.2,0R, IBUF{2).E0. 4} K(2

it

N( 2

DD 70 I = 1,KC1
RO 70 4 = 1,KL2

CALL SVSCI(IH,22¢,01
ALY CREATE(I,J,IRUF,TABLELISET L JSETLNCT  NC2,M)

DO 80 L = 1,NREC
CAIl SARNI20,TX NF|£&)

b0 85 LL = 1,NEL -
LY{1 1"y = TABIFE{Tx{1¢) & 13

HX = LX{LL) + 1
85 IH{MX) = TH{MX) + 1

CALL SAWN{8,LX,NEL)
39 CAatl SAWN{IN.LX,NFL)

REWIND 8
CAlL PLTPIX(1,8,1,NREC,1 ,NEL,2558,0,L%)

CALL PRTLBL{IBUF,ISET,JSET,KSET,NC1,NC2,1,J,IH)
REWIND 8

_REWIND 20
REAC(20)

m CONTINUE
GO 714 2

1 CONT INUE
R=TURN

END
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SURRAUTINE PRILB{IBUE oTSET ol SET e KSET o hCL o KC2 o1 oo TH)

DIMENSION TBUF{1},ISETINCI),JSETINC2)
DYMENS TON TH{1} , KSET{1}

201
202

FORMAT(10X, *CHANGE DEPICTION MAP SHOWING THE ENTIRE PIXEL SET JF')
FORMAT(IOY, *CHANGE DEPTCTION MAP SHOWING THFE TNTERIOR PIYELS {FV)

203
20 4

FORMAT(I0X, YCHANGE DEPICTION MAP SHCWING THE BOUNDARY PIXELS OF')
FORMAT(//,10¥%, "N, 0OF PIXF] ST ,5%, *SYMBOE Y, 10X, "CHANGE?)

EIsh
3n>

FORMAT{1H+®,63%, "MAP 1 - CLASS{ES):',1513)
FOARMATI{IOX , 113, 6X, "OVERDRINTY , 7%, 170 (CjASS{ES)3?,1513)

FORMAT{10X, *(EXCLUDING OGFCOURSE THOSE PIXELS THAT REMAIN IN THEIR
LORTGINAL CE ASSESYE)

FORMAT[1GX,113,5%,"'I%,12X, INONE?)
FORMATI(INX, Ti13, G, *=?,11X,'TH Aj} [THFR ] ASSES')

FORMAT{//,10%,* THE REST OF THE SCEAE OF TMHMTEREST IS5 SHIHWN AS BLANK
«+$ WITH THE QUTSIDE OF THE SCENE DEPICTED BY PLUS SIGN')

181 = IBUF{ 1)
182 = IBUF(2])

H

GO 1O (10,202,3C),181
PRINT 201 :

)

)

68 10 &0
PRINT 202

30

GO TO 40
PRINT 203

40
50

GO 170 (50,62,73,80,903,182
PRINT 3D1,ISET(T) -

PRINT 204 .
IF{ISET{TIY NELISET(IY)Y PRINT 202,1H{256) , ISET(I)

50

0 1O 39
POINT 3Ct ,ISFET{I}

PRINT 2G4

in

TELISETLTY NELJSET{J}) PRINT 362, TH{2568),JSETLI)
60 TO 99 _
PRINT 371 ,({SET{l),L=1,NC1)

PRINT 234
PRINT 202, TH(256),{JSET{L ). .Ll=1,KC2)

PRINT 3413
GO TO 99

85

LK = C
D8 93 L = 1,NC1T

TF{ISET{L).EQ.JSET{J}) GO TO $3
LK = LK + 1

93

KSET{LK) = ISETI(L)
. CONTINUE

PRINT 301,{KSET{LY ,L=1,LK)
PRINT 204

PRINT 2C2,IF{2561,JSET{J)
GO 7O <a

g"\

LK = 1
PRAINT 301, ISET{ T}

PRINT 234
g ¢4 L = 1,NC2

IF(JSET{L).EC.ISET(I)) GO TQ G4

VT T T

TNy T YR vy
SO RN OOILI LY, UF THI

ORIGINAL PAGE IS POOR
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http:I1S.CtiVFRPRINT.7Y
http:FORMAT(IH+t63X,'.AP
http:FORMAT(I.ln
http:ISEI:.IJ

LK = 18 + 1

34

KSET{LK) =J5ET(L)
LONTINUE

3

PRINT 3025 TH{256) y(RSET{LY,L=1,LK)}
PRINT 304 ,TH{81)

IF{TH{46).NE.O) PRINT 305, IH{46)
PRINT 3n4

ITOT = TH{46&) + IK{25&6)+TH{%1}
PCY = JH{256)*100,0/1T07

HRITE(6,7£0) PCT

FORMAT{ICX, *CHANGE DF JNTEREST:?,F8,2,

131)

"RETURN
END
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 SUBRNUTINE CREATE(I,J,18UF, TABLE, ISET+JSET 4NC1,NC2 M)

CIMENSION I8UF(2),TABLELL1) ,ISET(NCL),JSETI(NC2)

INTEGFR TABLE

]

DIMENSION TABLE{M(33=MCL*M{2%2 +#1)
NUMBER OF (1L ASSES TN MAP 1 AND 2

WHERE

MC1 AMD MTZ ARE- THE

4SS = [(Mil) =N
MM = MS + M=M

131 TBUF{1}.
182 [BUF(2) "

"on

TABLE (1) = &C
CALL SVSCT(TAaBL E{2),iiMH,T)

Iz I
13

J2
J3

e G et

20

GO
J2

0 (20,3744%3,40G,60),182°

[ B}

J3
GO

4f

I2
13

62

s K
I [

Ix{
J2

8 @.4) G0

30

LT T T T e BT 1T I B TR T I T )
(T3
RY)
>

J3
CONTT

2 S o
(AN ]

— M

pg 12
L= (¢

al

P~ [T e T
)

20 11
L =41 + 11

IFLISET{I1}.EQ.41 ) GC TO
IF{IB1.,1T.3) TABLE{K}) = 45

15

ITF{IBTI.NE.2Z) TABLE{K+MS) = 45
GO_T0 11 . =

15

CONTINUE
PF(I8Y.,LT,3) TARLE(K) = 8"

TF{ISYI.ME.2} TABLE[K+MS) =
CONTINUE

&z

Do 13 41 = 42,32
o= L + JSET{J1}

TF{ISET(T11).EQ. JSET({J1)) GEC

TG

IF{IBL.NE.2) TABLE(K+MS) =
CONTINUE

255

CONTINUE
RETURN

END
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