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- .delay. To configure a system to a workload one considered average instructions,
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1.0 INTRODUCTION

it has become an increasingly emphasized desire of the managers of large scale
computer centers to make objective, verifiable statements about computer perfor-
mance and capacity. This desire has become more urgent as it has become more
difficult of achieving. The complexity of operation that has made the intuitive
concepts of computer performance unreliable has made the previously parttime art
of computer evaluation a specialized discipline.

In previous generations of computers, prior to processing multiple runs simultane-
ously and configuring central processing units and peripherals with plug-in
flexibility, performance evaluation was a simple consideration of runs processed
per unit time. Sophisticates of the art dealt with CPU time and some sources of

amounts of data, processor cycle times and output speeds. All tasks were pro-
cessed serially, one after the other, and system impact was calculated by summing

up the component times of a few prototype jobs. Systems were tuned by watching
them run,

Performance evaluation in the multiprogramming/multiprocessing generation is ut-
terly transformed. At any moment, numerous runs are active within the computer,
competing for services from all system components, The same run may compete
simultaneously for different computer services, The impact of a run on system
performance is a function of the total workload during the life of the run. The
history of a program's activity in the computer system is never exactly the same
for any two executions.

The Slidell Computer Complex (SCC) operates Univac 1108 computer systems in sup-
port of batch and terminal applications. User requirements vary widely in terms
of program size, processor requirements and mass storage usage. The environment
is in every way typical of a large scale, open shop computer facility.

et 3

The SCC conducts an ongoing analysis of U1108 work flow to establish capacity
estimates and to measure performance. A major goal has been to define the capa- .
city function in terms of two independentclasses of variables -computer configuration:; i
and workload profile. It is recognized that variations in system performance result
from changes in both the physical structure of the machine and the requirements
structure of the workload,

A number of approaches to performance evaluation have beer. considered at the SCC.
Attaching electronic probe monitors to various critical system components is being
considered. System performance has been monitored by a special software implemen-
tation (Software Instrumentation Program - SIP). Regression analysis has been used
to find linear relationships between CPU accumulations and selected measureable -
parameters. Reasonable capacity estimates have been obtained from regression
analysis but the equations are difficult to adjust for changing enviromments. - It
is not always apparent how the so-called independent variables respond to drastic
shifts in worklocad and configuration. This shortcoming is fundamental. The re-
lationship between meaningful independent variables and system performance is not
expressable as a regression curve. Trend analysis fails when the trend changes.
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The SCC's most recent performance evaluation tool, a Ul108 performance model, | 1
considers the computer to be a network of service centers. The workload is con- '
ceived as a set of service requests., Each request is queued and processed under
control of user programs and system software. Capacity is defined as the work
level at which the network saturates. The configuration and workload are defined
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In terms of independent, predictable parameters. Queueing theory is used to
calculate the work flow dynamics. Section 2.0 describes a brief, intuitive
development of the theory. Section 3.0 describes the model. Section 4.0 is a
detailed development of the numeric techniques used in the model. An example
of model application is presented in Section 5.0. Section 6.0 is a user's
guide to the computer program implementing the model and Section 7.0 presents
the program listing,

2.0 SERVICE QUEUES

If a service center is busy at the time a request for services arrives, a wait
period (or queue time) accrues. The average queue time for a series of requests
can be estimated by queueing theory.

Consider a service center as depicted below:

SERVICE
Arriving Requests CENTER Completed Requesfs

Each service request has two attributes that determine its interaction with the
service center: its arrival time and the amount of service requested. The
service center's performance is determined by the number of servers (the number
of simultaneous requests that it can serve) and the processing rate of each ser-
ver. Estimation of these parameters allows calculation of the probability of an
arrival in an arbitrary time period and the probability of all servers being
busy at the time of an arrival. The probability of an arbitrary wait period may
then be expressed and integrated with respect to time to yield the average wait
time.

To estimate the probability of an arrival in an arbitrary interval of time, two
assumptiuns are made to simplify the calculations:

1. The probability of an arrival in t seconds is proporational to t
(i.e.the longer the wait for a service request, the greater the
chances of receiving one).

ii. The probability of more than one arrival in t seconds shrinks
faster than t (i.e.arrivals are sequential and not clustered).

These assumptions allow the probability of arrival to be expressed by the Poisson
distribution:

n
(at) éi -at
P (n arrivals in time t) = nl
where a is the average arrival rate,

NOTE: The notation P(X) will be used to denote "the probability of event X".
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Similar considerations lead to an exponetial representation of the service rate.
. . bt
P (n requests serviced in time t) =E?
where b is the average service rate.

Using these probability distributions, we can express the average queue time in
terms of

i. the average arrival rate,
ii. the average service rate, and
iii. the number of servers.

For the Ul108 performance model, the number of servers is a computer configura-
tion parameter. The average service rate is a function of workload and config-
uration, The average arrival rate may be considered an independent variable in
the queue calculation; for a given arrival rate, a determinable queue time results,

If we assume that queued results are processed on a first-come first-served basis
and that requests do not defect from the queue before being served, then a simple
queue time calculation can be formulated. The derivation involves development of
differential equations for two cases.

case 1. There is no arrival in an arbitrarily small period of time.
case 2, There is exactly one arrival in an arbitrarily small period.

With the assumption of Poisson arrivals, these two cases are the only two possible
since the arrivals do not cluster, Average queue time can be expressed as:

1 pSC pSC $f pe-i -1
QUEVE (A,B,C) = (BC-A)(C!(C-P)) (C!(D-P)) Z((C-i)!) if, and only
i=1 if, BC>A

average arrival rate
average service rate
= number of servers

= A/B

where A

YO w
i

It should be noted that if A is greater than or equal to BC, the average queue
time is infinite and the service center is saturated. That is, if the arrival
rate exceeds the product of the service rate and the number of servers, the
service center is overloaded. Capacity is conceived as the upper limit of
arrival rates that do not exceed the service rate times the number of servers,
within a network of service centers, the capacity for the network is the lowest
input rate which saturates one of the centers.

3.0 WORKFLOW MODEL

To model the U1108 workflow, we wish to know what happens to a computer task (run)
during its active life in the computer. We know that part of this time is spent
in the service queues. Other delays occur that are related to the structure of
the run and the state of the computer system,
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We may categorize this elapsed time as:

i{. service time,

ii. service queue time,

iii. memory queue time,
u. voluntary delay time, and
v. involuntary delay time.

Service time includes the CPU time and the I/O traffic time. CPU time is a func-
tion of the instruction sequence of the run and the CPU/main memory cycle speed.

1/0 traffic time is a function of data words transferred, record size, and the
speed of the I/0 device. Since a given run may have its I/0 requirements serviced
by a variety of devices, each with its own speed, the service time is dependent on
the probability of using a specific I/0 device. These probabilities will be called
the I/0 traffic patterns.

Service queue time is the wait period for CPU and I/0 traffic services.

Memory queue time is the wait period prior to receiving an allocation of main
memory. This allocation must be long enough to encompass both the service and
service queue times.

Voluntary delay time includes periods when the run is temporarily requesting no
services. Such delays typically occur on interactive runs input from demand
terminals when the user is not transmitting requests.

Involuntary delay time consists of periods when the run is prevented from making
service requests. The usual cause is a request for 1/0 from a magnetic tape
servo before a tape has been physically mounted.

Runs, of course, do not accumulate elapsed time as might be implied by this cate-
gorization, getting all the service queue time, then all the service time, then
all voluntary delay and so forth. The actual history of a run may involve many
small increments of time in all of these categories., This organization of the
elapsed time is important because it suggests a way to estimate it, not because
it depicts a micro view of the life of a rum.

To calculate queue times we consider the U11l08 computer to be a network of service
centers. The network contemplates three major computer services viz central
processor (CPU) service, I/0 traffic service and main memory service. It assumes
that a task is main memory resident during the time it is queued for and receiv-
ing CPU and I/0 services. The I/O traffic services are categorized by specific
1/0 device.

Figure 1 is a general schematic of the first part of the queueing network. As
depicted, each I/0 device (excluding unit record devices) is contemplated sep-
arately.

CPU and I/0 requests flow to their respective service centers. The rate at which
these services are requested, together with the rate at which CPJ and I/0 queue
time are accumulated, make up the memory service input rate. The schematic seems
to turn the actual operation of the computer inside out, Runs actually receive
main memory allocation before CPU and I/0 services. However, to calculate the
main memory queue time, it is necessary first to calculate the CPU and I/0 queues
since this wait time is part of the main memory service request rate,
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The model also includes estimates of voluntary and involuntary delay time, These
estimates plus service requests and queue times provide an average elapsed time
estimate for a given work input rate.

As depicted in Figure 2, this estimate of the elapsed time rate is used as input
to the batch delay service center. This center simulates the operator's control
over batch runs., A software valve controlled by a console keyin prevents more
than a specified number of batch runs becoming active at the same time. The
batch delay queue estimates this unrecorded elapsed time and adjustments are
made to the elapsed time estimate.

4.0 MODEL MATHEMATICS

The mathematics used in the model assume that the work input rate, the computer
configuration and the workload profiie are given. Performance parameters are
computed from these three major variables.

4.1 WORKLOAD INPUT RATE

The operating system of the Ul1l08 computer calculates an estimate of service
requirements called the Standard Unit of Processing (SUP). The SUP accumulates
the CPU time used by a run and estimates the I/0 time. Taken collectively for
all runs processed in a unit period of time, the SUP provides an estimate of the
total service requirements.

The accuracy of the SUP estimate is variable. CPU time is taken from the internal
clock and is an accurate measure of the requirements of a run except that all
functions of the operating system are not included. The I/0 time is estimated,
based on words transferred, average access time and transfer times. The estimate
assumes that I/0 occurs on the mass storage device requested by the run even
though another physical device may have been substituted by the operating system.
The CPU and 1/0 time used to perform executive requests and execute control card
functions are estimated from a table of fixed charges. The accuracy of these
fixed charges may vary from run to run and it is also not apparent how much of

the charge represents CPU time and how much I/0 time.

These accuracy problems not withstanding the SUP is the best available estimate
of collective service requirements. Benchmark runs indicate that it is accurate
enough.

It is used by the model as the basic measure of performance. The computer input
rate is expressed in terms of SUP hours per hour of effective computer time.

Effective computer time is defined as the time the computer produces output. It .
excludes downtime, idle time and the apparently productive time spent on runs
which are active and, therefore, lost when a system failure occurs,

4.2 WORKLOAD PROFILE

The workload is profiled in ¢arms of its impacﬁ on each element of the model.
Specifically, the workload profile includes the following:

1. R,

= the rate of CPU requirements expressed as CPU time per SUP.
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2, Ry = the rate of 1/0 requirements expressed as werds transferred par SUP.
3, P(n) = the probability a given 1/0 requestc occurs on device n.

4, W(n) = the average words per 1/0 request for device n.

5. D = rhe ratio of demand to batch runms.

6. Ry = magnetic tapes requested per unit of effective time.

7. Rg = the rate at which runs are initiated expressed as runs per SUP.

4.3 COMPUTER CONFIGURATION

The model definition of the configuration consists of the following:
1. M = amount of main memory available to the user,

2. N = the number of CPU's.

3. NI(n) = the number of I/0 requests for device type n that may be ‘€
processed simultaneously.
4. Ry(n) = the average access time for device n.

5. RT(n) = the transfer rate for device n.
6. Ly = the maximum batch runs allowed active simultaneously.
4.4 CPU SERVICE
For‘given SUP rate Rg the rate at which CPU service is requested is Rg.R..
The rate at which the CPU can theoretically provide service is one hour of CPU
! , time per hour of effective time. We may use the mathematics of Section 2.0 to

calculate the CPU queue time per unit of effective time as: % 3

Q. = CPU QUEUE RATE = QUEUE (4,B,C)

where: A = Rg.R¢
' B = .

C = NC ’
4
4.5 1I/0 SERVICE ;
L
For SUP rate Rg and device n, the rate at which service time is requested is: f E
Ra(n) : ‘
A= RS.RI.P(n) (Rp(n) ) + w(n) : :
As above, with B = 1, and C = Ny(n), : :
Q(n) = QUEUE RATE FOR DEVICE n = QUEUE (A,B,C) ]
1
13T ”
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4.6 MAIN MEMORY SERVICE

Before programs can be considered for CPU and 1/0 services, they must be resident
in the main memory of the computer. The amount of memory required is equal to the
program size and varies greatly from one task to the next. The time during which
the memory allocation is required is cstimated by the SUP total plus the CPU and
1/0 queue times.

Tasks do not normally receive a single block of memory residence time, Runs are
removed from main memory and swapped for others based on a complicated priority
scheme. A single task may be swapped several times before it completes.

TSI S r pTI TRTNE

We wish to estimate the amount of time that a task secks but is unable to receive
main memory. This is done by defining the main memory as a se¢rvice center and

calculating the queue time from the techniques in Section 2.0. The queue time ; j
‘ 80 calculated is the total wait time for memory including the hiatus prior to :
i initial load and the portion of the swap-out periods that are due to memory com- §
J petition. 1

; To calculate the mcmory queue, we must define the parameters A, B, and C from

E Section 2.0, Recall that A is the service center input rate and B is the service
rate., C is the number of requests that can be serviced simultaneously. We have
already menticned that runs require main memory for the full SUP duration plus
the CPU and I/0 queue times., ie:

A-RS+QC+§ Qz(n)

B= 1,
C, the number of servers, may be translated as the number of programs that can be
fit simultaneously into the user's portion of main memory. This is clearly a

function of the probability that a program of given size will need main memory.

This main memory run level parameter is estimated as:

c-mx/mmu(m

where MAX 1is the maximum user memory available,

In practice H(m)_1is estimated by:

), SUP(m)
Hm) = SUP

‘ where SUP(m) is the SUP accumulation for programs of size m and SUP is the
total SUP accumulation for all runs,

Y

. 4.7 VOLUNIARY DELAY

Regression analysis has shown that voluntary delay time is almost exclusively
due to user delays on demand runs, Regression curves have been developed to
estimate the delay based on two variables, the number of batch and demand runs
processed. These curves must be updated periodically.




4.8 INVOLUNTARY DELAY
Regression analysis has shown that involuntary delay time is primarily incurred
while magnetic tapes are mounted. Estimates are based on the number of tape
mounts requested. Estimation coefficients must be updated periodically.
4.9 BATCH DELAY TIME
The batch delay valve may be considered a service center with an input rate
equal to the rate at which elapsed time accumulates for batch runs, less the
batch delay rate itself. The service rate is unity and the number of servers
is the number of batch runs allowed to be active simultaneously (variable Ly
in Section 4.1). That is:
BQ = BATCH DELAY TIME = QUEUE (A,l.,Lg)
wvhere if D = ratio of demand to batch runs
D1 = Involuntary delay
Dy = Voluntary delay
Qy = Memory queue
ELAPSE = Rg + Q¢ +2Q1 (n)+Qy + D1 + Dy
then
A = (ELAPSE - BQ) (1-D)
thus
is an implicit function of the form

£(X) = X

and may be solved by an iterative technique. The program implementing this model
uses a Wegstein approximation to evaluate Bq.

The memory queue for batch runs is reduced by the batch delay queue since batch
runs accumulate time behind the batch delay valve instead of in the memory queue.

5.0 AN EXAMPLE

Discussing the theoretical basis for the model does not suggest the way it is
used in analyzing computer performance., An example will accomplish this better
than abstract arguments,

The SCC has at this time, May 1976, three U1108 configurations. U1108-01 is a
multiprocessing system having two central processors and 262K words of main
memory. Direct access mass storage is provided by three types of device. There
are 787K words available on a high speed drum system designated as an FH432. A
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lower speed drum device, FH1782, provides 8.4M words. A disc device, ¥8440,
provides 240.8M words. There are 24 tape drives available to the system. U1108-01

supports interactive demand termin‘ls, batch terminals, and batch processing sub-
mitted from the machine room floor.

System 1108-02 has only one processor and only 131K words of main memory. Mass
storage is provided by 2.4M words of FP432 drum space and 88.1M words of a very
low speed drum device called Fastrand. Twelve tane drives are available. The
system is used to process batch runs submitted from the floor.

The 1108-03 configuration includes a single processor and 262K words of main
memory. There are 525K words of FH432, 4.2M words of FH1782, 137.6M words of
F8440, and 24 tape drives available., The 03 system processes batch runs sub-
mitted both from the floor and from remote batch terminals. There are no demand
(interactive) terminals connected to this system.

For this example, we will investigate the effect of discontinuing the 02 con-
figuration. How could the remaining equipment be best utilized?

Conceptually, the analysis must define the workload and test alternative methods
of processing it. Part of the workload definition should be to assess performance
of the current configurations. Thus we have a benchmarking task to determine
where we are, and an experimental task to assess alternatives.

The operating system of the U11l08 produces data intended for use in billing com-
puter users, These accounting data provide an excellent worklecad profile.

Tables A, B, and C present data for the three SCC Uli08 configurations depicting
a weeKs actual work. While these profiles are not necessarily typical of future
work, they will be so construed for this illustration. The workload for U1108-01
is considered in two parts since most demand terminal work is processed between
0800 and 1600 hours, Monday through Friday. The profile of demand work is dis-
tinctly different than the batch work.

A few observations can be made from an inspection of the performance data. For
example, the mass storage demands on the 02 system can be absorbed by the other
two systems with a net increase of less than 5% each. The profiles of mass
storage usage on the 01 and 03 systems indicate that this demand can be met
without impairing operations.

The main memory profiles show that the 02 system typically has greater memory
demands than the other two: the average resident program is bigger. We also
note that the heavy demand terminal support during the 0800-1600 period involves
small programs. We probably won't want to mix the large batch programs from the
02 system with the small demand runs on the Ol.

The service requirements for all three systems can be seen in figures 3, 4, and 5
which depict the SUP rate as a function of time. It is apparent that service
requirements build during the 0800-1600 hour time period for the 0Ol and 03 sys-
tems, We will want to provide this same response even after the work from the
02 is absorbed.

To benchmark the current configuration, the model was run using the actual work-
loads depicted in tables A, B, and C and the actual system configuration. The
results are tabulated irn tables D, E, F, and G.
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U1108-01 WORKLOAD
WEEK ENDING 2 MAY 1976

THROUGHPUT
CPU Hours
Executive Request Charge
SUP Accumulation
Voluntary Delay
Elapsed Time Accumulation

ACTIVITY
Number of Runs Processed
Average Batch Runs Active
- Average Demand Runs Active
Average Total Runs Active
Average Runs Not in Main Memory

PROCESSING TIME
Total Time Nof Idle
Actual Productive Time
Effective Productive Time
System Failures

I1/0 TRAFFIC PATTERNS
Total Words Transferred
Percent on FH432
Percent on FH1782
Percent on F8440
Percent on Mag Tape

FACILITIES USAGE

Main Memory (Core Blocks)
Average Available
Average Used
Percent of Time 50% Full
Percent of Time 75% Full
Percent of Time 907 Full
Percent of Time 997 Full

FH432 (Tracks)
Average Available
Average Used
Percent of Time 50% Full
Percent of Time 75% Full
Percent of Time 90% Full
Percent of Time 997 Full

0800-1600 Other

- Mon-Fri, Periods
22,2 46.2
21,2 17.2
91.9 126.8
282,2 65.4
554.4 342.9
1120.0 717.0
2.2 4.3
12.5 1.3
14.8 5.5
8.6 1.8
40.0 87.4
39.2 61.8
37.5 61.8
0 2.0

3,683,716,352.0 4,222,021,056.0

(Cont

28.2
4.5
48.6
18.7

298
253
96
84
51

0
439
100
100
100
100

inued)

TABLE A

12

13.8

4.9
57.3
23.9

314
223
82
55
23

439
100
100
100
100
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0800-1600 Other
Mon-Fri. Periods
FY1782 (Tracks)
Average Available 397 664
Average Used 4284 4017
Percent of Time 507 Full 100 100
Percent of Time 75% Full 98 93
Percent of Time 907 Full 63 20
Percent of Time 99% Full 14 1
F8440 (Tracks)
Average Available 44601 34763
Average Used 89799 99637
Percent of Time 507 Full 89 75
Percent of Time 75% Full 34 12
Percent of Time 907 Full 2 2
Percent of Time 997, Full 0 0
Tape Units
Average Available 7.9 10.2
Average Used 16.1 13.
Percent of Time 50% Full 91.0 82.0
Percent of Time 75% Full 31.0 55.90
Percent of Time 907 Full 11.0 23.0
Percent of Time 997 Full 5.0 1.0
Tapes Mounted 1485 1976
** MAIN MEMORY PROFILE ;
3
o
Percent of SUP Total Used by Programs :
Occupying: 5
Core Blocks
0-10 ' .5 .2
10-20 3.4 1.6 F
20-30 38.7 13.8 P
30-40 10.3 6.7
40-50 9.9 5.6
50-60 15.5 10.0
60-70 10.2 33.7
70-80 7.3 13.8 .
80-90 1.3 2.2 :
90-100 i .1 :
100-110 .1 1.1 i
110-120 .2 1.1 |
120-130 .8 1.1 5
130-140 1.1 .6 E
140-150 3 z
150-160 6.4
(continued) g
5
|
Table A Cont. %
13




‘Core Blocks (Cont.)

Other Periods

160-170 W2
170-180 .0
180-190 .5
190-200 .0
200-210 .3
210-220 .0
220-230 7

Table A Cont.
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THROUGHPUT

CPU Hours

Executive Request Charge
SUP Accumulation
Voluntary Delay

Elapsed Time Accumulation

ACTIVITY
Number of Runs Processed
Average Batch Runs Active
Average Demand Runs Active
Average Total Runs Active

Average Runs Not in Main Memory

PROCESSING TIME
Total Time Not Idle
Actual Productive Time
Effective Productive Time
System Failures

I/0 TRAFFIC PATTERNS

Total Words Transferred
Percent on FH432
Percent on Fastrand
Percent on Mag Tape

FACILITIES USAGE

Main Memory (Core Blocks)

Average
Average
Percent
Percent
Percent
Percent

Available
Used

of Time 50%
of Time 75%
of Time 907%
of Time 99%

FH432 (Tracks)

Average
Average
Percent
Percent
Percent
Percent

Available
Used

of Time 50%
of Time 75%
of Time 90%
of Time 997

Fastrand (Track)

Average
Average
Percent
Percent
Percent
Percent

Available
Used

of Time 507%
of Time 75%
of Time 90%
of Time 99%

Full
Full
Full
Full

Full
Full
Full
Full

Full
Full
Full
Full

U1108-02 WORKLOAD
WEEK ENDING 2 MAY 1976

111.8
89.9
82.7

1.0

1,752,952,388.0
10.0
79.4
10.6

162
134
85
84
72

406
910
100

|




FACILITIES USAGE (Cont.)
Tape Units

Average Available 9.7
-Average Used 2.3
Percent of Time 50% Full 0.0
Percent of Time 757 Full 0.0
Percent of Time 907% Full 0.0
Perceat of Time 997 Full 0.0

2.0

Tapes Mounted ‘ 192,
MAIN MEMORY PROFILE

Percent of SUP Total Used by Programs

Occupying:

Core Blocks

0-10 34.1
10-20 .2
20-30 2.1
30-40 .l
40-50 .0
50-60 7.6
60-70 14.0
70-80 .0
80-90 .0
90-100 .0
100-110 .0
110-120 .0
120-130 2.0
130-140 .0
140-150 21.2
150-160 18.8

Table B Cont.
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THROUGHPUT

CPU Hours

Executive Request Charge
SUP Accumulation
Voluntary Delay

Elapsed Time Accumulation

ACTIVITY
Number of Runs Processed
Average Batch Runs Active
Average Demand Runs Active
Average Total Runs Active

PROCESSING TIME
Total Time Not Idle
Actual Productive Time
Effective Productive Time
System Failures

1/0 TRAFFIC PATTERNS

Total Words Transferred
Percent on FH432
Percent on FYl782
Percent on F8440
Percent on Mag Tape

FACILITIES USAGE

Main Memory (Core Blocks)

Average
Average
Percent
Percent
Percent
Percent

Available
Used

of Time 50%
of Time 75%
of Time 90%
of Time 99%

FH432 (Tracks)

Average
Average
Percent
Percent
Percent
Percent

Available
Used

of Time 50%
of Time 757%
of Time 90%
of Time 99%

FH1782 (Tracks)

Average
Average
Percent
Percent
Percent
Percent

Available
Used

of Time 50%
of Time 75%
of Time 907
of Time 99%

_Average Runs Not in Main Memory

Full
Full
Full
Full

Full
Full
Full
Full

Full
Full
Full
Full

6,723,282,49
1

U1108-03 WORKLOAD
WEEK ENDING 2 MAY 1976

51.7
25.6
176.7
19.2
569.3

.0
.6
o7
.8

6
5
1
9
2.9

5
2

318.0
260.0
94.0
76.0
38.0
2.9

293
100
100
100
100

177

2164

100

98

77

10

TABLE C

17
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F8440 (Tracks)

Average
Average
Percent
Percent
Percent
Percent

Tape Units
Average
Average
Percent
Percent
Percent
Percent

Available
Used

of Time 507
of Time 75%
of Time 90%
of Time 997

Available
Used

of Time 50%
of Time 75%
of Time 90%
of Time 997

Tapes Mounted

MAIN MEMORY PROFILE
Percent of SUP Total Used by Program

Occupying:

Core Blocks

0-10
10-20
20-30
30-40
40-50
50-60
60-70
70-80
80-90
90-100
100-110
110-120
120-130
130-140
140-150
150-160
160-170
170-180
180-190
190-~200
200-210
210-220

Full
Full
Full
Full

Full
Full
Full
Full

T g GRS T R PR e e e ——a, *‘*“‘.":’-’"ﬂa’“‘"‘r/” ST R e T e

25936
50864
79
32

9.3
14.7
75
24
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U1108-01 MODEL BENCHMARK £
DAY SHIFT i

WORKLOAD FROM W/E 2 MAY 1976 3
J

i

E

SUPS 1/0 CPU Memory Batch Voluntary Involuntary Percent
Per Queue Queue Queue Queue Delay Delay Saturation
Hour Per Hr. Per Hr. Per Hr, Per Hr. Per Hr. Per Hr,

i
2.45 .0169 .581 .0317 .096 7.14 2,98 71 :
2.60 .0212 741 .0591 .120 7.58 3.16 75
2.67 .0237 .835 .0809 .134 7.80 3.25 77
2.74 .0263 941 .1110 .150 8.01 3.34 80
2.82 .0292 1.050 .1540 .168 8.22 3.43 82
2.89 .0322 1.190 .2140 .191 8.43 3.51 84
2.96 .0354 1.340 .3020 .217 8.64 3.59 86 ’
3.03 .0389 1.510 4340 .249 8.85 3.69 88 i
3.10 .0425 1.700 .6390 .291 9.05 3.77 90 i
3.17 .0464 1.910 .9730 .351 9.25 3.85 92 R
3.24 .0504 2,160 1.5600 JA441 9.45 3.9% 9% 1
3.32 .0558 2.520 3.2400 .681 9.70 4,04 96 ;
3.42 .0626 3.040 17.2000 -- 9.98 4,16 99 :
3.45 .0650 3.250 74,4000 -- 10.10 4.20 100
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U1108-01 MODEL BENCHMARK
NIGHT SHIFT
WORKLOAD FROM W/E 2 MAY 1976

Runs SUPS 1I/0 CPu Memory Batch Voluntary Involuntary
Per Per Queue Queue Queue Queue Delay Delay Percent
Hour Hour Per Hr. Per Hr. Per Hr. Per Hr. Per Hr. Per Hr, Saturation
Opdeey,, =
Le‘,el'atial
el lngl11.6 2.05 .008 .361 .036 924 .891 2.40 70 !
12.0 2.13 .009 415 .048 1.070 .924 2.49 72 |
12.5 2.20 .010 476 .063 1.230 .958 2.58 75
12.9 2.28 011 .545 .369 991 2.68 77 f
13.6 2.36 .013 .622 497 1.020 2.77 80 1
13.8 2.43 .015 .710 .678 1.660 2.86 83 [
14,2 2,51 .017 .809 . 944 1.090 2.95 85 ; |
14.7 2.59 .019 .921 1.350 1.120 3.03 88 L
15.1 2.66 .021 1.050 2.030 1.160 3.12 91 %
15.5 2.74 .024 1.190 3,260 1.190 3.21 93
Satt'ra 15.9 2.81 .026 1.360 6.020 1.220 3.30 96 g
evfion 16.4  2.89  .029 1.550 16.000 1.250 3.39 98 ;
116.7 2.94 .032 1.720 231.000 1.279 3.45 100 f
i
A
]
o
o
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U1108-02 MODEL BENCHMARK
WORKLOAD FROM W/E 2 MAY 1976

Bar o o g

Runs SUPS 1/0 CPU Memory Batch Voluntary
Per Per Queue Queue Queue Queue Delay
Hour Per Hr. Per Hr. Per Hr. Per Hr. Per Hr.
79 1.00 .102 .073 0 1.00 .020
1.01 1.08 .132 .088 .671 .021
1.09 1.16 .168 104 1.050 .023
1.16 1.24 .211 .122 1.730 .024
1.24 1.32 .263 142 3.210 .025
1.31 1.40 325 .164 7.800 .027
1.39 1.48 «399 .188 131.000 .028 -
Qu
53
3=
-
& E
Sh=
23*4
Q
g
£

Involuntary Percent
Delay Saturatic
Per Hr.
.175 68
.189 73
.203 78
217 84
.231 89
.245 95
«259 100

.
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8 U1108-03 MODEL BENCHMARK 1
WORKLOAD FROM W/E 2 MAY 1976 i
‘ Runs SUPS I/0 CPU Memory Batch Voluntary Involuntary
- 4 Per Per Queue Queue Queue Queue Delay Delay Percent :
& Operectt"a ) Hour Hour Per Hr. Per Hr, Per Hr. Per Hr, Per Hr, Per Hr, Saturation |
ey l'qg : i
i L ¢ f11.3 1.54 .050 1.39 0 1.40 .194 2.32 85 5
: Satut, 11.0 1.62 .058 1.72 .553 .203 2,44 89
4 L:tioa 12.5 1.70 .068 2.15 1.38 .213 2.56 93
Vey 13.1 1.78 .079 2,72 5.62 .223 2.68 98
j13.4 1.82  .085 3.09 29.9 .228 2.7 100
=
Y
N o
éi wu =
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Looking first at the Ul1l08-0l system and the heavy day shitt workload (Tabie D),
notice the sudden buildup in the memory queue prior to the saturation level. It
is the memory queue which overloads first, causing system saturation. The CPU
queue is the second most critical while the I/0 queue shows capacity still avail-
able at system saturation.

Recall that CPU and 1/0 queue times as well as the SUP rate are included in the
memory queue input rate. Therefore, we may think of these three elements as
causing memory saturation., The CPU queue buildup is critical since it tends to
push the memory quaue into a saturation condition. Notice that the CPU queue at
the actual operating level is about 1/5 of the SUP rate while at the saturation
ievel it is nearly equal to the SUP rate. This indicates that the CPU queue is
the most important contributor to the overloading of the memory queue (given the
program-size profile and memory availability actually experienced),

A modeling distortion can be seen in the failure of the batch qdeue to saturate
at the actual operating level. Since the actual batch limit was used in running
. the model, this queue should have saturated at the 71% level rather than the 99%

level. This discrepancy is caused by the model assumption that the batch and de-
mand work have identical profiles.

It is incorrect to assume from Table D that it would have been feasible to operate
the U1108-01 system at the rate of 3.45 SUPS per hour. While this would have been
theoretically possible, it would have caused an increase of over 80007 in the queue
time of each run. This degradation of response time in the demand terminal envi-
ronment would have been intclerable. The tradeoff of SUP rate for queue time can
be seen in figure 6. It is apparent that the actual operating level is nearly op-
timum in terms of output gained per unit of delay. For this reason, and to be
coaservative, we will assume that about 70% of saturation is optimum for the day
shift U1108-01.

Similarly, on the U1108-01 night shift, 70% saturation is taken as optimum. Note
that the batch queue saturates closer to the actual operating level in Table E,
indicating less demand influence on the total workload profile. As before, the
memory queue is pushed into a saturation condition by the CPU queue (see figure 7).

The U1108-02 system seems to be running under capacity during this timeframe (see
figure 8). An increase of 10% to 157 in the saturation level would effect the
performance very little. 1It, too, is limited by the memory queue but the low
speed Fastrand drums make the 1/0 queue more critical than on the other two sys-
tems,

The U1108-03 system appears to have been running at optimum capacity (see figure
9). Again the memory queue is pushed to saturation by the CPU queue.

From this analysis we conclude that the U1108-01 and U1108-03 systems were operated
near optimum capacity during their effectively productive times in the test period.

There are several approaches to assessing the effect of removing the U1108-02
system. One way is to develop a composite workload profile from the work pro-
duced by all three systems. This profile can then be tried against optional
configurations,

For example, running the composite workload against a U1108-01 configuration

yields the results in table H. If we assume an optimum capacity at the 70%
level, then it would be possible to produce 16.6 rums per hour. Recent studies

26
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U1108-01 COMPOSITE WORKLOAD
WORKLOAD FROM W/E 2 MAY 1976

1€

Gl b

T v R TP < S

I/0 CPU Memory Voluntary Involuntary
Per Queue Queue Queue

Per Hr, Per Hr. Per Hr,
2.26 . .016 %399 .050 1.78 2.78
2.34 .018 453 .064 1.84 2.88
2,42 .020 .513 .084 1.90 2,97
2.49 .023 .580 .109 1.96 3.07
2.57 .026 .654 416 2.02 3.16
2.64 .029 .738 .553 2.08 3.25
2.72 .032 .831 . 746 2.14 3.34
2.79 .036 .936 1.030 2.20 3.44
2.87 .040 1.050 1.460 2.26 3.53
2.97 044 1.180 2.160 2,31 3.62
3.01 .049 1.330 3.450 2,37 3.71
3.08 .053 1.500 6.330 2.43 3.80
3.16 .058 1.690 16.500 2.48 3.89
3.21 .063 - 1.850 148.000 2.53 3.95

Percent
Saturation

71
73
75
78
80

82

85
87
89
92
9%

9

98

100

et e n e mia e gt




indicate that effective productive time is about 85% of non-idle time (allowing
for downtime and PM). There were 3215 total runs produced in the test period.
At 16.6 runs per hour and 6.8 effective hours per shift, 28.5 shifts would be
needed to perform the work. Two U1108-0l1 configurations operating 15 shifts per
week could accomplish the work of the test period.

Even if the U1108-01 machine were able to reach its theoretical maximum of 23.5

runs per hour, it would require over 20 shifts of operation to complete the work. -
Thus, we may conclude that two U1108-0l1 configurations could have handled the .
work but one could not.

The model results of running the composite workload on the U1l108-03 system are
depicted in table I. 1f we set the expected operating level at the 85% of sat- ;
uration point, as seen in the benchmark, then we would expect to produce about ' i
10.8 runs per hour. Reasoning as for the U1108-01 we would conclude that 44 .
shifts of U1108-03 operation would be required by the test workload. This equates P
to about three such machines operating all day five days per week, :

We may also conclude that together the U1108-01 and U1108-03 configurations would
produce about 27.4 runs per hour and that each would require about 18 shifts of
operation per week to complete the 3215 runs of the test period.

5.1 EXAMPLE CONCLUSION

The most obvious options available with existing hardware if the U1108-02 system
were not available are:

1. To accomplish the work with the remaining 2 systems unchanged;

2. To acquire 262K words of additional main memory and reconfigure the CPU's
into three unit processor systems similar to U1108-03;

3. To reconfigure the three processors into a single, three-CPU system; and

4, To acquire another processor and configure two, dual-CPU systems similar
to U1108-01.

Of these we have seen that option 1 could not have accomplished the workload of
the test period without weekend work, Options 2 and 4 accomplish the work within
the 15 shifts of the standard work week. To test option 3 the composite workload
was tested against the U1108-01 configuration modified to include 3 processors.
The expected operating level of this configuration was 21.5 runs per week. Thus,
a triple CPU configuration with maximum main memory would require about 22 shifts
to complete the test period work. One such system would not be adequate.

Of the two feasible options, number 2 is the cheapest to implement, The expected
operating levels of the two options do not differ significantly (33.2 runs per
hour for two dual processors versus 32,4 for three unit processors - well within :
any reasonable estimate of the model error). The big question would concern the : 1
heavy demand workload during the day shift period. How many of the unit proces-
sors would be required to handle the day shift work now accomplished by U1108-01
and would the response times be adequate?

To answer these questions, the day shift workload profile from U1108-01 was c
tested against the U1108-03 configuration. The expected run level turned out :
to be 16.6 runs per hour indicating about 10 shifts would be required to accom-
plish the test period load of 1120 runs. This means two of the unit processors
would have to be dedicated to the U1108-01 day shift work,

i DL
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U1108-03 COMPOSITE WORKLOAD
WORKLOAD FROM W/E 2 MAY 1976

e e DT

Runs SUPS 1/0 CPU ) Memory Batch Voluntary Involuntary ,

051\2) Per Per Queue Queue Queue Queue Delay Delay Percent

Qe‘%ite lour Hour Per Hr. Per Hr. Per Hr. Per Hr. Per Hr, Per Hr, Saturation ‘

ey Ly i

€7% f0.8  1.46  .033 1.50 .085 - 1.17 1.82 85 !

ae 11.4 1.54 .039 1.88 .200 -- 1.23 1.92 90 *
t'é»a . 12.0 1.62 .046 2.40 1.640 -- 1.29 2.02 9%
510,, 12.6 1.70 .053 . 3.12 11.300 -- 1.35 2.11 99
£12.7 1.72 .055 3.35 48,900 -- 1.37 2.14 100
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memory queues combined - excluding the batch delay queue) accrued per unit of
elapsed time, This will give us a feeling for the rate at which runs are delayed
because of the system load. For example, if we find queue time accuing at the
rate of % second per second of active run time, and if the operator of a demand
terminal made a request every 5 secor’s, then processing of his requests would

be delayed an average of 2% seconds.

The day shift workload accrued .043 seconds of delay per second of elapsed time
on the dual processor and .l44 seconds per second on the unit processor., Thus,

we could expect response time to about triple. We get the same relative answer
but a different absolute concept of the response time if we look at queue time

as a quotient of total service time. The dual processor accrues about .25 seconds
of delay per SUP second while the unit processor would accrue about .87 seconds
per second. Again, the response time triples.

As was mentioned at the beginning of this section, it is not the intent to develop
rigorously an argument for any particular reconfiguration of the SCC computers.
These examples are intended for illustrative effect. A thorough analysis would
require a better development of the projected workload. There is no assurance
that the workload of the week ending 2 May 1976 is representative of anything to 2
be seen in the future. We would also require a more careful definition of the *»ﬁ
hypothetical configurations,

5.2 MODEL ACCURACY

The question of model accuracy occurs at this point as we wonder about the validity
of the various performance estimates cited in this section. Accuracy estimates may
be made from benchmark runs.

Comparing the model estimate of the elapsed time with the actual elapsed time
accrual provides an accuracy estimate., Although several months of data should be
benchmarked before any conclusive statement is made, so far the model has esti-
mated elapsed time closely (within about 10%).

5 5 BN 1 T v b A b

: The batch delay queue can also be used to determine the accuracy of the queue ;
time estimates. We know that this queue, unlike the others, operates at the :
saturation level. That is, the number of batch runs active is equal to the batch i
run limit set by the console operator., This is true because the batch run backlog :
is almost never empty.

Thus, if the model is calculating queue time correctly and if the SUP is repre- i
sentative of service requirements, the batch delay queue should saturate at the
actual operating level. As has been pointed out, this happens for the two sys-
tems that run solely batch work but does not for the U1108-01 which runs both
demand and batch,

TEPTENTSNESIRIN

SIS
e

The batch delay queue does not saturate on the Ul108-01 model test at the correct
level because no allowance is made for the differences between the batch and de-
mand workload profile, This principle can be used to predict the profile of the
Ul108-01 batch work. On the day shift, for example, an inspection of the data

in Table A indicates that the batch delay queue would have saturated at the
proper level if batch work had accumulated .49 hours of elapsed time per run and
required about .3 SUP hours per run. These happen to be the attributes of the
work processed on the U1108-01 night shift which consists mostly of batch runs,
leading to the observation that the batch delay queue seems accurate,
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‘While this demonstration is not conclusive, it suggests a means of determining

model accuracy. Confidence can be gained only over a period of extended use.

A final comment having great intuitive appeal on model accuracy will be given.
wWhen the U1108-03 benchmark test was first made, prior to the test results pre-
sented in this paper, it was noticed that the batch delay queue saturated before
the supposed actual operating level., The model results were consistent with a
data set that had accrued approximately 85 hours more of elapsed time than had
apparently been experienced in the test period. A check was made and it was
found that a program bug in the data collection routine had caused an under-
statement of the elapsed time amounting to 83 hours. The model was right; the
data was wrong.,

This example is admittedly melodramatic, but interesting.
Model accuracy depends on:

1. The accuracy of the queue calculations,
2., The accuracy of the service requirement estimates, and
3. The accuracy of the model assumptions.

Of these conditions, the most questionable is the second: service requirements
estimates. The SUP does not state the exact system service load. The CPU charge
does not include the total processor load. It is not apparent how much of the
executive request charge is CPU time and how much is I/0. Preliminary indications
are that the model is highly accurate and that current methods of estimating the
service requirements are close enough for practical use. Experience with the
model will allow development of a better accuracy estimate.

6.0 MODEL IMPLEMENTATION

A computer program implementing the model has been written in the FORTRAN V
language to operate on the Univac 1108 computer under the EXEC VIII operating
system. This program estimates accumulated elapsed time and other throughput
parameters for input loads up to the system saturation level, Estimates are
based on a specified workload profile and configuration definition.

6.1 STRUCTURAL OVERVIEW

The program is collected as one absolute link with no overlays. There is a main
program and 8 external subprograms. The calling sequence is as depicted in
Figure 10. All subprograms have one entry print designated by their respective
names,

6.2 TFUNCTIONAL OVERVIEW

The main program reads the configuration and workload definitions from a namelist
called SINPUT. All performance parameters are calculated and the output reports
are written. DELAYS calculates the voluntary and involuntary delay estimates;
MEMUTL calculates the memory utilization estimate; QUEUE calculates all queue
time estimates; and TMSWAP is an experimental subroutine estimating the time
required to swap programs in and out of main memory. WEGIT is a MATHPAC routine
used for solving an implicit function by iterations. WAIT is used in calculating
queue times and PHAT is part of the experimental time-to-swap code. GAMMA is
another MATHPAC routine used to evaluate the Gamma or factorial function,
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6.3 LOGIC FLOW AND MATHEMATICS

R T SRR o

6.3.1 Main Program

A

The program reads a namelist called $INPUT. The input parameters are as depicted
in table J.

e B R e 4

The namelist is written to the standard print file for checking.

The number of words transferred is used to calculate the I1/0 time based on the
device specifications and the I/0 traffic patterns. The SUP rate is set to an
: initial value of .1 SUPS per hour and incremented by .02 SUPS per hour with 1
* each iteration. i

In the main loop where elapsed time parameters are calculated, the input to the
queue calculations is prepared. All parameters are converted to a rate per unit i
of effective productive time,

A call to DELAYS calculates the voluntary and involuntary delay time. :

A call to TMSWAP calculates the time required for swap activity and the number %*
of swaps per hour. ’

B ’ The CPU queue time is calculated by a call to QUEUE using the CPU time plus the
\ executive requast time as the input rate. iis assumes that all executive re-
quest time is spent on the processor. It also assumes that these two items are
exhaustive of CPU requirements., Neither assumption is entirely correct but
recent system audits using SIP indicate this technique yields a reasonable es- :
timate of CPU requirements. ¢ 3

The I/0 queues are calculated for each device type. In this case, the input
rate to the queue calculation is the time required to transfer the words indi-
cated in the worklcad profile.

The memory queuz is calculated using the SUP rate and the total queue rate as
the input rate.

FO TP IPTP . CYO

To calculate the batch delay queue, the input rate is taken as the SUP rate plus
the memory queue plus voluntary and imvoluntary delay time less the batch queue
itself. This implicit finction is solved by an iterative technique using a )
i Wegstein approximaticn., The input rate to the batch delay queuc assumes that ;
@ batch runs have the same profile as demand runs. This assumption is made in 4
all categories of elapsed time except voluntary delay. The correct voluntary i
delay estimate for batch work is used. Since batch werk has different service
requirements than demand work, this assumption leads to some distortion of the
batch delay queue when demand work is present.

| o The batch delay quesue is subtracted from the batch pcrtion of the memory queue
since runs do net accumulate memory wait time while detained by the batch delay
valve.

Qutput parameters are set up and written to an output file. One report is writ- %
ten directly to th. standard output file and other parameters are written to an ¢
alternate file.
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ACCESS

. XFER

MEMORY

SERV

NUMUNT

NUMCPU

ISWAP
ISWAP

USEAGE

WORDS

ELR

ERCC

VDR

SIZE

DEMPER

TAPR

RUNLVL

BATLIM -

DESCRIPTION

DIMENSION TYPE

10 Real
10 Real
1 Integer
10 Real
1 Integer
1 Real
1 Integer
1 Integer
10 Real
1 Real
1 Real
1 Real
1 Real
1 Real
1 Real
1l , Real
1 Real
1l Real
1 Real

Average access time for up to 10
device types.

Average transfer rate for up to

-10 device types.

Amount of user accessible main
memory.

Number of independent I/0 paths
for each device type.

Number of 1/0 device types.
Number of CPU's.

Index of the device

Index of the device type contain-
ing swap files,

1/0 traffic patterns .

Words transferred per runm.
Elapsed time accumulated per run.

CPU time per word

Ratio of executive request
charge to CPU time.

Voluntary delay per run.

Average main memory requirements
per run,

Percent of runs that are demand
runs.

Tape mounts per run

Average limit of number of runs
resident in main memory.

Maximum batch runs active.

Table J
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seconds
words/sec.

core blocks

Percent of words

Words/run
Hrs/run
Hrs/word

ERCC/CPU

Hrs/run

Core blocks

Tape/run
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when the batch delay queue saturates, its value is set to zero for subsequent
input levels. When any other queue saturates, the system is assumed to be sat-
-urated. A diagnostic is written and the incrementing of the SUP rate stops.
The output parameters on the alternate file are written to the standard print

file.

6.3.2 DELAYS (TIPMNT, BATCH, DEMAND, VOLDLL, INVLL)

This subroutine calculates:

VOLDLL: The voluntary delay estimate, and
INVLL: The involuntary delay estimate,

based on
TIPMNT: The number of tape mounts,
BATCH: The number of batch runs,
DEMAND: The number of demand runs.

Regression curves are used to calculate

6.3.3 MEMUTL (MEMSUP, SUPRAT, TOIQ)

the two forms of delay.

This function calculates the memory utilization based on

MEMSUP: the SUP weighted run size,
SUPRATE: the SUP rate per hour,
TOTQ: the total queue time.

Althcugh the calculation is trivial, it
because of plans to modify the model to

6.3.4 TMSWAP

This experimental subroutine is not yet
6.3.5 FPHAT

This experimental subroutine is not yet

6.3.6 QUEUE (A, B, C)

is contained in a separate subprogram
estimate actual memory residency.

completed.

complete.

This functicn calculates the average queue time based on the mathematics of
Section 2.0. When a queue saturates, the value of QUEUE is set to -1,

The GAMMA function is used to calculate
6.3.8 GAMMA

A MATHPAC function.

6.3.9 WEGIT

A MATHPAC function.

the factorial function.
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6.4 INPUT

Program input comes in through one nameiisﬁ (see table J). The format is as
follows:

Card Column 1 2
$ INPUT
~ ((Parameter definitions)) i
$END :

6.5 OUTPUT

Tables K, L, M, and N are the four reports cutput by the model. ) j

Table K is the listing of input parameters from namelist $INPUT. . ;
(A1l rate parameters are expressed in terms of hours of effective productive L4
time.) ’ :

b e reigd g kb e

In table 1., the parameters are as follows:

SUP Rate: SUP hours per hour :

RUN Rate: Runs per hour €

CPU Rate: CPU hours per hour

QUEUE Rate: QUEUE hours per hour

VOLDEL Rate: Voluntary delay hours per hour as estimated by the model.

INVOL Rate: Involuntary delay hours per hour as estimated by the model.

ELAPSE Rate: Elapsed hours per hour as estimated by the model. ;

VOLDEL Rate (A): Actual voluntary delay hours per hour pro-rated for the i ;
run rate. g

INVOL Rate (A): Actual involuntary delay hours per hour pro-rated for the b
run rate.

ELAPSE Rate (A): Actual elapsed hours per hour pro-rated for the run rate.

TAPMNT Delay: Involuntary delay minutes per tape mount.

BATCH QUEUE Rate: Batch queue hours per hour.

ituar e ey Ekl AT Tl

The diagnostic "QUEUE SATURATION" indicates that a queue has saturated. The

following two lines indicate the values of the various queues when saturation
occurred. In this case, the SWAP or memory queue saturated first and was set 3
to -1. i

The values for actual voluntary delay, involuntary delay and elapsed time are

included for comparison only. This comparison is the sole purpose of inputting
these parameters. They are not used in model estimates. The actual values are
developed on a pro rata basis and are mezaningful only in the neighborhood of the . &

X actual run level for benchmark tests. For purely hypothetical workloads, they 3
i have little or no meaning. Likewise, the minutes-per-tape-mount is valid only ] i
in the actual run level neighborhood since it is calculated from actual invol- i

untary delay.
In table M, the parameters are as follows:

SUP Rate: same as above, 3

RUN Rate: same as above,

TOTAL Queue: same as above.

CPU Queue: CPU queue hours per hour.

MEMORY Queue: Memory queue hours per hour
(continued)
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DATE D5217%6 PAGE — 18 -

| TTSXUT T HOUDELS PRUGUT

——SX00TP—RODECTTESTI

foe

i

«LZLALGCOL-GO,

. | I Rer L S

% SINPUT
; ACUTESS = PL'Y95-1%102 %1 3 04 « 17000 LLGE -C1, e JUGUUTTUUC=UTy  oH0ULDUCLE-UL o M
+COUDUDCOE+GG,  .OGCCOUOGE+CO,  o+DCCCCOLDE+GD,  oDO0ODUOGE+Q0,
+CCTUTO (UE+00, = 0GCUG COCESCD
XFER = 0121951 C0C+C6,  4121551CCE+06,  +13688930E+06, ,16000000E+05,
SCLLCLOCCE+60, < 0udd0 (2oL + 00, <00CCOCCCE+00, < CCITOTIGE~DD,
JUCDOSCCIE+UDy  «0CCOTLOCE+NUY
HEMORY = 298
| SERYV S «2C000DC0E+0L1,  +2CO000COGE+0l,  +3CCOOCO0E+O1l,  +40D00UG0OE+DL,
g <CCCOCOCTESUN, W 0CGOC LOGE+ 00, < 0C000000ESD0, <000UCODBESDD,
| +CCLOCOCCE+0D,  +GCCOOCOGE+OU
| SUNONT T E ¥y
| .3 NUMCPU = «20C3J0CCE+01
§ B ISWVAP - + 7
B 2 USEAGE = «2820U0CCE+GO,  «4S000COGE-OLy  +4B8600000€+00,  «16700U00E+00,
' D

<OGLITT CTE+TO, -0coactoct*oo, «00G000J0E+TT, +UUCTCUOUE+T0,

«00000 COCE+00

S = wWORDS = <328503TEAGY

. ELR < «49500U0C3E+00
TPUw - SEU3O0SU TOE=08

o ERCC = «9550CD LOE+00

o VOF = «IS5J0ITLNE4UG

. SIZE . «34300CCCL+02

o CEVFER™ =T »8510CCCCE+T0
TAPR = «1330L0C0E+Q2
RUXCVL < w6 35000 TUEFOT
ExEC = +000GUDCRE-CO
BATCIH 2 +2200u0CoE*FOT
SERU
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‘ . 4
E“v €¢es PLRFOAMANCE MOOEL=-2T MAY 1976 soo# OATE 052176 PACE 20 §‘
SUP RUN TPU QUELE VOLDEL INVOL ELAPSE VOLDEL ™ INVOL tLAPSE TAP  HRY “BATCH ,
RATE RATE RATE RATE RATE RATE RATE RATELA) RATE(A) RATE(A) DELAY QUEUE !
3.030 36.94y .733 1.982 8.847 3.685 17.545 9.310 3.965 18.287 4,8 0249
: I.Tus I7.153 <137 2. CT1 8.6858 3,706 17724 9.360 3.91T 18.393 4ol 258 i
i 3.088 37.371 o741 20167 8.949 3.728 17.909 9.417 3.849 18,459 446 0269 ;
1 3,083 37.5673 <745 2V 6y 5.L00 3759 18. 101 IR AN 3181 Y86.604 .5 2215
; 3.100 37.795 750 2. 330 9.051 3.770 18.301 9.524 3.704 18.709 4ol 291
IZITT 35 GUS 754 2. 507 §.101 37191 T6.5T1 5.578 30617 187813 PR § <306
3.135 38,217 .758 24632 9.152 3,812 18.731 9.631 3.520 18.917 4.2 °318 !
33152 385527 162 2. 1716 9,202 3,833 187963 9.684 3,810 197021 5.0 324 ‘
3,169 38.63b 0766 24534 9.252 31.854 19.20¢ 9.736 3.285% 19.125 3.8 351
T O TYLTES J6.86% e 110 3. 109 3302 I.57% 19973 5159 3.159% 19.<2% 3.7 + 3713
3.203 39,052 175 34 305 9.352 3.895% 19.755 9.841 2.982 19.331 3.4 «389
3220 IVII59 Py AL 37525 go601 37916 T23.u0672 Y.853 <1595 16433 3.2 413
3.237 39.4€6 .763 3. 1774 9.451 3.937 20.398 9.945 2.579 19.536 2.9 Y'Y ,
37254 397612 <187 4. 060 9.500 3.957 20,771 9,537 2.326 i9.637 2.6 13 1
3,270 39.877 «791 4o 392 9.549 3.978 21.189 10.049 2.028 19.739 2.3 «510 |
| 3087 0. 03T + 1395 G 162 §.598 3,998 21.665 18,1638 1.671 i9.84C .9 v 555 §
. 3.304 40,284 799 5e2u8 9.647 4.018 22.217 10.152 1.237 19.941 1.4 0609 ‘
- 35320 GTIG8Y L8073 5. 6l7 3.295 %.03% 22.871 {0,203 L7071 202041 PY:| <661 §
3337 40,689 «807 6.+529 9.743 4.059 23.668 10.254 022 20.141 o0 «770
32353 40,890 81T P TY 9,192 4. U079 24,670 100304 ~.8667% 202yl =1.0 + 689 ]
4 3.370 431.091 «815 8,679 9.840 4.099 25.987 3i0.355 -2.064 204346 ~243 1.055 ¥
4 3,386 G297 “BYT 10,439 5887 . 115 27.832 1G.%05 <3792 2U.43% Y P 1303 1
\ 3 3.402 41.489 .823 13.178 9.935 44139 3U.654 10.455 ~54499 20,537 -7.1 14699 1
TR B 3.519 §I.688 <827 200328 9932 4.158 37.885 10.505 =I13.61% 26635 =1%.7 <uGCd :
: N 3,435 41,885 .831 32.170 10.033 44178 49,812 10,555 =25.426 20,733 274 «000 ,
i ™ 3551 RZWOBT o835 7T+ 132 10077 4.1%98 " 9%.% . <T0.957T 20,830 — =16.1 00— — 4
t+ QUEUE SATURATION . . :
SNAP [ 40) 1/U
=1,C000000 3+3547168 «0011810 .0000672 0546797 0002748
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)T #%e® PERFORKANTE WOUEL=21 WAY I976 wasd DATE USZITS —PXGE E 4]
SUP RUN TOTAT tPU MEWORY 170 170 1 Y70 ¢ 170 % 170 & 170°%
RATE RATE QUEUE . QUE UE QUEUE QUEUE QUEUE QUEUE QUEVE QUEUE QUEUE
3.030 364944  1.982058 . 14508706 43447} +038881 «000787 «0000u5 «037908 «000144 N
T 3V008  3TVISE  2LUTIGHE 1L558L38 T GG77239 039771 TLU00BUY  L000046 ~ JO3B7TT <ODOINE 3
3,565 37371 24166532 1.600794 525062 040675 000814 + 000045 «039662 «0UGC152
3.GEB3 37583 2.269327 Y. 60931 SSTEGYY  <UGIGTL  ~<0G062d L OUCDUST .O040559 +0GOISE
3.100 37.795 2.380380  1.698807 «639U53 « 042520 »00C8Y 3 2000048 041469 002161
3.117 385006 2V5CC850 Y TSU18G 707209 TOG34EZ <0085 7T +0CDUey SOG2391 wOCO165
3,135 384217 2.632122 1.803:25 «7844ED JOU5417 «LUCBT « 000050 $ 043326 +00C169
3.152 38,4277 20775856 1,853 L30T +872672 LCL53284% NSDREEES L0CO0S0  .06u21yg SC00174
3.169 384636 2,9341C8 14514579 973164 046365 «000900 «000CS1 +045235 «QU0179
3IVIEE 35+695 ILIGS4IT 1973040 1.0890CY s UR7358 ¢ JUIYTS « GUUUD Y SULEIUE +CCUJIBT
3,263 39,052 3.304978 2.033u462 1.223151 «D4B 365 «000930 «306BUS3 047194 +G00188
3.223 374259 30524547 Z2.C95930  T.3795287  DuR3EY T L0J0945 L 00TD5G s 048153 S0GU193
3,237 39.466 3,774755 2.160534  1.563305 «USOu16 +0G0%60  +0OUL3D55 049204 «000178
3.2%4 3940727 H.0501127 72,227 368 1478183 W05{usl «DUDIT ST JO0uIabE T $D5 028 <0CLi03 ,
3,270 39,677 44351670 2.295532 2.042618 +G52519 «QU0Y30 «CO0US6 «051265 «0uQ208 E
JVCET GC08T G.781650 2 Y8130 2.38%927 LUs3590 . 00{al3 «ULDTS7 «US23TT ~a0J213 ¥
3.3C% 46.284 S5.248329 2.442:85 2.751070 +054674 +CULD21 «010US8 «05337¢ +00UZ 18 Q
3.320 UC,uB87 7 5,817055772.519 1077 32421178 20557170 L0ulg37? » 000559 05465 ] COl22Y 1
3327 U0 689 64528624  2.596725 3.873019 «056879 +0U10%2 «000060 «055538 «000229
3:.153 BLoBOU T TouboubE™ 20581 ¢76 H.707189 «054001 20Gi068 Du0CHI 056618 <0oC224 i
3.370 41.091 846790867 2.766538 5,.853024 + 059135 Lau1Us Yy 000062 «057750 .COC240 %
37328 G129 10.U354ES 2 BE5 169 T TeS23G0h — L e0e62 L 00IIn0 <UD0TG3 <U5387TW <OL025T *
1.402 41.489 13.178126 2.948(27 10.,166658 oCH14YY 001116 002063 «0enC1 Y .oigest
= Je419 Gla6887¢Ce325566 32043 B56 T7.215499 «G62613 «001132 «CCTUEY 2081160 +0C0257 ,
g. 34435 41,885 32,1695%22 3.143u4b 28.962281 « 063797 «Cu1148 «000U65 «062321 +C0U263 g
t: 'r; 3.451 G2.0617 7747316607 342465937 74,416974 w064994 ~.001L165 [RUANTY 063495 D009 ‘
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ig
o
z) wee%s PERFORHANCE FBODEC=21 HAY 1076 & #e# DATE US2ITS PAGE 28
ToP TINE™TD “SWAP tPu MEMOR Y FERCENT
RATE S WAP R ATE utit UTIL SATURATION
3.030 «GO 453 27.426 147 «366351 197.161409 «879227
I.0%8 PP 21.957633 + 368471 2010933357 «6B84303
3.065 .00 2556 28.576 996 +370584 2044765606 «689364
3.CE3 UL 5% 29.163663 e37269T 20T 660536 894610
3.100 «CL 2562 29.757847 «374792 210.620653 «899440
II7 SUD 2716 30355578 375856 213.648678 +SO0GL5S
3.135 «GozZI7C 30.968 569 378974 215.747221 909454
30157 < L0825 3158501848 L3FINSS T 2I7.91917% PBETRY |
3.169 .002381 32.21C2u3 «38313C 223.168196 «919403
EER Y1) S COZ738 ILGBRZITT +3B5T58 r Y2 IS Y] Nri%i1]
3.203 02995 33,482 174 « 367259 229.909111 09295287
33270 w00 3357 347125667 389317 233.408302 534204
©3.237 +GO 3111 34,784 885 391360 236.998413 939104
372540 « CO 371 35,447 566 + 393300 247.6835%1 e84 3987
3.270 +0C 3231 36+118 635 395433 244.467983 «948852
3.297 e L0 3291 36,797 234 397458 248.356377 «9537GCY
3.304 «ul 3353 37.483¢696 «399477 524353590 956530
3,320 w0 3415 33.175 068 J4Diues 255.4648T3 « 963341
3.337 oLD3uT8 38.860387 403491 260.695560 «965135
3,353 <00 3541 39,590 7101 SGC5487 265.0516679 512510
3.310 « G0 3506 40.3065 €51 4067475 269.539478 977667
32386 CUBTY GY.035498 PY 3117394 27185558 TP
3.402 o0 3730 41.770183 «411428 273937057 «987123
3.G19 sCUIBUY — W2.512852 <8 I3392 2B83%.B61551 e 991822
] 3.435 .00 2870 43.263¢690 415349 288.,947289 996502

~LUO393B 46.023231 «HITZ9T 29420258718 1.00IT62
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1/0 QUEUE: 1/0 queue hours for all device types,

I/0 iQUEUE: 1/0 queue hours per ﬁour for device type i. The report is for-
matted for only five device types.

In table N, the parameters are as follows:

SUP Rate: same as above.
TIME TO SWAP: The time required to accomplish swapping activity (experimental).
CPU UTIL: Percent of time CPU produces billable service. i
SWAP Rate: Swaps per hour (experimental). i
MEMORY UTIL: Average number of core blocks required for resident, busy runs. i

Resident, delayed runs are excluded. B
PERCENT SATURATION: The ratio of current-line SUP rate to that at saturation. . Q

6.6 FILE ASSIGNMENTS

All input is read from the standard input file "READ$" equated to logical unit
number 5 in the FORTRAN source code.

All reports are written to the standard print file PRINTS$, FORTRAN logical unit 6.

Intermediate unformatted output is written to a sequential file named "25". This
file is dynamically assigned to mass storage.
6.7 PROGRAM EXECUTION
Prngram execution is accomplished by the following setup:
‘ Card Column 12 ‘
| @RUN 1
@XQT
$INPUT
((input parameters))
y $END
@FIN
The program requires a total main memory allocation of about 12K decimal words. S
A typical execution requires between one and two minutes of CPU time. 3
7.0 PROGRAM LISTING ‘
A

See Figure 11 for the program listing.
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‘\}l) F¥3% PLRFORFANCE RUUEL=2T1 HAY IV76 &% UATE UOZ170 PAGE R :
: i '
Lt SFUR, IS <UODEL, -FULET .
o _FOR E2CA=05/21776-11:32:19 (,0) 1
? 3ADD,P .~ MODEL.MODEL i
‘ MAIN PROGRAM |
STORAGE USED: CODEt 1) C00672; DATACC) GO0617; BLANK COMMON(2) 000000 %
= oo
= o
. T EXTCRNAU REFEREKRCES TBLOCK, NANMLY .:/%—_ ‘
UUOY HERUTC p
0004  DELAYS _3 =
. COUS — THSWAP ~
£CD6  QUEUE =
CCUT WEGTT — %—
CO10  NINTRS w2
TO1I—NREWS g
GC12  NRNLS
T TDCIY T NWNCS = g
GOk  NWOUS ~ :
3 TTIS K102
: a CO15  NwBUS
i T ] D17 TNID1S
; o 0020  NuEFS
: T = C02T NRBUS
8 Y GC22  NSTOPS .
| i
T STORAGE ASSIGNRENT (BLOCK, TYPE, RECATIVE LOCAVION, RNZFWL]
‘ CO00  G0035E TOF — CO0GI 000125 T000 0000 ~UC04 30 TI0F GOOT — 0G0467 12GL G031 DOLO4D 1246
L000  CO3434 13GF OO0 000452 14GF GCC1  GO0125 1476 G001 000527 150L 0031  0S3562 l60L
COOI UDETIT 1676 UCCOU — DOOSZ3 I70F GUOT — GGO577 I8GC COOU UGS 26 I90F CUOT~CGTITIL 2JCT
£501  0GCe43 210 0GCo  0COs6e 22GF COO1  0G0666 230L 0001 003451 2736 ocor 003101 38U .
; T T T TTOEOSY UUOSTIT3TIG T CUUI T COUS37TIIIG T GOOT T LOUSTT3NTG UUOUT — GUGEZU 364G OCOI— 0001TS woC™ T
: CCO1  000ES57 4C36 U001 DCO 267 7CL C0O01  0C0336 80L COUl 003310 90L G000 R 0030140 ACCESS ,
LSOO RCI0226  BATUR — GOLT R UGG I3 BATUIM  GNDUO R GCGR4 BATU " UUUT R UGGZ4U BATRAT — GLOO R BOJZ41 BATX — ;
OO0 R 0GG24S ESWAPQ UGGO R OC0Z51 CPUH - GCCO R OG0234 CPUQ O0UU R GGU22C CPUR CO00 R £GO230 CPURAT
TC<U R CTC203 TPLU GUUD R OTUZ " LCCU R COGZJ7 DEFRFER TUSU R O5UZ1% EBAT TOCO R USTISZTEUR
_ GCOO R CGL246 ELPRAT COCO R 00202 ELR COCO R 0CO20u ERCC GOUT R 0CO212 EXEC €000 I 030217 1
T TTTTTULSDTT DOR26TINPUY T CULE R DOTISI INVCU  CCOU R UGOCIT INVOL — UJGO T CO0200 ISWAP — —UCGO T TOJ2GZ KBAT :
GCIC I CCO176 MEMORY 0060 R GGGLGS MEMRAT COCO R CCCCO2 MEMSUP 00U3 R OUDGCU MEMUTL 0000 R 000004 MNTIM oo
R COSC T U00Zu3ITHBAT — OCLO T 000256 NOPRY GOODD R GDOCG3 RUMCPU-  GUOG T ODOZIS NUMPAG — UOUC T UGHI7T NUMONT ‘
: €030 1 000255 NUMWRD LOUT I GO0Z60 NWRD GOGO R 0O0OOGS OUTPRT 0000 R 0CO223 QUANT UND6 R GDJOJD QUEUE :
O TTTTTTTTTTTTUSO R COB2YT RURT WL UCTD R DOCZZ4 RUNRRY UCGU R DCO0257 SATPER COLD R OCUZ5% SATRAT COGU R OCUJTII& SERV R
. CC30 R CON206 SIZE UCTO R GCGzl6 SUM CCDO R D0O0221 SUPER COUG R 000222 SUPRATY U000 R 0OV237 SWAPQ ]
T T TTTCOCCTRTUGER32TSHCP P T AGGITRTRGOI2TTTAPMNY T CODU R COC2I0 TAPR — GOCU R §00233 TIMSKP——COOG R™GGIZ367 V014 i
] CC30 R 0GOS70 TRAFIC GDOD R 000152 TRAFIK GGGO R C00132 TRAFIQ UaG0 R 000235 TRAFQ 4000 R 00164 USEAGE 4
i OO0 RTCU028 T UTUCA — ~ GDLE R BJCLSU UTLMEN UCOO R 00C253VORm  GOOU R OULOZCS VDR —GOCO W UGU23I VOCDLT p
G3JG0 R 000201 WORDS UCBO0 R CO0Qi26 XFER 1
L
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(b“—ﬁwvtmwmtrwmﬁn 76 FosE — DKTE US2I76 PXGE ?
goi0C 1s C THIS PROGRAM CALCULATES AN ELAPSED TIME PROFILE FOR
UUITO % T SPECIFIED WORNRUUADS ARD CURFIGURATIONS. ELAPSED TIFE IS
goico 3e C CATEGORIZED AS
COiUD E] T T. SERVICE TInE '
; cs100 Se c 1. CPU
PTTTTTTTCOITY 133 T IT. 170
0o1co T C 2., QUEUE TIME
TO1G0 g% (o 1% TPU UUEUE
001GOo 9% c It. 1/0 QUEUE :
CCIC3o I10% C TI1T . HMEMORY QUEUE
gcioe 112 c 3. VOLUNTARY DELAY
Goid0 12%¢ T 4. INVOLURTARY DCLAY
1 coico 13+ c
i T51CT 14# T
3 03100 15¢ C CUEUE TIMES ARE CALCULATED ASSUMING 20ISSON INPUT,
baico i6=* ¢ EXPONENTIAL SERVICE, FIRST-COME-FIRST-SERVE PRIORITIES,
oCico 172 C AND NO DEFECT IONS FROM THE GUEUES. ;
2180 183 C ;
- C2I1GG 19» c :
¢Iieo 20 o TNPGYT PARAMETERS ARE READ FROM A NAMZLIST CALLED ;
£Cci102 21 C = $INPUT =, : ;
- toico 22% C PRRAMETERS ARE AS FOLLOWS. o
poica 23e (o 4
TR GITCO T 24% T b
- ~ 03100 257 C ACCESS130): AVERAGE ACCESS TIME FOR UP YO 10 I/0 DEVICES ; j
{13 %] 6% C XFERTIDY e TRANSFER RATE FOR™UP TO 1T DEVICES(NORDT/SECT. L
ol COiCo 27 c MEMGRY: AMCUNT OF MAIN MEMGRY AVAILABE TO USELRS(CORE BLOCKS). i
Koo T0150 28% o TINTY ;
b ccica 29s C SERY: NUMBER OF INDEPENDENT PATHS FOR EACH TYPE OF I/0 :
g ‘ TUITO ICE o DEVITE . 4
oo ] B ¥h] 31w C NUMUNT: THE ANUMBER OF DIFFERENT TYPES OF 1/0 DEVICESU(INT), i
JC1COo 32% o RUMCPUT THO RUMIER OF TPUYS CONFIGUYED(REAL) L
C21Co 3Ze c ISWAP: THE INDEX OF THE TYPE OF I/0 DEVICE USED FOR SWAP J
T GTICTT T 3uw C FICES (INT T, ‘
- CC160 35a c USEAGE(10): THE PERCENT OF TOTAL DATA TRAFFIC GCCURRING ‘
CTC1TT 365 T U EARCR™TYFLU OF 170 UEVITE.
S Co1GG 3719 c WORDS: THE TCTAL DATA wORDS TRANSFERRED PER RUN :
- T31CU 38F T ELRT TRE ETAFSCD TIME ACCUMUUATED PERHOUR (USED ONLY ¢ OUR
cnico 39+ c COMPARI SON WITH THE MODEL CALCULATION OF ELAPSED TIMED,
. 0U31TT GI% T CPUWT —THE HOTRS UF CPU TIVL PER UATX WORG TRANSFERRED.
- 20100 4iam c ERCC: .THE RATIO OF EXECUTIVE REQUEST CHARGES TO CPU TIME.
UGITO GI% T VURT TRE VOUURTERY DECAY VIRE FER RUN.
= poioce 43 [d SIZE: THE AVERAGE PROGRAM SIZE. i
TTIGS TUSE T DEMPER: ~THE FERCENT OF TOTAL RUNS TWAT ARE DEFPEND. ‘
ocico 45 C TAPR: TAPE MUUNTS PER RUN, 4
N GG1G0 G5% T RUNUVUT TRE  AVLRAGE HAXIMUF RESIUDENT PROGRAFS. =
- 0c100 47 c EXEC: YHE RATIO OF EXECUTIVE OVERHEAD 10 CPU MOURS. i
“TJS1TU GBS T BATUIH: THE FPAXIMUM BRATCH RUNS ALLUJEUD. 4
golce 49% c i
=~ C21CC 5G% o
! goIcy S1e REAL INVOL,INVLL,MEMSUP ,NUMCPU,HNTIM,MEMUTL,MEMRAT
! cGI103 523 DIMCNSTONTCUTPRTUSDI Yy TRAFICUIGYY TRATIQUIUT, SERVIIOT, XFERUIUT,
i goic3 53 1ACCESS(1C), TRAFIK(1G), USEAGE{10)
OGIUG S NAHELIST JINFUT/ ACTESS s AFEH,,MEMORY 4 STRV.NUNRUN Ty NUMCPU, ISWAP,USERD F B
i coleow 559 1E,WORDSyELRyCP LW ERCC VDR, SIZE yDEMPER ,TAPRyRUNLYL ,EXEC,BATLIM 3
i \ GUIGS SE# EBAT=TOS i
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L aatme

T #cé® PLRFORMARCE HOUEL=-CI MAY 1578 = os® X . DATE OS2I78 VAGE
GUITs T+ NURPAGZQ
o107 58 REWIND 25
COTIC S9# RTAD 15, INPUTY
00113 60a HEMSUPZMEMORYZ RUNLVL
CO11% 61% WRITE {6, INPUT
coc11? 62 WPITE (6,1C}
UCIZT 63% TCFORMEYT (V1 SUP RUN TPU QUEUE VOLDET N
oci121 G4 1vVoL ELAPSE VOLDEL INVOL ELAPSE TAP MNT BATCH®,
CU12T [ 323 27" RETE T RATE RATE RATE RATE RETE
Coi2l Y1) 3 RATE RATELA) RATE(A) RATESCA) DELAY - QUEUE*y7)
Go122 67% SUMIDS
c2123 65% 00 20 I=1,NUMUNT
CT{Z3 59% T
o123 10s ¢ .
J0123 71T CALTULATE SUP RCTURULAYION PER RURN BKSED ON DATK TRAFIC,
Gei23 72 c )
ttize 738 TRAFICUII=(WCRDSSUSEAGE(I I/ 3600 1(I<7XFERTII+ACCESS (I /5887
o127 Tu» 20  SUMTSUM+TRAF IC(I)
U013 T5% CPURZCPUA®WORD S
00132 76% SUPER-SUM+CPUR®( 1.¢ERCC) 8 SUPS PER RUN BASED ON 1/0 TRAFIC
EUREE 1 ¢ B 5 SRR & £ SUFRAY=Z ST
Co134 78 QUANT=(ACCESSE ISWAP) /180042 +(SIZE*102G4 )/ IXFER(ISHAP)I®*3600,.)
L313% 5% 3T CONTIKNUE
cc13s 80= NUMPAG=NUMPAG+ }
GC137 ;3 IF (RUNPAG.LL. 507 GO TO GO
00141 82s NUMPAG=Q
™ GJ147 g3% RRITE (65107 — =
@ ca1ue 84s 4G CONTINUE w5
Cl145 E5% RUNRATZSUPRAY/ SUPER ESEE*
0C146 56% DO SO0 IZ1,NUMUNT =R
T GO0l T8I S U TRAFIRTIVETRAFICUITRRUNREAY @ UDATK TRAFIC PER ROUR OF UPERAY )
Cco153 88* DEMAND=DEMPER® RUNRAT F g
TO15% 39% BETCHERUARAT =D TMAND o
3158 90% TAPMNTZTAPR2RU NRAT m_Ea
TIT156 1% CPURATZCPURE 1 #EXECFERCCT®ROGNRAT @ TPU PER ROUR® OVERRERD oRal
Co156 92+ c (=
J013% PR T [ ]
00156 Iy c CALCULATE VOLUNTARY AND INVOLUNTARY DELAYS AND THE TIME -~
oo B YS 0 o REQUIRED TO A CCOMNPLISH SWAPPING, S
CO156 96 c QL
t0i57 G T CTRLU DEUAYS (VEPENT,BATCH,DERAND, VOLDLL ; INVLLY T
00160 98e CALL TMSWAP (T APMNT,VOLDULDEMPER,SUPRAT,RUNLYL,QUANT;SWOPP, TIMSWP e
8G160 CRL I}
Cole1 1004 SUPRAT=SUPRAT+ TIMSWP @ INCLUDE THE TIME TO SWAP IN TOTAL SUPS
Coi62Z 1G1% CPUUZCUEUE(CPFURAT 1+, NUNCPUT 3 CALCULCATE TPU QUEUE
GO162 1022 c CPUQ=CPUU*ICPUR/(CPURS (1. +EXEC+ERCC))) @ SCALE CPU QUEUE FOR USER
G163 TUde IF (CPUQLLT. 0.1 G0 T0 12C B
celss 104» TRAFQ=0.
T3166 1G5 U0 6C I=I,NUMUNT
00171 106+ TRAFIC(I)=QUEUC({TRAFIK(I) y1e9ySERVIIL) @ CALCULATE 1/0 QUEUE
IS ITET T107% TF {TRAFIGITITTL.O.Y GO TO 120
SO174 16 X TRAFL=TRAFUs TRAFIC(I?
; 0Ci116 109 TOYQZTRAFC+CPUT
t Go177 110e MEMRAT=SUPRAT+ 10TQ .
I (T s W I Til= SRAPUSWULULTNRE FRATy 1. RUNLCVLT 9  CALCUCATE WERURY QUEOE
’ 0o201 112» IF (SWAPQWLT.O.) GO TO 120
c0201 113+ T
E »,,m il a@hm"m,xe.;;ma,iv»m.mr\w:ri' T R TR N e Sl BN . : : ' X AR e ' ’__‘ A
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#9039 PCRFORMARTE MODEL-21 HMAY 1976 »%ex% DATE C52176 PAGE ™ §
TOTT TGS T it
. 0pz01 115¢ C CALCULATE BATCH QUEUE AND ADJUST SWAP QUEUE
h TTTTTTEZCIT T T1ER Lo !
: ccacl 117= c
b UOZCY ITE" BETRATESUPRAT+ TOTO+SWAPOSINVLL
pCc204 1199 BATRAT=Z{BATRAT +{1+~DEMPERI®RUNRAT/ 6041721 .-DEMPER]}
> CC<05 12C% BATXZ S%GRATRAY
f Go2Ce 121s KBAT=O
CO207 122¥ NBATZZ0
£o210 123 7C CONTINUE
NTLIT 124¥F IF T(3ATREY-BA TXT.LE.U.) GO TO B8O
£ GG213 125« BATGZQUEUE(BATRAT=-BATX,14,8ATLIM)
CCZ2TH 4 IF TeRTUGiTeUe ) GU 70U JU
: C3z1e 127e 8C BEATO=D.
- OGZI7 125% GO T0T1TO
: 00220 129« 90 CALL WEGIT (BATIX,BATQ,EBAT,KBAT,NBAT)
' 0T221 13C# IFTTRBRATSEG.1IY GO YO 70
3 crczz3 13~ IF (KBAT.NE.2) GO TO 80
v T pu2ss 133 I0T 65wWAPUISwAFGS( 1o DL MPERD
: oCz26 133# SWAPL=SWAPC-BS WAPC
o2t 1343 BIWAFQUSBSWAPT-BATTD
teca2zo 135¢ IF (GSWAPC.LT.Ce) BSWAPQ=O.
oCe32 Y36% SWAPIZSwAPGIBIWAPT
co232 137 ¢
CCZ2327 13IT# T
00233 139e TOTCZTOTQ+SWAP §
&~  CDz3% 1408 T
O £g233 14l C
L T G3233 T 14624 [ SET UP GUTPUT PARAMETERS
] 0C233 143 c .
f GUOZ3% T94% INVOL=TELR-VUR J*RUNRRT-SUPRAT-TOIU 3] ACTURAL INVOLUNTANEY ULLAY
, £az3s 145« MNTIMZCINVOL/T APMNT 1260, 3@ TAPE MOUNT DELAY(MIN)
. CozI8 14&6% ELFRATSSUPRATFVOLDUT*INVLIT®YOTT o MOD L EUAPSLU TIFE EST.
- G237 147¢ UTLCPUZCFURZRUNAT/NUMCPU & CPU UTILIZATION
siodrd e 1595 UTUMEMZREMUTUMERSUP ySUPRAT . TOTO-SWAPT.™ & MEMORY UTIUIZATION
0o241 149% CPUH=CPUR®RUNRAT @ PRU RATED ACTUAL CFPU TIME
CLcRd 1503 LtTHILLw®RUKNRAT d PRUO KRATLU ACTUAL ELATSTD TIFE
CC243 151% VDHZVDK2RUNRAT 3 PRO RATED ACTUAL VOLUNTARY DELAY
’ TOZ63 152% T :
0c2u43 153 c
- G243 15u% o "RITE CUTFUT TN PRINT FILE
- o243 155a I .
TH24% 15%5% TEITE 16,1310 SUPRAT,RUNRAT,CPUH, TOTG,VOLDLL, INVLL,ELFRAY,VUHy INVD
: Cl2uu 157 1L,ELH,MNTIN,BA TQ
i 002672 153% ITC FORMAT (IX,IO0F IO Y FIU. I, FIU. 3]
i 00262 159 d
i 00262 16C# [+
- gczez 161 o WRITE ACDITIOKAL OUTPUT ON ALTERNATE FILE
' VL7632 162% T
cozes 1632 WRITE (25) SUPRAT,RUNRAT,TOTG,CPUQ,SWAFQ,TRAFQ ,(TRAFIQ(I),I=1,NUMU
0GZ63 164 % INTT;SUPRAT, TIMSWP;SWOPPYUGTCCPU, UTUREM
CO03Cy 165 SUPRATZSUPRAT+ .02 @ INCREMENT THE SUP RATE
ne3Ls 166% GO"T03C @ CALTUCATE ANUTRER UDATA POINT
coigs 167 120 WKRITE (6,130) SWAPQ,CPUC,(TRAFIQ(I},I=1,NUMUNT)
ud3Tle 160% 13T FORMAT TV CURUL SATURATIUNY /7, Y SWAVF CPU
aC3le 169 1. I/0°4 /441X, 7F10.7))
oo317 SATRAT=SUPRAT=UZ

P LI DT SRR Rt R R

170%

o RECAPTUFL THE SATURATIUN SUP RATE
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N —————+%++ PLRFORNANCE HODIL<ZI WAV 1976 s oes DKTE UT2ITE s
)
Uo317 TTTs o
00317 172+ c
00317 173& T WRITE OUTPUT PRESERVED UN KLTERNATE FICE
00317 174» c
— ou3Y I75s T
CO3:0 1769 KRITE (6,140}
UIIT 177% IS0 FOREAY (YIV, ¥ SUP RUN YITRC TPU RERORY
ac322 178 1 170 1701 170 2 170 3 170 & 170 5%,7,°
CO32¢ 175# Z RETE RATE CUEUE QUEUE QUEUE QUEUE UUETE"
00322 180» 3 QUEUE QUEUE QUEUE QUEUE®,/) .
un32y 181% ERUFICE 25
qCc324% 162 REWIND 25 .
U035 153% RUNFAG=U
00326 184e NUMWRDINUMUNT* 11
GC327 1854 ISC READ 125, ENDTTBUY TOUTPRITI T+ I=1NUFWRDY
80335 186 NOPRTZ6+NUMUNT
: ik 1879 NOMPAGINUMPEG® 1
‘ 00337 168+ IF (NUNPAG.LE. SC0) GO TO 160
QU038 T T 1I59% NUMPAG=T
03342 150s WRITE (6,140)
Go3ug 191% I8 L CONTINUE
0p3ys 192e WRITE (6,17C) (OUTPRT(IIoIZ1,NOPRT)
u0353 153% GO 107150
00254 194 170 FORMAT (1X,2F1Ce349F10+6)
TT3I%5% I95% ISTREWIRD 25
00388 196» NUMPAG=0
"“jg‘”t0357_‘—“T97o wRITE (6, 1907
C336l 198 190 FORMAT (°1 sup TIME TO SWAP cPU
T TO3ET  Y99a T MEMORY FPERCENT Y7, ' RATE SWAP
o361 200» 2 RATE UTIL UTIL SATURATION®,/)
CC3E2 2013 JUUREADU (CS.ERG=Z30YT TOUTPRYTIT,I=1, NOFERUY
G0370 202% SATPERZOQUTPRTIL 1)/SATRAT
Co371 2C3s KUKPAGTNUYPAG+ I
GG372 204 IF (NUMPAG.LE«SO) GO TO 210
CO374 235% NUNPAGETD
£3375 206% WKRITE (6,190}
CI3I77 20T ZIT CONTINUE
0400 2dEs NWRDINUMUNT+?
TO4CI 209% WRITE 15,207, WOUTPRITIT, ISNKRUNUFRRUTsSATPER
0904106 210 GO To ¢Go
- aou 1T 2IT# ZZG FORMAT UIXGFIU I, (5FI5,.67
' 0Cu1l2 212 23C STOP .
CO0a12 13 T
, 00413 214s END
END FOR
4
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g ) s¢sos PLRFORMANTE MOUELU=-21 H®AY 576 =»s» - - DATE US2ITS PEGE &

GFORXS ~oCELAYS o DR LAYS
FOR EQ2CA-05/21/76-11:32:24 ,0)

SADD,P MODELDELAYS

“SUBROUVINE DELAYS ENTRY POINT UUOLUZT

STONSGE USED: CODEC 1) OC0027; DATA(CC) QO0011:; BLANK COMMON(ZQ) 000000

EXTERNAL REFERENCES (BUOCK, NAME)

0003 NERR3S

STORAGE ASSIGNMENT ~ (BLOCK, TYPE, RELATIVE LOCATION, NAME)

CC00 032005 INJPS

TITCUITD 1% T THIS SUCROUYINE CALCULATES THE TNYOLUNTARY AND VOLUNTVARY
™ no100 2 c DELAY PER HQUR OF OPERATION BASED ON:
CTICU 3% C
c0100 'y C
IGTTU 5% T VOLUNTARY DECAY:  BATCH END UEMEND RUNSS
T co1ce 6% c INVOLUNTARY DELAY: NUMBER OF TAPE MOU™TS,
\ G21C0 1% C
: c2100 8 c
! CDICI Q& SUBROUTINE OEUAYS TTIPHNT,BATCH,DEMAND, 70LDLLy INVLL]
! C01G3 10w REAL INVLL
; GUITE TI% INVIC=TTIPERT®G 5760
N £0105 122 VOLOLL=(1647/6Ce )4DEMAND*(1./60010¢BATCH(.0094/2,)
! ’ efa a3 I3% RETURN : -
g01Ce lu= o
G0107 155 END
END FOR




\\) ) ss¢¢ PERFORMANTE MODEIL-21 MAY 1976 * wew OATE U54176 PRAGE T
¥

S aFOR,1S +HEMUTLy o MEFUTL ~ . I |

., FOR E2CA=-05/21/T76-11:32:26 (,0)

aADD,P MODEL.MEMUTL

FUNTTION REMOTLC ENTRY PUINT UULUILIZ

STORAGE USED: CODECt 1) CDOC15; DATA(C) 000005; BLANK COMMON(Z) 000003

‘ EXTERNAL REFERERCES UBLOTK, NAFL]

GUJ3 NERR3S

STORAGE ASSIGNMENT (BLOCK, TYPE, RELATIVE LOCATION, NAME)

0000  00D00L INJPS 0000 R 00000 MEMUTL
G GUTO0 I C  THIS SUBRGUTIN TALTUCATES THE AVERAGE HEFURY REQUIRED
N goieo 2 c BY A GIVEN WORKLOAD PROFILE.
CUIGO 3% T
co1c1 4n FUNCTION MEMUTL {MEMSUP,SUPRAT,TOTQ)
GOTC3 5% —REALU FCRUTL HEFSUP
DC104- 5 MEMUTLZMEMSUP* (SUPRAT+TOTQ)
GI1GS 7% RETURN
0G10% 8e c
feggors v ERD ‘
END FOR {
=
sud
B &
L4
| Eg
)
=HE
7o
=
73




seos PERFORMANCE MODEL-21 MAY 1576 o axse DATE 052176 PALE 8

' ot Uky IS e THIWAP o o THSWAP
I FOR E2CA-05/21/76-11:32:28 (,0)

2ADD ;P MODELTMSuAP

; T JROUTING THSWAP ERTRY POINT OOC3ES

£

STORAGE USED: COOE¢ 1) COD377; DATA(C) 00C244; BLANK COMMONI(2) GQJQ0QCO

%’ EXTERNAL REFERERTES TBLOCTK, NAHED

coo3 GAMMA

i 0Coy4 PHAT
; GUSS ALOGIU
pCCe  EXP

CCa7 XPRR
CC10 XPIR

UdIl XPRT
GG12 NERR3S

i STORAGE ASSIGNMENT {BLOCK, TYPE, RELCATIVE LOCATION, NAWLEY
o

. coul  OCDIOC ITCT T 00T OCGCTSZ TISC 001 COUTEY 124G [sfelop 000177 151G G001 CODZ63 166G
. GCa1l 0092104 20L occl CCO 116 30t Cccel 0C0122 40L G000 R D0J170 A G0UQ R 000155 AN
) CCC R UCUIBT ANY vidoe U K UCullUd t CUCU I OLUT556 71 vuuu UcUZll INJPE LUUU 1 UWUUOL TTEH
b CE00 I OUD15T 1Y 00GC 1 DCOLCY K GCC0 I 0GO1S3 N 0000 R 000173 PALPH CCO0 R 000067 PB
3 T GUSTRTUCOGSSTPU CCCO RTOUCTUOC PRAT — COGC R COCITNG PHATS — UOUU R UGUIT7S PHY tuu
CCSC R 000162 PR CCO0 R 000 164 PROD €CGO R Q00165 PROD1 0C0O0 R 000163 PT G000 P DCO171 GQHATY
; TTGI RTGCOITZ UINTS — 0JC0T RTOCGISY SUH COOT R UGCISZ SUPADI UUUG R OGD00% WAITS —  COOO R VODGUOI WATIN
0030 R GDO157 v 0CGC R D00 166 YHAT G000 R 000160 vl

é TTITa I% C THIS 15 AN EXFERIMENTAL SUBROUTINE TALCTULUATING THE
; g2ice 2% C TIME REQUIRED 70 ACCOMPLISH SWAPPING OF PROGRAMS
CCTIGO 3% o TN AND OUT OF FRIN HEHUORY.
02iCca 4% [
GCICT 5% C
€c101 6 SUSROUTINE TMS WAP (TAPMNT,VOLDEL,DEMAND,SUPRAT yRUNLVL,QUANT,SWOPP,
CoIGI 7% ITINSAF,$} .
£E=.01
K=U -
ITER=2C
TINSWPZT,

WATIMZ1.760.
wAITSZTAFPNNT+VCLCDEL/WATIR
DIMENSION PD(SCY, PBLSD)
PLUARZSUPRAT
SUPADJZPLAH
VU 60 N=1,18

Y
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sos¢ PERFORMANCE RODEL=21 MAY 1v76 ea%s DXTE US2ITE PAGE g
[s15) 9 ¥ 4 163 POINTZU, .
_Go120 19 PBIN)Z=(C.
GDIZY 2Cs SUMZT,
02122 21 ANZN
LO1<3 2z® 00 sC I=0,18
GCo126 23e =1
COT27 rix] CALUT GAMHMK (v+1,V1,320,8107
00130 25% 10 YISALOGIOUt Y1)
03131 264 2C CAULC GAMPBA TAN+Y+I,ANY,340,3307
C0132 27 30 ANYZALOG1Q (ANY? .
00) 13 28% [} PRETY*ALOG ICTRUNCVE Y ) =TRUNLVL = ALOGTUCEXP{I T3 +Y]}
0C13u 29 PTZC((ANSY) SALOGIO(PLAM) ) ~(PLAM®ALOGIO(EXP (is)) +ANY)
02135 3¢ PR=IC.%*PR
00136 31 PT=10+22PT
CJ137 32% 5T SUMISUM*PR®PT
CCl41l 33 PDIN)ZDEMAND #SUM
0CI4e 34% PBINYI(T.,-0OEPANDT2SUN
0143 3590 60 CONTINUE
00145 I6s PROU=T.
0Ri46 37e PRODIZPHAT(1,PD)
[+ X/ 38% YHATZC,
0o1s0 39« DO 7G5 IY=1,33
CZITs 4Ce YZIY
oo3sy 4le asy
U015 (YL PRODZPROU® (] «~PRODIY
GCO156 43 PROD1=PHAT({A +1.,PD)
i Ool57 UL 7C YHATSYHAT+Y® FROD®PROD T
+ gcle1 45 QHATSQUANT# (22 ¢(YHAT+1.)=1,)
90162 [ CINTSZSUPADJ7QOHAT °
0163 47e PALPH=G.
111 ¥ Y] 8o PHRATSZC.
vatises 49e D0 80 N=1,18
- c017C 5Ce PACPRIPALPR* FOINT# Tl e =« S5#oNT+PO (NI * [ I . ~UENARNDY# T = 5%%N])
go1m S1e PHYZ1o=tYHAT 222-T1.2YHAT+1260.1/7(70,%2735,=YHAY .}
L1772 YL PRATSSPHATS* POINT T I .~{I<-PHYJo*N]
- $0173 53« 8C CONTINUE
SIsD WY YL SWOPP=WAITS*PALPH*QINTS®#PHATS
_ CO176 55% TIMSWP=SNOPPeQ UANT -
Co117 56 RETURN
co1r7? 57
T Ugz2nT L3 END
1 END FOR
J
J .
>
=4

e




#¥%¢ PERFORMANCE WODEL=21 MAY 1976 ¢%%% ' T » DATE US2I7% PAGE. 10

SFURTS TPRAT S PRET
FOR E2CA~05/21/776-11:32:31. (4,00~

3ADD.P  MODELPHAT

fUNCT]DN PHAT ENTRY POINT OGLUST

STOR‘GE USED:. CODEC ) 000060} DATA( C) D0D023; BLANK COMMON(2) 0000CQ

EXTERilL_REFERENCES 1BLOCK, NAME])

0003~ XPRI ;
-GCOe NERR3s :
STORAGE ASSIGNMENT —(BLOCK, 1¥PE, RELATIVE LOCATION, NANMED . [
i’? TT01 ouga23 1076 [s]o]V]s} IJDUUEDz I oU00 00011 INJPS 0000 R 0GGO00 PHATY C000 R CUUCOYT PRY
i &
Ui , R o
[ w0010y 1* FUNCTION PHAT (A,P)
e Uc103 2% DIMENSION P50
o B31CH e PHAT=0. : »
* uoluD LE3 *PFTY:I--(ATs)Z-‘I1-61\01260._Y7r75.¢(‘55.-“l
' co1e6 Lo D0 10 1=1,18 :
GoiIl R 7 R Y ¢] PHATZPHAT+P U TI {1 =TI ~=PHY ) %]}
ga113 B £ 4 RETURN ’
TOITS OB T ‘ i —
J0114 ow END ‘ _ : :
: ENU FUR ~ v ;

P : LD PR PRV b s A

~in

T U S TP AT




o
e PLRFORMANCE WODEL=2T WAV 1976 ##% DATE USZITS PAGE ) ”“ﬁ
SFORG TS WUUEUE;-CUEE o
FOR E2CA-05/21/76<11:32:35 (,0) i S
~'3A0DD,P MIDEL LQUEVE
" FUNCTION GUEGE — ENTRY PUINY UUTU&T ,
. v : i‘
STORAGE USED: CODE( 1) 00006G; DATACC) 00DOB7; BLAKX COMMON(2) ‘00D0DO |
T EXTERNAC REFERENCES TBLUCK, NAHET
CO03 ~ walY '
CCO%  NERR3s
STORAGE ASSIGNMENT (BLOCK, VYPE, RELATIVE LOCATION, NAMED
00G1 Co0U1S 10C  GOOO  COOCO3 INJPS U000 R DUULGD GUEUE 0000 R 00000% VEST 0003 R OQOUCO WAXY
& COo100 1e c THIS FUNCTION CALCULATES THE AVERAGE QUEUE TIME
LUlGU % [ FOR A SERVICE CENTER WITH PUISSON INPUT, EXPONENTIAL
Q010 3 c SERVICE, FIRS T-COME-FIRST-SERVE PRIORITIES, ANG NO
JUlITUT LR [ o OLFECTIONS.
colng - S c ,
UCI6T ¥ T I
00100 7 S Az INPUT RATE
goico B [ Be  SERVICE RATE .
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