## General Disclaimer One or more of the Following Statements may affect this Document

- This document has been reproduced from the best copy furnished by the organizational source. It is being released in the interest of making available as much information as possible.
- This document may contain data, which exceeds the sheet parameters. It was furnished in this condition by the organizational source and is the best copy available.
- This document may contain tone-on-tone or color graphs, charts and/or pictures, which have been reproduced in black and white.
- This document is paginated as submitted by the original source.
- Portions of this document are not fully legible due to the historical nature of some of the material. However, it is the best reproduction available from the original submission.

Produced by the NASA Center for Aerospace Information (CASI)


# R.P.I. Technical Report MP-50 

COMPUTER SIMULATITON AND EVALUATION
OF EDGE DETECTION ALGORIMEMS
AND THEIR APPLICATION TO AUTOMATIC PATH SETECTION
by

Betsy A. Longendorfer

NASA Grant NSG-7184

November 1976
Rensselaer Polytechnic Institute
Trcy, New York
Page
LIST OF FIGURES ..... i
LIST OF TABLES ..... iii
ABSTRACT ..... iv

1. INTRODUCTION ..... 1
1.1 Historical Review ..... 1
1.2 Project Summary ..... 2
2. 3 Description of the Computer Simulation ..... 3
1.3.1 The Vehicle Dynamics Block ..... 3
1.3.2 The Sensor Blocis ..... 3
1.3.3 The Edge Detection Scheme ..... 5
1.3.4 The Terrain Modeller ..... 5
2.3.5 The Path Selection Algorithm ..... 5
3. THE SENSOR ..... 7
2.1 Hardware and Soritware Constraints ..... 7
2.2 Implementation ..... 8
2.2.1 The Scan Gererator: MIDSCN ..... 8
2.2.2 The Sensor: SENSRL ..... 9
4. THE EDGE DETECTION SCHEME ..... 12
3.1 Theoretical Discussion ..... 12
3.1.1 The Kaiman Filter and the Rapid Estimation Scheme ..... 12
3.1.2 Average Processing ..... 20
3.1.3 The Noise Filter ..... 23
3.2 Implementation ..... 23
3.2.1 The Kalman Filter Subroutine Package ..... 23
3.2.2 Average Processing ..... 25
3.2.3 The Noise Filter ..... 26
3.3 Results ..... 26
Page
5. THE TERRAIN MODELLER ..... 44
4.1 Discussion of the Modelling Algorithm ..... 44
4.2 Implementation ..... 45
4.3 Results ..... 49
6. THE PATH SELECITON ALGORITHM ..... 63
5.1 Discussion of Algorithm ..... 63
5.2 Implementetion ..... 6.4
5.3 Results ..... 57
7. RECOMEMDATIONS AHD CONCLUSIONS ..... 75
6.1 Reconmendations ..... 75
6.1.1 The Sensor ..... 75
6.1.2 The Edge Detection Scheme ..... 76
6.1.3 The Terrain Modeller ..... 77
6.1.4 The Path Selection Algorithm ..... 77
6.2 Conclusions ..... 78
T. IITERATURE CITED ..... 20

The author wishes to express her most profound gratitude to Professor Dean K. Frederick for the guinance and encouragement received under his supervision.

The author would also to to thank Professor Shen for providing aceess to the Rapid Estimation Scheme.

Special thanks are extended to the staff of the Computer Center, especially Lillian Jankowski, for assistance in the maintenance of this large computer simulation. The author is also erateful to Western Eiectric Engineering Research Center for providing the financial support required by the author to complete this project.

The project itself was supported by the National Aeronautics and Space Administration grant ISG 7184 as a joint faculty-student project at Rensselaer Polytechnic Institute.
Page
Figure 1 Main Program Modules of the Mers Simulation Package ..... 4
Figure 2 Sensor Angle Conventions ..... 10
Figure 3 Variables Employed in the Kalman Filter ..... 15
Figure 4 Calculation of Range Bounds During Average Processing ..... 21
Figure 5 Parameter Relationsitps for Edge Detection With the Kalman Filter ..... 28
Figure 6 Two Meter Diameter Spherical Boulder at Twenty Meters ..... 30
Figure 7 One Meter Diameter Cylindrical Boulder at Twemsy Meters ..... 31
Figure 8 Two Meter Diameter Crater at Twenty Meters ..... 32
Figure 9 Average Processinf Applied to a One Meter Diameter Boulder at Ten Meters ..... 33
Figure 10 Average Processing Applied to a One Meter Diameter Crater at Ten Meters ..... 34
Figure 11 One Meter Diameter Boulder at Ten Meters Corrupted by Uniform 0.1 Meter Meximum Amplitude Noise ..... 35
Figure 12 One Meter Diameter Boulder at Ten Meters with Uniform 0.2 Meter Maximum Amplitude Noise
(a) Kalman Filter ..... 36
(b) Kalman Filter and Noise Filter ..... 37
Figure 13 One Meter Diameter Boulder at Ten Meters with Uniform 0. 3 Meter Maximum Amplitude Noise
(a) Kalman Filter ..... 38
(b) Kalman Filter and Noise Filter ..... 39
Figure 14 Partial Boulder at Ten Meters ..... 41
Page
Figure 15 Boulder Partially Obscuring Another Boulder
(a) Kalman Filter Only ..... 42
(b) Kalman Filter and Average Processing ..... 43
Figure 16 Terrain Modeller Processing of the One Meter Diameter Crater at Ten Meters Shown in Figure 10
(a) Obstacle Identification ..... 50
(b) Noise Filter ..... 51
(c) Terrain Grid Map ..... 52
Figure 17 Terrain Modeller Processing of a One Meter Ilameter at Ten Meters (a) Obstacle Identification ..... 53
(b) Noise Filter ..... 54
(c) Terrain Grid Map ..... 55
Figure 18 Terrain Modeller Processing of Double Obstacle of Figure 15(b)
(a) Obstacle Identification ..... 56
(b) Noise Filter ..... 57
(c) Terrain Grid Map ..... 58
Figure 19 Terrain Modeller Processing of 1.0 Meter Amplitude Sine Wave
(a) Edge Detection Output ..... 59
(b) Obstacle Identification ..... 60
(c) Terrain Grid Map ..... 61
Figure 20 Lee's Algorithm ..... 65
Figure 21 Navigation Around a Boulder (a) Path ..... 68
(b) Peth Selection Map ..... 69
Figure 22 Navigation Around a Wall ..... 70
Figure 23 Navigation Around a Keyhole ..... 71
Figure 24 Navigation Around Several Walls ..... 72
Figure 25 Closed Loop Path Selection ..... 74
Page
Table I Definition of Kalman Filter Variables ..... 17

The construction of an autonomous roving vehicle requires the development of complex data-acquisition and processing systems, which determine the path along which the vehicle travels. Thus, a vehicle must possess aigorithms which can (1) reliably detect obstacles by processing sensor data, (2) maintain a constantly updated model of its surroundings, and (3) direct its immediate actions to further a long range plan.

The first function consisted of obstacle recognition. Obstacles may be identified by the use of edge detection techniques. Therefore, the Kalman Filter was implemented as part of a large scale computer simulation of the Mars Rover. Aditional edge detection algorithms were developed to deal with several problem situations, and the effects of parameter changes on the algorithms were studied. The algorithm proved to be rather reliable at ranges of 8 to 25 meters, even in the presence of noise or sloped suriaces.

The secend function consisted of modeling the environment. The obstacle must be reconstructed from its edges and the vast amount of data must be organized in a readily retrievable form. Therefore, a Terrain Modeller was developed which assembled and maintained a rectangular grid map of the planet. It correctly identified all obstacles based on flat terrain but behaved uneceptably on slopes.

The third function consisted of directing the vehicle's actions. The grid map prepared by the Terrain Modeller was used in the classification of routes as acceptable or unacceptable, optimal or otherwise. A Path Selection Algorithm which navigated solely with the aid of the map
was successfully demonstrated on flat obstacle-strewn terrain corrupted by noise.

Each of these algorithms require a large amount of computer time. Thus, this approech should be used primarily to determine a general steering direction, leaving an efficient short renge sensor to mep out a detailed route.

## 1. INTRODUCTION

The space program has recently generated interest in the construction of a roving vehicie for the exploration of other planeta. The communications lag between Mars and Earth (on the order of 20 minutes), besides the low bit rate available, would compel the vehicle to be fairly self-sufficient. Therefore, the roving vehicle must be capable of:
(1) sensing its environment
(2) detecting obstacles and storing data in a readily retrievable form, and
(3) directing its immediate actions to achieve some long range goal.

The vehicle obtains information about its environment via a laser range-finder mounted on a mast attached $t u$ the vehicle's front axle. It provides range measurements given azimuth and elevation angles. Only medium sensor ranges, approximately 10 to 30 meters, are investigated.

### 1.1 Historical Review

The problems of path selection and obstacle detection by an autonomous roving vehicle have already been examined extensivoly. Krajevski ${ }^{\text {F }}$ aeveloped a short range system, with an intended range of 0 to 5 meters, which employed laser triangulation techniques. Although results were promising. there were problems. Slopes were confused with obstacles and a less-than-optimal path to target often resulted, due to a path selection decision based solely on local features. Thus, the development of

[^0]alternate approaches was encouraced.
Short and medium range schemes based on range comparison techniques, such as those by Matthews ${ }^{2}$ and Sharp ${ }^{3}$, also suffered from noise and the confusion of slopes with obstacles.

Pecause of the failure of simple range comparison schemes, several edge detection algorithms were developed. These included Reed's ${ }^{4}$ Four Dimensional Ratio, and the Kalman Filter and Rapid Istimation Scheme developed by Sonalkar and Shen. 5 The Four Dimensional Ratio was not successful in identifying sudden changes in terrain gradient, as is the oase with the leading edge of a positive obstacle (boulder) on the trailing edge of a negative obstacle (crater). However, the Rapid Estimation Scheme (RES) proved to be successfuI in this regard. Implementation of RES (see for example, Leung ${ }^{6}$ ) offered two more major advantages: ( 1 ) the distinguishability of discrete obstacles and terrain slope and (2) an improved probability of selecting a globally optimal path because of the increased information available.

Path selection algorithms also were approached in a more mathematical way. A grid map of the type eventually employed was first developed by Lee ${ }^{7}$ and modified by Lallman. ${ }^{8}$

## 2. 2 Project Summary

The sensing function of the roving vehicle was implemented in the digital computer simulation with the addition of two programs: a laser range-finding sensor and a scan generator.

The obstacle recognition function was implemented with various edge detection schemes such as the Kalman Filter. Other edge detection
alcorithms were developed in response to operational problems experienced by the Kalman Filter. Noise sensitivity and perameter sensitivity were studied. For the first time, the obstacle detection block was physically separated from the terrain modelling block. The Terrain Modeller, which reconstructed an obstacle from its edges or parts of its edges, was developed. The Terrain Hodelier also served as the system's memory by assembling and maintaining a rectengular grid map of the local planet environments.

The path selection function of the roving vehicle remained the eventual objective, however. A Path Selection Algorithm was developed for use with the grid map maintained by the Terrain Modeller.

### 1.3 Description of the Computer Simulation

The digital computer simulation of the vehicle is organized into five major modules, interfaced as show in Figure 1.
2.3.1 The Vehicle Dynamics Block

The Vehicle Dynamies Block is described by Sharp ${ }^{10}$. It simulates the vehicle's movement across specified terrain, given the path selection decision concerning vehicle heading, velocity, and transit time or distance. The behicle is modelled as a point mass with a front wheel base of finite dimensions.
1.3.2 The Sensor Block

The Sensor Block consists of a laser range-finding sensor mounted on a 1.5 meter mast attached to the front axle of the vehicle. It supplies true or noise-corrupted range measurements for specified values of azimuth and elevation angles. A scan generator sweeps the sensor through a


Figure 1. Main Frogram Modules of the Mars Simulation Package
perticular field of vision and meintains the required data denstty.

### 1.3.3 The Edge Detection Scheme

The Edge Detection Scheme must simplify the matrix of range data to an array in which only the edges are indicated.

The Kalmen Filter comprises the backbone of the edge detection module but additional processing, which was developed in response to problems arising during the simulation effort, is inaluded in this general category. Examples of the additional processing are (1) a noise filter which removes edges without a certain number of adjacent edges and (2) a "moving average" or type or second difference processing.

### 2.3.4 The Terrain Modeller

The Terrain Modeller processes the matrix of edges in order to identify the obstacle location with respect to the edge. It also creates a rectangular grid map of the local planet surface, based on attitude and range data. The map serves as the system's memory. The map is continuously updated with information on target loeation, vehicle location, scanned and unscanned (unknown) regions, obstacle location and type, and the current average terrain height of each block of terrain.
2.3.5 The Path Selection Algorithm

A path selection algorithm based on the grid map approach of Lee ${ }^{7}$ and Lallman ${ }^{8}$ was developed. However, a more sophisticated blocking scheme was employed which identified dead-ends without previous knowledge of the location of ali the obstacles. A steering decision, velocity, and travel distance are output to the vehicle dynamics block. Due to time constraints, the path selection algorithm described here has been only
minimally employed in conjunction with the remainder of the simulation, but its feasibility as an approach has been demonstrated in test stuations.

The following chapters are devoted to more detailed descriptions of each simulation block.

## 2. THE SENSOR

The Martian Roving Vehicle possesses a laser range-finding sensor, mounted on a 2.5 meter mast attached to the front axle. The laser is able to focus in several directions, which are defined by elevation angles and azimuth angles. The actual directions are determined partially by hardware constraints and partially by software data requirements.

The sensor was implemented within the large scale aigital computer simulation of the Martian Roving Vehicle. This implementation operates in an extremely flexible manner, in contrast to previous sensor algorithms.

### 2.1 Hardware and Software Constraints

A laser range-finder is subject to many hardware and date processing constraints. The range-finder must focus at rather precise aximuth and elevation angles because of the large range error introduced by a comparatively small angular error. The laser must be able to change its focusing angles by motion of the laser, its mast, or a focusing mirror, or by simulating motion through replication of the sensing devices. Accurate range measurements must then be obtained. Thus, the data scan should be essentially instantaneous, or the vehicle must remain stationany, especially if a large field is being scanned. A convention for obtaining range values in cases where no laser signal is returnea should be established. Finally, the data density must be maintained within certain parameters.

### 2.2 Implementation

The digital computer simulation divided the sensor functions described above into two classes: scan generation functions and data sensing functions. The scan generation functions are incorporated into MIDSCN, and the sensing functions are simulated in SENSRL. (Both MLDSCN and SENSRL are documented in Reference 9.)
2.2.1 The Scan Generator: MIDSCN

MIDSCN implements the mid-range scanning scheme which obtains the pattern of data required by the Kalmen Filter and the Rapid Estimation Scheme (RES).

As input, RES requires range data obtained using constant angular spacing. The aximuth and elevation angle increments are not necessarily equal. Constant angular spacing means that the density of data points per unit of terrain will vary considerably at large elevation angles. MIDSCN accepts data density control input in three forms: (1) the actual values of the angles may be listed, (2) maximum, minimu, and incremental angles may be given, or (3) the length, width, maximum point separation and distance to center of the scanned field may be specified. Once one form of input has been received, all of the parameters listed above are calculated and made available to other program simulation blocks.

The sensor calculates the renges for all azimuths of a particular elevation angle on any single cail. The scan generator must call the sensor for each elevation angle and provide for time lepse before relinquishing control to the next program module. The scan generator also sets a flag indicating whether the current position is the same as the
previous position. The flag allows other parts of the simulation to becone more computationally efficient.
2.2.2 The Sensor: SEMSRI

SENSRI is a laser range-finding sensor which may operate with up to fifty different azimuths and fifty different elevation angles simultaneously. Azimuths may take any value in the interval $\left[-90^{\circ},+90^{\circ}\right]$, while elevation angles are restrioted to the interval $\left[0^{\circ},+90^{\circ}\right]$. The angle conventions are illustrated in Figure 2.

The sensor algorithm is implemented as follows. The vehicle attitude is calculated and the transformation equations from the vehicle frame of reference to the planet frame are obtained. The transformation equations are used to find the true planet locations of the laser and the point at which its beam would strike ground, assuming perfectly level terrain. The line joining these two points in the planet frame is drawn. The sensor steps along the beam from the laser with a small user-specified increment until it detects a position below the local ground level, or reaches the Iimit of its sensing range. In the first case, iterations are periormed using the bisection method until sufficient accuracy is attained. "Sufficient accuracy" is user-defined as the error in the range measurement SMASTP, which must be internally converted to an error in terrain heights, ERROR, as shown in Figure 2 . In the second case, tne range is set equal to the sensor limiting range.

For computational efficiency, an inftial guess of the range value is employed for all elevation angles except the smallest. The initial guess equals the range calculatea for the greatest elevation angle smaller than
 error calculations

(b) Top view, illustrating azimuth angle conventions

Figure 2. Sensor Angle Conventions
the current one, at identical azimuth angles. If the sensor finds itself below the terrain level, a constant is repeatedly subtracted from the initial guess until the terrain level is reached.

Noise may be added independently to each range measurement. The noise may be uniformly distributea, or it may be filtered with specified mean, macimum, deviation and filter constants.

Improvements in the sensor simulation are discussed in Section 6.1.1.

## 3. THE EDGE DETECTION SCHENT

The term "edge detection scheme" refers to a collection of edge detection algorithms which may be employed separately or simultaneously.

The Kalman Filter edge detection algorithm received primary attention because it had already demonstrated a high degree of success in dealing with isolated, well-defined obstacles. Noise sensitivity, parameter sensitivity, effective range, and minimam obstacle size were determined. These studies led to the development of "Average Processing", a second edge detection algorithm which may be employed alone, or in concert with the Kalman Filter. In addition, a noise filter was developed for use with either the Kalman Filter or Average Processing.

Because of the extensive mathematical theory leading to the Kalman Filter, a brief theoretical sumary is first provided. Each edge detection algorithm is then explained in detail as implemented, and the results obtained are discussed.

### 3.1 Theoretical Discussion

The theoretical basis of the edge detection algorithms is discussed below, in preparstion for a description of the implementation of each algorithm.
3.1.1 The Kalman Filter and Rapia Estimation Scheme

The theoretical results surmarized below are discussed in depth by Sonalkar ${ }^{\text {II }}$.

The Kalman Filter processes a large matrix of data, and attempts to detect changes in magnitude or in gradient between adjacent elements.

Range data obtained from the sensor is stored in a matrix whose top row corresponds to the largest elevation angle, and hence whose ranges represent the greatest horizontal distance from the vehicle. The bottom row corresponds to the smailest elevation angle and the east horizontal distance. The first colum corresponds to the vehicle's leftmost (or most negative) azimuth angle, and the last column to the vehicle's rightmost (or largest positive) azimuth angle.

The matrix must be completely processed twice, once row-by-row, and once column-by-column, to detect magnitude or gradient changes in one of the directions.

Columns are processed first. Each column is processed separately since it is assumed to be independent of all of the other colums. Each element of a column corresponds to a stage of the calculation. A two component state vector is defined for the $i^{\text {th }}$ stage of the calculation. It consists of $x_{1}$, the range estimate, and $x_{2}$, the estimated change in $x_{1}$, obtained from the difference between the present noisy range measurement $z_{i}$ and the previous noisy range measurement $z_{i-1}$. The state equation is:

$$
\underline{x}_{i+1}=F \underline{x}_{i}=\left[\begin{array}{ll}
I & I  \tag{3-1}\\
0 & \bar{I}_{i}
\end{array}\right] \underline{x}_{i}
$$

where

$$
x_{i}=\left[\begin{array}{l}
a_{i}  \tag{3-2}\\
E_{i}
\end{array}\right]
$$

and where $d_{i}$ is the laser range estimate at the $i^{\text {th }}$ stage, $g_{i}$ is the difference between the range measurement at the $(i+1)^{\text {st }}$ stage and the $i^{\text {th }}$ stage, and $f_{i}$ is the multiplicative factor relating $g_{i+1}$ and $g_{i}$. Thus,

$$
E_{i+1}=f_{i} E_{i}
$$

The factor $f_{i}$ has been analytically derived for a flat plane approximation of the planet surface. Figure 3 illustrates the relationship between these parameters.

At the $i^{\text {th }}$ stage, both the state estimate $\bar{x}_{i}$ and its error covariance $P_{i}$ are calculated. The Kalman Filter is performed at each stage. It consists of four steps, followed by a Bayesian state estimate. The four steps of the Kalman Filter are prediction, innovation, calculation of the Kalman Gain, and correction. Each step and the Bayesian state estimate are discussed below in more depth, but the rest of the algorithm will first be explained.

After the completion of the $i^{\text {th }}$ stage calculations, the $(i+1)^{\text {st }}$ stage becomes the $i^{\text {th }}$ stage. When a column has been completely processed, a new serles of calculations is begun on the next colum, with no memory of the previous column.

After all of the columns have been processed, the procedure is repeated, using the rows for input. Row filtering is a much simpler process than coiumn filtering because only a change in range, not a change in gradient is expected. Thereiore, only the first element of the state vector is retained. There are situations where a gradient change might occur, such as when the vehicle is tilted significantly with respect to the local vertical. However, the Kalman Filter implemented here has not been designed to deal with such a situation. Modifications might be deemed necessary at some future date.


Figure 3. Variables Employed in the Kalman Filter

## Erediction

Prediction is the process whereby a new state estimate is obtained from the previous state estimate. The defining equations are:

$$
\begin{aligned}
\bar{x}_{i+1} & =E\left(x_{i+1} \mid z_{i}\right)=F_{i} \hat{x}_{i} \\
\mathrm{M}_{i+1} & =E\left[\left(x_{i+1}-\bar{x}_{i+1}\right)\left(x_{i+1}-\bar{x}_{i+1}\right)^{T}\right] \\
& =F_{i} P_{i} \bar{F}_{i}+Q_{i}
\end{aligned}
$$

where the variables are defined as in Table I.
The physical interpretation is as follows. Using equations (3-1) and (3-2), the state equations become

$$
\begin{aligned}
& d_{i+1}=d_{i}+g_{i} \\
& G_{i+1}=f_{i} g_{i}
\end{aligned}
$$

Thus, the predicted range is the sum of the previous range and the range increment. The predicted range increment is proportional to the current range increment. The proportionality constant may be derived theoretieally for a flat plane, based on the essumption of a constant angular increment during the measurement process.

The covariance matrix provides a measure of the allowed variation in the predicted state estimate.

## Innovation

Innovation is the process whereby the unpredicted component of the state vector is obtained. This component will be compared in a later step with state estimates obtained from hypotheses about the edge location.

## DEFINITTON OF KALMAN FILIER VARIABLES

| Variable | Neme |
| :---: | :---: |
| $\mathrm{B}_{\ell}$ | Beyes' risk for edge at $\ell^{\text {th }}$ stage |
| ${ }_{\ell}{ }_{\text {m }}$ | Cost function for edge at $\ell^{\text {th }}$ stage, With the $m^{\text {th }}$ hypothesis |
| $\mathrm{d}_{i}$ | Measured renge |
| $F_{i}$ | State transformation matrix, defined in Ec:ation 3-1 |
| $\mathrm{g}_{i}$ | Difference in rance between successive measured ranges |
| $\mathrm{H}_{i}$ | Measurement matrix, defined as il 0 ] |
| $\mathrm{H}_{\mathrm{m}}$ | Bayes' risk iypothesis |
| K | Kalran Gain |
| $I_{n}$ | Identity matrix of order $n$ |
| M | Covariance of the predicted state vector, $\bar{x}_{i}$ |
| P | Covariance of the state estimate $\hat{\mathrm{x}}_{i}$ |
| $P_{\text {m }}$ | Prior probablitity of the presence of an edge at the $m^{\text {th }}$ stage |
| Q | Plant noise |
| R | Observation noise covariance, usually 5 cm |
| $H_{i}$ | Plant noise |
| $\bar{x}_{i}$ | Predicted state estimate |
| $\hat{x}_{i}$ | Corrected state estimate |
| $y_{i}$ | Unpredicted component of state vector |
| $z_{i}$ | Noisy range measurement |

The defining equations are:

$$
\begin{aligned}
y_{i+1} & =z_{i+1}-H_{i+1} \bar{x}_{i+1} \\
& =z_{i+1}\left[\begin{array}{ll}
I & 0
\end{array}\right]\left[\begin{array}{l}
d_{i} \\
g_{i}
\end{array}\right] \\
& =z_{i+1}-d_{i} \\
& =E\left[y_{i+1} y_{i+1} \mathbb{T}_{]}\right. \\
& =H_{i+1} M_{i+1} H_{i+1} T+R_{i+1}
\end{aligned}
$$

Thus, the estimated noise is simply the noisy measured range mirus the predicted renge. The covariance provides a measure of the noise contained in the state prediction.

## KaIman Gain

The Kalman Gain is a factor which compensates for the state preaiction error.

The defining equation is:

$$
K_{i+1}=M_{i+1} H_{i+1}^{T} W_{i+1}^{-1}
$$

Physically, the Kalman Gain is a measure of noise, or the presence of an edge.

## Correction

Correction is the process whereby the state estimate is modified by the Kalman Gain factor.

The defining equations are:

$$
\begin{aligned}
\hat{x}_{i+1} & =\bar{x}_{i+1}+K_{i+1} y_{i+1} \\
P_{i+1} & =E\left[\left(x_{i+1}-x_{i+1}\right)\left(x_{i+1}-x_{i+1}\right)^{T}\right] \\
& =\left(I_{n}-K_{i+1} H_{i+1}\right) M_{i+1}\left(I_{n}-K_{i+1} H_{i+1}\right)^{T}+K_{i+1} R_{i+1} K_{i+1}^{T}
\end{aligned}
$$

Physically, the predicted state estimate is sumed with the product of the Kalman Gain and the estimated noise component. The corrected state estimate is used in the inypothesis testing step to determine the presence or absence of an edge.

## Bayesian State Estimate

After the Kalman Filter has been performed at the $i^{\text {th }}$ stage, Bayes' Risk is used to indicate which of the three hypotheses is most probably true. A hypothesis is considered to be true if it has the minimum risk or cost munction associated with it.

The three hypotheses are:
$H_{0}$ : An edge occurs at the $i^{\text {th }}$ stage
$H_{1}$ : An edge occurs at the $(1+1)^{\text {st }}$ stage
$H_{2}$ : An edge occurs beyona the $(j+1)^{\text {st }}$ stage.
Bayes' Risk for the $\ell^{\text {th }}$ stage is calculated as follows:

$$
B_{\ell}=\sum_{m=0}^{2} p_{m} c_{\ell m} P\left(z \mid H_{m}\right) ; \quad \ell=1,2,3
$$

Bayes' Risk weights the probability that an edge occurred at a particular stage by the cost $c_{l m}$ of choosing or failing to choose each alternative, and by the prior probability of the securrence of an edge. Each of the numbers $p_{\text {m }}$ and $c_{\ell m}$ are arbitrarily chosen weights, which are however
subject to a fev rules stated by Sonalkar ${ }^{31}$.
If $H_{0}$ is demed correct (i.e., $H_{0}$ has the minimum risk $B$ associated with it), the hypothesis is accepted and an edge is flagged. Otherwise, $H_{0}$ is rejected and the $(i+I)^{\text {st }}$ stage becomes the $i^{\text {th }}$ stage. The Kaiman Filter calculations are repeated for the new $i^{\text {th }}$ stage.

### 3.1.2 Average Processing

The term "Average Processing" encompasses two separate procedures:
(1) the calculation of maximum and minimum allowable range increments based on a maximum increment of in-path slope, and (2) a second-difference computational method.

The maximum and minimum tolerated range increments are computed for each pair of elevation angles, given the meximum permissible increment of in-path slope. The minimum range increment occurs with the maximum positive change in slope. The maximum range increment occurs with the maximum negative change in slope. If the maximum increment is larger than the limit of the sensor range, the maximum increment is set to the sensor limit minus the present range.

The equations for the maximum and minimum differences are derived below. Consider the Zargest triangle in Figure 4.

$$
\begin{aligned}
M & =180^{\circ}-(\theta+\Delta \theta)-\left(90^{\circ}+s\right) \\
& =90^{\circ}-\theta-\Delta \theta+s
\end{aligned}
$$

where $s$ is the maximum allowable slope increment, $\theta$ is the elevation angle, and $\Delta \theta$ is the elevation angle increment.


Figure 4. Calculation of Range Bounds During Average Processing

By the law of sines,

$$
\frac{\sin A \theta}{D_{\min }}=\frac{\sin M}{R_{2}}
$$

and

$$
D_{\min }=\frac{\sin \Delta \theta}{\sin M} R_{2}
$$

where $D_{\min }$ is the minimum allowed range increment, and $R_{1}$ and $R_{2}$ are measured ranges.

To calculate the maximum range increment, note that the angle between the terrain level and the mast becomes $90^{\circ}+\mathrm{s}$. Therefore,

$$
\mathrm{M}=90^{\circ}-\theta-\Delta \theta-\mathrm{s}
$$

and

$$
D_{\max }=\left\{\begin{array}{l}
\frac{\sin \Delta \theta}{\sin M} R_{2} ; M>0 \\
R_{\text {sensor 1imit }} ; M \leq 0
\end{array}\right.
$$

where $D_{\text {max }}$ is the maximum allowed range increment.
The other procedure denoted by "Average Processing" is a second difference calculation. The difference in range values for each successive pair of elevation angles is calculated at each stage. The difference is compared to an average difference calculated over the previous stages. If the absolute value of the difference of these values is greater than a specified fraction of the average difference, an edge is indicated. The average difference is updated in two ways. If an edge occurred, the average difference is set equal to the most recent difference. If no edge occurred, the average difference and the current difference are averaged with a positive integral weighting factor for the average difference and a weight of 1.0 for the current difference.

### 3.1.3 The Noise Filter

Noisy data sometimes resulted in the occurrence of spurious edges. It wes essumed that the probability of adjacent spurious edges wes small compared to the prowability that an existing edge would not possess a neighbor. Therefore, an edge which did not possess an adjacent edge was declared spurious and was ignored.

### 3.2 Implementation

Implementation of the algorithms described above involved a diversity of tasks such as inter facing them with the existing computer simulation, testing their response to different types of terrain, designing additional processing to improve response, studying the effect of paraneter changes, studying noise sensitivity, and discovering some optimal set of parameters useful for the path selection process.

### 3.2.1 The Kalman Filter Subroutine Package

The Kalman Filter subroutine pacisage consists of eight distinct programs: KALMAN, KF, KFI, RES, PRDCT, ABAT, MATADD, and MATMUL, These are documented in Reference 9.

KAJMAN contains the master logic ior processing a matrix through the Kalman Filter, as described in Section 3.1. KFl and RES are used for row processing only. They obtain new state and error covariances given the present state (this is the Prediction step). KFl bases its calculations on the hypothesis that a fump occurred at the present stage, while RES uses the alternate hypothesis that a jump will occur at some later stage. Nine state estimates, denoted $x_{j k}$, are computed at the $i^{\text {th }}$ stage. These are comprised of the state estimates for the $i^{\text {th }},(i+1)^{\text {st }}$, and $(i+2)^{\text {nd }}$ stages
(or $j=1,2,3$ respectively), based on each hypothesis $H_{0}, H_{1}$, and $H_{2}$ (or $k=1,2,3$ respectively). The predicted state estimates are processed through the remaining steps of the Kalman Filter and then compared using Bayes' Risk. The state estimate with minimum associated cost is chosen. If an edge occurred at the $i^{\text {th }}$ stage, it is indicated within the matrix as an ' $O$ ' or vertical edge, since it was identified by horizontal processing. If it is judged that an edge occurred at the $(i+1)^{\text {st }}$ or $(i+2)^{\text {nd }}$ stage, no edge is indicated. The $(i+1)^{\text {st }}$ stage becomes the $i^{\text {th }}$ stage, and the entire process is repeated. The first state estimate in each row is the actual noisy measured range of the first column of that row.

Columns are processed similarly using PRDCT, which assumes a jump occurs at the present stage, and KF, which assumes that the jump occurred later. The first state estimate vector in each column consists of the measured ranges between the nextwto-last row and the last row. State estimates are updated by Equation (3-1). The factor $f_{i}$ has been anelytically derived for a flat plane, assuming a constant increment in elevation angle between rows. If a horizontal edge is identified, it is indicated by a "\#"" (or an "X" in array positions where both horizontal and vertical edges were detected).

The remaining subroutines $A B A T, ~ M A T A D D$, and MARMUL are utilities for matrix addition, multiplication, and the computation of terms of the form $A B A^{T}$, resepctively.

The Kalman Filter is controlled by the same input as the sensor: information about maximum, minimum, and incremental values of the azimuth and elevation angles. The oniy additional input needed is the parameter

UJUMP. Slope changes larger than UJUMP meters per meter will undergo additional processing to update the state and error covariance. Additionelly, the programer may change the costs and prior probabilities of the occurrence of and edge according to rules described by Sonalkar ${ }^{11}$.

### 3.2.2 Average Processing

Test cases processed by the Kalman Filter indicated that detection of the near edge of a positive obstacle or the far edge of a negative obstacle is extremely sensitive to parameter values. Detection of these edges require a rather sparse placement of data points in order to obtain a large enough change in range or gradient. Hence, the size of an obstacle which could remain undetected might be unacceptably large. Average Processing attempted to overcome this difficulty by trying to detect those edges where only gradient changes occurred.

The theoretical description of Average Pracessing may be found in Section 3.1.2. Average Processing will not automatically be periormed by the system, as the Kalman Filter is. If desired, it must be enabled by the user through a flag.

Average Processing is performed only on elements of the columns of the range matrix, simultaneously with the Kalman Filter. Each column is essumed to be independent of the others.

Average Processing requires a three-user specified parameters: $S$, THRESH, WEIGHT. $S$ is a positive number indicating the maximum permissible increment in in-path slope. THRESH is a threshold value, usually set to 1.0. To set up the threshold test, the current difference is first subtracted from the average difference and the absolute value is computed. This
absolute value is then compared to the average difference. If their ratio is larger than THRESH, an edge is indicated. WEIGHT is the weighting factor of the average difference relative to the current difference when updating the average difference.

During Average Frocessing, both the allowable slope calculation and the second-difference calculation are performed.

### 3.2.3 The Noise Filter

Tests performed on the Kalman Filter using noisy data indicated that spurious edges sometimes occurred. Therefore, the entire edge matrix was filtered again. Filtering the matrix as a whole is aivantageous because of the availability of a global view rather than the simple single stage outlook of the Kalman Filter.

Each edge is examined individuelly. If an adiacent edge exists (in an adjacent row or column position only, not in a diagonal position), the edge is assumed to be correct. Otherwise, it is spurious and is therefore erased. Diagonal edges (those indicated by "X") are additionally examined for edges that are adjacent diagonally beiore erasure.

The noise filter option must be activated by a user-input flag INFII. It is not a system default.

### 3.3 Results

Prior demonstrations of the Kalman Filter had always employed a single large obstacle on flat terrain in the center of the field of view. The type of obstacle to be detected, and its size and position were always known. The test cases shown here attempt to focus on other problems. Eventually, a completely unknown terrain must be satisfactorily scanned,
in order for a path selection algorithm to be suceessful.
An upper bound on the size of undetected obstacles first had to be established. At ranges of 10 to 15 meters, with elevation angle increments of $0.1^{\circ}$, bouiders of 0.5 meters diameter were detected by the Kalman Filter whereas those of 0.25 meter diameter were not. However, Average Processing was able to detect boulders of 0.25 meters in diameter, but failed for diameters of 0.125 meters. As a rule of thumb, the Kaiman Filter requires about eight data samples from an obstacle before detection occurs, whereas Average Processing requires three (assuming no large, easily detectable edge is available).

Further range studies indicate that the optimal operating range for the Kalman Filter in this simulation is approximately 8 to 25 meters. At short ranges, the difference in ranges is large compared to the actual range. At long ranges, the differences are a very small fraction of the total range, or the diameter of the smallest detectable obstacle is rather large. Both of these effects aiminish the eifectiveness of the Kalman Filter.

Detection of the near edge of a boulder or the far edge of a crater requires a particular relationship between parameters. The laser height, horizontal distance to obstacle to be detected, and elevation angle increment must combine to yield a horizontal distance of approximately 0.5 meters between data points on level terrain. These parameter relationships are illustrated in Figure 5, where $\Delta D$ should be approximately 0.5 meters. Typically, the values are set to a laser height $Z_{L}$ of 1.5 meters, a nominal scanning range $D$ of 10 meters, and an elevation angle increment


Figure 5. Parameter Relationships for Edge Detection With the Kalman Filter
$\Delta \beta$ of $0.4^{\circ}$. At 20 meters, the elevation angle increment $\Delta \beta$ is $0.2^{\circ}$ with a laser height $Z_{L}$ of three meters. Figure 6 shows the results of such a scan. Other results obtained with the Kalman Filter are also quite promising. Figures 7 and 8 show the results of scans over a cylindrical boulder and a crater, respectively.

Average Processing has been extremely effective in detecting the entire obstacle even when the ideal data point spacing described above is not used. Figures 9 and 10 show the results of Average Processing when applied to a boulder and a crater, respectively. Note the accurately rounded shape of the near and far edges. Values of 1.0 for MHRESR, the edge threshold value and 3.0 for WEIGHP, the average weighting factor, have been shown to be the most effective. The process is extremely sensitive to the value of THRESH. In general, Average Processing is also sensitive to noise in the range measurements and should not be used where noise amplitude may exceed 0.2 meters.

The Kalman Filter was also tested with noise-corrupted range measurements, where the noise consisted of unfiltered white noise of a specified maximum amplitude. The approximate distance from the vehicle was 10 meters. Noise of 0.1 meter maximum amplitude ( $2 \%$ ) did not affect edge detection results, as shown in Figure 11. Noise of 0.2 meter maximum amplitude ( $4 \%$ ) could be successfully filtered by the noise filter. See Figures $12(\mathrm{a})$ and $12(\mathrm{~b})$. Noise of 0.3 meter meximum amplitude ( $6 \%$ ) began to cause spurious edges which could not be filtered out, as shown in Figures 13 (a) and 13(b). Spurious edges consisted mainly of horizontal edges. This was not entirely unexpected. Horizontal edges result from a
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Figure 6. Two Neter Diameter Spherical Boulder at Twenty Neters
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Figure 7. One Meter Diameter Cylindrical Boulder at Trenty lieters
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Figure 8. Two Neter Orater at Twenty Meters


Figure 9. Average Processing Applied to a One Ileter Diameter Boulder at Ten Heters


Figure 10. Average Processing Applied to a One Meter Diameter Crater at Ten Meters


Figure 11, One Meter Diameter Boulder at Ten Meters Corrupted by Uniform 0.1 Meter Maximum Amplitude Noise
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Figure 12. One Meter Diameter Boulder at Ten Meters with Uniform 0.2 Meter Naximum Amplitude Noise (a) Kalman Filter



Figure 13. One Meter Diameter Boulder at wen veters with Uniform 0.3 Heter Maximum Amplitude Noise (a) Kalman Filter


Figure 13. One Meter Diameter Boulder at Ten Neters with Uniform 0.3 Meter Maximum Amplitude Noise (b) Kalman Filter and Noise Filter
two stage prediction process; the first predicts what the true next stete should be, and the second predicts what the next state could be if edges occurred at different stages. Noise cormupts both stages of prediction. In contrast, vertical edges result from a single stage prediction process since the true value of the next state is already known, and only the edge predictions must be taken into account.

Other test cases showed that the edge detection scheme developed here performed quite well. It identified partial obstacles (Figure 14), double obstacles (Figure 15), obstacles on sine waves, and obstacles on sine waves with noise (of 0.2 meter maximum amplitude). It correctly flagged a small amplitude sine wave as no obstacle and a large amplitude sine wave as an obstacle. Higher masts or close ranges are needed in order to identify a large sine wave as a continuous function.

Problems inherent in the Kalman Filter become evident only in the Terrain Modeller, the next stage of computation. Because the Kalman Filter is performed left to right and bottom to top, the delineation of the obstacle is incorrect by one stage on the right side and the top. For example, the Kalman Filter will not detect the actual right edge of the boulder as an edge, because it is the next stage which actually represents the jump in range. Fortunately this type of error is only a slight inaccuracy rather than a serious miscalculation. Examples of this error will be seen in Terrain Model outputs.


Figure 14. Partial Boulder at Ten Meters
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Figure 15. Boulder Partially Obscuring Another Boulder (a) Kalman Filter



Figure 15. Boulder Partially Obscuring Another Boulder (b) Kalman Filter and Average Processing

The Terrain Modeller must organize the mass of data obtained from the Sensor and Edge Detection Blocks into a form that may be readily interpreted by the Path Selection Algorithm. The approach taken here requires the Terrain Modeller to reconstruct the obstacles frcm their edges and to note the location of each obstacle on a rectangular grid map of the local planet surface.
4.1 Discussion of Nodelling Algorithm

The Terrain Modeller must be able to reconstruct the shape and extent of an obstacle, given only its edges. Complicated problems in obstacle identification are commonplace, as for example, partial obstacies (where matching edges do not occur in the sensor field of view) or double obstacles (where distinct edges do not occur in the sensor field of view). The Terrain Modeller assumes that the Kalman Filter is absolutely correct, i.e., that the occurrence of an edge implies the presence of an obstacle at that point, although not necessarily on either side of it.

Another function of the Terrain Modeller is to maintain information about each obstacle in its memory, because of the Ifmited sensor field of view and the high cost in time and computational effort in identifying each obstacle. The forms of memory chosen were a rectangular grid map and a terrain height memory. The rectangular grid map of the local planet terrain contains symbols indicating whether each square of the map is clear, unknown, or full of obstacles. The terrain height memory is an additional matrix whose elements are in one-to-one correspondence with the
squares of the grid map. Each element of the terrain height memory contains the current average of all sampled terrain keights up to the present time which fell within the corresponding square on the grid mep.

### 4.2 Implementation

The Terrain Modeller MODELL receives the edge motrix from the Edge Deteation Block. It must decide for eech edge whether an obstacle lies on either side of the edge or on both sides. Therefore, some sort of range prediction function must be obtained, in order to identify obstacles by comparison of the actual range with the predicted range. The range prediction function used by MODELE is the simple assumption that the terrain slope is constant, and it therefore is identicel to the vehicle attitude.

The Terrain Modeliex MODEH divides each row into segnents. It possess each segment of each row separately. The segments eonsist of (1) the first element, and all succeeding elements up to but not including the first edge, (2) the edge itself, (3) all elements up to but not including the sezond edge, (4) the edge itself, etc. The process continues until the last column of that row has been processed.

Segment processing consists of (1) averaging the zanges corresponding to all elements comprising the segment, (2) subtracting the range estimate obtained from the range prediction function, and (3) comparing the remeinder to a threshold value. The threshold value is a positive number (presently 0.25 meters). A difference in renges larger in absolute value than the threshold signals an obstacle, where a positive (negative) difference implies a negative (positive) obstacle, and a difference smaller in absolute value than the threshold indicates no obstacle. The edze itself
is processed similerly except thet a threshold value is not employed. (By assumption, a Kalman Filter edge autcmatically implies the presence of an obstacle there.) Thus, the edge matrix is replaced by a matrix containing only "P" (indicating a positive obstacle, such as a boulder), "N" (indicating a negative obstacle, such as a crater), or blank (no obstacle).

During tests, it was noted that a segment would sometimes be artificially continued because one edge was identified by the Kalman Filter and the other edge was not. To correct this problem, a noise filter is applied. The noise filter will erase any "p" or "N" indicator which is not a Kalmen edge itself or is not directly adjacent to one unless it has three or more adjacent edges.

The obstacie matrix is next transierred to a rectangular grid map of the local terrain. The Terrain Modeller calculates an appropriately placed coordinate system for the grid map. The origin coincides with a particuiar element. The positive n -axis of the planet is then assumed to be that part of the row containing the origin, which lies to the right of the origin. The positive $y$-axis is that part of the column containing the origin which lies above the origin. Because vehicle attitude, azimuth and elevation angles, and the range of each point in the edge matrix are :nown, the planet rectangular coordinate of the intersection of the beam with the surface may be calculated. The obstacle type indicator (positive, negative, or no obstacle) is transferred to the correct grid location and the actual height is recorded in a terrain height matrix, which maintains an average of all terrain heights measured up until that time for each
square of the terrain map.
Each element of the terrain grid map represents a square of the planet surface $\begin{aligned} & \text { ith } A \text { Jimensions specified by the user. The program MODELU }\end{aligned}$ sets up vehicle and target locetions, and changes the obstacle type indicator flag in each square to a " Ul ", to indicate that it has never been scanned, and hence is totally unknown. MODEL工 assumes that some type of onboard short range sensor is operable and that initially the terrain is traversable from the rehicle to the point where the midnrange sensor becomes availabie. Therefore those squeares are indicated as clear (blank).

The terrain grid map contains an obstacle type indicator for each square of the map. It may be set to "P", "N", blank, or "U" (positive, negative, clear, or unknown). The indicators "P" or "Ni" will never be replaced with a clear or unknown signel, but the most recently calculated value of " $P$ " or " $\mathbb{N}$ " will take precedence, if there happens to be a conflict concerning the type of obstacle.

The terrain height memory is updated by a rather complicated calculation. It must meintain an average of all sampled terrain heights within the corresponding square of the grid rap. Memory space may be saved by incorporating two pieces of information in one height matrix, instead of introducing another matrix which remembers the number of samples previously averaged. Thus, a true average may be calculated instead of weighting the most recent sample most heavily. Multiple data may be stored in one metrix by the use of place value. Thus, the thousands digit and higher order digits record the number of samples represented by the average. The ones
and tens digits represent the average height. However, negative heights cannot be represented without affecting the thousands digit unless the hunoreds digit is non $-z e r o$. Thus, the hundreds digit is set to a zero level of 5 initially. Some examples will clarify this procedure. The entry 5502.6 represents an average height of ( $502.6-500.0$ ) $=+2.6$ meters obtained after five samples. The entry 7498.3 represents seven samples with an average height of ( $498.3-500.0$ ) $=-1.7$ meters.

The actual programed calculation is as follows. The terrain height of each square is initialized to a value of 500.0 (corresponding to the zero level for each grid square). Every time that the square is scanned, 1000.0 is added to the value of the height. Thus the integral number of thousends indicates the number of times that the square has been sampled. Also the 1000 -modulus (or remainder after all integral thousands have been subtracted) is averaged with the terrain heigit just calculated, and re-adjusted to a zero level of 500.0 . The 1000 -modulus is weighted by the integral numbsr of thousands in the averaging process. Thus a true everage of all of the sampled points is maintained. For example, an average of 4500.5 with a current sample height of 0.75 meters would yield an actual average height of

$$
\begin{aligned}
&(4 \text { samples } \times 0.5 \text { meters }+1 \text { sample } \times 0.75 \text { meters }) / 5 \text { samples } \\
&=0.55 \text { meters }
\end{aligned}
$$

which would be recoded as 5500.55 .

### 4.3 Results

In general, the Terrain Modeller hes been very successful in correctly identifying obstacles, including partial and multiple obstacles, and obstacles whose measurements have been corrupted by noise. Some examples are shown in Figures 16 through 18.

However, sine waves and other curved terrains cause a very poor performance. Obstacles placed on sine waves are cor-ectly identified, but the positive parts of the sine wave surface are identified as positive obstacles, and the negative parta s negative obstacles, as in Figure 29. This is a direct result of the algorithm used to obtain a range estimate which is then compared with the actual measured range.

The range estimation algorithm assumes that the terrain has a constant slope, which can therefore be measured by the vehicle eyro. Hence, the vehicle itself sees only a flat plane. This is a rather poor approximation since the slope estimate is based on an extreiiely smail portion of the total terrain, and because it assumes a planar type of terrain, excluding such terrains es sine waves or other gently rolling surfaces.

A method which approximated the planet surface between the vehicle and the sample point as a single variable polynonial ourve was aiso tried. It failed because it did not incorporate sufficient general information and hence had to be recalculated many times. Thus it lacked contiruity, and also required a lot of computational erfort.

The rectangular grid map is an excellent way to store terrain data. The user may adjust the fineness or coarseness of the grid size to accommodate the desired level of detail. Caution must be used to adjust the


Figure 16. Terrain Hodeller Processing of the One teter Diameter Crater Shown in Figure 10.
(a) Obstacle Identification


Figure 16. Terrain Modeller Processing of the One Neter Diameter Crater Shown in Figure 10.
(b) Noise Filter
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Figure 17. Terrain Nodeller Processing of a One Meter Diameter Bculder at Ten Meters
(a) Obstacle Identification


Figure 17. Terrain Modeller Processing of a One Meter Diameter Boulder at Ten Meters (b) Noise Filter
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Figure 18. Terrain Modeller Processing of Double Obstacle of Figure 15
(a) Obstacle Identification


Figure 18. Terrain Modeller Processing of Double Obstacle of Figure 15
(b) Noise Filter
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Figure 19. Terrain Modeller Processing of 1.0 Neter
Amplitude Sine Wave
(a) Edge Detection Output
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Figure 19. Terrain Hodeller Processing of 1.0 Meter Amplitude Sine Wave
(b) Obstacle Identification
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grid size along with the elevation angle increment in order to evoid creating gaps of unknown region in the midst of the scanned region.

There are two other minor problems. One problem has previousiy been discussed in Section 3.3. The right edge or top edge of an obstacle may consist of spurious edges. However, the spurious edge is classified as an obstacle and placed in the grid map's memory. Thus, the second problem arises. With the present program logic, a square containing an obstacle can never be declared clear. It has not yet proved necessary to challenge this assumption. Noise and spurious edges may eventually become a serious problem, though.

## 5. THE PATH SELECTION ALGORITHM

The Path Selection AIgorithm is the program block which closes the loop in the computer simulation. The Path Selection Algorithm uses the rectangular grid map generated by the Terrain Modeller to evaluate acceptable paths to the target. A modified form or an existing algorithm was implemented, and promising results were obtained.

### 5.1 Discussion of Algorithm

The Path Selection Algorithm must generate a set of steering commands, given the rectangular grid of the terrain. Several simplifying assumptions have been made to fecilitate a first pass at the problem solution:
(1) The vehicle dimensions are such that it can be contained in only one square of the obstacle grid map (usually one meter by one meter),
(2) the vehicle may choose only $0^{\circ}, 90^{\circ}, ~ 180^{\circ}$, or $270^{\circ}$ as heading angles, i.e., it may travel only from its present square to an ad ${ }^{\mathbf{f}}$ acent square, and
(3) there is a short-range sensor aboard which would prevent the vehicle from hitting an obstacle which had slipped through its rather narrow mid-range sensor screen.

A path selection algorithm created by Lallman ${ }^{8}$ dealt with much the same situation, although his assumptions differ from the above, particularly as to the amount of sensor information available. C. Y. Lee ${ }^{7}$ developed a method for obtaining a minimal length path given such a grid containing obstacles, and this method has been modified and adapted for
use here. Lee's algorithm assumed that all obstacles are known before any part of the path is chosen. He then numbered adjecent squares outward from the target to the present location with ascending positive integers. A minimal path consisted of traveling from one square to any adjacent squares containing a lower number. (Refer to Figure 20 for an illustration of this procedure.)

The path selection problem here differs drastically from Lee's problem in at least one respect. The presence or absence of obstacles is not known in advance. Therefore, two different matrices are used in making a path selection decision. One matrix is the terrain grid map meintained by the Terrain Modelier. It determines which squares are clear and which squares contain obstacles. The second matrix is celled the Path Selection Map. Its squares are placed in one-to-one correspondence with those of the terrain grid map. The purpose of the Path Selection Map is to represent the priority that each square on the grid map has when a path selection decision is being made. The numbers provide a guideline for choosing a "near-optimal" path. The priority numbering system is similar to Lee's Algorithm, except that all of the squares are numbered as part of the initialization, assuming that no obstacles are present. The numbering of the squares is not altered during the entire simulation, except in the ways described below. This scheme prevents ambiguous or unnecessary renumbering whenever new information becomes available.

### 5.2 Impiementation

A path is selected with the aid of the Path Selection Map described above. Usually, the vehicle will proceed from its present square to an


Figure 20. Lee's Algorithm
adjacent square whose priority number is one less then the priority number of the present square. However, there are two cases in which a square's priority number must be altered to prevent normel access to the square. The first case is when the corresponding square of the grid map contains an obstacle. The second case is when the normal priority scheme will lead the vehicle to a dead end.

Squares that correspond to obstacles are renumbered so that they contain numbers larger than any present in the matrix through the normal adjacent squares numbering plan. For example, a 50 by 50 matrix causes them to be renumbered to 99.

The matrix is then processed to search out and block dead end squares. Any square that has no adjacent squares containing a lower number is indicated as a dead end. Its square number is changed to the corresponding negative integer.

A crude short renge sensor, which detects boulders and craters, is glso simulated.

The path selection decision logic ranks its options in the following order of importance.
(1) Oniy one step (or square) may be taken between scans.
(2) A path which will place the vehicle in a square containing an obstacle may never be selected.
(3) If the present square of the vehicie is indicated as a dead end (i.e., its path selection number is negative) then proceed in the direction of the nearest clear square, that is not a dead end. If the vehicle is totally blocked, go to the emergency algorithm. If the present square
is clear:
(4) Step to the adjacent square with the next smaller integer.
(5) If the square containing the next smallest integer is a dead end, step to an adjacent square with the next largest number.
(6) If a Iower number cannot be found, check the specia' case where vehicle and obstacle are on a straight line with the target. Proceed, if possible, to the adjacent square with the next largest integer that is not a direct line with the target.
(7) It no decision has yet been reached, back up and block the square.
(8) If a backup is fmpossible, call the emergency aigorithm.

The emergency algorithm is also called from the vehicle dynamics block and thus must contain some redundancy with the above algorithm. It will first attempt to bacis out of the problem situation, proceeding to the next langer number. If no way out is found or the number of calls to the emergency algorithm exceeds a user-specified mamimum, the simalation vill be terminated. The simulation is also terminated ir the vehicle leaves the mapped area.

### 5.3 Results

The test cases shown in Figures 21 through 24 illustrate the performance of the Path Selection Algorithm. These were not mun as part of the entire simulation package because of time and money considerations. A test program was designed, however, to fully demonstrate the capabilities of the Path Selection Algoritinm itself, without introducing any system interface problems.


[^1]Figure 21. Navigation Around A Boulder (a) Path
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Figure 23. Navigation Around A Keyhole
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Figure 24. Navigation Around Several walls

The vehicle successfully chose a path around a boulder, a wall, a set of wails, and it avoided a keyhole that it had not yet entered, while choosing an optimal path. For example, refer to Figure 21. Part (b) shows the priority numbering of the Path Selection Map. According to rule (3) above, the vehicle proceeded to the right to the nearest clear square, and then chose a path to the target by following a descending sequence of numbers, by rule (4).

This powerful algorithm has been able to more fully utilize and interpret the large amount of information available than any other path selection algorithm to date. Another test case, not shown, consisted of a. Keyhole that the vehicle had already entered. This caused the vehicle to wander aimlessly without making any progress. Thus, a new procedure for defining dead ends may be needed.

A single test case involving the entire simulation package was sun closed-loop and the results are shown in Figure 25. The vehicie initially faced towards the reader. It turned to the target and after itive scans it had opened a path to the target. Unfortunately, monetary consideretions forced a halt at this point. Therefore, the approach described here is definitely a feasible, although expensive solution.
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## 6. RECOMMENDATIONS AND CONCLUSIONS

The results obtained from the computer simulation have been evaluated. The recommendations are divided into two classes, namely those that pertain to the simulation itself, and those concerning the performance of the algorithms.

Each module is evaluated separately, and some general conclusions are then drawn.

### 5.1 Recommendations

Each of the four program modules previously described may be improved. The following sections list specific recomendations to improve both flexibility and simulation accuracy.

### 6.1.1 The Sensor

The sensor may bc improved in several ways, which may be easily implemented within the existing simulation.

A more realistic sensor simulation coul: be achieved by the addition of noise to the specified values of azimuth and elevation angles. Noisy sensor angles facilitate simulation of errors in attitude measurenent and the finite precision in the mechanical placement of azimuth and elevations.

Noise currently being gdied to the range measurements should be modified by a factor proportional to the range squared. This would provide a more accurate model of the physical process of loss of the return signal.

The field of view might also be expanded by allowing for additional azimuth and elevation angles. More efficient processing might be obtained
because of the reduction in the number of scans required to obtain information about the environment. However, a trade off between computer storage and computational efficiency would then exist.

### 6.1.2 The Edge Detection Scheme

There are several approaches which could be taken to further improve the edge detection algorithm.

One way to solve the problem of the delayed edge discussed in Sections 3.3 and 4.3 would be to perform the Kalmen Tilter again, reversing the direction of processing (right to left, top to bottom). The resulting edge matrices would be compared and the correct edge locations would be synthesized from their union.

System performance in the presence of noise should be studied with respect to the parameters $B, C$, and $R$, which have remained fixed througtout this study. The B matrix is a matrix of prior probabilities af the occurrence of an edge. $C$ is the cost matrix where $C_{i j}$ is the cost of the $i^{\text {th }}$ decision (about edge location) given the $f^{\text {th }}$ hypothesis (about the edge location). $R$ is the assumed plant noise variance, presently equal to 0.0025 square meters.

Maximum and minimum slope processing might also be handled in a somewhat different manner. Special indicators could be used to distinguish slope problems from discrete obstacles. Becuase the vehicle attitude is known, the maximum and minimum values of incremental slope might also be used to test for maximum and minimum values of absolute slope.

### 6.1. 3 The Terrain Modeller

It is absolutely imperative that an improved method of obtaining range estimates be developed. This would assure that curved surfaces would be correctly identified, instead of being flagged as obstacles. From experience, the range estimation function should probably be a twovariable curve such as a plane. However, it should preferably be of degree two in crder to accommodate some nonlinearity.

Other improvements which might conceivably be justified are: (1) development of an algorithm to remove a spurious obstacle from the grid map, and (2) expansion of the memory storege of the grid map, allowing for more detail and/or coverage of a larger area. The latter could be done simply by using pointers to indicate bounds on current memory space, replacing the unused parts with newer terrain information.

### 6.1.4 The Path Selection Algorithm

Much more testing of the Path Selection Algorithm capabilities should be done.

Certain basic assump; ons should also be modified. For example, the vericle size could be extended to its actual physical dimensions by a slightly more comrlicated square blocking scheme. The choice of paths could be modified to include the other four squares at $45^{\circ}$ increments from the adjacent squares. This would ease constraints on the turning radius imposed by the vehicle dynamics.

The dead end zone created by an obstacle presently extends infinitely far back from the obstacle on the side of the target. Its extent coula be limited, and the vehicle might therefore never enter it or never be
caught in a blocked zone.
The short range sensor simulation contained in the Terrain Modeller might also be improved, or an existing short range sensor might be interfaced with this simulation.

A better emergency algorithm might be developed which backs the vehicle exactly along its previous path rather than choosing any available back-up path.

Obstacles resulting from slopes should be treated in a different manner than discrete obstacIes. Cases of combinations of slopes and small obstacles which are traversable in themselves, but barriers when combined, should also be examined.

### 6.2 Conclusions

The path selection system developed requires a large amount of computationel time and storage. Hence, it should be used primerily "in the large" rather then at each step along the route. An erficient short range system should be used for detailed path selection, once the global trend of the terrain has been determined.

The interdependence of program modules must be cut to an absoIute minimu. An exampi.e of this would be the introduction of additional noise processing to remove spurious obstacles from the terrain gria map. Often, however, problems axe difficult to isolate and are identified only at a later stage of the calculations. Thus, system design is necessarily an interactive process.

A Path Selection Algorithm and Terrain Modeller which also address slope problems as well as discrete obstacles shoula be developed.

Despite the problems encountered, the edge detection approach has several major advantages, such as:
(I) a comparative lack of noise sensitivity, compared to previous sensor systems,
(2) the ability to distinguish obstacles from slopes and,
(3) a long-range permanent system memory.

Thus, the edge detection approach is a promising basis for a path selection system.
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[^0]:    * Superscripts refer to the reference number

[^1]:    $B$ Vehicle Starting Location
    $P$ Obstacle
    $\checkmark$ Vehicle Location

    * Target

