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ABSTRACT

As part of the SEASAT program of NASA, two sets of

analysis programs were developed for ECON, Inc. under

- contract NASW-2458. One set of programs produce 63 x 63

horizontai mesh analyses on a polar stereographic grid.

The other set produces 187 x 187 third mesh énalyse55

The parameters analyzed include séa surface temperature,

sea level pressure and twelve levels of upper air témperaturég
height and wind analyses. Both sets use operational data
provided by Fleet’Numericai Weéthg; Centﬁa1. .The analysis
output is used to initialiée thé primitive equation fore-

cast models also included as part of this contract.
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SECTION I. SCALAR ANALYSIS USING THE PATTERN- CONqERVING
. TECHNIQUE 4

A, | Introductioh

In meteorological analysis, one piece of information =~
that should not be ignored 1is the most recent past analysis,

or, if available, a good forecast valid at the current ana-

~lysis time. A man doing a hand analysis usually uses such

information. In particular, the analyst needs an estimate

of the positions of highs and lows (curvature) and of the

~areas of strong and weak gradients. In referring to the

past analysis or forecast, the man usually is looking not

so much for absolute magn1tude; as for the shape of the’ '

‘field. When he draws his new analysis, he will firstfattempt

to fit the shapes in the past field to the new data. 71@

confllct occurs, the new data takes precedence unless the
analyst suspects that the data is in error. In reglons:where
data is routlnely sparse, many confllcts need to be resolved
because of the accumulatlon of errors. This results from

the cycle of a poOr analysis initializing a forecasewwhgchy,

“is consequently poor which is used as a deficient first

‘ gﬁess for the next analysis/prediction cycle.

The best objective analysis scheme is probably one

that follows the same rules that a man follows. If'such

1object1ve Lechnlques can be worked out, the machlne may do

the~job‘1n & more con51stent manner than a man 1s able to do.




Thé basic goal of this analysis is to fit éhe follow=
ing information to varying degrees: ~the new data; the most
recent past analysis or forecast value (the first guess);
the gradients of the first guess in eight directions from
each grid point; and the Laplacian of the first guess.

The degree of it desired for each piece of infbrmation is
specified by an érray of weights. These variables and
weights are named in Table I-1.

The desired fit is realized by minimizing the sum of
the deviations of the various characteristics of the ana-
lysis from their couﬁterparts in the first gueés. The
minimization is'accomplished with an erementary applicatioﬁ
of the calculus of variations. |

Information{is spread through space by the gradient
and Laplacian terms. In‘a surface analysis, there are
sometimes natural obstacles (mountain ridges, coastlines,
etc.) beyond'which,an analyst would hot allow a new obser-
vaticn to influence the analysis. This kind of constraint‘
can be simulated in the objecti&e analySis by reducing ﬁhe’
Qeights of the gradiéhts and Laplacian along the demarcation
zone. ’

'Thekdecision on the*ﬁagnitudes of the &ariéus weights
is 1esé arbitrary if we view éach weight as the;inverée of
the variance associated ﬁith the pérameter it multipliés,

This viewpoint is also useful in re-evaluating the weights



of the data.
An analysis-cycle consists of three basic steps:
1. Assemble the data at grid points.
2, Solve the minimization equation.

3. Re-evaluate the weight of each report.

In order to adequately evaluate the weight of each report,
at least two cycles are required. It is desirable to in-
clude one additional cycle to allow initially suppressed
data to enter the aﬁalysis with a high weight if supporting
data some distance away causes the analysis to conform |
more closely to the report after the second cycle. The
basic steps are detailed individually in the following

sections.



B. Assembly

We shall refer to the guess field as Pi 3 with weight

4
A 5 On the first cycle, it is the first guess, and A, 5
[4 !
has a low and probably uniform value. On subsequent cycles,

P is the result of the previous cycle, but A, . reverts

i,3 1]
back to its original value. During assembly, Ai,j will be
modified to incorporate the data weights, as re-evaluated
‘at the end of the previous cycle.

Each report is moved to the nearest grid point along
the gradient of the guess field; that is, the guess field
is interpolated to the report location and the difference
between the interpolated value and fhe nezrest grid point
value is added to produce a pseudo reported value. A weighted

average of the guess value and all reports affecting the grid

point is done.

. ) Ay 4By 5 T AP] F BByt ..+ AP
1,3 By 5 F A ® By, ¥ ... ¥ A
Xl,j = Aj A FR)F ... AL

The superscript (v) designates assembled values. A is
the weight of the nth report and Pn is the nth report.
In the following sections, the superscript (v) will not be

used. The assembledrvalues will be referred to as,'Pi 5

I




C. Minimizing the Deviations

TABLE I-1: PCT SCALAR CONSTRAINTS

Constraint Weight
Pi,j = Variable being analyzed (assembled value) ) T;;j;ﬁ
ui,j = y axis gradient = Pi,j+l - Pi,j Bi'j
Vi3 = x axis gradient = Pi+l,j - Pi,j Ci,j
@ 37 x-1,y+1l gradient = Pi—i,j+l - Pi,j Ei,j
Bi,j = x+1,y+1 gradient = Pi+l,j+l - Pi,j Fi,j
Li,j = Laplacian = Pi+l’j + Pi—l,j + Pi,j+1 + Pi’j_l - 4Pi,j Di,j

The first guess shapes y, v, o, B and L and their res-
pective weights B, C, E, F and D have a constant value during

theyentire analysis. Within limits specified by the weights,

we require the final analysis to have similar values of the

constraints as the first guess'fiéld.
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To effect this matching, we shall minimize the gbl;qwing

integral:

1= ff1 ,
(a) A, . (p¥ . =P, 2
i,3 (l,J 119 *
b .. (P¥ Lo - px . -, 2
(b) Bl,j (P1,3+l Pl,] ul,j) +
c) B, ., £ . -Px . -y, . 2.
¢ i,3-1 (Pl:J Pl:J—l “1,3-1) *
a .. (P*.. . =px . =y, .12
(@) Cl:] (Pl+1:J Pl,J‘ vl:J' *
C. . ¥ .~ p% . =V, .
(e} i~1,j (Pllj : Plfllj vl”llj) +
(£) E; . (P* . .. =DP% ., —a, )24
i,3 i=-1,3+1 i,3 i,3
) By . 4 (P* . = P¥ . . o 2
(g) E1+1,3-1 (Pl,] ?;fl,]*l ai+1,j—1) +
/ ' o - 2
P * R R
(h)A Flr]~ P1+113+1‘ rllj ; 31’3) +
(1) Fy o . . (P¥ ., =Pk . . - B 2 4
i-1,3-1 71,3 i=1,3-1  Ti-1;3-1

[1.1)

= L,

) D, . (B* .+ PR 5§m+ oo 40 P¥ o - * e
(3) i,) Ll+llj Si-1,3 Plrj+¥ +,P113“1 4Pi:j llj)
AK) Dy a o (P* . 4+ PYX 4 Pk 4 P o 4pwi . o
(,) i-1,3 ( i,3 PL'Z/J-’"Pl—l,j+l‘+ Pl—l,j—l 4?i—l,j

) Dy,i o« (P¥.. . 4 P¥ . 4 P* _ s . - apt . -
(1) i+l,3 ( i+2,9 51,3 +,P1+l,3+1‘+ P1+l,jfl 4Pi+l,j,r
m) D . . (P¥.. ... 4 P¥ . 4 pk 5. - 4pr . -
(M Py,5-1 Plea,5o1 % Pioa,g-1 * P15 + 1,500 - 47150
() Dy L, 2 (P¥. . .. £ PF . .. 4+ P . 4 Pt - 4p* |
‘ i,3+1 i+1,j+1 i-1,3+1 i,j+2 1,9 1,3+1

Jdxdy
I-6

L

i,3-1

Li 541"




In the above, the starred quantities are the analysis
values we are seeking. Each term is a départqu from the
desired matching of differential properties. Extra terms
have been added to account for the effect of a changing Pi,j
on the differential properties computed at surrounding points.
Their effect is to more closely couple neighboring grid
points. See Figure I-1 for a depiction‘of the minimization
stencil as it relates to the terms of equation [I.1].
.To_minimize the integrai, we simply take the first variation
with respect to Pg 3 and set it to zerO*{see equation [I.2]).

4
The solution of the resulting equation will be the Pg . that
.30
will cause the integral to be minimized. The fact that each
term is squared insures a minimum aslopposed to a maximum

value.
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(£), (b) (h)

P

(1) ®

®

. LEGEND: () = constraint from equation [I.1] -~
(::>= difference
‘—%;;4> = gradient

= laplacian at grid point
“5<:>'= grid points

FIGURE I-1l: SCALAR MINIMIZATION STENCIL
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*
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S

i-1,57Li-1,5)
4p*

1+l j,L‘

i+1,f

f3-1 Pigg-1)

S g o . SRR
~The terms in 5%* can be grouped into three

~categories:

1.

."V2‘. K

Those involving P*, ..
' o SR

Those involving P* at surrounding points.

Those not involving P*,

3+l -L1,3+l) RN



[ A, .+ B, . + B + C, . +

PR C. .+ B, .
1,3 i,3 i,j-1 i,3 i-1,3 i,
S, .P*x | + B, . +F ., 4+ F, . + 16 D, . % D. .
i,3°1,) i+l,j-1 ird i-1,3-1 i,3 D1-1,3
+ + *

Piv1,5 ¥ Pi,5-1 ¥ Py 542 ) Pi 4

o - * - . P* - * - *
Bi,3 P+ 7 Bi,g-1 Po5-1 7 G5 Plaa,y T Cien,y Pien,;

- * - * - P
Fi,3 PI-1,3+1 7 Bivd,3-1 Pler,5-1 7 FiLy Plaa,sa

- * L * o *
Fi-1,5-1 Pi-1,5-1 7 4 P55 Plea,5 ~ 4 Py,5 Pio1,g

- R . . PY¥ . . 4D, . Pk . .

4 Dl;J P1,3+l 4 pl,j i,j-1 lel,J i-2,3
. ' Cpk

¥ 4Di1,5 Pla,g

Hy 3¢ * Dy, Pi-1,3+1 * Pi-1,5 Pio1, 51

+ D

.

- ox ‘[ Ry
*Piv1,3 Tiv2,3 * Pivr,5Plen, 541 * Piaa,y Plea, g1

- i *
40 * Py, 51 *Dy,5-1 Pia1,5-1

. . P o, .. . P% .
i+l,3 Ti+1,3 1,3~ Tdi+l,5-1

‘ ) * - . * * ’
*Pi,5-1 P2 7% Pig-1 PRL5-1 P PiLia Pla,in

: *x .
L*’Di,j+1 PYo1,441 4 D,

i,j+1 P

* *
Py, 5+41 PI,5+42 i,9+1

-A, . P, .+ B, . 4. . =B, . .+ Chos V.
(= Bi,5 Pi,5% By, Mi3 T Piger BiLger T CiL3 Vi
T Cie1,3 Vie1,3 T BiL,5 %59 7 Bigl,g-1 %441, 501

+4 D, . L,

- 4+ F. . .
Gl:J < ] F B i3 71,3

1,5 P1,5 7 Fie,5-0 Bioa g

Pi-1,3 Yi-1,5 7 Pis1,5 Bie,y "

N7 P Pien

Note‘that'ail terms in S and G except Ai . in S

. . and
. ’ ,];_ : ;llj
-A; . P, . in G, . involve first guess pattern information
1,3 1,3 0 1,3 . IR Ay

which is ¢Qn$tant_during the analysis. =



The minimization may be Written as

S. . p* - (G

. . .+ \ .V = @
1,3 1,3 1,j Hll.]) 0 (1 3]

In Hi 7 let ys group together the cbefficients Oof p=*
r

at each point,

-H = +"(-C - i-1,5
+ ‘“Ci,g ~ 4 Dl’J - 4 Di+l,J) Pf+1,3
¥ i1, fr2,5 + CB; 5o+ il t by L) Pf—l,j+1
P By Loy D s -4 i,301) PE
+(~F, |

*
MR S %1901 B 5,
ine; .. = + . . .
Define Xl,J Cl'J 4 (D Vi + 1+l,3)
EER R Pig t 0 )
CE I e I
Riy - 41,5t Dy i+1,541



Then

- H, . = D, . P* .. - X,  P* . . - X, . P¥ . .
i,3 i-1,3j “i-2,3  Ti-1,3 "i-1,) i,j "i+l,3 [1-4]
+ D, . P* . ) . P* . -Y, . P¥ .
D1+l,3 PJ_+2,3 + R:L—l,j P.1-—1,3+1 ’ Yl,] P1,3+l
+ *

* * -
2y g Phap,ger ¥ Zi1,5-1 Pior,g-1 7 YaLg-1 Pia

+ R

*
i,3-1 Pi+1,5-1 7P

* *
i,5-1 PI,5-2 = Pi,341 Pi,5+2



The minimization equation [I.3] is solved by simul-

taneous over-relaxation. The matrices S, j and G; j may
’ ’

be computed initially except for the Ai 4 term and will
14

not change throughout the analysis. Matrix H, j must be

1 4
recomputed for every iteration of the relaxation.

The relaxationlproceeds as follows: At Point (i,3)
the terms of the minimization equation are evaluated using
the assembled P field for P*. 1In general, the equation is
not satisfied and a residual is defined as

' T v ~

S.. .. P¥ . - (G, ., + H., 4y R I.5

Lyl 1.] ( i,) lIJ) [ ]
The superscript T is an iteration counter. The value of
CP* ., is to be altéred'so that on:the next iteratioh, the

1,3

residual will be zero, provided H 5
14

j'wiil‘Change, but if the equation is fairly

does not change, Of
course, Hi,
well behaved, repetition of the procedure should lead to
convergence on the correct solution.

-8

e T G wH L) = | el
i,j "1i,.3 ,(vlrJ 'lej) °; ‘ (1.6l

Subtracting [I.6] from [I.5],

By Py TR DT R et el Tl
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and

x TTL _ pr T - R

P .
i,] 1] Si,j

Convergence can be hastened by increasing the correction
term in [I.7]). The factor by which it is increased is
called the over-relaxation coefficient. Equation [I.7]
becomes

T _ R

x THL _ ps ALFA
i,J

i, ] 1,3 S [1.8]

ALFA must be between 1 and 2.

One iterationrconsists of making the correction
[I.8] at every grid point. Iterations are repeated until
the maximum residual is less than a sbecified convergence
criterion. The resulting P* field is the solution of

equation [I.3].



D. Calculating The Resultant Weight

In solving the minimization equation, we started with

an assembled guess Pi
4

. with weight'A.A.. After the equa-
J i,)

tion is solved, the gquantity Ai jPi j‘has been altered by adding
! ’
a quantity, A? jP? 50 which we shall call ambient information.
14 14 a

- The resultant value is

A* .P¥ . =A. .P. . + A% .p? |
1,] 1,7 1,7 21,3] 1,3 1,3

[I.9]
The resultant weight Ai 3 will be useful in re-evaluat-
. [4
ing the weights of the data. Holl and Mendenhall (1972)

show that A{ could be obtained by inverting a large matrix.

14
For large grids, it is not computationally feasible to do so,
. and Holl suggests a practical alternative. According to
[i.9], a small change in the value of Pi . would have the

. S !

following effect on the outcome of: solving the minimization

~equation:

‘A¥ . 8P* . = A, . 6P, ., I.10
All] 1,) S Le]d 1] _ ' t ]
- By perturbing the assembled Pi 5 at grid poinﬁs
‘which had data and re-solving the minimization eguation,

’

the reSponse;in'Pi 5 is-fqund.’ From [I.10] ;1_‘ ; S

8P, L f : AN R &
A*-'- = A. 1 s ! - ’ o i
A3 19 GP?'? L SRR U et L }



The re-solution of [I.3] is done only in the vicinity of

the point in question to obtain a value for 6P§ 5
[

E, Re~evaluating The Data Weights

The quality of each observation is judged according to
the effect that its reméval has on the analysis. If an
observation causes a change that is contrary to the guess
field, to the differential properties of the guess field ahd
to any other available observations, then its removal will
‘cauée a substantial change in the analysis. We have little
confidence in such a report and would like to reduce its weight.
At the end of each cycle, the wéight ofkeach report
is re-evaluated. For a particular feport, the analysis
" value with the report removed is called the background
analysis value, Pos and the resultant analysis weight with
the report temoved is caliédfthe bhckgrouhd‘analysis weight, AB'"

To determine the impact of removing the report, Ay and Py are

compﬁtedé
A, = A¥ . - A ‘ ;
B 1,) n. ; N L Coo[T.11)
e ,* . ) : : : S

B i,37°1,3
~ The starred values are the ;g§u1t~of~the'solﬁtion of [I.3]
on the present cycle. 'An is the weight which the report in

question had during the present cycle.



It was mentioned on page I-2 that each weight is viewed
as the inverse of a variance. Accordingly, the variance

of the report is Kl' where Al is the weight the report had
o

o;iginally. The variance of the background analysis value

for this report is %—. Therefore, the expected difference

B 1,1 ,1/2

between the report and its background value is (K» t X ) .
"B

The actual difference is Pn - PB. If the actual difference

exceeds the expected difference, we shall reduce the weight

of the report proportionately.

2

‘ (p_ - P,)

Defining Az = ? Bl
Ao; AB

which through manipulation and substitution of equétions

~ [I.11] converts to

)\ = 3 * l'j
A (Ai'j-An+AO)(Ai’jf§n).
| - 2a
The re~evaluated weight is defined as A =
Q- , ; nR 2
- 1+A
This results in: ?
e , o L] = R
x2:>l implies actual error > expected error ,xAnR<AO
,x?'=1 implies actual error = expected error ..A o=A
: X2;<1 :j, impliés>actualberr0r < expected error ;ZAnR>AO



Notice that on any cycle, every aata point may have its

original weight restored, even if it had been reduced pre-
viously. In this way, a report that causes a large change
in the analysis may have full effect if it is supported by

data nearby.
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F. Program Description - 63 x 63 Grid Version

l, PCT

The calling arguments are described in detail in
the comments of the program. All the arrays are variably
dimensioned, using the dimensions M and N provided in the
calling arguments. the date-time group is provided through

common block /DTG/, a title for plotting, a contour starting

point and a contour interval are in common block /INFO/ and

sense switch variables are passed in /ISW/.

A random-access file TAPE9 is used for temporary
storage and must be declared on the PROGRAM card of the calling
program. The writing of some arrays on the random-access

file for later retrieval allows their use as work arrays.

' Immediately after opening the file, the data list, the I

and J data ibcatiOn lists, the initial data weight list and
the initial weight field of the fifst guess are all written
on the randoh—access file so that these arrays can be used
in subroutine BKGRND. Since the same array is frequéntly used
to hold two different fields, two names, separated by‘a space;
make up the names of these arrays. Of course, the space is
ignored by Fortran. The two names are interpreted as one,
but this convention helps in reading the listing.‘

After BKGRND computes matrices S and G (see page I-10),
they are written on TAPE9 and the data-related arrays are

read back in. - The weights of the Laplacian field (D) are




[}

also written on TAPE9 so that the array can be used later
as a work array.

DO loop 100 is the main loop controlling the numbef
of cycles to be made through the program. A cycle consists of
assembly (Section I- B), solving Equation [I.3] {Section I-C),
computing the resultant weight field (Section I~-D) and re-
evaluating the data weights (Section I-E). Before doing the
assembly, the original weights of the first-guess field are
‘read from TAPEY9. During assembly, this field ig altered by
adding the data weights. The latest solution field of P, the
field being analyzed, is also read’from TAPE9 and used as the
guess field for this assembly. Except for the first cycle,
the root-mean-square differehce betweem ﬁhe observations that
were aecepted on that cyele and the resulting analysis‘of 3
* that cycle is computed. ’

After calling ASSMBL on the last analysis cycle only,
subroutine PLTDAT (see Appendix) mrites the data list on the
plot file, The data list is rewritteh on TAPE9 because, in
ASSMBL; gross errors were flagged by setting the last bit
of the data werd ‘The lastvbifkof all good data'is cleared.
The assembled welght field A is wrltten on TAPEQ as a record .
named OLDA, so that A can be used as a work array. This
fleld is called "OLDA" only to distinguish it from the re—‘

sultant weight which w1ll be computed in REVALWT.f Matrlces



1

G and S (sée page I-10) are read from TAPE9 and subroutine
UPDATE adds A to S and A*P to G. Next, the current guess
field P is written on TA§E9 and named OLDP. Weight field

D is read from TAPEY9 and subroutine BLEND solves Equation
[I.3]1, resuiting in a new analysis field which is written on
TAPEY9 and called NEWP, On the last analysis pass only,

tﬁe analyzed field is passed through an optional short wave
filter and Subroutine PLOT (see Appendix) writes the analyzed
~.field on the plot file and PRT makes a printer map of it.
Depending upon external sense switch settings the analysis
field may also be written to the disk uéing the Fleet Numerical
Weather Central (FNWC) random access routine ZRANDIO (see
Appendix) . _

The current data weight is pécked into the left half of
each wdrd in DWT and the origihal data weight in the right
half. »The’ofiginal welght is needed for the weight re—eval—
ﬁation; Next, the guess field that was used in the call to
BLENbvon,this cycle (OLDP) is packed with the latest analysis
fiéld (NEWP). Array DATA is used to hold these fields and to
pass them‘to subroutine REVALWT. kThe assehbled weight‘field‘V
OLDA is read‘ft§ﬁ TAPE91and béséédﬁt@ikBVALWT. After1REVALWT'
computes new:QaluéS of DWT, arfaysAbATA; AT and AJ are read
ffoﬁ,TAPEQ for the next;cycle; At the end of'§CT,yfilekTAPE9

“is closed.




2. BKGRND

Matrices S, G,‘X, Y, 2 and R fsee pages I-10 and I-11)
are computed and returned. There is no problem in interpreting

the code with the aid of the comments.
3. ASSMBI,

The data is moved to’the nearest grid point and the
weighted'average of the data and the guess value computed.
Array SUM iskfirstlinitialized to A*P, where A is the weight
of the guess field and P is the guess field. Then, the'data
list is scanned and the guess field interpolatedrto each re-
port location. If the interpolated.value differsrfrom.the
feport by more than GROS, the report is rejected by setting the
last bit of the repott word. Otherwise, this bit is cleared.
If the repbrt is accepted, the difference between the'inter—
polated guess and the.report is added to the gueSs Value‘at;
the nearest grid point and the'resultVStored in,array‘DATAM.
The I and J grid point coordinates to which each repoft'was
moved are packed in thevlower_nineteen bits of each wordvof
DATAM with the last bit corresponding to the last bit of DATA.

| The product of the data welght tlmes the data value,
'after belng moved to the nearest grld p01nt is added to SUM(I J)
~and the data welght is added to A(I,J).. After all data have
»been scanned SUM is divided by A to obtaln the welghted

average.




4, UPDATE

The current assembled weiéht field A is added to
matrix S (see page I-10 and the BKGRND listing) and A*P is

added to matrix G, where P is the current guess field.
5. BLEND

The minimization equation [I.3] is solved by simul-
taneous over-relaxation. The method is described in detail

on pages I-13 and I-14. No further discussion is warranted.
6. REVAIWT

The resultant weight at grid points which have data
is computed as described in Sectlon I-D, The weight of each
datum is re-evaluated as dlscussed in Section I-E. A single

pass through array DATAM is made. If the datum was not

' rejected in ASSMBL on the current cycle, the I,d coordlnates

of the p01nt to which 1t was moved are unpacked from the

lower nlneteen bits of the word

The re—solution of'EquatiOn [I 3} is done on a circle

of three—grld—lnterval radlus surroundlng the point. The J

'llmlts of this area are put 1nto JB (bottom of the area) and

JT (top of the area). The I llmlts for each row (seven rows,
total) go into the seven—element arrays IL (left of area)

and IR (rlght of area). The solution can be done onlyfup

_to the third interior row.h




A perturbation of five percent of the assembled value

P is added to P and the resulting chahge to matrix G is com-
puted. The data weight before re—evaluation is saved to be
printed out later. The re-solution over the limited area is

" the same as in BLEND, Once convergence is obtained, G is
restored to its correct value and the resultant weight com-
puted from the equation at the bottom of'page I-15. Then,

the new data weight is calculated as specified on page I-17
and the datum, its old weight and its new weight are printed
out. Finally, the gﬁess field P is restored to the values

it had over the limited area before the re-solution.




G. Program Description - 187 x 187 Grid Version

1. Design Philosophy

A major consideration in the program design is the
grad size. Program specifications call for a 187 x 187 grid,
which means 34,969 computer words for each required array.
Even if some data packing scheme is implemented, the result-
ing arraYs are too large and too numerous for the computer
central memory capééity. Therefore, the program has been
designed to process the 187 x 187 grid by partitiohs. Six-

teen partitions”are defined as follows:

I Direction '~ J Direction ' Partition
3 - 48 3 - 48 1
3 - 48 | 49 - 94 2
3 - 48 95 - 140 3
3.-48 141 - 186 4
49 - 94 3 - 48 5
49 - 94 49 - 94 6
49 - 94 ‘ 95 - 140 7
49 - 94 141 - 186 N
95 - 140 3~ 48 9
95 - 140 . 49 - 94 10
95 - 140 95 - 140 | 11t
95 - 140 141 = 186 12
141 - 186 3- 48 13
141 - 186 49 - 94 14
141 - 186 95 - 140 15

141 -'186 . 141 - 186

=
oY




The border points 1, 2 and 187 are used to process neigh-
boring points, but are not, themselves, processed. To
assure continuity along the borders of partitions, sixteen

50 x 50 arrays are defined as follows:

Partition array I Direction J Direction
1 1 - 50 1 - 50
2 1 - 50 47 - 96
3 1 - 50 93 - 142
4 1 - 50 139 - 188
5 47 - 96 1 - 50
6 47 - 96 47 - 96
7 47 - 96 93 ~ 142
'8 47 - 96 139 - 188
9 93 - 142 1 - 50
10 93 - 142 47 - 96
11 93 - 142 93 - 142
12 93 - 142 139 - 188
13 139 -~ 188 1 - 50
14 139 - 188 47 - 96

15 139 - 188 93 - 142
16

139 - 188 139 - 188

Thesﬁoints 188 are a repeat of points 187. ‘ This design allows
a 46 x 46 partltlon to be processed by itself w1thout loss of |
eontlnulty.‘ Note that each 50 x 50 array contalns a 46 X 46
partition. The 50 x 50 array Wlll be referred to as a parf~
tition in this document.r The‘term "array"'is usually used to

refer‘te,187 x 187earrays; '




For an example of processing by partition, consider
the program SSTHEM. This program uses nine 187 x 187 arrays
having the names A, B, C, D, E, F, P, G and S. Central
memory has storage providing for one partition at a time of
each of these nine arrays. The remaining partitions must
be stored outside of cehfral memory. The program has been
designed to store up to sixteen partitions of nine arrays in
either ektended core storage or on a mass storage file. A
‘partition is brought into central memory when it is needed.
During the processing'of the partition the logic may require
that the partition veiues be permanently altered. In this
case, the partition is returned to storage with its new
values in it. The prograﬁ logic;requires that old values of
the array P be saved along with newly computed values; The
old vaiuedkarray is stofed by partition on a separate mass
storage file. | |

| oThe re-evaluation of datazweights requires that a

block of points»frOm each of theiar;ays A, B, C, D, E, F, P,
G, RS and old-P bepin core'for each‘data point to be processed

f‘ A block must contaln p01nts plus flve and minus five from the“

(

;data p01nt in both the I and H dlreotlons The 16 partltlons
of an array are_not/adequate for this :equlrement.“To
accomplish'the're—evaluation of “data weights, an additional

33 partltlons have been deflned - Each additional partiﬁion

bls a comp051te of the first 16 partltlons. Just prior to




executing the PCT routine (described in the next numbered
paragraph), the subroubine ASSIGN is called to have a par-
tition number assigned to each data rebort. Partition
numbers are in the range 1 through 9 and are stored in the
table KPART which has an entry for each data report. For
convenience, the relative coordinates of the data point in
the partition are determined and also stored in the KPART
entry. For greater efficiency a table of the partitions
that actually get assigned is built. This table is called
IWHAT and contains an entry for each of the 49 partitions,
The entry contains‘the-number of reports that the partition
is assigned to. A zero entry means that the partition is
not assigned to any reports.‘

The subroutine REVALWT is called on each pass from the
PCT routine. REVALWT computes data weights, a partition at
a time. Any partitiOn,with a zero entry in IWHAT is not
processed; For each'parritionvprocessed, REVALWT computes
'a neﬁ>aata weight for each of the reports having the par-
'titionvassigned to it. REVALWT calls the subroutine EXTRCT
to have array data~brocght into core. EXTRCT rerrieves
’array data by partltlon number.r For partirions 1 through
16 EXTRCT retrleves ar51ngle 50 X 50 block of each of the

!
‘requlred arrays. For hlgher partition numbers, EXTRCT re-

trleves the approprlate 50 X 50 blocks and bullds the re-
qulred composxtes. A comp051te set consmsts of a 50 X 50

,block of each of the requlred arrays.




2. PCT )

A subroutine interaction chart (Figure I-2) for
the program SSTHEM show the relatiooship of the PCT routine
to a plogram package. ”

When the mass storage option is selected a random-
access file is required for partition storage and the number
of this file is the variable JF in the common block /MEM/.

! The value of JF must be set by the calling program. The
TAPE9 file is opened by PCT, but the JF file is opened on
4a first calltto the subroutine INDAT (see appendix) and,
‘ only when the mass storage option has been selected.
| The PCT logic flow consists, first, of calling the
-subroutine BKGRND to have the matrices S and G computed
(see page I-10), the second, of executing one or more cycles
" of calls to ASSMBL, UPDATE, BLEND and REVALWT. DO loop
100 is the main loop controlling the number of cycles to be
made through the program.

By calling INFIELD the first guess field and all
necessary‘constant-fields are generated, partitioned and stored
away for subsequent processing. | |

| To implement partition proce851ng the subroutlne
BKGRND 1s called 51xteen tlmes,‘once for each partltlon
Prlor to each call, the subroutlne INDAT is called to brlng
1n a partltlon s worth of‘aata for each of the arrays re-
f | ; B qulred by BKGRND. After each call to BKGRND a call to

‘! OUTDAT (see appendlx) stores a partltlon s worth of data -
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for each array computed or updated by BKGRND. 1In each
cycle, the subroutines /,SSMBL and UPDATE are called sixteen
times using the routines INDAT and OUTDAT in the same
manner. The BLEND routine is called sixteen times per
iteration and the routines INDAT and OUTDAT, again, are
used in the same manner. Iterations are executed until"
convergence is obtained, or until 150 iterations have

been executed without convergence. Whén convergence is not
rbbtained, PCT terminates the program run. In each cycle

it is necessary to call REVALWT just once. REVALWT deter-
mines for itself what partitions are required and reﬁrieves

these ﬁhrough the subroutine EXTRCT (see appendix).
3. BKGRND
This routine is identical to the 63 x 63 version.
4, ASSMBL

The current partition number is passed to ASSMBL
in the calling sequerce, and only reports having coordinates

within the partition are processed. By the time ASSMBL has

been called for'all»partitiohs, éll reports‘will have been

processed.

5.  UPDATE

This routine is identical to the 63 x 63 version.




6. BLEND

The minimization equation [I-3] is solved by simul-
taneous over-relaxation for each partition with the maximum

residual being passed back to PCT in common block /RLSTUF/.

7. REVALWT

To implement partition processing, REVALWT makes
‘use of the tables KPART and IWHAT built by thé routine
ASSIGN (see appendix) and located in the common block /REVAL/.
In a main proéessing loop 49 partitions are candidates for
processing. When a partition's IWHAT entry is non-zero, all
reports having the partition assigned are given an updated
data weight on a single pass through array DATAM. If the
datum was not rejected in ASSMBL on the current cycle, the
I, J coordinates of the point to which it was moved are
unpacked from the lower nineteen ﬁits of the word and may
be used for printout purposes. The report coordinates rela—_
tive to its assigned partition are unpacked form the left-
/rmost 40 bits of the repori's KPART entry.'r(ﬁhe right-most
720 bits of the entry contain the"assignedrpartition number.)"
' The re-solution of Equation [I-3] is done in the |

same manner as in the 63 x 63 version.

I-32




8. Common Storage Areas - Peculiar to the 187 x 187
Grid Version

Blank Common

Storage blocks in blank common have been arranged to
accomodate a partition's worth of data from each of nine
187 x 187 data arrays in addition to certain other working
arrays. For example, blank common used by the SSTHEM pro-
.gram is defined as follows:
COMMON A(50,50), B(50,50), C(50,50), D(50,50),
E(50,50), ¥(50,50), P(50,50), DATA(3969), DI(3969),
DJ(3969), DWT(3969), DATAM(3969), OLDP(50,50),

SAVP (50,50), SAVG(50,50)

The arrays DI and DJ also hold data for the S and G matrices,
respectively. This arrangement may not be disturbed without
corresponding logic changes being made in the various routines

which reference the Plank common area.

MEM Common

The labeled common MEM contains cells and arrays

‘ defined as follows:

Name Description

MEMTYP This| cell is 'set from a data card field.
0 means use the extended core storage
option. 1 means use the mass storage
option. '




NPART

JF

ICODE

JCODE

SC(2500)

This cell contains the number of‘paftitions
into which 187 x 187 arrays are divided.
It is set to the value 16.

This cell contains the file number of the
storage file used in mass storage mode.

This cell contains flags indicating the
arrays to be brought in from storage. The
right-most nine octal digits are used.
Arrays 1 through 9 are assigned in order
from left to right. An octal "1" means
bring in a partition of the array; an octal
"0" means don't.

This cell contains flags indicating

the arrays to be written to storage.
The flags are assigned similar to those
of ICOD=,

This is a scratch array,large enough to
hold a partition's worth of data from
any 187 x 187 array.

OPTION Common

The labeled common OPTION contains cells defined

as follows:

Name

INTTYP

KKODE

IVEC:

Description

This cell is set from a data card field
to indicate that input field data are in
a 63 x 63 grid or a 187 x 187 grid. "0"
means 187 x 187; "1" means 63 x 63.

This cell containsgflags indicating the

partitions of the field arrays to be
displayed by the routine PRT. The right-
most sixteen octal digits of the word are

- used. Partitions 1 through sixteen are

assigned in order from right to left. ‘An
octal "1" means display; an octal "0" means

~don't. (Set from card input.) .

This cell is set to "0" by programs
working with scalar fields, and to "1"

by programs working with vector fields.



BLSTUF Common

The labeled common BLSTUF is used by PCT to pass

parameters to BLEND as follows:

arrays:

Name Description

MM2 and NM2 These cells contain variables used by
BLEND to limit the number of points
- processed in a partition.

ALPHA This is the alpha variable used by
‘ by BLEND in the over-relaxation process.

RMAX . This cell contains the current value of

the maximum residual obtained in the
BLEND convergence process.

REVAL Common

The labeled commmon REVAL contains the following

Name - - : Description

KPART(500)  This array contains an entry for each
' - data report. Each entry contains a ~
partition number and a set of coordinates
for the report., Starting from the left,
the first 20 bits contain the coordinate
I, the-second 20 bits contain the coor-
dinate J and the last 20 bits ‘contain
the partition number of the partition
assigned to the report. ' The coordlnates
are- relatlve to the partltlon area.

IWHAT o This- alray contains an entry for each of

49 partitions. Each entry contains the
_number of reports to which the partltlon:
is a551gned :




SECTION IXI. VECTOR WIND ANALYSIS USING THE PATTERN-
CONSERVING TECHNIQUE

A, Introduction

The pattern-conserving technique described in Section I
is used to analyze a scalar variable. 1In this Section, we
’will concentrate on those aspects which are peculiar to the
wind problem.
| The most essential feature of the pattern—consérﬁing
technique is that, while fitting new data, it tends to retéin
certain differentialsproperties of the first-guess field.

For Scalar analysis, we were only concerned with gradients
~and the Laplacian. The wind, beihg a vector, compiicates the
problem slightly. Some of the properties we would like to
cohéerve; €.9., vorticity and divergence, involve both scalar
componenﬁs. We must analyié both components simultaneously.

The differential properties that we choose to conserve
are the g:adiéntsvof each wind component in eight directions
from each grid point,kthe Vérticity and the divergence. The
same method is used here as in tﬁeis;alar analysis, the main
difference being that two minimizatién equations rather than

one must be solved simultaneously.

j

fThe’eéuétions are qon;iderdbly simpiifiéd byfﬁéingtthe
stagQg#edﬁgrid illustrated by ?igu#efII-l ahd defining e
divergehce, voréiéity and gradienté as in Table II—i and
Figufé"II-Z;f This arrangement causéé certain ﬁatricésfto_be
t#idiagonal.br o | SRR TR

II-1
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The re-evaluation of the data weights has been simpli-
fied for the wind analysis because of the increased complex-
ity of the program and because wind reports have more in-

herent variance than most scalar variables.

B. Assembly

The assembly of data to grid points is déﬁe'in the same
.way as in the scalar analysis, The wind componénts are moved
'to the nearest grid point along the gradient of the guess
field, and a weighted average is computed at each grid point
for each component; Since the grid is staggered (Figure

II-1), the components of an observation may be moved to dif-

ferent grid points; i.e., to grid points with different indices.

For the wind analyéis, we need a field of assembly weights
(3) for each component (AU and AV).k'Both’AU and AV are
initialized as the class weight of the first guess. ' When
au compbnent is éssembled to a grid point (I,J), the data ’
weight of the report is added ﬁo.AU (I;J). The same data |
-weight appliesyto both componehts of a report.- Similarly,
the v componen# is assembled to a grid péint (I,J) and the

‘data weight is added to AV(I,J).

II-3




C. Minimizing the Deviations

In the scalar analysis, we wanted to conserve the
rgradients and the Laplacian. With ﬁhe'regular grid, the
finite difference expressions for the gradients and Laplacian
did not provide good horizontal coupling among the grid points,
so we included in the integral to be minimized the gradients
and Laplacian at surrounding'grid points. In the case of the
wind analysis, the more comple# differential properties and the
.staggered grid extend the influence of the computations at a
grid point further than in the scalar analysis, and it is not

necessary to add the contributions at the surrounding points.,

I1-4
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TABLE II-1l: PCT VECTOR CONSTRAINTS

.y axis v gradient =

x+1,y+! u gradient

Constraint

Variable being analyzed (assembled value)
Variable being analyzed (assembled value)
divergence = Bu/ax + av/ay

- u +

1,m T Vimer TV

‘ll.-].“']._I » M l,m

vorticity = 2‘)v/ax - Bu/ay

v u

1,m” Vienm T Y1i,m T Y1, med

X-1,y+1 u gradient Uiy omer uy
) ’ ’

x—i.y+2 v gradient = vy_; ., = Vq o
: 1 ’

1,m

axis u gradient = :
Y g n ul,m+1

"= Vim+r T Vi,m

Yitr,mer T Y1,m

x+1,y+1 v gradient = Vi o

Ve, mel T
X axis u gradient = u -y
g T l+i,m 1,m

% axis v gradient

" Vitir,m T Y1,m

Weight

1,m

=1



(a)

(b)

(a)

(e)

(£)

(g)

(n)

(1)

(3)

(k)

(1)

G

We shall minimize the following integral:

2
* -
A1,m(ul,m ul,m)
; (v¥* -V )2
1,m l,m 1,m
D (u¥ u* v¥ -y --d )2
l,m* 141 ,m “l,m 1,m+1 "1,m i,m
0] (v* - v¥ - u¥ 4 u -q )2
1,m'"1,m l-1,m 1l,m 1,m-1 1,m

~

* - * -
El,m(vl—l,_m+1 Vl,m el,m)
F (u* - u¥* - f )2

1,m 71,m+1 1,m l,m
; (v* - Q* - E. )2
1,m ' 1,m+; 1,m l,m"
2

* JER - a.
1,m(ul+;,m+1 ul,m rgl,m)r
r

i v - * -
Gl(m(vl+1,m+1 vl,m gl,m)
H (u*‘ - u¥ - h ‘)2

l,m 1+4;,m “1,m  ,1,m'
&y' (v* - Q*k '—Vﬁr )2
I,m* 1+y,m l,m 1,m’
] dxdy
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The superscript (*) indicates the values we seek.

The

differential properties of the first guess field are defined

in Table II-1l, and a depiction of the u component minimization

stencil as it relates to the u terms of equation [II.1l] is

given in Figure II-2,

To minimize the integral we take the first variation with

respect to u¥ and with respect to v¥
m 1,m

[ 4

following two equations:

61 =[JUA et -

m

, Yielding the

[I1.2]

o l,m . 1lm)
l,m

- D * - yk * - y* - '

Pyom 4 m "9, Y Vi, T Vim T Y,
- ok ok - u* *

Ql,m (vl,m vl--l,m “1,m * Y1, m-, ql,m)
- * - gk - -F * * _f

E1.m (ul-1,m+1 U, m el,m) F1,m YUY mt Y1,m “l,m)
- * - u¥ - - —u*  — eeiic
" Cm Cleme: T Ve T 9, THLm (T, a7 Py ) ) O
S = A4 Yin T Vim (11.3)

v [ T

1,m . : : :
- * - * * - %k -

Dy,m (0 m - %m T Vi T im dl,m?

(vk - u* - u* % - -

+ Q) wl,m LA T L + uy ey ql,m) |
= Sy -yt - a i * — v - % '

By Vs Ve T %0 P Y Ve T T
->A : * S _ " - ~ _ ~ i B *- ..‘-..a ; "" L

Cm Ylerme” Vi T 9w Hyn Ve n 7 Vi Py ) 1O s




(e)

hYJ
%
1% E r
]
hY4 Lo
C.2 <%

() = constraint from equation [TT.1]

= U drid points

V grid poinﬁs

I

difference

divergence

vorticity.

logo- -

= gradient

FIGURE II-2: U COMPONENT MINIMIZATION STENCIL
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In equation [II.2] group terms involving 1) ui o 2) u* at
14

surrounding points; 3) v* and 4) everything else.

i,m
— -~ ™ [II.A]
+ D + '
STV o " Py * QU ¥ By P Fan * Cim * B W n
4 (- - *
X ( Dl,m Hl,m) u 1+1,m* ( Ql,m) ui,m-z
1,m e
+ (-E * + (- b
( 1,m ) Yi-, M+ ( Fl:m) ul.m+1 * e Gl:m) 1+, ,m+,
{+ - * - *
Yl,m (Dl,m Ql/m) vl,m + Dl,m) v1,m+1+ Ql,m vi~x.m
A u + D d + g
2 l,m 1, m 1,m 71,m Ql,m cI1,m i El,n1el,nf+rl,m fl,m
1,m ,
’ + G ] dxdy = 0

l,m gl,m l m 1 m

Group [II.3] similarly:

®1,m ‘ [I1.5)
ey o+ 0y m+Ql,‘m+§l,m+§l,m+:l, “B) ) Vi
il,m + ('? o T Vime H ol,m)viﬂ m * i':\Zl,m) Vi-x:m*l
e Gl m) 14y, mey T e H m' Vis TR

’ { (Dl,m l,m) u1,m Dl,m ul+1,m 'Fgl,m uitm-l
_ a ‘ v B + D = .VA A ~

N l,m "1,m l,m dl,m Ql,m ql,m+ El,mel,mf+F1,m l,m
z‘ -~ ~ B PY ‘ " »

(% Gl;m gl{ +H l m 1 m

>

] dxdy =0

Note that all terms in S and 2 except Al n in Sl'm énd

in 2 “involve ‘1rst guess 1nformatlon which is
l,m 1,m _l,n

constant during the analysis. Similar conditions,hold for

S and 2. :

II-9




\

Equations [II.4] and [II.5] can be written in matrix form:

* E—
St nt bt n=0 [II.6]
~ * A :\ A _
il,m y* 4+ él,m * il,m * él,m 0 [I1.7]

These equations must be solved simultaneously. The method of
solution used is Liebmann over-relaxation. Using a first-
guess for u* and v*, equation [II.6] is, in general, not

satisfied. A residual is defined bv:

u*t + X + ¥ + 2 = R [II.8]

S =l ,m

=1,m
The superscript 1 is the iteration counter. We wish to find a

~next guess at u* such that the residual is zero, if the values

 ’at surrounding peints do not change.

T+1

S u*

21,m= it Lint i n =0 [1I.9]

1 ,m

Subtracting [II.9] from [II.8],

8y o (@' - artThy = R

21, = =

“and E*T+1;= B*T - §E—— . ‘ R [I1-10]
=l,m W




Convergence is more rapid if the correction in [II-10] is

exaggerated:

u ™" = wrT - anEa K- [II-11]
The over-relaxation coefficient ALFA must be between 1 and 2.

At a particular grid point, u* is corrected by equation
[II.11] and v* is then corrected in an analogous way. In
computing R from equation [II.8] or from the analogous equa-
tion in v¥*, the latest estimate of both u* and v* at surround-
ing points is used. Some of them have been changed on the
current iteration and some have not,

-During each iteration through the grid, the maximum

residual is checked. When it becomes less than a prescribed

convergence criterion, the equations are considered solved.
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D. Re~-evaluating the Data Weights

In the scalar analysis, the resultant weight of the
analysis was found by perturbing each guess value and re-
solving the minimization equation in the neighborhood of the
grid point. The resultant weight was used to re-evaluate
the data weights. This procedure presents a considerable
computational burden. It accounts for the majority of the
computation in the scalar analysis.

In the case of the wind analysis, such a procedure would
be considerably more- time~comsuming since it would have to
be done for the u and v components. Also, agreement with
individual wind observations is less crucial than for most
scalar observations, since wind reports are so sensitive to
local effects,vship motions, elevation effects and many other
problems. Forvthese reasons, it is not considered worthwhile
to solve for the resultant weights.

The validity of wind reports is judged according to the
vector difference between the reported wind and the analyzed
wind. The analyzed wind is obtained by interpolation from
the analysis fields. The root-mean-square difference is
computed and averaged. for all the observations that were accepted
on the current scan as a diagnostic output. If the report
dlffers in vector magnltude from the analysis by more than
the expected dlfference, its weight is re-evaluated. The

expected dlfference is deflned as the square roct of the class

II-12



variance assigned to the report initially, which is the inverse

of the original data weight. Define:

|w, - w_ |

1
A
(]

where \V_ is the nth report, W_ is the interpolated
analyzed wind, and AO is the original report weight.
If A2 is greater than 1, which implies actual error is

‘greater than expected error, the report weight is computed as:

2A
o

If kz is less than 1, the report is assigned the weight A,

even if its Weight was previously reduced.
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E. Program Description - 63 X 63 Grid Version
1. PCTWND

All the arrays have variable dimensions. Common block
/DTG/ provides the date-time group, /INFO/ the ident informa-
tion and /ISW/the switch settings. Random-access file TAPE9
must be declared on the PROGRAM card of the calling program
and is used for temporary storage space within PCTWND. After
.TAPEQ is openéd, ﬁhe data locatiqn lists, the data weight
list and the initial weight of the first-guess field are
written on it. These arrays are used in the call to sub-
routine BKGRND, which computes matrices S, 2ZU and 2v. In
the notation of Section II-C, a (”) referred to the v wind
component. Since S is the séme as g, no distinction needs to
be made. 2ZU is used in the program for Z and 2V for 2.

The convention of assigning two names to an array and
Separating them by a space isvused here as it was in PCT.
Array AI S holdé the T coordiﬁate data location list ini-
tialiy, but returns matrix S from BKGRND. The matrices listed
above are written on TAPEY9 and their arrays are refilled with
’theif origiﬁal fields. Weight‘fields‘E énd F are stored on
TAPEgiég"they can be used as{work.arrayé later. DO loop 100
iS‘the'main;ioop cont;olling the number of cycles to be“made
through the‘program. A£ the beginning of each cycle, the/

original field of first-guess weights is read from TAPEY.
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Subroutine ASSMBL adds the data weights to the guess weights,
moves the data to grid points and computes the weightedx;veré
age at each grid point. After calling ASSMBL on the last
analysis cycle only, subroutine PLTWIND (see Appendix) writes
the data list on the plot file.

Next, the matrices which BKGRND computed are read
from TAPE9. Subroutine UPDATE adds A to S, -A*U to 2ZU and
-A*V to 2V. Arrays E and F were used as work arrays in
AASSMBL, so their fields are refilled from TAPE9. Subroutine
BLEND solves Equations [II.6] and [II.7], resulting in the
~analysis fields U and V. On the iaét pass only, U and V
are written on the plot file by subroutine PLOT and a
printer map is made by PRT. Depending on externalysense
switch settings the analyéis fields may also be written to
the disk using the FNWC random access routine ZRANDIO.
Finally, the data.weights are re-evaluated by REVALWT as
described in Section II-D, and a véctor root-mean-square dif-~
ference between the'observations,that were acceptéd on that

cycle and the resulting analysis of that cycle is computed.
2. . BKGRND

Matrices' S, 72U and ZV are computed as indicated on

‘page II-9. The comments adequately describe each step.
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3. ASSMBL '

All data is moved to the nearest grid point and the
weighted average of all data and the guess field are computed
for each grid point. The assembled weight at each grid point
is the guess weight plus the'weightvof each datum which was
moved to that grid point. |

Arrays SUMU and’SUMV are used to add up the product
of weights times the data for each grid point. They are
:initiaiized to the guesé value times its weight; 'Then, all
the data is scanned and moved to the nearest gridrpoint. Since
the grid is Staggered (See Figure II-1), the jvcoofdinate of
the u component report and the‘I coordinate of the v component
report ere decreased by .5. Then, the guess u and v are
interpolated‘to the adjusted report location and if a gross
error has not occurred, the difference between the report
and the interpolated guess is added to the guess value at
' the nearest grid point. Because ef the staggered grid, a u
report may‘be moved to a grid point which is labeled differeﬁtly
from:the’point to which the’v report is moved. |

The assembled weight‘field is the single array A,
but two arrays are needed: one for u and;one fei'v;vyThesek
two fields are packed into arréy A,

Gross errOISLareirejected by setting the last bit of 1e 
the DATA wofd. fof?ébod déta; thie'bit is cleared.

eFinally, the weighted average of u and v are computed

for each»grid point.
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4. UPDATE

Matrix S applies to both the u and v equations, but
the terms A*U and A*V have been left oput. UPDATE adds them
in and two matrices result. These two are packed into array

S.  Also, A*U is subtracted from ZU and A*V from ZV.
5. BLEND

The two minimization equations, [II.6] and [II.7],
are solved as described in detail on page II-10. No fur-

ther discussion is needed.
6. REVALWT

Data weight re-evaluation is much simpler for wind
analysis than for scalar analysis. The explanation in Section 
II-p is followed closely and the comments in the listing

- suffice to explain the code.
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F. Program Description—- 187 x 187 Grid Version

1. Design Philosophy

The vector wind analysis program has been designed
to process the 187 x 187 grid by partitions in a fashion si-
milar to that‘of‘the scalar case described under Section I-G-1.
However, in the wind analysis case, the 16 partitions of an
‘array are adequate for the re-evaluation of data weights. As
a resﬁlt, the subroutines ASSIGN and EXTRCT (described in the

Appendix) are not required.
2., PCTWND

Except  for parfitidh processing and a different
arrangement of storage drrays, the description of PCTWND
under Section II-E-1, also describes the 187 x 187 grid
version of PCTWND. The'partition processing implemented
in PCTWND is similar to that implemented in PCT described
,‘under Section I—G—2. | ’

Except for blank common, the common descriptions
under Section I-G-8 also apply to the vector Wind analysis
“case.

Fbr the vector case blank cbmmon‘has been arrahged

as;follows:
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COMMON A(50,50), DQ(50,50), U(50,50), V(50,50),
2U(50,50), 2v(50,50), S(50,50), DATA(63,63),

AI(63,63), AJ(63,63), DWT(63,63)

In the 187 x 187 grid case, the matrices E, F, G
and H have been reduced to scalars, and these scalar values

are set by a DATA statement in PCTWND.
3. BKGRND

The most significant difference between the 187 x 187
~grid and the 63 x 63 grid cases is that in the 187 x 187 case
BKGRND does not call the subroutine. DIVERG. DIVERG is called

from the main routine, WINDHEM.
4, ASSMBL

~ Except fof'partition processing, the description of
ASSMBL under Section II-E-4 also describes fhe 187 x 187 grid
version of ASSMBL. | | |
The current partition number is passed to ASSMBL
in the calling sequence,rand 6nly those reports‘having door—
dinéteé Qithin the partition are processed,‘ By the_timé ASSMB
has beeh cailed for all partitibns; allfrepérts willrhave been

processed.
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5. UPDATE
This routine is identical to the 63 x 63 version.
6. BLEND

The two minimization equations, [II.6] and [II.7],
are solved for each partition with the maximum residual

being passed back to PCTWND in common block /BLSTUF/.
7. REVALWT

To implement partition processing, REVALWT calls
INDATV (see Appendix) to have a partition's worth of each
required data array brought into central memory. This is

‘done for each data report processed.
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SECTION III: MASS STRUCTURE LINEAR TRANSFORMATlFNS

A. Introduction

If an analysis of upper-air pressure heights and tem-
peratures is to be used in initializing a forecast model,
it is desirable for the heights and temperatures at grid
points to be consistent with the hydrostatic equation. It

will be shown in Section III-B that the heights, temperatures

.and layer stabilities can be interrelated through various

linear transforms. It turns out that to close the equation
set it is necessary to also specify a single height parameter
and a single temperature parameter.

The vertical organization of height and temperature levels
and stability layers to be used in the mass structure analysis
is shown in Figure 4. The stability parameter used here is

defined as:

[III.1]

Other deflnltlons are poss1ble, as’ dlscussed by Holl et al

(1963) Thls deflnltlon makes 6 linear in 13 K (k= R/Cp),

which is con51stent w1th pseudo adlabatlc dlagrams.

A llmltatlon of thls technlque is that ¢ must be assumed

to be constant in each of the layers labeled 1 - 10 in Flgure,,

III—l If a serlous departure from this condition occurs in
a layer, the temperature above the layer w1ll depart from

the reported temperature, but will agree hydrostatlcally

with the analyzed helghts. S
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B. Derivation of the Transformations

The hydrostatic equation states

dz 1 RT
e TR e e IR e s IIT,.2
dp ge P9 [ )
or
-~ - P9 dz . |
T R dp | [TII.3]
Potential temperature is defined as
b oK [III.4]
= —— el oy 7 - .
e =T (P ) _ ...fg,re K o= R/Cp
"o
Therefdre,
_ _gdz 1l-« K ‘
0 = R ap p (Po) . [IIXI.5]
Defining n = lFK,
1n0=1n 2+ 1n (-2%) + ninp +klnp  [I11.6)]
R dp o :
and
d1no d (182 7.1 | . [III.7]
= —[In(-==) 1+ = :
dp dp dp” p
and
_dz dlno _ _ éiﬂ - ndz g '7[iII'8]
~dp dp | de p dp 5 B

Substituting for p from the hydrostatic equation

into [III.l]

o "V‘dz"2~dln® R e o "1’ S L
O, = = —— . Ir1.9
o =g 33 p I - ; ‘ (11 ]
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and

dln® _ o
d - dz 2 ° [III.10
P g = D ]

Substituting [IIX.10]} into [III.S8]

= — [ITI.11]

on a2z . npn-l dz _ o pﬂ'2, [III.12]
dp2 . dp g
Let us define
= n dz [ITI.13]
X="P g5 -
Then
2 ‘ :
ax _ _ npn-l dz _ p" a7z [IIT.14]
dp dp .dp2 ‘
From [IX7.12] and [III.14]
_dy _ o _n-2, | EE - [1I1.15]
dp g P e 3

Integrating within the layer characterized by constant stability

o1l n-1 -

- x +cy [111.16}
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Defining M = C2 - Cl

o n=-1

X = gm=T) P~ t+M

Integrating [III.13]

2 = C -f dp.
pn

Substituting [III.17] into [III.18]
z =Cy+ [ I pt - Mp™" ap
g(n 1)

or

1

= ' l-n
\ Z "'C3+ lnp M l—n p + C4

_9 __
g(n-1)
and finally

K

= * * ——-.
2 N* + M* p g% In p
where
* =
N C3 + C4
and
M
K e -
M l1-n °

[ITII.17]

[III.18]

{ITI.19]

[III.20]

[ITI.21]

Equation {III.21] is the basic equation of the method

relating pressure height to stability. We also need a

relationship between the temperature«and,the stability.

Taking the first derivative of equation [I1I.21] with

- respect to pressure,

'dz k-1 o
dp P gKp

III-5
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Substituting [III.22] into [III.3]

= - P9 (M* k=1 _ o
T R (M* ¢ p ng), [IIT.23]

or

T RE M c P - [IIT.24]

Equation [III.24] is the basic equation of the method relating

temperature to stability.

Repeating equation [III.21]

7 = N* + M* p< - gﬁ in p. | [III.21]

Equations [III.21] and [III.24] are the two model equa-
tions we need. They apply to each of the ten layers in Figure
ITI-1. The N*, M* and 0 in the ten layers make a total of
30 unknowns. Applying equation [III.21] to each mandatory

level gives us twelve equations:

Nl,+ Mi Pa - Olsa = Za [ITI.26]
Ny * M) Py - Ry = g
N +M P F-o = 7

10 10 "k 10 E?{ %%

, K _
Ny * M, Py - Oﬁsl =2,
‘where
Bn = %E.ln pn and the_subscript (*) has been_omitted.
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Requiring continuity of height at the interface

levels between each layer leads to nine more equations:

N, - N. +p°

1 2 m (M

-Mz)—B

I

1 0 [III.27])

K
Ng = Ny + B

9 (Mg = My - B, (gg =~ 0p) =0

n

Requiring continuity of temperature at the interface
levels gives, from equation [III.24], the remaining nine

equations:

o (Ml - M2) - (cl - 02) = 0 [III.28]

a, (Mg = My) = (0g = o) =0

The 30 equations in 30 unknowns may be written as a

~single matrix equation.

BC=12'. S  [III.29]

The vector Z2' is composed of the twelve mandatory level heights

and 18 zeroes. The vector C is the 30-element column vector
N ‘
(M) , where the ten elements of N, and M and ¢ correspond to
5 ; : : ,
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the ten layers. Equation [III.29] is written out in Figure

III-+2, This can be represented in a partitioned form as

Il I2 I3 N 2
Hl H2 H3 M| = |0 [ITT.30]
G1 G2 G3 gl 0

It can be solved using Gauss elimination, giving

N Fl F2 F3 Z.
M| = El E2 E3 0 [III.31]
o ID D, D 0

In the analysis, we need a transformation to get stabi-

lities from heights. That transformation is part of matrix g_l,

~

namely ¢ = D, Z.

We will also need a transform baék to heights. For that
problem, oﬁr set of 30 equations contains 32 unknowns (10 Ns,
10 Ms and 12 Zs), Two of the unknowns wiil héve to be given_
in order to close the set. | |

The*bbvious choice for one of themris the 1000 mb height,
Sincefmore”data is available at the surface than in the ﬁpper
air. Cﬁg@sing the second parameter is mofe difficult. Since
the‘teméefétgFéVWill bé computed from the heights, the second
paraméﬁér miéht be chosen as a reference'for the tempefature,

 profile. We chose the thickness of the 1000 - 300 mb layer.
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N

Define the l2-element column vector I = '

Q=

where Z is the 1000 mb height and H is the 1000 - 300 mb
thickness. We need the transformation L =D 2.

The last ten rows of matrix D are the first twelve
columns of the last ten rows of gnl (Dl of [III.31]). The
first two rows of D are

100000000000
'=100000010000.
Matrix 2—1 may be obtained by Gauss elimination, and the
heights can be recovered using Z = 2_1 z.

Let us repeat the sequence of operatidns. At grid
points, matrix 21 is used to convert twelve mandatory level
heigﬁts to ten layer stabilities. The stabilities are limited
to greater than zerd and less.than a maximum value if necessary.
Then matrix 2_1 is used to éompute thevmandatory level heights
at the grid points. | |

The temperatures at the grid points can now be computed
by:simply‘SUbstituting o and M*, which are submatriqes of
E—I;”ihto [IIi.24]. In matrix form, T = g-z' where i com-
prﬁéés £hé twelve mahdatory level temperatures, 2 the_tWelve
ﬁandatory level’heights and Q the matrix of equation [III1.24],
namely

D,/R¢ - &~ p° E [III.32]




The temperatures and heights at the layer interface
levels can be obtained by simply changing the pressures
in the matrix coefficients. By proper substitution, the

following matrix equation can be formulated:

F=52
where

I3
£z (h

Vectors Ei and gi are the nine temperatures and heights at

the layer interfaces.
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SECTION IV: THE SEA-SURFACE TEMPERATURE ANALYSIS

A, Introduction

The Pattern Conservation Technique (PCT) is applied
to analyze the sea-surface temperature. For Details of
the PCT, see Section I.

Since reports of the sea temperature tend to be less
reliable than most atmospheric data, they are given a rela-
.tively low initial weight. Actually, the effect of lowering
the data weight is achieved by increasing the weights of
the guess field shape parameters. The gradients in four
directions from each point and the Laplacian of the guess
field may have weights as high as 0.1, compared to the in-
itial data weight of 1.0. The shape parameter weights are
proportional to the gradients of the terrain field, which
are on file TAPE3. Reducing these weights where terrain
gradients occur has the effect of inhibitiné the spreading
of the influence of data across land.

Since the first guess at the sea temperature (thé pre-
vious analysis) is usually fairly accurate, and since the
data quality is npt‘so good, th¢ PCT is very’Well suited for
this ana1y§i;. ;;1 | | |

A brief description of the major program elements not

covered in Section I follows.




B. SSTHEM

The arrays necessary to do the analysis are in blank
common. Those arrays which pertain to data must be dimen-
sioned at least as big as the number of grid points being
used (3,969 for the 63 x 63 agrid), because they are used
in the PCT routine to hold gridded fields.

Common block /DTG/ holds the date-time group in two
forms: one for identifying the data and one for display
Apurposes. Common block /INFO/ contains a title for display
and a contour origin and contour interval for plotting.

The guess field is normally the previous analysis, but
if sense switch 1 is "on", the quess field is read from a
history tape. System routine SSWTCH checks the sense switch.
* If the sense switch is "on", subroutine READNED searches the
history tape for the desired field, which is déscribed by
array IPT. READNED is described in the Appendix. If switch
3 is on, the 12 hour old guess field is read using ZRANDIO.
If switch 3 is off, the guess field is read from the last‘
analysis output tape (TAPE5) using RDRITE. If switch 4 is
on, the output fields are written using ZRANDIO. If switch 5
is on, £he outpﬁ£”fields are written to TAPES using'the sub-
'foutiﬁe PLOT. If éWitch 6 is on, data‘lists,ranélYSis sta-
tistics and a contour map of the final analysis are_produced.

Subroutine READATA or ADPSST extracts the sea temperature.
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reports from the data files. ©Next, bogus cards are read
from the input file until an end-of-file is encountered.

Each card is one report. Columns 1-10 of each card should
contain the bogus Centigrade temperature report in normal
floating point format. If the decimal point is punched,

the numbers may appear anywhere within the ten columns. If
not, columns 9 and 10 will be interpreted as the tenths and
hundredths digits. The same rule applies to the location
"and weight parameters. Columns 11-30 should contain the grid
point location of the bogus report. The I coordinate goes

in Columns 11-20; the J coordinate in Columns 21-30. Columns
31-40 shouid hold the weight which the user wishes the bogus
data to have initially. |

Next, the terrain gradients in four directions from each
point are read from TAPE3 and statement function WT computes
the welghts of the corresponding gradients of the guess fleld
The welght of the Laplacian is the average of the four grad-
ient weights. The weight of the guess value is .01,

“The number of passes to be made through tne PCT program
is spec1f1ed by the variable NOPAS Tne:convergence criterion
to be used in the PCT program is CONV. If a report dlffers
from the guess value 1nterpolated to the report locatlon
by more than GROS, the report is summarlly rejected for

that pass. All reports are rechecked at the beglnnlng-of
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each pass.
All that remains is to call the PCT subroutine. See
Section I and the comments in the program for the details

of the calling arguments.
C.  READATA/ADPSST

The routine READATA searches the file containing all
types of reports (referred to as the "spot data") for ship
reports of sea-surface temperature. The temperatures are
put into array DATA; and X and Y grid point coordinates of
the report location go into arrays DI and DJ, respectively;
the initial data weights go into array DWT; and the total
number of reports found is put into the variable NOREP.

The routine ADPSST 'searches the FNWC disk resident
ADPFILE for ship records containing sea surface temperature
observatidns. Knowing the FNWC data format the observations
are decoded and put into the arrays, described above.

Thekformats for both methods of acceSSing data are
péculiér to the FNWC data base and further elaboration and

explanation are not deemed necessary.
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SECTION V. TEMPERATURE AND SEA-LEVEL PRESSURE GUESS

A Introduction

Two different methods can be used to generate the tem-
perature and sea-level pressure guess fields. The method
used is dependent upon whether an analysis/férecast cycle
is available or whether one is producing the first analysis
in a cycle. If no primitive equation forecasts are avail-

_able, the first-guess fields for analyzing the sea-level
pressure and upper-airktemperature fields are'computed by
advecting thé previous analyses with half of the smoothed
500 mb geostrophic wind. Free-slip boundéry conditions are
used in the advection computation. Program MAKGS generates
this type of first-guess field.

It has been found by operational experience that if a
12-hour foredast'verifying at the analysis time is available,
these produce bétter first guess fields than advection of
the last analysis, especiélly in the upper air. This method
is used after the_initial analysis is produced in the anal-
ySis/predictiqn/aﬁalysis cycie. Program GSFCST generates

this type of first—guess fields.



B. Advective First-Guess - MAKGS

If sense switch 1 has been turned on prior to executing
MAKGS, it is assumed that no previous analyses have been
made and that file TAPEl is the history file of the fields
to be advected. 1If switch 2 is on, current date-time-group
fields are read from the disc using ZRANDIO and no advection
is performed. This option is used to initialize the 12-level
. analysis from the lO—levels available at FNWC. The two
new levels (950 and 900 mb) are obtained from a linear
interpolation in 1ln(p) using the 1000 and 850 mb levels.

If switch 3 is on the 12-hour old input fields are read
using ZRANDIO. If switch 3 is off the 12-hour old fields
are read from the last analeis output tape (TAPES5) using
"RDRITE. If switch 4 is’on the output fields are written
to the disc using ZRANDIO. If switch 5 is on the output
fields are written té TAPE6 using the Subrouﬁine PLOT. If
switch 6 is on the output fields are contour mapped."

First, the 12-hour-old 500 ﬁb height field is read
and smoothed very heavily by subroutine FILTR. (See Sec-
tion III-4-C of the report on the Primitive Equatibn_Fore-
cast Model.) The geostrophic wind is then computed from
the smoothed field. } |

The 12-hour-old sea-level pressure field'is'thenfread.

Subroutine ADVECT advects the old pressufe field forward




.

for twelve hours, using one-hour time steps. The resulting
guess field for the sea-level pressure analysis is smoothed
lightly and output in a manner determined by the sense
switches.

Finally, the 12-hour-old upper-air temperature fields
are read and advected for twelve hours with the same wind
field used before. The resulting guess fields are sméothed

and output in a similar manner.




C. ADVECT

Field X is advected for the number of hours specified
in the variable ISTEP, using the wind field supplied in
arrays U and V. The winds are modified along the boundary
by subroutine BCWND (see below). The field being advected
is first modified along the boundary to remove any gradient
normal to the boundary. Array DX2‘is filled with the dis-
tance in meters of two grid intervals, taking proper account
of the map factor.

The advection ié begun with a forward time step, fol-
lowed by successive centered time steps, until the specified
number of one-hour steps has been made. Simple centered |
space differencing is used in the advection., After each
time step, subroutine BC is called to ensuré that no gradient

normal to the lateral boundaries can build up.

D. BC

The iateral boundary points of field X are made equal
to the second iﬁterior point, removing any gradient ndfmal
to the bounaary'across the first interior grid row. The
corner points: are fiiled by averaéing the ﬁhree surrounding

‘points.



E. BCWND

Fields U and V are changed so there is no wind normal
to the boundary on the first interior grid row and no
gradient of the component tangent to the boundary in the

direction perpendicular to the boundary.

F. Prognostic First-Guess GSFCST

The program GSFCST extracts ffom_the PE forecast out-
put tape (TAPElO) the appropriate 12-hour forecast surface
pressure and upper-air temperature fields. If sense switch
4 is on the output fields are written to the disc using
ZRANDIO. 1Is switch 5 is on the output fields are written
to TAPE 6 using PLOT. If switch 6 is on the output fields

are contour mapped.



SECTION VI. THE HEMISPHERIC SEA~LEVEL PRESSURE ANALYSIS

A. Introduction

The same techniques used in SSTHEM are also used in
the sea level pressure analysis (PSHEM). The guess field
is prepared by program MAKGS or GSFCST prior to the running
of PSHEM.

If switch 3 is on, this éuess field and data are read
'using ZRANDIO; if off, the field is read from TAPE6 using
RDRITE. If switch 1 is on, the input data is read using
READATA from a "spot data" TAPEl. Similar to SSTHEM, if
switch 4 is on the output field is written using ZRANDIO;
with switch 5 on the output is written to TAPE8 using PLOT.
If switch 6 is on, data sample and contour maps are printed.

The pattern conservation technique is used to preserve
the shape of the guess field according to weight fields A
through F. The data is fitted moreclosely in SPHEM than in
SSTHEM by ldwering the weights of the shape parameters from
a maximum 6f .1 to .01. The terrain gradients in file TAPE3
are usaed to decrease the weights of the cofreépondingvshape
parameters where the terrain is uneven, just as in SSTHEM.
In nature, mountdin ridges act as.obstacles to the migration
of surface pressure patterns. An observation on one side
~of. such a‘mountain ridge should not materially affect the

»ahalysis at grid points on the opposite side. The reduction
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of the weights simulates this effect.
Bogus data is read from data cards in the same way as

in SSTHEM.
B. PSHEM

All the necessary arrays are dimensioned in blank
common. The arrays for holding information about the data
are dimensioned larger than those holding gridded fields
. because of the large number of surface pressure observaF
tions that are available.

Common block /DTG/ holds the date-time group for iden-
tification of data (IDT) and for display (JDT). Common
block /INFO/ contains a title and a contour origin and
interval for plotting. &{ommon block /ISW/ contains the
- sense switch indicators.

The input field and data are read in a manner depending
upon how the sense switches are set. Then the bogus reports
are feéd from data cards until no more cardé remain. Each
card contains one report@ Columns 1-10 hold the reported
pressure in"mb; ll~20»hold the I coordinate of the.report
location;.21—30 the J coordinate; 31—40 have the weight to
be assigned to the report. All four paraméters should be
in‘FlO.2afdrmat; If no decimal point'is punched, it is
assﬁmed"té be just left éf the secdnd éolumn from: the right

side of each ten-column field. A punched decimal point
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overrides this rule.
Statement function WT computes the weights of the
shape parameters based on the gradients of the terrain field
in four directions from each point, which are read from
file TAPE3. |
The PCT program is called to perform the analysis.
The method of ouﬁput is determined by the sense switch

settings.
c. READATA/ADPPS

Similar to the description in SSTHEM, READATA searches
a "spot data" tape for sea level pressure reports from ship
and land stations. ADPPS extracts the same type of reports
from the appropriate FNWC disc resident operational ADPFILE
records. rWhichever way the daté is accessed, the report
value is put into the array DATA, the 1ocations into‘DI and
DJ and the weight into DWT. |

The data is assigned a weight wvalue of’l.0 for land
reports and 0.7 for ship reports. There isfa»pioblem in
decoding pressure reports, since th¢ hundreds‘digit is left
~off. A report more than 50 cannot berqssumed to be less |
than 1,000 mb. Pressure greater than,l}OSOEhb does occur;
likewiSe,ja;repQrt of 49 could be'949;m5. fo‘resolve this
problem, the guess pressure‘field, which is passed to the

data extraction routine as an argument, is interpolated to
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the report location whenever the report is between 40 and
65. If the guess is less than 1,000 mb, then the report
is assumed to be less than 1,000 mb, also.

Notice that only reports at the exact synoptic time
are accepted because the pressure field can change guite

rapidly.
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SECTION VII. UPPER-AIR GEOPOTENTIAL HEIGHT AND
TEMPERATURE ANALYSIS

A. Introduction

The mass structure analysis procedure will be described
in four ﬁain parts: the virtual temperature analysis, the
computation of the height guess fields, the height-tempera-
ture analysis and statospheric field extrapolation.

The virtual temperature analysis uses the PCT and guess
fields at each pressure level, prepared by MAKGS or GSFCST
(See Section V). Then the sea-level pressure analysis
(already done by PSHEM) is hydrostatically converted to a
1,000 mb height field using the 1,000 mb virtual temperature
analysis. The analyzed virtuai temperatures are then used
to compute the other heights.

These height fields are used as the guess fields in
the height analysis program. The PCT is againbused, but
this time, in addition to‘using the height data from radio-
sondes, all available wind data (aircraft reperts, pibals,
radiosonde reports) aﬁd satellite wind fepbrts*are used to

“compute geostrophic height‘gradients.”vTheigradient data
replaces the gradients of the guess field at those'points
where wind data is available. These gradients are given much
higherVWeights than those computed from the'gdess fieid.

- After the height analysis is made, matrix D (see page

VIii-1




III-10) is multiplied by the twelve-element column vector
Z (the twelve mandatory level heights) to obtain the sta-
bilities in each of the ten layers. (See Figure 4.) If
the heights imply a hydrostatically unstable layer, the
.stability of that layer is made slightly positive and ma-
trix Qfl (see Page III-lO) is used to compute the corrected
heights. Finally, matrix Q (see page III-10) yields the
final virtual temperature analysis.

Thié technique can be described as a mass structure
technigue in that the final temperatures and héights are
hydrostatically consistent and stable.

There are at least three advantages of this method
over the analysis of stabilities as done by FNWC:

_1; Incompletebsoundings can be used

2. Wind data is used directly

3.  Satellite-observed temperaturé data can be
used without a geopotential reference

A potential problem area in this analysis is the
matter of‘a geopotential reference. At.pfesent, sea level
is the basic reference level. The 1,000 mb heighfris‘com—
puted hydrostatically from the sea—level‘pressuré ana the
1,900 mb temperéture, assuming‘that the layer betweeh sea
level and 1,000 mb has a mean temperature equal to that of
the 1,000 mb level. Thén the 1,000 mb height is used as

the reference level for all the other heights. The advantage
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is that the many sea-level pressure reports are utilized.
The disadvantage is that many of these reports are from
high-altitude stations and the sea-level pressures have
little meaning. If a great deal of saﬁellite temperature
data becomes available, it is worthwhile to consider usiﬂg
an upper level, where satellite-observed temperatures are
most reliable, as the reference level.

Finally, 50, 30 and 10 mb height and temperature fields
. are produced using an empirical extrapolation method which
builds upon the 100 mb analyzed height and temperature

fields.




B. Temperature Analysis - TMPANAL

The PCT is used to analyze radiosbnde virtual tem-
perature observations at the twelve‘mandatory pressure
levels. The guess field has been prepared by program
MAKGS or GSFCST. (See Section V)

All the necessary arrays are in blank common and are
passed as arguments to the PCT program., Common block
/DTG/ holds the date-time group for data identification
(IDT) and for display (JDT). Common block /INFO/ contains
a display-coded title and a contour origin and éontour
interval for plotting. Common block /ISW/ contains sense
switch setting information.

If sense switch 1 is on, the input data is read from
a “sﬁot data" tape. If switch 3 is on, the first guess
fields and data are read using ZRANDIO. If switch 3 is off,
the input fields are read from TAPE6 ﬁsing RDRITE. If
switch 4 is on, the output fields are written using ZRANDIO;
with switch 5 on, the output is written to TAPE6 using PLOT.
If switch 6 is on, data samples and contour maps are printed.

‘The weights of the shape parameters (éradients—and
Laplacian) are set to a constant value so the terrain‘does
not affe@t'the analysis.

For each of the twelve mandatory levels, the first

guess field and data are‘read in a manner Specified by the
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switch settings and PCT does the analysis. For each level,
the INPUT file is checkéd for bogus data. Bogus reports
should be ordered by pressure level, one report per card,
with the levels separated by blank cards. Any levels for
which no bogus data is provided should be represented by a
blank cexrd.

The bogus data should occupy the first ten columns of
each card in F10.2 format. The I and J coordinate location
and initial data weight go into columns 11 through 40 in
F10.2 format.

The temperature analyses are output in a manner spec-

ified by the switch settings.

C. READATA/ADPUAT

The data file is searched for radiosonde temperature
observations for date-time IDT and level LVL. The source
of the input data is determined by switch settingsf

If a dewpoint tempetature is’reported, the virtual
temperature is computed by,subroutiné VIRT. If not, the
témperature ieport is accepted as £he virtual temperature.

‘The.entife analysis is done in degrees Centigrade.
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D. Height First-Guess -~ HTGUES

The program HTGUES calculates the first-guess height
field. If sense switch 3 is on, the sea-level pressure and
‘1,000 mb temperature fields are read from the disc using
ZRANDIO. If switch 3 is off, the input fields are read
from TAPE8 using RDRITE. The height of the 1,000 mb surface
above sea level is computed by integrating the hydrostatic
equation, assuming that the‘l,OOO mb temperature represents
the average temperature for the layér between sea level and
1,000 mb. If switch 4 is on, the resulting 1,000 mb height
field is written to the disc using ZRANDIO. If switch 5 is
on, the fields are output to TAPE7 using PLOT. Then the
other mandatory level temperatures are read and the other
heights computed similarly. 1If switch 6 is on, the resulting

output height fields are contour mapped.
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Lt O Height-Temperature Analysis 4 IiTi.NAL

The heights of the mandatory pressure levels are ana-
lyzed with the PCT program, using guess fields computed by
HTGUES and radiosonae and satellite retrieved height reports.
Wind data from radiosonde reports, pibals, aircraft and
satellite derived reports are used to compute height gradients
which are treated as data in the PCT program.

After the ahalysis, the stabilities of the ten layers
shown in Figure 4 of Section III are computed using matrix
D. (See page III-10.) Any instabilities are removed and

the wvirtual temperatures at the twelve mandatory levels are

computed using matrix Q. (See page III-10.)

All the necessary arrays are in blank common and are
passed as arguments to the subroutines. Commoh block /DTG/
holds the date-time group for data identification (IDT) and
for display (JDT). _Common block /INFO/ has a title, a con-

tour origin and a contour interval for display. Common

block /LVL/ contains the number (1-12) of the mandatory
level being analyzed and /ISW/ contains the sense switch
indicators.

) If sense switéh 1 is on, thé data is read from a'”spot
data"4tape‘(TAPEl). If switch 3 is on, the input fiélds
and data are read using ZRANDIO. If switch 3 is off, the
input fields are read from- TAPE7 using PLOT. -Switch 4 on

prompts the output fields to be written to the disc using
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ZRANDIO. If switch 5 is on, the output height fields are
written to TAPE8 and the temperature fields to TAPE4 using
PLOT. If switch 6 is on, data samples, analysis statistics
and contour maps are produced.

For each of the twelve levels, the guess field and the
height data are read in a manner specified by the sense
switch settings. Then the input file is checked for bogus
data in the same manner as described in Section IV-B.

Bogus reports should be ordered by pressure level, one
report per card, with the levels separated by blank cards.
Any levels for which no bogus data is provided must be rep-
resented by a blank card. The bogus height should occupy
the first ten columns bf each card in F10.2 format. The I
~and J coordinate location and initial data weight go into
columns 11 through 40 in F10.2 format.

The PCT subroutiné does the analyéis and writes the

output in a manner specified by the switch settings.
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F. READATA/ADPUAH

These subroutines are exactly like those described in
Section VII-C, except that heights are read instead of
temperatures. Reports are given an initial data weight

of .0025.

G. RDWNDS

Subroutine BKGRND (see Section I), which is part of
the PCT, has been slightly altered to call RDWNDS after
computing the gradients of the guess field. RDWNDS calls
subroutines AIREP, PIBAL, RASONDE and ADPSAT, which read
wind data from aircraft, pilbt balloon radiosonde and sat-
ellite wind reports, respectively, and compute corresponding
height gradients. The gradients Qf the guess field are in
arrays XMU (positive J direction) and XNU (positive I direc-
tion) when RDWNDS is called. Subroutines AIREP, PIBAL,
RASONDE and ADPSAT put the height gradients into the corre-
sponding arrays YNU and YMU at the points corresponding to
the lower left corners of the grid squares within which thé
wind reports lie. A look at the gradient definitions in
Tablé 1-1 on page I-5 will clarify this point. If more than
one report ié available for a grid point, the one implying a
height gradient closest to the gradient of the guess field

is accepted. K The weights on the gradient terms (E and C)
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are increased at points where wind data is used. To deter-
mine whether data has been accepted at a grid point, the
weight value B at the point is compared to B(1l,1). If it

is different, then data was used. This assumes that data will
not be available at point (1,1l), a safe assumption, since

data south of the Equator is rejected.

H. AIREP/ADPAIRP

Aircraft-reported wind data are read in a manner spec-
ified by the switch settings. Reports within six hours of
the time of the analysis are accepted, but their initial
weights are reduced in proportion to their age.

The flight level of the reporting aircraft is used to
find which mandatory level the report is nearest. The
standard heights of the pressure levels are used for this
comparison. The report is accepted unchanged at the closest
level.

Once the wind direction and speed are unpacked, the u
and v components on the polar stereographic grid are com-
puted by subroutine DDFF2UV. - The ¥ and Y gradients are

computed geostrophically as:

XGRAD Ve AX

YGRAD

]

Qirh @

*U-AY
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Here, f is the Coriolis parametér; g the acceleration of
grévity; AX and AY the grid distances in the X and Y di-
rections. If the gradients differ from those of the guess
field by more than a specified amount, the report is
réjected.

The value of the weight of the gradient in the Y
direction is checked against the value at point (1,1).

If they are not equal, then data must have already been

" utilized at the point in question. In this case, the

gradients computed from the previous report (already in

YNU and YMU) are compared to the gradients of the guess
field (XNU and XMU). The differences are called OLDIFI

and OLDIFJ. A similar comparison is made between the grad-

ients just computed from the‘reportkbeing considered and

the guéss gfadients. The differences are called NEWDIFI
and NEWDIFJ. If.the.sum~of the new differences is less
thaﬁ that of the_old'ches, ﬁhe new report is accepted.

The weightsAon the gradient déta are computed from the

age of the report. A report at the time of the analysis

’  gets a weight of ,002; a six-hbur—bld~report has a weight

of .0015. The guess g:édients were assigned a weight of

001,

Array IPLT was paséed as an argument from RDWNDS.

The u ahd'v’cbméonents‘of.the wind report and its I and J

coordinateS‘areVpackéd into’a single word of IPLT.
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TI. PIBAL/ADPPIB

Winds from pilot balloon observations are read and
treated as those fromfaircraft reports were treated in
AIREP with the source being specified by a switch setting.
The only significant differences between AIREP and PIBAL,
except those resulting from the.slightly different data
- format, are that only reports for the‘exact time of thé

analysis are accepted and the gradienﬁ‘weights are all .002.

J.  RASONDE/ADPUAW

Winds from radiosonde observations are read and treated
exactly as in PIBAL. The only differences are due to the

data formats.

K.  ADPSAT

Winds derived from satellite cloud vectoré arevread.
The reports ihclude a pressure level estimate and are
included in the analysis at the closest'analysis level to
this estimate. The computed,gradients ate given a value

of .0015.
L.  PLTWND

‘This subroutine is called by RDWNDS with array IPLT
as an argument. Array IPLT contains the~componenﬁs and

the I,J location of all the wind fgports'which:Werévused
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in RDWNDS. A twenty-word identification package is added

as detailed in the deséription of subroutine PLOT in the
Appendix and an unformatted record containing IPLT and £he
identification array is written on the plot file. ‘The fifth
wérd of the identification array is set to 7HWNDATA to

identify tne record as packed wind data.

M.  TEMP12

After the PCT program finishes the analysis bn'all
tweive‘pressure levels; TEMP12 is called to_check-for hydro-
'static instability and to compute the final temperature
analysis from the heights.f As’diééﬁssed on page‘III—lQ,
the 12 x 12 matrix D, when multiplied by the twelve-element
column vector 7 (th; twelve mandatory level heights at a
point) yields the stabilities of the ten layers shown in
Figure 3-1. If a negative stability is computed, a message
is printed aﬁd‘the stability is changed to a slightly pos-
itive value. ‘ExcessiQély ﬁiéh stagilities are reduced.

Then matrix DINV (the inverse of D) is multiplied by the

twelve element vector cdnéisting of the 1,000 mb height,
 the 1,000 to 300 mb thickﬁess and the ten stabilities to
'give the corrected heights; See page III-10 for details.“
7 Fihélly, matrix g is mUltiplied by the corrécted heights‘
tdgproducerﬁhe finalitemperature‘analyses. The explanétion |

of this trahsformation is’onkpage IIIflO.‘
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N. "Stratospheric Height-Temperature
Extrapolation - STRATO

The method of obtaining stratospheric height and tem-
perature fields is by vertical extrapolation as presented
by Lea (1961). The extrapolated values are given by equa-

tions of the form

Z=A o™1%1eve1-1"*2T1eve1-1 209

=By Byt 1evel-1" BeTyeve1-1-

In this manner the 50 mb fields are extrapolated from the
100 mb height and temperature, 30 mb from the 50 mb and |
10 mb from the 30 mb. The coefficients which areva function
of latitude and month were obtained from empirical studies
of selected rawinsonde stations. The empirical constants
are defined in the block data rdutine STRTCON. After the
fields have been produced they are filtered once by a long

wave filter.

VII-14




SECTION VIII, UPPER-AIR WIND ANALYSIS

A. Introduction

The application of the Pattern Conservation Technique
(PCT) to wind analysis is discussed in Section II. The
discuésion in this section is limited to the peéﬁiiarities
of the upper-air wind analysis program. The technique is
used to analyze the winds at the twelve standard pressure
levels. | ﬁ

Recall that the-PCT wind analysis fits the wind daté;
whilé conserving the gradienté in four directions, the
vorticity and tﬂe divergence of the guess field;“Each of
these differential properties has an associated field'of
weights. 1In the upper—air‘wind analysis, the surface
terrain is not used to compute thesé weights. -

Since the analyzed wind fields are used to initialize
the Pfimitive Equation Forédasﬁ Model (PEHEM), special

attention should be given to controlling the diyergencé of

fhe final winds. Excessive initial divergenCe, which is

not reflected iﬁ the initial temperaturé and geopotential
fields, cauées 1afge—émplitude, high-frequency oscillatigns

to develop earlykin tﬁe forecast. This pheﬁbmenon is ﬁggg};x :
referred to és’geostroéhic adjustment and dan‘seriousiy |
degradé the usefulness of the foréCast for twelve or more

houté, until the mass’ and motion fields becomebbalanced..
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Because the divergence is a wery sensitive differential
proﬁértyvof the wind field, unrealistically large values
will usually result from any analysis scheme unless the
divergence is explicitly controlled. The PCT is an effec-
tive and versatile method of controlling the divergence.

A common philosophy on this subject is that zefo is
the best available estimate of the initial divergence.
This reasoning led to the use of the balance equatiqn to
derive a wind field containing no divergence from the
gecpotential fiéld. . While zerb is certainly a better
 estimaté than tHé large values which arise from a scalar
analysis of eagﬁ wind component, the twelve-~hour £forecast
divergence frpﬁ a previous‘run of the PEHEM is likely to
have some skill.

The PCT can be used to apply either philosophyv. A
slight modification is made to the basic PCT ’wind program

to read the wind field whose divergence is to be conserved

from a file, instead of computing thé diyergence‘from the
‘guess field. 1If no divergence is desired in the analyzed
- wind, sWitch-l is left off. If the twelve-hour forecast
divergence iskdesired, switch 1l is sét’and the PE forecast
winds are_readjfrom TAPEIO using ﬁDRITE.’

The first—guess‘wind field at each of the‘tﬁalve
standard pressure levels is the geostrophic winq computed

from the analyzed geopoténtial field for that level.
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B. WINDHEM

The PCT technique is used to analyze the winds at each
of the twelve pressure levels. If sense switch 2 is on,
the input data is obtained from a "spot data" tapéf TAPEL.
If switch 3 is on, the height analysis and input data are
read from thekdisc using 2ZRANDIO. If switch 3 is off, the
input fields are read from TA?EB;using PLOT. If switch 4
-is on, the output fields are written using ZRANDIO; if
switch 5 is on, they are writtén.to TAPEl1l using PLOT.. If
- switch é is on, partial data lists, analysis statistics and
contour maps are produced.

Sﬁerutine WIND computes the géostrophic wind to be
used as the first guess. Subroutines ATREP, PIBAL, RASONDE
.and.ADPSAT réad wind daéa from aircraft reports, pilot
balloons, radiosondes and satellite‘wind reports at the
proper level indicatéd by variable LVL, whichris in é common
block. | |

Bbgus data is read-from‘the INPUT file urtil a zero
'}data Weight is found. = Bogus reporﬁs‘fot different levels
should be separated by a‘blank card; ‘When the blank card
is,reaa,'the data weight will be éero’éna éhé reading is
stoppéd.f'Any levéls for thch no bogus:fepérfs,arelto be
insefted must be represented‘by a blank card."If hovboéus-

reports are desired, twelve blank cards should be in the
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INPUT file.

One card is required for each bogus report. The
direction from which the wind blows relative to north goes
in the first ten columns, the speed in meters per second
in the next ten columns, the I and J coordinates of thé
report position in columns 21 through 40 and the initial
data weight in columns 41 through 50. Each ten-column
field is read with an F10,2 format.

Subroutihé DDFF2UV converts the bogﬁs wind data ﬁo'

u and v components. The components are packed into the
singlé array DATA with u in the left half of each word and
v in the right. ' The entire data list is written on the
plot file by subroutine'PLTWIND. |

Finally, the PCTWND subfoutine does the analysis.

C. WIND

The geoétrbphic wind chponents,are'computed fromfﬁhe
geopotehtial height analysis;v In £hercomputation of the
gridldisténcé‘and the Coriolis pérameter,4the latitude is
_not allowed to be less than twehty—fivé dégﬁeés:3 Thé g¢9; 
istréﬁhiC'Wind'law is inadequate,in~tropical‘1atituaés and

has a,singulafity at the Equator.




D. AIREP/ADPAIRP, PIBAL/ADPPIB,
RASONDE/ADPUAW, ADPSAT |

-, The first three subroutines are identical to thosg;by
théwéame names described in Secfions VIii-H, I and J, |
except that the computation of the geopotential gradients
~ has been deleted and the u and v wind components are packed
into array DATA. The locations and initial data weights
are put into arrays AI, AJ and DWT.

ADPSATireads cloud vector derived satellite wind -
reports if switch 2 is on. These reports contain a pres-‘
sure level estimate in centibars at which the observation
is believed vaiid, an age, and a direction and speed.',Théf(
observation is included in the data list of the pres$¥re
level nearest the Qbservation. The observation is §%v§n a

weight of 0.5 in comparison to 0.1 for a radiosonde. }

it
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E.  BKGRND

In the PCTWND érogram (see Section II) subroutine
BKGRND has been changed to call DIVERG. This subroutine
reads the twelve~hour forecast wind fiela and computes its
divergence. In, BKGRND, array ZU is used temporarily to
hold the compqﬁed diverggnce. Normallyf both the diver-
gencé and voréicity fieléé have the weiéht DQ. We now
wish’to give the divergence a higher weiéht. To accom-
plish this, the divergence weight is packed into the left
half of each word in'DQ and the vorticity weight into the
right half. A minor change was necessary in subroutine
BLEND of PCTWND to allow the diVergence and vorticity to

- have different weights.




F. DIVERG

A wind fiéld for level LVL (in common block /L&L/)
is read from TAPE10 if switch 1 is on. The output for the
initial time is skipped. The u component field is read
and the contribution of the gradient of u to the divergencef
is computed.

Then the v componenf is read ahd the contribution of
. the v grédiént is added to the divergence field. The final
divergence field is smoothed heavily.

The divergence field is assigned the same weight as
wind reports have. This weight field is packed with the
'vorticity weight field in array DQ. The divergence‘weights
are in the left half of each word and the Qorticity weights
'invthe right. ‘ k
| If switch 1 is off, the divergence value is set to

ZeTro.



SECTION IX, SUPPORT PROGRAMS
A, CKRAOB

Radiosonde data and satellite refrieved radiosonde
profiles are known to occasionally contain errors cue to
garbling in transmission or errors in the actual workup
of the sounding. As mentioned earlier, the upper air
analysis is constrained to hydrostatic equilibrium. The
hydrostatic equation can be used as a check of whether
reports at successive levels in the sounding are reason-
able. Due to radiosonde malfunction, levels may be missing
in the sounding and the hydrostatic equation can be used to
approximate a reasonable value for the~missing levels. The
mass structﬁre analysis is regquired to analyze heights and
temperatures at the 950 and 900 mb levels. These are hot
mandatory levels for radiosonde reports so the observation
must be interpolated from the profile that is available
and wriﬁtéﬁ in a’format the analysis programs can read.

If sense switch 1l is off, the input data is read using

ZRANDIO; if on, the data is read from a "spot data" tape.

First, significant level observatiOns are read and aupli—

cates rem0ved.'kNext mandatory level observations’are read
and duplicates'are removed.  Next the maﬁdatory and signif-
kicant lévels of obsérvations reporting bbth arekmerged into

an array in which presSuré monotonically decreases,(heiqht:
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increases). Tropopause and maximum wind data are also
inserted at the appropriate level if reported.

The next steps are checking for hydrostatic consis-
tency, assigning heights to significant level reports, and
approximating missing levels if @ossible.

First the temperature lapse rate is checked using
3 degrees C/100 meters as a gross check. If the lapse rate
exceeds this, the level is flagged as missing and the check
continues until the top of the sounding is reached. Next
an attempt is made to find the station level report. This
is supposed to he the first level reported in a significant
level report. Xnowing the station elevation, one can cal-
culate the standard station pressure. If the two values
differ by greater than 60 mb, this is probably not the sta-
tion level report. If not, the first repofted mandatory
level is used for the base height for the hydrostatic workup.
Other miscellaneous checks are performed to try to further
verify the stétion level report. The checks are adequately
deScribed'bybcomment cards sO one caﬁ understand this logic.
Given a surface pressure, height and’temperature, one can
calculéte, using the hydrostatic equation, the next presSure
levél height knowing the pressure and temperatﬁre at that
level. These heights are inclﬁded in tﬁe significant level
- reports and changed in mandatory lévels if the report does

not appear to be consistént; ‘Bélqw‘250 mb, the average
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height change required to make the sounding hydrostatﬁééi;yt
consistent is on the Ordér of 10 meters in a sample siéé(of
approximately 450 soundings. Above. 250 mb the change runs
from about 20 meters to 50 meters. Nekt, missing tempera-
tures and dewpoint levels are interpolated in 1ln(p) if
possible. Wind reports from both mandatory and significant
levels are merged with tropopause and maximum Qind reports.
Missing levels are interpolatéd in ln(p) if possible.
Finally, the leveis analyzed by the mass stﬁucture
analysis are extracted and written to the disc in arformat
compatible with»theignalysis programs ihput. The feports
are extracted as reporfed; if possible, or interpolated in
In(p) if no reports are available at the needed 1evelQ
This applieé to heighgs(-temperatures, deWpoint\aepréssion,‘

wind direction and windwépeed.

IX-3




B. INITIAL

The purpose of the program INITIAL is to generate the
input file for the primitive equation model initialization.
The routine BREAD is used to read from the appropriate tape
files the needed initialization fields in the correct order.

The order is as follows:

Fields Description Units

1-13 Heights (1000 - 50 mb) -~ meters

14—26‘ . Temperatures (1000 - 50 mb)'~ degrees Celsius
27 Land—sea—iée table integer

28 Sea level pressure .  millibars

29 . Terrain height , meters

30 Sea surface temperature degrees Celsius
’31 Albedo : percentage,
32-55 u/v wind £field pairs ' meters/second

(1000 - 100 mb)

The fields are writﬁen to the output file using BWRITE.
{Thé heights and temperatures‘are~those producéd‘by'

ﬁTANAL.V The land-sea-ice table is an integer field with 1

dénoting land, 2 meaning sea and 3 meaﬂing‘icé. ~This field

was obtained from the FNWC operational system‘and is repre—

;sentativé of the day-time-group of the test data. The sea’

level pressure was ahalyzed by PSHEM. The terrain height

was obtainéd by analyzing one degree,terrain data obtained

CoIX-4
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from Scripps Institute of Oceanoéraphy onto the grid and
limiting the normalized terrain gradient to less than 2000
meters per standard mesh length. This terrain is similar
to that used by the FNWC operational primitive equation
n:odel. The sea su:face temperature field was analyzed by
SSTHEM. The albedo field was obtained by interpdléting
climatological fields produced by Posey and Clapp to the
polar stereographic grid. These fields are also similar
to those used by the FNWC 0perational model. The wind

fields were analyzed by WINDHEM.
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cC. IDENT

The program IDENT is used to produce inventories
of any of the output files generated by the analysis pro-
grams that have been written by BUFFER OUT. This includes
analyzed fields and data records. The twenty word idents
which are_gart‘of these field are decoded and pertinent

informatior; printed.

D. PLTDWA

This program is exécuted fd produce output that can
be processed for display on the Vefsatec plotter. The
input file is‘TAPEZ, which can be’any of the output tapes
produced by the analysis programs. By decoding the ident
of the program detefmines which type of field it has read

and procesSés‘it er the plotter in the appropriate manner.

E.  CREATE

An option has been inéluded in thé analysis programs to
‘allow access to data'and initia1 fields indepéndent of the
bFNWC‘operating,SYStem;‘épecifiéaliy‘ZRANblo;‘ This option is
‘exercised by setting IREAD in:cémmon block/MS/ equal to one

(1) vice zero (0) and having the sense switches set as if to
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read the data with ZRANDIO.
The program CREATE is executed at the beginning of
the program execution sequence (see Section X-B). The

input tape (TAPEl) contains in BUFFER OUT format one tape

per date-time-group. The tape contains an index record

which specifies which data records and fields follow, then

i
1
b
i

these records. An index record specifying the names of
the data index records ié next, followed by the indices.
The index records contain the names of the individual
records of data, one index for each specific type of data.
The executioh of CREATE tfansfers the input tape to disc
in a READMS random access format on TAPEl6. When read by
the analysis programs, the data is transferred to central

memory in exactly the same format as a ZRANDIO read.
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SECTION X: PRODUCTION ORGANIZATION

A. Introduction

The execution of the analyses is performéd in a
sequence of programs executed within a single computer job.
Each successive program writes its outpu£ to the disk with
ZRANDIO or to a TAPE file with BUFFER OUT so the fields are
available to succeedingkprograms. When the sequence is édm_
plete, one file has ﬁeen produced which contains all the
analysis output fieldévand another file has béen génerated
in the format needed to initialize the prediction model
(see IX-B).

All the programs that produce upper air fields have

“an option for producing a 10 or 12 level output. The ten
level model does notkoutput the 950 and 900 mb levels.
The number ofrlevels is specified by the number 10 or 12
in parenthesis on the execution card. Coding is ihcluded
to gain acéess to this nﬁmber and use it as an indicator

within the program,

B. - Program Execution Sequence

The actual sequence of programs that are executed depend
Upoh whether it is the first analysis execution in the day-
ktime—group series or whether output‘from-preVious'analyses,

or forecasts are available.




In the first analysis in the series the current FNWC

analyses are used as the first guess for the normal analysis

levels.

Since 950 and 900 mb analyses are not produced at

FNWC, these levels are interpolated in 1ln(p) from the

‘available 1000 and 850 mb levels. Since the current analysis

is available, it is used as the first gueSs instead of an in-

ferior twelve hour advected field.

Step
00

Program

CREATE

CKRAOB -

SSTHEM

MKGUES

PSHEM
TMPANAL

HTGUES

HTANAL

- WINDHEM

INITIAL

Therefore the program sequence is as follows:

Output

Random access data and initial
fields (optional).

Checked radiosonde reports.

SST anal,

Produce surface pressure and upper air
temperature first guess fields from cur-
rent FNWC fields, interpolate 950 and
900 mb fields.

Analyze surface pressure.

Analyze 1000 to 100 mb temperature fields.

" Generate upper air height analeis'first

guess from temperature anals (1000 to =
100 mb). o

Analyze height fields and retrieve con-
sistent temperature fields (1000 - 100 mb).
Extrapolate 50, 30 and 10 mb strato
heights and temperatures.

Analyze uppér air wind fields (1000 -

100 mb).

Generate forecast initialization file.




Prior to the execution of the sequence the required
fields and data must be made available. Upon completion,
the output files are copied to tape for later use.

In subsequent analysis cycles, the output from the pre-
vious analysis or prognostic fields from a prediction ini-
tialized from the previous ahalysis are available. In these
istudies twelve hour prognoses are used as first guess fields
'for surface presSure and upper air temperature analyses."In’
this second type of execution sequence Step 3 of the above
sequence is replaced. with:

3. GSFCST . Read prediction model output tape and
write surface pressure and upper air
temperature first guess fields.

This implies that for each analysis sequence after the
initial day-time-group a twelve;hogrgforecast must be calcu-
lated to use as first guess for thé next analysis sequence.
The first guéss for the sea surface temperature analysis is
the twelve hour old analysis field. Therefore the output
from the last analysis cycle must also be available.

The TAPE numbers and content involved in the anaiysis

sequence are given below:




Tape

TAPE1

TAPE2

TAPE3

TAPEA4

' TAPES

TAPE6

TAPE7
TAPES
TAPE9

TAPE10

TAPELl

 TAPE12

" TAPE13

- TAPE1l4

 TAPE1S

 TAPEL6

TAPE17

gggtent

NEDN "spot data" (not used)
or data/field tape (optional)

NEDN field tape (not used)
Terrain gradients

Retrieved temperature anals
and strato temperature
extrapolations (temporary)
Last analysis sequence output

Surface pressure and upper
air temperature flrst guess

(temporary)

Height anal first guess
(temporary)

Analysis sequence output tape
WRITMS/READMS Analysis
scratch file

12 hour old foreCast output
tape -

Wind anal‘outpﬁt (temporary)
Land/sea/ice field
Terrain height field

Albedb field

tlon flelds

READMS data/lnltlal ¢1elds
(optlonal)

187x187 model READMS/WRITMS ;

partltlon scratch flle '

Program

All anals read
CREATE read
(optional)

SSTHEM read

SSTHEM read
PSHEM read

HTANAL write

SSTHEM read

. MKGUES read

"MKGUES write

GSFCST write
PSHEM read
TMPANAL read

HTGUES write
HTANAL read

All write
INITIAL read

All anals read
and write

GSFCST read
WINDHEM read

WINDHEM write

INITIAL read

INITIAL read

INITIAL read

Prediction model initializa-  ' INITIAL write -

All anals read
(optional) -

All 187x187 anals



As soon as HTANAL and WINDHEM have finished executing,
TAPE4 and TAPEll are rewound and copied to TAPES8. This
results in the following fields and data records being
written to TAPE8, the analysis sequence output tape, for

the twelve level analySis cutput.

Number Record Total Num-~

Type Field ' Levels Types/Level ber Records
Sea surface temp. 1 3 data/l field 4
Surface pressure . | 1 3 data/1 field 4
Upper air temp. aﬁal; : 12 3 data/l1 filed 48
Height anals | 12 "4 data/l field 60
Strato height extrapolation 3 1 field 3
Temperature retrievals 12 1 field 12
Strato temp. extrapolation 3 1 field 3
Upper air wind anal 12 3 data/2 fields 60

Total = 194
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C. Production Series

The data sets which were saved from FNWC operational
fields and data included eight successive twelve hour date-
time groups (DTG). The datn sets included appropriate ana-
lysis and prediction fields for verification and all possible
types of raw data that might be used.

The first DTG will be used to initialize the twelve
'layer analysis model. This means using the first execution
sequence as described in Section X-B. From this analysis
cycle a twelve hour forecast will be run.. This forecast will
be used as the first guess for ﬁhe next DTG. This analysis
should have the influence of the FNWC‘énalysis fields removed
and forecast divergence will be availabie to input to WIN HEM.
The execution sequence will be the second type in Section X?B.
‘This DTG will be considered the base date-time-group for the
predicti0n~ﬁqdel. >Seventy-£wo hour foreéaéts~of thé various
prediction models'will be run from this DTG. Analyses to use
fo#*verifiqatioh will be produced using the Sedond‘type of
,eggeution seqﬁence,knamely funning,twelve hour forecasts to
proggééffir5t75uéss fields for the next analysis DTG. This
'Will;be,déne'ﬁor tﬁe remaining si%‘date-time—gfoups uﬁtil’ah.

analysisfset is produced thVerify.the seventy-two hour forecast.



APPENDIX
LATLNIJ

The latitude/longitude location of a point is trans-
formed to I and J grid coordinates. Latitudes and Longi-
tudes are input in degrees, The trigonometrics of the prob-
lem are pictured in the diagrams below. Triangles ABC and

AFE are similar, so

o
|
oA

'The unknown value is R, a distance to be measured in grid

lengths. Angle ¢ is the latitude; Re is the earth's radius.

il

r ;R.e cos¢

da = Re (l+sing)
Since 8 is 45°, D = RED, which is the number of grid intervals

from the Pole to the Equator. (The,standard value of RED for

the hemispheric 63 x 63 grid is 31.205.) Therefore,

_ RED*cos¢ ' ; ' = : ,
R = 1 + sin¢u' : ‘ .[A'l]

,R is the radlal dlstance on the map from the Pole to the

1

-901nt in questlon, measured in grld lengths. The longltude

must be used to calculate I and J. g}e

The longitude is input as a p051t1ve angle in the Eastern

4 Hemisphere and negative in the Western. It is converted to



a "mathematical style" angle, increasing counterclockwise
from the positiﬁe I direction by subtracting 10° from it.
Designating this angle as FAKLON and R as FACTOR, it is
easily seen that

I = 32 4+ FACTOR * cos (FAKLON)

J

32 + FACTOR +¢ sin (FAKLON)

for the 63 x 63 grid.

e

,..,,*%X
",
I,J>\
N

R

\ FAKLON
)
7 loc ,
03

7

§ B

‘CROSS-SECTION EARTH . POLAR VIEW EARTH

FIGURE A-l:



IJLATLN

The I,J grid coordinate location of a point on the
63 x 63 polar stereographic grid is transformed to latitude
and longitude. The latitud=z can be solved directly from

Equation [A.1l] in the previous paragraph.

)
RED? + R

¢ = sin

The longitude is easily computed by subtracting the I and J
coordinates of the Pole from the coordinates of the point and
using the ATAN function. A look at Figure A-1 will clarify

this point.

PLOT

e c———

All the analysis programs use PLOT to write results to
a disk file.f A twenty-word identification is added in front
of the array, giving the informatioh necessary ro direct the
plot program to plot the field. Subroutine RDPLT can be used
to read thé fields written by PLOT and to remove the twenty-
word identification group.

The calllng arguments include the array to be written
-(DATA), a four-word title (ITL), a single~word display coded
‘date—t}me-group for labelrng the plot (IDTG), a starting
pdint for computing contoura (co), thé interval between‘con—
tours (CI), a number for éomputihg labels on contours (CL -

not presently used), the forecast time in hours, an integer



(ITAU), the unit number of the file to which the field is to
be written, an integer (IUNIT), the dimension of the field
in the X direction, an integer (M) and the dimension of the
field in the Y direction (N). All this information is put
into the twenty-word identification group as shown in Table A-1.
PLOT always writes a single unformatted binary record
of 3,98% words. Common block /PLOT/ holds the array that is
used for this purpose. Subroutine RDPLT also uses this common
block. If the array being written out is smaller than 3,969
words, there are some unused words at the end of each recora.
Since the dimensions of the field are in words seven and eight

of the record, the proper field is easily retrieved.

 TABLE A-1: TWENTY-WORD IDENTIFICATION GROUP

Word Content Word Content
1 IDTG (Display Code) 11 Title (Display Code)
2 ITAU (Integer) 12 Ttile (Display Code)
3 CO (Real) : 13 . Title (Display Code)
4 CI (Real) - 14
5 - Blank for Fields, =
AHDATA for Data 15

- 7HWNDATA for wind
gradient data

6 NOREP (Integer) 16
7 M (Integer) ‘ 17
"8 N (Integer) o 18
9 : o 19 CL (Real)

10 Title (Diéplay Code) 20




PLTDAT

The scalar analygis programs use PLTDAT to write data
lists to a disk filé}to be plotted. The same file that
holds the analysis fields is used for data. A data list is
distinguished from a field by the fifth word of the twenty-
word identification group described in thekprevious paragraph
on PLOT and in Table A-1: For a data list, the f£ifth word

. is £he word DATA in display code.' The fifst record of a
data list is 3,989 words, the first twenty of which are the
identification group followed by the data list. The number
of data words in the record is put into word six of the
‘identification group. The'3,989—wdrd_record is followed by
two records whose length is that of the data list with‘no
identification group. Thése two records contain the I and
J locations of each datum in the list. There is a serial
correspondence amohg‘ﬁhe data list, the I 1ocation‘list,and
the J.location list. |
o ,Thé‘calliné arguments are the array Containing the I
lOCatiéns; a reai array (AIL), ﬁhe real,array containing the
J loCations_(AJ), the data list, a ﬁ¢a1 array (DAT), the
scale factor (ex?lainéd‘below [SCALE}}, the‘leﬁéth‘of the‘
daéa‘list, an iﬁteger (N), the unit numbef.of the diék”file
to write‘6n (IUNIT), the;i diménsithof thekfield beiﬁg*

analyzed, an integer used to interpret the I and J locations




(II) and the J dimension of the field being analyzed (JJ).
Before writing thé data list oﬁ:the file, the real
numbers in DAT are scaled, by multiplying them by the real
number SCALE, and converted to display code. The plot pro-
gfam is designed to plot only three digits of each datum.
SCALE should be specified so that the digits one wishes to
plot are in the units, tens and hundreds positions after the
multiplication. For example, if a height of 5580. is to be
‘plotted, oné would wish to select the first three digits. 1In

this case, SCALE should be 0.1,
PLTWIND

The wind analysisuprogram uses PLTWiND to write the

‘wind data list to abdisk file. The arguments are the same as
for PLTDAT, except that SCALE is left ouﬁ.' The description of
PLTDAT in thérprevious parégpaph appiies also to PLTWIND,
except the data;liét is nOﬁisdaied or converted to display
code. Each word of the data:list (DAT) dontains~a u and a

v wind component, packed as real numbers. ‘The data 1ist;
with the identification groﬁp before it, is Writtén 6n the 

file in that form.
PLTWND (In Program HTANAL)

Program HTANAL also writes a wind data list on its result

file, but in order to avoid using excessive amounts of central




1)

memory, the u and v components and the I and J location
are converted to integers and packed into a single word.
The identification group is added and a single 3,989-word

record is written. The fifth word of the identification

'group is the display-coded word WNDATA.

RDPLT/RDRITE

All the analysis programs use RDPLT or RDRITE to read

.the results of previously run programs from disk files. 1In

RDPLT the data records are sklpped the identification group
is removed and the desired array 1s returned to the calling
program.',Common block/PLOT/ is used to read the 3,989-worad-
records. in RDRITE no distinction is made between types of
records; One’record is read for each call of the routine and

the identification group is removed.
ZRANDIO

With the proper switch settings, all prOgrams-have'the
capablllty of reading fields and data using ZRANDIO which

1s FNWC s random disk 1nput/output routine. ZREAD, ZWRITE

and ADPREAD are general purpose interfaces “to ZRANDIO. ZREAD

and ADPREAD are used for readlng fields and observatlonal data-

‘respectlvely wh11e ZWRITE is used for wrltlng flelds._ Unlque_

labels are assigned to each record using a formula which

 combines a three charecter catalog number (i.e.,kAOl), the
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the date-~time-group, and the forecast increment. Since the
development and production runs of the analysis models were
done on FNWC's computers, this option of’disk access was
used whenever possible due to its greater efficiency and
compatibility with the operating system. It would be
necessary to implement the READMS option as described in

Section IX-E if computers other than FNWC's were used.
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INFIELD

This routine reads input fields, partitions them, and
either writes them to extended core storage or on a new mass
storage file.

The field description is spécified in the calling
parameters. The field may be read using READNED, RDRITE or
ZRANDIO depending upon the sense switch settings and is stored
 ;5“}ts appropriate array based upon the value of IFLD.

| If ITYPE equals "1" instead of "0", the terrain gradient
fields are also read, partitioned and stored in their appropriate
blocations}for.use in the sea surface temperature or sea level

pressure analyses.




INDAT

The subroutine INDAT retrieves a partition's worth of
data from up to nine different 187 x 187 arrays. The 187 x
187 arrays must have already been partitioned and written
to either mass storage or extended core storage.

On each call to INDAT, one of a ?ossible sixteen parti-
tions may be specified via a calling sequence argument. This‘
partition numberdapﬁlies to all arrays. Arrays are specified
through the.word ICODE in labeled eommon /MEM/ defined under
Section I-G-8. The right-most nine octal digits of ICODE
‘are used and arrays l through 9 are specified in the order
left to right. A "1" digit means. retrieve a partition from
the array and a "0" digit means don t. For example,

ICODE = lllllllllB would cause a partition's worth of data
from all nine arrays to be retrieved. ICODE = lOOlOOlOOB
would cause a paréitlon's worth of data to be retrieved from
arrays 1, 4 and'7.

The subroutine has two entry points, INDAT‘and'INDATV.
‘When INDAT is called, the subroutine assﬁmes that the nine
arrays are.A,'Bu C, b E, F, P, G and S in that order; and
when INDATV is called ~the subroutlne assumes that there are"
seven arrays in the order A, DQ, U V 20U, 2V and S. INDAT
is called by scalar programs such as SSTHEM and INDATV is‘
called by the vector plogram WINDHEM., For an explanation of
the arrays named here, see'the corresponding program’descrip—

tions and. listings.
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When retrieving data from the arrays P, U and V, the
peripheral points of the partition are updated from points
in the surrounding partitions where appropriate. (Peripheral

points being those points which overlap surrounding parti-

‘tions and which would not necessarily contain the latest

updated values.)
INDAT has been hard coded to unpack all arrays (see
PACK and UNPACK) when processing in extended core storage

mode., INDATV has been hard coded to unpack only the arrays

U, V, 2U and 2V. The arrays A, DQ and S are not packed.

Internal to INDAT, the table IN(8,16) guides the peri-
pheral points processirng. IN contains a list of eight pare
tition numbers associated with each partitioﬁ. For example,
Partition 10 has the list 9, 11, 6, 14, 7, 5, 15 and 13
which are the numberS'of the partitions peripheral to par-

tition 10, as illustrated here:

13 14 15
9 10 i1
5 6 7
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Note that the list is in the order left side, rigﬁt
side, bottom side, top side, lower-right corner, lower-
left corner, upper-right corner and upper—-left corner,
Another example is Partitioh 8, which has the list 7, 0,4
12, 0, 3, 0 and 11. The zero entries indicate that no
peripheral partitions exist on the right-side, the lower-right

corner and the upper-right corner of Partition 8, as illus-

trated here:

11 12 0
7 - 8 0
3 4 0

In extended core storage mode and in the scalar case,

”INDAT>computesv£hevstorage address using the formula:

IADR = 2700% (N-1) + 17*(IP-1)

“where N is an array number (1-9) and IP is a partition number

(1-16).
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In the vector case INDAT makes use of the internal tables
JADR and JFACT (see listing of INDAT), so that the formula

becomes:
IADR = JADR(N) + JFACT(N)* (IP-1)

where N and IP are as previously defined.
In mass storage mode the record number is computed

using the formula:
IREC = 16*(N-1) + IP

where, again,'N and IP are as defined above, Prior to calling
INDAT for the first time, the random file JF (a variable in
labeled common /MEM/) must have been opened. This file uses
the numeﬁical index option;_ (See the description of READMS

" in the FORTRAN manual.)
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PACK and UNPACK

Thg subroutine PACK packs an array of 2500 real formatted

numbers inéo the first 1700 cells of the same array, as illus-

trated here:

CELL
1 : L1701
2 __—1RrR1701

\
1701 L1701} R1701
i 1702 '
I .
2499
2500 L2500| R2500
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L and R indicate the left 20 bits and the right 20 bits,
respectively, of the 40 most significant bits of a real
formatted word. The 50 least significant bits of words
1 - 1600 and words 1701 - 2500 are lost.

The subroutine UNPACK unpacks the 1700 cells into the

2500 cells using a reverse procedure.
Cl1l8750

The subroutine C18750 divides a 187 x 187 array into
the 16 partitions defined under Section I.G.l.

When the flag IOPT in labeled common /OPTION/ is set
to "0", C18750 transposes the 187 x 187 array before par-
titioning.

C18750 writes partitions to mass storage or to ECS,
depending oﬁ the settinq of the variable MEMTYP in the
" labeled common /MEM/.  {(Labeled commons are described under
Section I.G.8.)

On each call to C18750, just onellgf X 187‘array is
prdcessed. The array is specified via an arguméﬁt in"ﬁhe
caliiﬁg sequence., When the argument is set to a'negativé
value, thé”partitions ére not packed} when processing under
 ECS,mode. Formulas for computing ECS addrééses and record

numbers are similar:to.those used by INDAT.

A-15




C50187

The subroutine C50187 builds a 187 x 187 array from
the 16 partitions of the array. x

C50187 reads partitions from mass storage or from ECS
depending on the setting of the variable MEMTYP.

On each call to C50187 just one 187 x 187 array is
built. The array is specified via an argument in the cal-
-ling sequence.

C50187 always transposes the 187 x 187 array once the
array has been built.

Formulas for computing ECS addresses and record numbers

are similar to those used by INDAT and C18750.
TRANSPOS

The subroutine TRANSPOS transposes an array. It is
called by the subroutines C18750 and C50187 ‘to have 187 x

187 arrays transposed.
OUTDAT

The subroutine OUTDAT stores a partition's wofth of
e data from up to nine different 187 x 187 arraysQ Partitions
~are etored either~onwmass Etorage or in extended core stor-
age dependinq{on the setting'ofithe variable MEMTYP. '
- OUTDAT uses the word JCODE‘in /MEM/‘in a fashion

similar to the way that INDAT uses ICODE.




1

On each call to OUTDAT, one of a possible sixteen
partitions may be specified via a calling sequence argument.
This partition number applies to all arrays.

The subroutine has two entry points, OUTDAT and
OUTDATV. When OUTDAT is called, the subroutine assumes
that the nine arrays are A, B, C, D, E, P, P, G and S in
that order; and when INDATV is called, the subroutine
assumes that there are seven arrays in the order A, DQ, U,
'V, 2U, 2V and S. Formulas for ECS addresses and record

numbers are similar to those used by INDAT.

LINEAR and CUBIC

The subroutine LINEAR perfqrms a two-dimensional linear
interpdlation of points contained in a 63 x 63 grid.

The subroutine CUBIC calls routines to generate a two-
dimensional interpolation of points contained in a 63 x 63
grid using a cubic spline technique.

The routines LINEAR and CUBIC are used to generate

187 x 187 arrays from 63 x 63 arrays.
ASSIGN

The subroutine ASSIGN assigns a partition number to
each data report. Partition numbers assigned are in the
‘range 1 - 49, where the partitions numbered 17 - 49 are com-

posites of those numbered 1 - 16.




A 187 x 187 array is first partitioned as follows:

187
13 14 15 16
9 10 o 12
187
5 6 7 8
1 2 3 4




Then additional partitions are roughly positioned

as follows:

187

187

13 | 47 | 14 | 48 | 15 | 49 | 16
0 | a1 | a2 | a3 | 44 | a5 | 46
o |37 |10 | 38 ] 11 |39 |12
30 | 31 | 32 | 33 | 34 | 35 | 36
5 (27 | 6 [28 ] 7 | 20| 8
20 | 21 | 22 | 23 | 24 | 25 | 26
1 |17 | 2 | 18] 3 |19 | 4




'

For example, Partition 17 overlaps Partitions 1 and 2

as follows:

1l7 2 |

T
-

and Partition 22 overlaps Partitions 2 and 6 as follows:

T T
I 6 |

1
..___22.._.._.._
| |
| 2 j
I -

(For actual partition limits, see routine listings).




ASSIGN stores a partition number into the array KPART
which has an entry for each report. It also stores the I,J
coordinates of the report point relative to the partition.

The KPART entry format is

20 bits 20 bits 20 bits

I J Ip

wheré I and J are the report point coordinates énd IP is
the partition number. |

As ASSIGN builds the KPART array it maintains a sum of
reports to which each partition is assigned and stores these
sums in the array IWHAT, which has an entry for each of 49
possible partitions. ' The arrays KPART and IWHAT are con-
tained in the iabeled common  /REVAL/ and'are used by the
subroutine REVALWT to retrieve partitions for’data weight
re-evaluation.

The subroutine ASSIGN printé the contents of the IWHAT

array just prior to‘retUrning to the calling programg
EXTRCT

- ‘ The subroutine EXTRCTrretrieves‘a partition's worth of
data from the arrays A, B, C, D, E, F, P, G, S and OLDP to

be used by the REVALWT routine to're-evaluate data weights."
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The required partition is specified via a calling
sequence argument. For partitions numbered 1-16, EXTRCT
retrieves a single partition (per array) corresponding to
the number specified. For partitions numbered 17-49, EXTRCT
retrieves all éartitions necessary for the construction of
the required composites. |

For all arrays except OLDP, EXTRCT retrieves paftitions
from either mass storage or extended core étorage depending on
the setting of the variable MEMTYP. EXTRCT retrieves OLDP
partitions from the maés storage scratch file, TAPES.

The internal table IN(4,33) is used by EXTRCT to guide
the construction of composites. Each partition having a
partition number in the range 17-49 has an entry in the IN
table. An entry consists of four partition numbers. For
' example, the entry for Partition 25 has the numbers 3, 4,

7 and 8, whidh means that Partition 25 is a composite of

partitions 3, 4, 7 and 8 as followé:
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Another example is Partition 34 having the numbers 0, 0, 7
and 11, which means that Partition 34 is a cdmposite of

Partitions 7 and 11, as follows:

=777
| 11 i

|
| |
e — — 34—
| |
[ 7 |
| |
L _

A final example is Partition 17 having the numbers 1, 2, 0,
0, meaning that Partition 17 is a composite of Partitions

1l and 2, as follows:

—— —

B
' i
[}

1 17 2 |
{ |
' I

L___ ' ’--,J

These three‘exémples illustrate three composite cases.

I

A Case I composite is genefated from quarters of four other
‘partitions; a Case II composite is‘generaied from the hori-
zontal halves of two 6ther partitions; and a Case III com-
posite is generated from the Vertical halves of two other
paftitidns, |
Formulas for ECS addrésses and record numberé‘aré

similar to those used by INDAT.
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