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UNSTWY HOVERING WAKE PARAMETERS IDENTIFIED 

FROM DYNAMIC MOUEL TESTS 

Par t  I of Fina l  Report under Contract NAS2-7613 

Abstract 

This paper r epor t s  on the  development o f  a 4-bladed model r o t o r  

that can b e  exc i ted  with a simple eccentric mechanism i n  progressing 

and regressing modes with e i t h e r  harmonic or transient Inputs.  

Parameter i d e n t i f i c a t i o n  methods were appl ied t o  the problem of 

ex t r ac t ing  parameters f o r  l i n e a r  per turba t ion  models, including r o t o r  

dynamic inflow e f f e c t s ,  from the measured blade f lapping responses t o  

t r ans i en t  p i t ch - s t i r r ing  exc i ta t ions .  These perturbat ion models were 
then used t o  pred ic t  blade f lapping response t o  o t b r  p i t ch - s t i r r ing  

t r ans i en t  inputs ,  and rotor wake and blade-flapping responses t o  

harmonic inputs .  The v i a b i l i t y  and u t i l i t y  of using parameter 

i d e n t i f i c a t i o n  methods f o r  ex t r ac t ing  the  Perturbat ion models from 

t r a n s i e n t s  are demonstrated through these combined ana ly t i ca l  and 

experimental s tud ies .  



Preface t o  F ina l  Report under Contract NAS2-7613 

Work under Contract NASZ-7613 s t a r t e d  on Ju ly  1, 1973. The contract  

was o r i g i n a l l y  awarded f o r  a 3 year  period. 

Due t o  t h e  slower than an t i c ipa t ed  progress  of  t he  experimental  work, 

not a l l  research goals had been achieved by 30 June 1976. Since less than 

t h e  an t i c ipa t ed  cost  for personnel and equipment had been spent ,  the  

research contract  was extended by a year  without increase i n  funding. 

The research goals  as s t a t e d  i n  the  contract were: 

Assess ana ly t i ca l ly  t h e  e f f e c t s  of  fuselage motions on s t a b i l i t y  

and random response. 

overly complex f l i g h t  dynamic8 a n a l y t i c a l  model and t o  study the  

e f f e c t s  of s t r u c t u r a l  and e l ec t ron ic  feedback, p a r t i c u l a r l y  f o r  

hingeless  rotors .  

Study by computer and hardware experiments the  f e a s i b i l i t y  of ade- 

quate  per turba t ion  models from non-linear t r i m  - onditions.  The 

problem is t o  e x t r a c t  an adequate l i n e a r  per turbat ion model fo r  t he  

purpose of s t a b i l i t y  and random motion s tudies .  

t o  be performed on t h e  bas i s  o f  t r ans i en t  responses obtained e i t h e r  

by computed time h i s t o r i e s  o r  by model teste. 

Extend the experimental methods t o  assess  r o t o r  wake-blade 

i n t e r a c t i o n s  by using a 4-bladed r o t o r  model with t h e  capab i l i t y  

of progressing and regressing blade p i t ch  exc i t a t ion  (cyc l ic  p i t ch  

s t i r r i n g ) ,  by using a 4-bladed ro to r  model with hub t i l t  s t i r r i n g ,  

and by t e s t i n g  r o t o r  models i n  s inusoida l  up or s i d e  flow. 

(a) 

The problem is t o  develop an adequate but no t  

(b) 

The ex t r ac t ion  is 

(e) 
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Including t h e  f i n a l  repor t ,  10 repor t s  under Contract NASZ- 7613 

They are l i s t e d  as P. 1 t o  P. 10 a t  the  end of  have been submitted. 

t he  Preface. 

P. 6,  P. 7, P. 8, P. 9, pe r t a in  t o  research goal (b). P. 3 and P. 5 

per t a in  t o  research goal (c). 

ne i the r  hub tilt  s t i r r i n g  nor t e s t i n g  is s inusoida l  up o r  s i d e  flow 

has been performed. 

P. 8 and P. 9 combine both FY 1977 work r e s u l t s  and summaries of ear l ier  

r e s u l t s ,  so t h a t  t h e  three  p a r t s  o f  t h e  F ina l  Report can be read without 

recourse t o  the  earlier repor t s .  P. 8 includes much new material not  

ava i lab le  when t h e  preceding Yearly Report P. 7 was wri t ten.  

experimental da ta  of P. 9 have a l l  been obtained i n  FY 77. 

P. 1 and P, 10 p e r t a i n  t o  research goal  (a), P. 2, P. 4, 

The l a t t e r  is not  as ye t  complete s i n c e  

While P. 10 descr ibes  only work done during FY 1977, 

The 

So f a r  3 publ icat ions came out of  t h e  research under Contract NASZ-7613. 

They 

P 1. 

P 2.  

P 3. 

P 4. 

are l i s t e d  as P. 11, P. 12, P. 13. 

L i s t  of Reports and Papers 
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UNSTEADY HOVERING WAKE PARAMETERS IDENTIFIED 

FROM DYNAMIC MODEL TESTS 

1. INTRODUCTION 

While parameter i d e n t i f i c a t i o n  from t r a n s i e n t s  is a r e l a t i v e l y  

w e l l  developed method t o  e x t r a c t  r o t o r  de r iva t ives  from r o t o r c r a f t  

f l i g h t  tests b e e  References 1, 2,  3, 4, 5,  and 6 )  dynamic r o t o r c r a f t  

o r  model t e s t i n g  has been r e s t r i c t e d  t o  frequency response t e s t i n g  

(References 7 ,  8, 9, 10, 11, 12, and 13) ,  lhit cyc le  searches 

(Reference 141,  and s t u d i e s  of t h e  decay of damped modes (References 

15, 16,  and 17) .  Frequency response t e s t i n g  i m p l i e s  exc i t i ng  t h e  

r o t o r  with a series of d i s c r e t e  constant frequency inpu t s  over a range 

of frequencies.  A r o t o r  t r a n s i e n t  test that sweeps t h i s  frequency 

range takes  much less t e s t i n g  t i m e .  The question then is whether 

parameter i d e n t i f i c a t i o n  techniques are s u i t a b l e  t o  extract information 

from t r a n s i e n t  tests t.ut is equivalent t o  t h e  information that can 

be extracted from t h e  harmonic tests. 

1.1 SCOPE OF WORK 
The work described herein has two goals. One goal was t o  bui ld  a 

r o t o r  model capable of both harmonic and t r a n s i e n t  t e s t i n g ,  use 

parameter i d e n t i f i c a t i o n  methods t o  e x t r a c t  information from the  

t r a n s i e n t  tests, use t r a d i t i o n a l  frequency response methods t o  e x t r a c t  

information from t h e  harmonic tests, and compare the  two methods of 

t e s t i n g  and dattr evaluation. 

dynamic wake Is the  second major goal.  Some experimental work toward 

t h i s  end is presented i n  Reference 11, which a l s o  contains  a mathemati- 

cal  model f o r  f i t t i n g  the  experimental results.  

a theory f o r  determining the  parameter values of t h i s  mathematical 

model and a l s o  extends the  model t o  forward f l i g h t .  

Character izat ion of t h e  hovering ro to r  

Refesence 18 presents  

A four bladed r o t o r  model was designed t o  study the  s t r u c t u r e  of 

t he  ro to r  dynamic wake. 

and regressing modes with e i t h e r  harmonic or  t r a n s i e n t  c y c l i c  p i t c h  

The r o t o r  model can be exci ted i n  progressing 
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s t i r r i n g  inputs .  

but not during a tes t  run. When harmonlc inputs  were used, ro to r  

q u a n t i t i e s  measured were p i t c h  input pool t ion,  r o t o r  s h a f t  pos i t ion ,  

one blade flap-bending def lec t ion ,  and r o t o r  wake v e l o c i t i e s  a t  a 

var i e ty  of r a d i a l  pos i t ions .  

Fourier analyzed a t  mul t ip les  of the exc i t a t ion  frequency. The Fourisr  

coe f f i c i en t s  could be compared t o  c o e f f i c i e n t s  generated by an analyt i -  

cal model. 

p a r t i c u l a r  trim condition. When t r a n s i e n t  inputs  were used, ro to r  

q u a n t i t i e s  measured were p i t c h  input pos i t ion ,  r o t o r  s h a f t  pos i t ion ,  and 

four  blade flap-bending def lec t ions .  

were used t o  f ind  the  parameter values  f o r  a n a l y t i c a l  models from these  

measurements. 

could be  compared by using t h e  t r ans i en t  test generated parameters t o  

obtain Fourier c o e f f i c i e n t s  from the ana ly t i ca l  models that could then 

be compared t o  the harmonic test Fourier  coe f f i c i en t s .  

Col lec t ive  p i t c h  can be changed from test t o  test 

The def l ec t ion  and v e l o c i t i e s  were 

All a n a l y t i c a l  models are per turba t ion  model6 about A 

Parameter i d e n t i f i c a t i o n  methods 

The information obtained from both t y p e s  of experiments 

Parameter i d e n t i f i c a t i o n  methods reduced node1 t e s t i n g  t i m e  by a 

f ac to r  of more than 80 f o r  each co l l ec t ive  p i t c h  s e t t i n g  s tudied,  and 

produced more e a s i l y  In t e rp re t ab le  r e s u l t s  with respect  t o  the  ana ly t i -  

ca lmode l s  studied. 

1.2 RELATED WORK 

Parameter i d e n t i f i c a t i o n  techniquee have not been appl ied t o  

ro t , rc ra f t  model tests before,  so t he re  e x i s t s  no r e l a t ed  work i n  t h a t  

area.  However, such techniques have been appl ied t o  he l i cop te r  f l i g h t  

t e s t i n g  (References 1-6). 

determine de r iva t ive  models f o r  t he  maneuvers performed i n  the tests. 

One use f o r  these  models could be i n  construct ing p i l o t  t r a in ing  

s imulators  f o r  t he  p a r t i c u l a r  he l icopter  t ha t  was tes ted .  

could be t o  subs t an t i a t e  o r  improve the  ana lys i s ,  though t h i s  use  was 

not emphasized i n  t h e  c i t e d  references.  I n  cont ras t  parameter vsiues  

iden t i f i ed  from the  tests presented i n  the  following a r e  d i r e c t l y  

compared wi th  ma:hematical model parameter values .  In  other  words, the 

parameter i d e n t i f i c a t i o n  techniqlies are used here t o  d i r e c t l y  explore 

the  re la t ionship  between mathematical model and the  physical  dynamic 

system. 

The tests In  References 1-4 were used t o  

Another use 

The o ldes t  mathematical ro to r  models were baaed on the  ac tua tor  

d i s c  concepts developed by Glauert and Lock i n  t h s  1920's and used 
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mmentum theory t o  der ive  values f o r  t he  induced inflow through t h e  d i s c  

and its effects on r o t o r  t h rus t .  

descr ibe the  ro to r  s t r u c t u r a l  motions ( ro to r  dynamics) o r  t r ans i en t  
t h rus t  effects, except f o r  t he  damping from steady p i t c h  o r  r o l l  rates, 

These models assumed a static uniform wake s t ruc tu re ,  the e f f e c t s  of 

the dynamic wake on ro to r  dynamics wae ignored. Steady state models 

and their modem day extensions g ive  f a i r l y  good values of gross r o t o r  

performance. 

These models d id  not  attempt t o  

Recently much e f f o r t  has been devoted t o  t h e  study of r o t a r  wakes, 

pr imari ly  f o r  performance predict ion.  

i n  the Western world is presented i n  Reference 19. 

ment of this same subjec t  appears i n  Reference 20. 

heavily toward vortex theory i n  t h e i r  treatment of t h e  wake. 

theor ies  appear t o  be q u i t e  promising f o r  pred ic t ing  quasi-steady 

ro to r  wake-structural coupling at moderate t o  high advance r a t i o s  

(References 20, 21) w h e r e  certain simplifying assumptions can be made 

about the d i s t r i b u t i o n  of wake v o r t i c i t y .  

as t o  how useful  general vortex theory will become for predj-cting 
dynanic ro to r  wake-structural coupling because of the  complexity of t h e  

A good survey of t h e  work done 

The Russian treat- 

These works lean  

Vortex 

It is still an open question 

problem. 

Theoret ical  and experimental s t u d i e s  of t he  e f f e c t s  of steady wake 

asmetries 

f o r  def ic ienc ies  In cont ro l  e f fec t iveness  and f o r  changes i n  e ta t ic  
der iva t ives  not only at  low but  a t  high advance r a t i o s  (References 22, 

23, 24, 25). Reference 24 presents  a momentum theory formulation for 

predict ing the quasi-steady ro to r  wake-s:ructural coupling and comperes 

t h i s  theory to  experlment, vortex theory, and an empirical  (beet f i t  

t o  the data)  w a k e .  

have shown t h a t  wake-etructural coupling le responaible 

The c l a s s i c a l  work by b e v y ,  Reference 26, on the  unsteady 

aerodynamics of ro to r s ,  represents  an extension of t he  Theodorsen and 

Y ~ s s n e r  theory of o s c i l l a t i n g  a i r f o i l s  In plane flow t o  the  l i f t i n g  

ro tor  f~ the s u b s t a l l  region a t  zezo advance r a t i o  and p r e d i c t s  an 
appreciable reduction in the  aerodynamic damping of flap-bending modee 

i n  regions where the flap-bending frequency is an i n t e g r a l  mult iple  of 

the ro t a t ion  frequency. 

conducted by Daughaday e t  a l ,  Reference 13. The Loewy e f f e c t  l a  

subs t an t i a l  only a t  l t ~  ro to r  l i f t .  

The bewy theory was ve r i f i ed  i n  experiments 
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Carpenter i n  1953, Reference 15, introduced dynamic induced down- 

wash i n  a study of t h e  effect of t r a n s i e n t  c o l l e c t i v e  p i t c h  changes on 
t h r u s t  behavior. 

now only group t o  make d i r e c t  measuremsnts of a dynamic wake, although 

many measurements have been made of quasi-steady wakes (see Reference 
19 f o r  a par t ia l  l i t e r a t u r e  survey). 

subjec t  t o  c o l l e c t i v e  p i t c h  ramp inpu t s ,  r o t o r  behavior could be 

predicted by including an unsteady wake which is based on t h e  concept 

of a p a r t i c i p a t i n g  a i r  mass. 
mass that p a r t i d p a t e s  in t h e  axial acce lera t ion  of a c i r c u l a r  d i sk  of 

the same radius  as t h e  ro to r .  

Carpenter et a1 were apparent ly  t h e  f i r s t  and unt i l  

They showed that f o r  r o t o r s  

This air mas8 is  equivalent  t o  t h e  air 

The l i t t l e  that is known t o  da t e  about coupled r o t o r  wake and 

c y c l i c  flap-bending c h a r a c t e r i s t i c s  has been deduced from t h e  r o t o r  

f lapping frequency response t o  c y c l i c  p i t c h  input  tests reported in 
References 7-10. 

dynamic r o t o r  wake  model based upon a time delayed momentum wake are 

given i n  Reference 11. 

are determined i n  Reference 18 from p o t e n t i a l  flow around a eo l id  disk.  

Corre la t ions  of such test data with a simple 

Theore t ica l  va lues  of t h e  wake time cons tan ts  
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- 
2. THE FOUR BLADED ROTOR MODEL 

The  four bladed ro to r  model w a s  designed s p e c i f i c a l l y  f o r  the  

purpose of studying r o t o r  f lapping response t o  dynamic p i t ch  s t i r r i n g  

inputs .  A dynamic p i t c h  s t i r r i n g  input  is a c y c l i c  p i t c h  input where 

the pos i t i on  of the maximum p i t c h  input  angle  e i t h e r  progresses around 

the r o t o r  azimuth angle  i n  the d i r ec t ion  of r o t o r  ro t a t ion ,  o r  

regresses  around t h e  r o t o r  azimuth angle opposi te  t o  the  d i r ec t ion  of 

r o t o r  ro t a t ion .  

r o t o r  i n  f l i g h t  is  not  needed t o  produce dynamic p i t c h  s t i r r i n g  iaputs .  

In f a c t  a f l i g h t  coii trol  sys t em i n  a model ro to r ,  which is b u i l t  t o  study 

a pa r t i cu la r  aspect  of f l i g h t  dynamics, is a l i a b i l i t y .  

necessary t o  achieve a f l i g h t  cont ro l  system usual ly  produce excessive 
dead areas, play,  o r  s lop i n  cont ro l  8ySte1118 of model ro tore .  Our model 

r o t o r  has only s i x  bearings,  four  p i t c h  fea ther ing  bearings,  0r.e f o r  

each blade, and two cyc l i c  p i t c h  s t i r r i n g  input  bearings.  There is no 
measurable play i n  t h e  cont ro l  system. 

t o  minimize r o t o r  pi tch-f lap and f lap- lag s t r u c t u r a l  coupling over the 

range of experimental test conditions.  

blade coupling because the  hub is very s t i f f  compared t o  t h e  blades,  

Therefore tne only poss ib le  inter-blade coupling is through the  wake 

s t ruc tu re .  There are no test s tand  na tu ra l  frequencies I n  range of the  

test exc i t a t ion  frequencies to  i n t e r f e r e  with test  results. Flapping 

response t o  cyc l i c  p i t c h  s t i r r i n g  inputs  f o r  t h i o  model ro to r  have been 

e f f e c t l v e l y  i so l a t ed  from s t r u c t u r a l  coupling with o ther  ro to r  s t r u c t u r a l  

motions. 

2.1 THE ROTOR HEAD 

The complicated con t ro l  system needed to. cont ro l  a 

The many bear ings 

The r o t o r  w a s  designed and b u i l t  

There is  no s t r u c t u r a l  inter-  

Figure 1 is a schematic of the r o t o r  head and Figure 2 i s  a photo- 

graph of the r o t o r  head. The blades are driven by the  hub, which is  

screwed into the ro to r  s h a f t  RS, through flanged extended inner  r ing  

micro-precision bearings.  The cyc l i c  p i tch ing  motion is  generated by 

an fnner sha f t  I whose ro t a t ion  can be independent of the  ro to r  s h a f t  

RS. Relative r o t a t i o n  of the  inner  s h a f t  I t o  the  ro to r  sha f t  Rs 
produces via eccen t r i c  E, bending f lexures  B and p i t ch  s h a f t s  S 
feather ing o s c i l l a t i o n s  of the  pair of opposing blades connected with 

flapping f lexures  F t o  p i t c h  s h a f t e  S. The amplitude of cyc l i c  p i t c h  

t ransmit ted t o  the blades is  proport ional  t o  the  eccen t r i c i ty  of t he  



6 

Ftgure 1 Rotor Head Schematic 

rod in the eccentric E. 
steady cyclic pitch excitation is transmitted to the blades. 
difference in angular velocities of the eccentric shaft I and rotor 
shaft RS then produces progressing or regressing cyclic pitch excitations. 
If I rotates in the same direction as RS, then the cyclic pitch is 
progressing in the direction of rotor rotation. 

opposite direction from RS, then the cyclic pitch is regressing. The 
bearings attached to the bending flexures R will take a plus or ninw 
3O misalignment. 

2.1.1 Rotor Head Properties 

When the inner shaft is not rotating, a 

The 

If I rotates in the 

A l l  tests were conducted with a 1.4O eccentric. 

The rotor was designed to fit into a wind tunnel with a 24" by 24" 





cross-section. A ro to r  diameter of 16.5" w a s  chosen. The NACA 0012 

f ibe rg la s s  coated styrofoam blades are described i n  References 27 and 

28. The blade cord is  1" yie ld ing  a r o t o r  s o l i d i t y  r a t i o  of ,154. 
Measurements t o  determine t h e  s t r u c t u r a l  p rope r t i e s  of t he  blade 

and the blade-hub attachment were made with a s t a t iona ry  ro tor .  

blade f i x t u r e  nut  (Figure 2) was exc i ted  wi th  a var i ab le  frequency 

magnetic f i e l d .  

to rs ion  (or p i tch)  response were monitored by appropriate  wir ing of t h e  

4 f lapping strain gages (Figure 21, and resonant frequencies were 
determined. 

second f l a p  bending natural frequencies,  180 Hz and 271 tIz f o r  t he  f i r s t  

and second to r s ion  na tu ra l  frequencies and 114 Hz f o r  f i r s t  l a g  

bending na tu ra l  frequency. 

The 

The blade f lapping,  edgewise (or lead-lag), and 

The measurements gave 14.0 tfi and 166 tlz f o r  t h e  f i r s t  and 

T h e  blade and blade hub attachment mss d i s t r i b u t i o t  was measured. 

A f i n i t e  element ana lys i s  (described i n  References 27 and 29) wlth 20 

elements used the  experimentally determined non-rotating f i r s t  and 

second na tu ra l  frequencies t o  cons t ruc t  t h e  un1cnown f l a p  bending s t i f f -  

ness d i s t r ibu t ion  of t h e  blade and blade hub attachment. 

was  then used t o  determine the  f i r s t  and second natural f l a p  bending 

frequencies during ro t a t ion ,  t he  mode shapes, and t h e  f l a p  bending 

moments. 

f i r s t  mode were found t o  be independent of r o t o r  ve loc i ty  a t  the  center  

of the bending f lexure  s t r a i n  gages (Figure 3j. 

t i p  def lec t ion  could be used Independent of ro to r  veloci ty .  

was checked experimentally by applying simulated cen t r i fuga l  forces .  

For both ana lys i s  and experiment t he  f lapping angle  B is a r b i t r a r i l y  

defined by the  s t r a i g h t  l i n e  from the  ro to r  center  t o  the  f i r s t  mode 

def lec t ion  a t  . 7  radius.  One inch t i p  def lec t ion  represents  6.32O 

f lapping angle. The f l a p  bending moment of the  s t r a i n  gage per  degree 

of f lapping angle is .091 in . - lbf ldegree.  

The ana lys i s  

The computed bending moments per  un i t  t i p  de f l ec t ion  of  t h e  

The value .573 lbf- ln . / in .  

This  value 

Tests were conducted a t  ro tor  r o t a t i o n a l  frequencies (n) of 

approximately 21, 27, and 36 Hz (Table 1 ) .  The maximum frequency of 

exc i t a t ion  was 1.5 n. 

between exc i t a t ion  and the  higher na tu ra l  frequencies (Table l), second 

mode f l a p  bending, e las t ic  f l a p  to r s ion  coupling and e las t ic  f l a p  l a g  

coupling were ignored i n  t h e  dynamic theo r i e s  used t o  predic t  experi-  

mental r e s u l t s .  

Because of the  subs t an t i a l  frequency spread 



9 

.85 

.65 
a 
'I! 
r; 
4 
\ u 

g .45 
3 

.25 

ro to r  

f l exure  
boundaries 

I \ \  I 

I 

I 1' 

r / R  
Figure 3 F i r s t  Mode Bending Moments 

Table 1 

Natural Frequencies at T e s t  Rotor Speeds 

1st n a t u r a l  2nd n a t u r a l  1st n a t u r a l  1st na tu ra l  maximum p i t c h  
speed-n f l a p  bending f l a p  bending to r s ion  edgewise e x c i t a t i o n  

21 Hz 1.26 n 8.1 n 8.6 n 5.4 a 1.5 n 

27 Hz 1.18 n 6 . 4  n 6.7 n 4.2 n 1.2 n 
36 Hz 1.12 n 4 . 9  n 5 .0  n 3.2 n 1.2 n 

A l l  q u a n t i t i e s  used t o  c a l c u l a t e  the blade Lock number y are known 

withln three d i g i t s  except f o r  the blade l i f t  s lope a. 

Reynolds number a t  .7 radius  v a r i e s  from .3  t o  .6 x 10 through the test  

range. Published test data  (References 30 and 31) i n d i c a t e  that 

the 0012 a i r f o i l  should have a l i f t  s lope of about 5.7 a t  low angle of 

a t t a c k  near t hese  Reynolds numbers. 

published da ta  on t h e  same a i r f o i l  can show c h a r a c t e r i s t i c s  t h a t  d i f f e r  

by as much as 5 percent (Reference 32). 

probably be a t t r i b u t e d  t o  surface differences between the respect ive 

a i r f o i l s  t e s t ed .  The Lock number f o r  the t e s t  blades i s  3 .6  & . 2 .  

2.1.2 Rotor Head Adjustments 

The blade 
5 

However d i f f e r e n t  sources of 

These d i f f e rences  can 

The blades are attached t o  t h e  hub at the blade root f i x t u r e s  

shown i n  Figure 2.  

that allows the  blade t o  s l i p  i n t o  the f i x t u r e  channel. 

There i s  a cutout on one s i d e  of t h e  blade roor 

Two screws are 
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used t o  hold t h e  blade t o  the fixture.  

by t r ia l  and e r r o r  shimming of t h e  blade root  t o  t h e  f i x t u r e  nut .  Pre- 

l a g  can a l s o  be eliminated by carefu l  blade placement before  t igh ten ing  

the screws. 
of blade pre-lag. 

Blade pre-cone can be eliminated 

A s p e c i a l  f i x t u r e  was b u i l t  t o  faci l i ta te  t h e  el iminat ion 

Collective p i t c h  is adjus ted  by locking the  f ea the r ing  s h a f t s  S 
(Figure 1) i n t o  d i f f e r e n t  pos i t i ons  wi th  respec t  t o  t h e  eccen t r i c  

bending f l exures  B by t igh ten ing  t h e  f ea the r ing  n u t s  N. 
p i t c h  can only be adjus ted  wi th  t h e  r o t o r  stopped between test runs. 
Relative c o l l e c t i v e  p i t c h  changes are measured wi th  an o p t i c a l  device,  

Figure 4. 

Collective 

CI l i g h t  
source 

Figure 4 Col lec t ive  P i t ch  Adjustment 

Light s t r i k e s  t h e  mirror  (Figure 2 )  on t h e  blade f l exure  root  and 

r e f l e c t s  on the measuring scale. 

changes on each blade can be  made t o  accuracies  of 2.05O. 

reference value of t he  c o l l e c t i v e  p i t c h  of each blade,  which was used 

f o r  the  base of t he  blade p i t c h  changes, is d i f f i c u l t  t o  f ind.  Four 

sets of hovering tests were conducted. Between each set of tests, 

refinements were mode i n  s e t t i n g  the  reference value of c o l l e c t i v e  

p i t ch  f o r  each blade.  Table 4 i n  Section 2.4 def ines  t h e  physical  

condi t ion of t he  ro to r  f o r  t h e  four  sets of tests. 

changes were ca re fu l ly  recorded. 

With t h i s  device collective p i t c h  

The 

All blade p i t c h  

The r o t o r  s h a f t  is o u t f i t t e d  with pieces  of reflecLing tape a t  

the  azimuthal pos i t ions  of each blade.  

a stroboscope t o  f i r e  as each blade passes  t h e  pickup. The viewer see8 

the 4 blade t i p s  (each a d i f f e r e n t  color)  a t  t he  same v e r t i c a l  spacial 

A photo-electr ic  pickup causes 
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locat ion.  Tracking 

plane - is achieved 

u n t i l  a l l  the blade 

t h e  rotor-get t ing a l l  t he  blades t o  rur i n  the same 

by ad jus t ing  the  individual  blade p i t c h  s e t t i n g s  

t i p s  ara super-imposed upon each other .  The r o t o r  
can be tracked t o  an accuracy of grea te r  than ,lo in f lapping angle. 

Frequency response tests were conducted first. During these tests, 
downwash v e l o c i t i e s  were measured with a hot w i r e  anemometer. 
t h e  r o t o r  tracked, t h e  point  of near  zero flow ve loc i ty  was found by 

adjustment of the r o t o r  c o l l e c t i v e  p i t c h  s e t t i n g .  Tests were run a t  

plus  2, 5, and 8 degrees p i t c h  from t h i s  point  with a p i t c h  s t i r r i n g  

e x c i t a t i o n  of 1.4' and with t h e  r o t o r  1 .28  r a d i i  above the  ground 

plane, 

p l e t e  s inusoidal  p i t ch ing  cycle per revolution. Therefore, if t he  

per turbat ions are l i n e a r ,  the blade flapping response should contain 

only Fourier components of once p e r  revolut ion.  During ana lys i s  t he  

second Fourier c o e f f i c i e n t  of t h e  f lapping response was found t o  be 

approximately 10 percent of t he  f i r s t .  Careful measurement revealed 

that some of the blades had pre-cone angles o the r  than Zero degrees. 

The spread w a s  approximately . 3  degrees. Because of the pre-cone 

spread t h e  tracked blades a l s o  had a c o l l e c t i v e  p i t c h  spread of 2 .7O.  

The c o l l e c t i v e  p i t c h  given f o r  t h e  frequency response tests is an 

average value.  

Keeping 

A steady c y c l i c  p i t c h  input moves each blade through one com- 

The pre-cone w a s  then corrected and t r a n s i e n t  tests set 1 were 

conducted a t  c o l l e c t i v e  p i t c h  s e t t i n g s  of 1.5, 4.5, and 7 . 5  degrees. 

During analysis ,  t he  second Fourier c o e f f i c i e n t s  of the blade f lapping 

responses t o  a one per  revolution p i t ch  e x c i t a t i o n  were found t o  be 

6 t o  8 percent of t he  f i r s t .  

of t he  blades had pre-lag angles other  than zero. 

approximately .To .  Because of the geometry of the b l a d e  root a t tach-  

ment, a pre-lag causes a pre-cone. 

t h i s  set of tests was +.4O. 

Careful measurements revealed that some 

The spread was 

The c o l l e c t i v e  p i t c h  spread for  

The pre-lag and i ts  respect ive pre-cone were then corrected and 

t r ans i en t  tests set 2 were conducted a t  c o l l e c t i v e  p i t c h  s e t t i n g s  of 
3.3, 6.3, and 9.3 degrees. During ana lys i s  t h e  second Fourier 

coe f f i c i en t8  of t h e  blade f lapping responses t o  a 1 p e r  revolution 

pi tching e x c i t a t i o n  were now found t o  be 2 t o  4 percent of the f i r s t  

Fourier c o e f f i c i e n t s  rather than the 6 t o  8 percent found in t r ans i en t  

t e s t s  set 1. 
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A t  t h i s  point t h e  ro to r  was put i n t o  t h e  wind tunnel  a t  zero sha f t  

angle of a t t a c k  and a t  zero c o l l e c t i v e  p i t c h  se t t i ng .  

yielded a near zero f lapping response from a l l  blades a t  high advance 

r a t i o  and zero cyc l i c  p i tch .  Thus t h e  zero co l l ec t ive  p i t c h  base l ine  
determined previously w a s  confirmed. 

This pos i t ion  

The r o t o r  was then removed from the wind tunnel  and t r ans i en t  

p i t c h  s t i r r i n g  tests set 3, wi th  5 degree c o l l e c t i v e  p i t c h  angle,  were 

run. 

2.2 ROTOR TEST SET-UP 

The r o t o r  test set-up cons i s t s  of t he  test  s tand  and the  analog 

measurement system. 

t h e  result of decis ions that had t o  be made as t o  how much of the 

signal processing and measurement funct ions should be done w i t h  analog 

devices and how much should be  done w i t h  d i g i t a l  algorithms on t h e  
var ious mini-computers used f o r  data processing. 

measurement functions were implemented on the d i g i t a l  s i d e  whenever 

possible  i n  order  t o  reduce hardware cos ts .  

functions are described in  d e t a i l  in Section 3. 

2.2.1 T e s t  Stand 

The design of ;he measurement system was in part 

Signal processing and 

The d i g i t a l  measurement 

The  r o t o r  hovering test s tand can be seen i n  Figure 5. The ground 

height is adjusted by moving t h e  ground p l a t e  support rods (Figure 5) .  

The  ro to r  height above the ground plate  f o r  each series of tests is 
given i n  Table 4 sec t ion  2.4.  

achieve (as f a r  as poss ib le )  an azimuthally synrmetric test condition. 

The  ro to r  center  is 4 r o t o r  r a d i i  from the  edge of t he  ground p l a t e .  

T h e  ground p l a t e  support l egs  are 2.8 ro to r  r a d i i  away from the  r o t o r  

center and present an obstruct ion over 5 percent of the  circumference. 

The neares t  ob jec t ,  apar t  from the  ground p l a t e ,  t o  the  ro to r  is the  

c e i l i n g  which is about 9 rad i i  away from the  r o t o r  center .  

a i r  c i r cu la t ion  sys tem i n  the  room. 

v e l o c i t i e s  a r e  near zero. 

The ground p l a t e  was constructed t o  

There is no 

With the  windows closed, l o c a l  a i r  

T h e  ro.:or is leveled by ad jus t ing  the  lengths  of t he  4 l egs  of 

the ro to r  stand. The ro to r  is l eve l  when a ro tor  blade has the same 

height above the ground p l a t e  (Figure 5 )  a t  a l l  azimuth angles.  The 

ro to r  s tand is described i n  References 27 and 33. 

change that has been made t o  the  ro to r  s tand is t h e  replacement of t he  

1 2  s l i p  r ing  assembly by a 20 s l i p  r i ng  assembly. 

The only major 
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The p i t c h  e t i t r i n g  condition can be described by 

eI = s i n  (g(t)) 
%I * cos (Jlp(t)) 

where p, is the inner shaft azimuthal pos i t i on  and is defined so that 
0 and eII are forward and left c y c l i c  p i t c h  inpu t s  respect ively.  I 
Three c y c l i c  pitch s t i r r i n g  e x c i t a t i o n  systems can be mounted on the 

r o t o r  stand. 

The hannonic c y c l i c  p i t c h  s t i r r i n g  e x c i t a t i o n  system I s  shown i n  

Figure 6 and is described extensively i n  References 27 and 29. 

dr ive  motor t u rns  the r o t o r  s h a f t  RS (Figure 1) through a timing b e l t  

drive. TFie r o t o r  s h a f t  d r ives  the inner  s h a f t  I (.Figure 1) through a 
r eve r s ib l e  gear t r a i n  (Figure 6 ) .  The gear r a t i o s  can be changed. Due 

t o  the reversing gears ,  t he  inner  s h a f t  I can be driven i n  the  same 

d i r ec t ion  as the  ro to r  s h a f t ,  thus providing a progressing p i t c h  

s t i r r i n g  exc i t a t ion ,  o r  opposite t o  the d i r e c t i o n  of r o t o r  s h a f t  ro t a t ion ,  

thus providing a regressing p i t c h  s t i r r i n g  exc i t a t ion .  

ava i l ab le  fo r  providing cyc l i c  p i t c h  s t i r r i n g  e x c i t a t i o n s  i n  a space 

fixed reference system of w = t . 0 6 7 ,  &.l, 2.2,  2.4, i . 6 ,  k.8. 

The 

Gear r a t i o s  are 

n 
A t r ans i en t  p i t c h  s t i r r i n g  e x c i t a t i o n  system t h a t  makes use of a 

var iant  of t h e  double motor dr ive described in  References 27 and 28 is 

shown i n  Figure 7. 

var i ab le  speed r eve re ib l e  motor through a 1 t o  8 speed r a t i o  timing 

b e l t  d r ive  CFigure 7). 

ro to r  cyc l i c  p i t c h  is constant  with a space f ixed e x c i t a t i o n  frequency 

of 0. Engaging the inner s h a f t  motor acce le ra t e s  t he  inner  s h a f t  t o  a 

preselected constant speed and produce8 e i t h e r  a progressing o r  regressing 

constant frequency value (depending upon the d i r e c t i o n  of motor r o t a t i o n ) ,  

The t r ans i en t  between theee two steady values i s  used f o r  parameter 

i d e n t i f i c a t i o n .  This t r a n s i e n t  takes the  form 

The inner s h a f t  (Figures 1 and 7) is  driven by a 

When the  inner  s h a f t  motor is  s t a t iona ry  the 

where JI 

inner s h a f t  motor is engaged. 

the t r a n s i e n t ,  a s  the motor accelerates .  

t r ans i en t  is over,  t he  motor reaches constant speed. F r i c t i o n  between 

the ro to r  shafr RS (Figure 1) and the  inner ehaf t  I w i l l  d r ive  the  

is a constant.  $,(t) is  zero u n t i l  t he  t r a n s i e n t  starts, the  

d'p(t) is monotonically increasing during 
P O  

Jb(t)  is constant a f t e r  the 
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inner s h a f t  (and the inner  s h a f t  motor) i n  t h e  d i r ec t ion  of ro to r  

ro ta t ion .  In transient tests sets 1 and 2 (Table 4), t h e  inner  s h a f t  

was res t ra ined  by hand u n t i l  t h e  inner  s h a f t  motor was engaged. 

t r ans i en t  tests set 3, t h e  inner  s h a f t  wab re leased by a solenoid 

(Figure 7)  that f r e e s  the inner  s h a f t  f o r  r o t a t i o n  a t  the same t i m e  

the inner shaft motor is engaged. 

I n  

A second method of generat ing a t r ans i en t  c y c l i c  p i t c h  excitatiuu 

is presented i n  Figure 8. 

inner  ahaf t  which is driven by a spr ing  that wraps around a mandrel 

whlch is below the inner  s h a f t ,  

t he  d r i v e r  arm. 
catcher  which is designed t o  e l imina te  rebound of the d r i v e r  arm. 
catcher can be posi t ioned so that i t  allows an inner  s h a f t  travel of 

T h i s  device has a d r i v e r  arm at tached t o  t h e  

A solenoid is engaged t h a t  releases 
The spr ing  accelerates the  d r i v e r  unt i l  i t  hits a 

The 

90°, 180°, o r  270°. The spr ing  

up more. T h i s  exc i t a t ion  takes  

e1 = s i n  (Qpo f $ p ( t ) )  

BII  - cos up, + +,(t)) 

where Q is  a constant.  +,(t) 
P O  

torque can be increased by winding i t  

t h e  form 

(3) 

= 0 before t h e  t r ans i en t  starts, before  

the solenoid re leasos  t h e  d r ive r  arm. $,(t) acce le ra t e s  during t h e  

test, a s  t h e  d r ive r  travel:; t o  t h e  catcher .  

value a t  the t r ans i en t  end poin t ,  when t h e  d r i v e r  h i t s  t he  catcher .  

2.2.2 Analog Measurement Systems and Control Units 

qp ( t )  achieves a constant  

Blade angles  were measured oy s t r a i n  gages on the f lapping 

f lexures  (Flgures 1 and 2 ) .  Similar  f lapping angle measurements are 
described extensively i n  References 27 and 29. The four  s t r a i n  gages 

on each f lexure  were wired i n t o  a Wheatstone bridge. 

remai:is balanced fo r  blade edgewise and to r s iona l  def lec t ions .  

bridge responds cnly t o  blade flap-lending def lec t ions ,  

c i r c u i t  i s  separate. 3600 Hz 5 v o l t  rms power is suppl ied,  In  the  

space f ixed  reference system, t o  each bridge, i n  the  r o t a t i n g  

reference sys tem,  through 3 of t h e  c i r c u i t -  i n  t he  2 0  c i r c u i t  s l i p  

r ing  assembly. T h i s  s igna l  is amplified by an A. C. ampl i f ie r  

(Figure 9)  and is recorded on a 6 channel F. M, analog tape recorder 

(Figure 9 ) .  The output l eve l  of t he  ampl i f ie rs  was adjusted t o  give a 

one v o l t  output s igna l  per degree of blade f lapping,  when poss ib le ,  so 

that f lapping angle amplitudes could be e a s i l y  monitored dn osc i l lo -  

scopes during t e s t ing .  

The br idge 

The 

Each br id ;e  

The input t o  the  f lapping angle tape recording 
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channels could be switched f o r  c a l i b r a t i o n  purposes from t h e  ampl i f i e r s  

t o  2 D. C. voltage l e v e l s  generated by a mercury b a t t e r y  c i r c u i t .  

Theze are con t ro l  c i r c u i t s  f o r  t w o  variable speed motor d r ives  

(Figure 9). 

The con t ro l  c i r c u i t s  of the inner  shaft and r o t o r  motor are wired so 

that a 2.8 volt  D. C. stgnal is recorded on the t a p e  recorder channels 
used for monitoring the shaft azimuth angles until the motors are 

engaged. 

Sipnrrl is garitched o f f  and is replaced by the s h a f t  azimuth ang le  

measurement which varies between .2 and 1.8 vo l t s .  

point  of a transient test is c l e a r l y  defined by a sudden vo l t age  

shift. For transient tests set 3, Table 4, t h e  inner  s h a f t  motor 

switch also engages a solenoid tha t  releases t k e  inne r  s h a f t  when t h e  

motor is engaged. This same switch was used in the sp r ing  e x c i t a t i o n  

system t o  mark the start of t h e  t r a n s i e n t  and release the d r i v e r  arm 

(Figure 8). 

T h e s e  con t ro l s  are described in References 27 and 29. 

When t h e  switch tha t  engages a motor is thrown, the 2.8 volt 

Thus the s t a r t i n g  

Rotor s h a f t  posi t ion,  I#, and inner  s h a f t  posiLion, J, w e r e  
P’ 

determined by b l i p s  generated by magnetic pick-ups (Figure 6 )  passing 

set screws i n  the s h a f t s  i n  harmonic t e s t ing .  

by the pick-ups were recorded on two channels of the t a p e  recorder 

U igure  9). 
h a r a n i c  t e s t i n g ,  consequently one does not need ccntinuous measurements 

of t h e i r  pos i t i on  during a test. 

and a posi t ion a t  one given time during a test. 

o the r  time in the test can be calculated from these two f ac to r s .  

During a t r ans i en t  test continuous measurements of t he  azimuthal 

pos i t i on  of the inner  s h a f t ,  JI , m u s t  be made 80 that the  cyclic p i t c h  

The s i g n a l s  generated 

Rotor s h a f t  and inner  s h a f t  t r a v e l  a t  constant speed i n  

It is s u f f i c i e n t  t o  know t h e i r  r a t e  

Their pos i t i on  a t  any 

P 
input condition can be determined (see (’\’ 

this function so tney were replaced. 

Two resolvers  CFigure 7) driven through 

i n s t a l l e d  t o  make continuous measurements of 

were purchzaed fro& a used p a r t s  catalog f o r  

The b l i p s  cannot f u l f i l l  

timing b e l t  d r ives  were 

J1 and $p. The resolvers  

a nomfnal sum. Operating 

spec i f i ca t ions  were not avai lable .  

resolvers  produced a repeatable  2 per  revolut icn s i g n a l  i n s t ead  of a 
repeatable 1 p e r  revolution signal. 

changed from 1:l t o  1:%. 

remained 1:l s ince  the s t a r t i n g  pos i t i on  of tile ?. tier s h a f t  was known 

Experiments showed t h a t  these 

The ro to r  r e so lve r  d r ive  r a t i o  was 
The inner  s h a f t  r e so lve r  d r ive  r a t i o  





a t  the beginning of tha tast and t h e  repeatable  2 per  revolut ion signal 
p r o v t d d  mora accuracy i n  the J, measurement than a repeatable  1 pe r  

revolut ton signal could. 

o s c f l l a t o r s  operat ing a t  about 10,000 Hz. 
i s  a 10,000 Ele signal at tenuated by f a c t o r s  wNch vary wi th  s h a f t  

posit ion.  The maximum modulation frequency is 100 EIZ. T h e  r e so lve r  

output passes through a f u l l  wave rectifier and then through a low 

pass filter with a frequency cut-off of approximately 1000 &. 
resulting dgml is a repeatable  1 o r  2 per  shaft revolut ion waveform. 

In tramtent tests sets 1 and 2 (Table 4) the re so lve r  s i g n a l s  were 

contaminated by inner resolver feedback through the s i n g l e  d r i v i n g  audio 

o s c i l l a t o r .  

o s c i l l a t o r  was not low enough compared t c  the impedence of the two 

resolver  c i r c u i t s .  

nal i n  the measurement of the  inner  shaft azimuth pos i t i on  ($ ). 

e r r o r  s i g n a l  maximum amplitude is 5 percent of the maximum amplitude of 

the inner  s h a f t  resolver  output.  

t r a n s i e n t  test set 3 by d r iv ing  the  two resolvers  with d i f f e r e n t  audio 

o s c i l l a t o r s .  

P 
Power was provided t o  the r e so lve r s  by audio 

T h e  output of the r e so lve r  

The  

T h i s  happened because the output impedence of t h e  

Consequently there is a 1 per  revolut ion e r r o r  sig- 

The 
P 

T h i s  e r r o r  s i g n a l  was eliminated i n  

The resolver  s i g n a l s  were recorded on t he  analog t a p e  recorder. 

Converting t h e  resolver  s i g n a l s  i n t o  $ and $ 

with d i g i t a l  algorithms i n  t h e  computer and is described i n  Section 3. 

measurements w a s  done 
P 

Wake measurements were made with conventional hot wire anemometry. 

Two probes were ca l ib ra t ed  i n  a c a l i b r a t i o n  chamber f o r  0 t o  20 f t / s e c  

flow v e l o c i t i e s .  

nomial s igna l  l i n e a r i z e r s  were obtained from the ca l ib ra t ions .  

probe Atand (Figure l o ) ,  which allows probes t o  be posit ioned a t  
various azimuthal and r a d i a l  pos i t i ons  below the ro to r ,  w a s  constructed.  

Probe height can a l s o  be adjusted,  

the set of harmonic tests of Table 4 are shown i n  Figure 11. 
measurement s i g n a l s  were recorded on the  analog tape recorder.  The wake 

measurement s i g n a l s  were a l s o  processed on a RMS voltmeter with a time 

period of 1 sec. and on a D. C. Voltmeter while t he  tests were In 

progress. 

Linear izat ion c o e f f i c i e n t s  f o r  t h e  4 t h  order  poly- 

A 

The measurerilent s t a t i o n s  used i n  

Wake 

The 6 channel Ampex SP-300 F. M. tape recorder (Figure 9 )  records 

D. C. vol tage l e v e l s  between -4 and +4 v o l t s .  A t  t he  recording speed 

used for  a l l  tests, 3.75 i p s ,  the recorded s i g n a l  remains undis tor ted 
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up t o  frequencies of 625 k. 
that t h e  s i g n a l  a c t u a l l y  recorded can be from .5 t o  3.5 times t h e  

actual input signal. 

r equ i r e s  very c a r e f u l  adjustment of t he  6 level controls .  

output level can be adjusted ac ross  a .5 v o l t  range. A t  3.75 i p s ,  t h e  

t ape  d r i v e  reaches s teady state speed in about 3 inches of tape from 

the stopped posi t ion.  

allowed t o  pass  the record heads before recording is i n i t i a t e d .  

Measurements recorded on the  t a p e  recorder during harmonic tests 

The recording l e v e l  can be adjusted so 

1 t o  1 input  s i g n a l  t o  recorded s i g n a l  ratios 

The D. C. 

During a test, approximately 1 foo t  of t ape  is 

were : 

channel 1 

channel 2 

Rotor s h a f t  b l i p  for determining r o t o r  azimuth pos i t i on  

Inner s h a f t  b l i p  f o r  determining c y c l i c  p i t c t  azimuth 

p o s i t  i on  

channel 3 4 
channel 4 Hot wire measurement o f  r o t o r  wake. 

Measurements recorded on t h e  tape recorder during t r a n s i e n t  tests 

were : 

channel 1 Rotor s h a f t  resolver  f o r  continuous r o t o r  azimuth 

channel 2 Inner s h a f t  r e so lve r  f o r  continuously determining 

p i t c h  azimut!. pos i t i on  

channel 3 8, 
channel 4 B2 
channel. 5 8, 
channel 6 B4 

2.3 CALIBRATION AND TEST PROCEDURES 

p o s i t  i on  
cyclic 

In a l l  tests the  measurement s i g n a l s  were recorded on the  6 

channel F. M. analpg tape recorder. Some measurement funct ions 

(Section 3) and a l l  a n a l y s i s  (Section 5) were performed on minicomputers. 

The i n t e r f a c e  between analog s i g n a l s  and d i g i t a l  s i g n a l s  was provided 

by t h e  analog-digital  converters  control led by t h e  computer. 

t e s t i n g  procedure was designed around t h i s  i n t e r f ace .  

d i g i t a l  converter accepts s i g n a l s  betweer. 0 and 2 v o l t s .  

vol tages  of 0 t o  -w the  in t ege r  value -512. 

t o  O0 t he  i n t e g e r  value 512. 

were maintained between 0 and 2 v o l t s  except f o r  t h e  p re t r ane ien t  

s i g n a l  recorded on t h e  inner s h a f t  azimuth pos i t i on  channel. 

converter can addrese 8 input l i n e s  and sample a t  F)  r a t e  of once every 

The 

The analog t o  

I t  a s s igns  

It assigns vol tages  of 2 

A l l  s i g n a l  l e v e l s  recorded on analog tape 

The A/D 
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16 micro-seconds. 

2.3.1 Earmonic T e s t  Cal ibra t ion  and Test ing Procedure 

Cal ibra t ion  of the harmonic t e a t  f lapping measurement required 

accura te  knowledge of t h ree  c a l i b r a t i o n  numbers: 

The ampl i f ie r  output vo l tage  pe r  inch  of t i p  de f l ec t ion ,  which 

was measured by loading the  blade t i p  and producing a known root 

moment and therefore  a known t i p  def lec t ion .  
The t a p e  recorder  recording level ampl i f ica t ion  o r  a t t enua t ion  

which w2s c a r e f u l l y  ad jus ted  by recording known input signal 
l e v e l s  and playing them back. 

The p r e c i s e  MD converter  mapping of vol tage level i n t o  the 

2512 in t ege r  range, wh ichuas  measured by sampling known D. C. 

vo l t age  l e v e l s  and displaying the r e s u l t s .  The l i n e a r i t y  of 

the conversion process w a s  v e r i f i e d  during this maasurement. 

The hot wire wake  measurements b x e  normalized so that 0 t o  20 f t / s e c  

yielded 0 t o  2 v o l t s  output. 

ca re fu l ly  set and the  A/D converter  channels were s tudied  for a t t enua t ion  

or amplif icat ion.  

shaft b l i p s  have t o  be . 3  t o  .8 v o l t s  f o r  t h e  program to f ind  t h e i r  

r e l a t i v e  pos i t  ion. 

The t ape  recorder  record l e v e l s  were 

The maximum s i g n a l  l e v e l  of t he  r o t o r  and inner  

Tha test procedure is as f O l l 0 ~ 8 .  The c o l l e c t i v e  p i t c h  and t h e  

ground height are set a t  the  des i red  test condition. 

chosen, f o r  example one that y i e l d s  w = .2.  The hot w i r e  probe is 

posit ioned a t  a p a r t i c u l a r  r a d i a l  pos i t i on  (Figure 11). 

is run up t o  speed. The tape recorder d r ive  is engaged and a foot  of 

tape allowed t o  pass  the recording head then the recorder is put i n t o  

record mode. Three f e e t  of tape  are recorded, a meter keeps t r ack  of 

tape pos i t ion .  While t h e  s i g n a l  is being recorded, t he  average wake 

value (the D. C. s i g n a l  l eve l )  and the  RMS wake value are recorded 

by hand. 

pos i t ion .  

of t he  hot wire probe have been recorded. 

engaged so t h a t  w = - .2 and a s e t  of 7 wake measurements is made. 

This process is  repeated u n t i l  a l l  6 sets of gear r a t i o s  have been used. 

The whole t e s t  condition takes about 500 minutes (Table 3) t o  survey. 

2.3.2 Transient Test Cal ibra t ion  and Test Procedure 

A gear r a t i o  is 

n 
The ro to r  

The r o t o r  is stopped and the  hot wire probe is moved t o  a new 

T h e  sequence is repeated u n t i l  7 r a d i a l  pos i t i ons  (Figure 11) 

The reversing gear is 

n 

Table 2 presents  the i n t e r f a c e  between instrumentat ion,  mini- 
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computer, c a l i b r a t i o n  procedure and tes t ing procedure f o r  t h e  

transient teste.  
t r ans i en t  test c a l i b r a t i o n  than in the frequency response test 
ca l ib ra t ion .  

Each blade was loaded a t  i ts  t i p  wi th  a known mass which produced a 

known root  moment and consequently a known f lapping  angle. The output  
of t h e  amplifier f o r  each blade f lapping  angle  s t ra in  gage c i r c u i t  w a s  

rzdjusted t o  g ive  1 Bolt  pe r  degree. 

analog d i g i t a l  converter  ampl i f ica t ion  and/or a t tenuat ion  per  channel 

were determined by recording 2 known D. C. vol tage  l e v e l s  on (Table 2) 

4 f lapping angle  recorder  channels. 
the  computer which averaged the l a r g e  number of sampled r e s u l t s  f o r  the 

two vol tage l e v e l s ,  and determined t h e  r a t i o  of t ape  recorder  input 

signal l e v e l  t o  computer output s i g n a l  level. The same d i g i t a l  vo l t -  

meter used t o  set the f lapping  angle  ampl i f ie r  output l e v e l s  was  used 

t o  measure the 2 t ape  recorder  D. C. voltage input  levels, consequently 

poss ib le  voltmeter c a l i b r a t i o n  e r r o r s  are avoided. 

sources of e r r o r  i n  t h i s  c a l i b r a t i o n  procedure; misplacement of t he  

mass a t  the blade t i p s  and D. C. d r i f t  of t h e  F. M. t ape  recorder.  

The  mass can be placed w i t h  1% accuracy and the  D.  C. d r i f t  of the tape  

recorder  y i e lds  a f u r t h e r  1% e r r o r  source. 

numbers are known t o  within 2% of their  t r u e  values.  

Much greater use was made of the mini-computer i n  

A set of c a l i b r a t i o n  runs was conducted before  each set of tests. 

The  combined tape recorder  and 

The t ape  was played back through 

There are then two 

Thus t h e  c a l i b r a t i o n  

The tes t  procedure is as follows. The c o l l e c t i v e  p i t c h  and the  

ground height are set a t  the des i red  test condition. 

is engaged, the r o t o r  motor is engaged - s t e p  D (Table 2), the  inner  

sha f t  motor is engaged - s t e p  E (Table 2) ,  t h e  tape  is stopped, and 
f i n a l l y  t h e  ro to r  and inner  s h a f t  motor are disengaged. 

less than 1 minute t o  perform. 

2.4 A COMPARISON OF TEST PROCEDURES AND TEST SET PHYSICAL CONDITIONS 
Table 3 presents  a comparison of t h e  time involved i n  conducting 

A test condi t ion is defined as a 

The tape recorder 

The test takes  

a test f o r  the two t e s t i n g  methods. 

combination of a p a r t i c u l a r  5 value ( f i r s t  ro t a t ing  fLap-bending 

frequency), a p a r t i c u l a r  c o l l e c t i v e  p i t c h  s e t t i n g  and a p a r t i c u l a r  

ground height .  It takes  about 1 minute t o  change the  r o t a t i o n a l  speed 

and consequently the I+ value, about 5 minutes t o  make a ground height 

change, and about 30 minutes t o  make a c o l l e c t i v e  p i t ch  change f o r  both 



Table 3 
Time Comparisons of Test  Methods 

Harmonic Transient 
Test T e s t  

Time Required u value 1 mu. 1 min. 

- Ground Height 5 min. 5 min. t o  Changa 
Test Condition 

Col lec t ive  P i t c h  30 mln. 30 min. 

1 min. Test  Time 500 min. 

80 min. 1 min. Model Running 
Time -- 

1h.l >ou za t ion  and I O  min. 

D ig i t i za t ion  Transient D ig i t i za t ion  
and Analysis and Fourier 13 sec. 

Coeff ic ien ts  of 1 Q 

Parameter I d e n t i f i c a t i o n  1-2 min. - 
test procedures. The test time f o r  a harmonic test i s  500 times that 

of a t r ans i en t  test. However, the model running time fo r  the  harmonic 

test is 80 times that of a t r a n s i e n t  test. Much time is spent i n  the  

harmonic test changing gear r a t i o s  by hand. 

automatical ly  w i t h  a mechanically more sophis t ica ted  model, so t he  two 

procedures should be  compared on the bas i s  of running t i m e  r a t h e r  than 

t o t a l  t e s t i n g  t h e .  

T h i s  t a s k  could be  done 

Table 4 presents  the physical  condi t ion of t h e  r o t o r  for  each test 

set. 

l a rge ,  however the average value of c o l l e c t i v e  p i t c h  f o r  t h e  r o t o r  is 

q u i t e  accurate .  In  the case of t h e  harmonic t e s t a ,  the wake measure- 

ments take forms which are equivalent  t o  averages over long periods,  

consequently ind iv idua l  blade d i f fe rences  are not important. 

For the  e a r l y  tests, t h e  spread i n  c o l l r c c i v e  p i t c h  s e t t i n g  is 

The measurement e r r o r  of l o c a l  ro to r  wake ve loc i ty  does not 

exceed 4% of t h e  t r u e  value. 

c a l i b r a t i o n  e r r o r  and l o c a l  anemometer l i n e a r i z a t i m  e r ro r .  The 

ca l ib ra t ion  e r r o r  f o r  blade f lapping  angle measurements does not 

zxceed 4% of i t s  t r u e  value for t h e  harmonic test and does not 

exceed 1.5% f o r  t h e  t r ans i en t  t es t .  This random e r r o r  does not 

vary from measurement t o  meaburement but is a constant e r r o r  present 

The e r r o r  comes from inev i t ab le  probe 
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Table 4 

Physical Conditions of Tests 

average spread w1 ground spread of spread of p i t c h  
of eo height pre-lag pre-cone e r r o r  

e r r o r  e r r o r  s i g n a l  
Harmonic 2o 
Tests 50" f.7' 1.18 1.28 R .7' 3O 5 %  

8 
. - .  

Transient 1.51 1.28 R 

Set 1 7.5 .78 R 

Transient 3 .31  1.28 R 

Set  2 9.3 .78 R 

Tests 4.50 2.4' 1.18 1.02 R .7' 15' 5 %  

T e s t s  6.30 *.2O 1.18 1.02 R .Oo . oo 5 %  

Transient 5.0' f.1° 1.18 1.02 R .Oo . oo 5 %  

5.0' -.1 1.18 1.02 R .Oo . oo 1 %  
1.25 1.28 R Tests 

Set 3 + o  

1.12 .78 R 

i n  a l l  measurements. 

e x c i t a t i o n  angle remains within 1.5X of i ts  t r u e  value. 

p i t c h  input azimuth angle  is known t o  within 5% f o r  most teslls and t o  

within 1% f o r  t h e  las t  set of tests conducted. 

The measurement e r r o r  of t he  c y c l i c  pi tching 

The c y c l i c  
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3. DATA PROCESSING 

This chapter describes the manipulations of the transient data 
from the analog-digital interface through the creation of d!.gital data 

files in a form suitable for treatment by the identification algorithm. 
Data processing of the harmonic test data is adequately described in 
References 27, 28, and 29. 
3.1 THB MINI-COMPUTBR SYSTEMS 

Data processing and the implementation of the identification 

The work presented herein algorithm vere done on mini-computers. 
would not have been possible without the use of the modern mini- 

computer. The identification algorithm is essentially a digital 
algorithm which would cost too much to implement in analog form. 
This work is also not suitable for implementation on a large scale 
computer for economic reasons. The computational cost of doing 

this work on a large scale system would have been approximately 
50 times what it cost to do the work on suitable mini-computers. 
Tasks that require relatively small amounts of memory, large numbers 
of computations and few peripherals, are perfect for mini-computers 
and wasteful for large-scale systems since the task charge will 
include the overhead on large amounts of memory, a much more expensive 
processor, and many peripherals that are not necessary for the 
implementation of the task. The minis also offer the user the 
chance to interact with his data much more frequently than a large- 
scale system would, thus offering great flexibility in implementation 
of data manipulation tasks and greater probability of early error 

detection. 
Program development was carried out on a PDP-8 which ha6 a 24 K 

memory, two disk drives, and a fast line printer. 
communicate with a PDP-12. 

of the analog tape and data reduction. 
memory, two disk drives, two file oriented tape drives, analog- 

digital converters, a processor controlled scope with a 512x512 
matrix, and a teletype. 
taken to another PDP-12, which has a hardware floating point processor 

and a 32 K memory, to be analyzed by the identification algorithm. 
The results were then written on tape, taken back to the first 

The PDP-8 can 

The PUP-12 was ueed for data sampling 

The PDP-12 hae an 8 K 

The reduced data were written on tape and 



PDP-12, sent t o  the  PDP-8 and p r in t ed  on the  l i ne -p r in t e r .  

3.2 THE DATA REDUCTION ALGORITHMS 

There are t h r e e  groups of d a t a  reduction programs. They are:  

c a l i b r a t i o n  programs, and 3. ) reduction 1 e ) sampling programs , 2 . 
programs. 

of Table 2 as shown i n  Table 5 .  

are applied t o  t h e  r e s u l t i n g  d a t a  sets t o  produce normalieed data  

sets s u i t a b l e  for t he  parameter i d e n t i f i c a t i o n  algorithms (Table 5) .  

3.2.1 Sampling Programs 

The sampling programs I n t e r f a c e  with the tape operat ions 

Cal ibrat ion and reduction programs 

Three F. M. tape sampling programs were written. These a r e  

assembly language programs t h a t  are similar t o  each o the r  i n  many 

respects.  

c a l l a b l e  8UbrOUtine8 t h a t  i n i t i a t e  analog-digi ta l  conversion w i l l  
not sample f a s t  enough f o r  these tests. 

They are w r i t t e n  i n  assembly language because the Fortran 

The PDP-1L analog d i g i t a l  converter is multiplexed t o  16 input  

Eight of t he  input channel vol tage levels are control led channels. 

by potentiometers set by t he  user.  

analog data  input .  

switches which are control led by the  user. 

switches are program de tec t ab le  and can therefore  be used f o r  

branching purposes by the program. 

The remaining 8 are ava i l ab le  f o r  

The PDP-12 con t ro l  panel has 5 two-position sense 

The states of these sense 

Tlte t h ree  sampling programs are ca l l ed  RESOL, ARBSM, and SRSLA. 
They form the  bas i c  l i n k  between t h e  tape recorder da t a  and preliminary 

d i g i t a l  data  f i l e s .  The th ree  programs have two bas i c  operat ing modes: 

1.) sample and display,  and 2. )  sample and s t o r e .  

The sample and display modes of t h e  three programs are i d e n t i c a l  

The sampling r a t e  is control led by the voltage l e v e l  

Two of t he  6 data channels are sampled 

t o  one another. 

of one of the potentiometers, 

a t  a time, 

PDP-12 scope. 

channel input levels are displayed a l so .  The D, C. output l e v e l s  

of the  tape recorder can be adjusted so t h a t  the d a t a  s i g n a l s  are 
properly "zeroed" about the zeroing l i n e s .  

t o  choose between sets of 2 data  channel displays.  

display mode allows the operator t o  make a l l  necessary adjustment t o  
the tape recorder output s i g n a l s  such a s  a t tenuat ion and D. C. l e v e l  

control  eo t he  the  sample and s t o r e  modes w i l l  c o l l e c t  t h e  proper data .  

The d i g i t a l  values are scaled and then displayed on the 

Two "zeroing l i n e s  which represent  the middle of the 

Sense switches a r e  used 

The sample and  
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The program RESOL is used exclusively f o r  sampling reso lver  da t a  

f o r  c a l i b r a t i o n  purposes. 

between model manipulations A and 3 of Table 2.  

the output of tape channel6 1 and 2 with  RESOL's sample and d isp lay  

mode and moves d i r e c t l y  t o  the  sample and score  mode by changing the 

state of a sense switch when he determines t h a t  t he  co r rec t  information 

is being displayed. 

s t o r e  i n  memry on one channel and a sample and s t o r e  on another  

channel is 20 microseconds. If t h e  r o t o r  ve loc i ty  is 25 Hz , the  

r o t o r  reso lver  s igna l  is per iodic  wi th  3 period of 40,000 microseconds 

and t h e  p i t c h  r e so lve r  !.s per iodic  with 20,000 microseconds, 

360 samples/cycle of t h e  ro to r  resolver (and therefore  180 samples/ 

cyc le  of t h e  p i t c h  resol-Jer) y i e lds  1 sample set every 111 microseconds. 

The r o t o r  reso lver  sample and i t s  respec t ive  p i t ch  reso lver  sample 

a r e  .2'apart because of t h e  t i m e  bptwcen samples. 
s t o r e s  t h e  r o t o r  r e so lve r  signal, then  t h e  p i t c h  reso lver  signal, goes 

i n t o  an ad jus t ab le  delay loop and r epea t s  the process u n t i l  2047 eamples 

of each s igna l  are co l lec ted .  

,;he user  can examine the sampled s i g n a l  on the  scope, by manipulating 
sense switches, t o  check a ignz l  i n t e g r i t y .  

the  user  d i r e c t s  RESOL to  write the  sample set onto an empty area of 

t h e  d i sk  i n  an in t ege r  formatted form, 

RESOL is used on the  taped d a t a  t h a t  l ies 
The user  observes 

The minimum poss ib le  time between a sample and 

Taking 

RESOL samples and 

Af ter  t h e  sample and s t o r e  is completed, 

If the d a t a  is s a t i s f a c t o r y ,  

The program ARBSM is  used f o r  ca l ib ra t ion  da ta  and p re t r ans i en t  

data  (Table 5 ) .  The user  can observe tape channels 1 and 2, 3 and 4, 
o r  5 and 6 through sense switch manipulations. 

a r e  adjusted t o  the  user ' s  s a t i s f a c t i o n ,  and when the  proper por t ion  

of tape i s  being read, t he  user  t r i g g e r s  t he  sample and s t o r e  mode 

by pressing a B P : I B ~  switch.  ARBSM sequent ia l ly  samples a l l  6 data 

channels, s t o r e s  the  r e s u l t s ,  goes i n t o  a delay loap and repeats 

u n t i l  1024 sample8 of each da ta  channel are collecced. 

rate i s  set  a t  60 sets of samples/cycle f o r  a ro to r  ve loc t ly  of 25 

cycles/sec.  The angular  d i f fe rence  between the f i r s t  and l a s t  sample 

of each set  of samples Is less than lo. I n  the ana lys i s  programs, It 

is assumed t h a t  each set of samples is col lec ted  slmultaneouely, T h i s  

in t rodaces a .3% e r r o r  i n to  the algorithm which is negi ig ib le .  Af te r  

the  da ta  is col lec ted ,  the  user  can display i t  on the  scope t o  check 

i t s  v a l i d i t y  ( i . e .  look fo r  missing da ta  channels).  I f  I t  Is 

When a l l  input  channels 

The sampling 
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acceptable It i e  written onto an empty area of t he  disk.  

user exits "eample and display" t h e  program begins monitoring the 

p i t c h  reso lver  data channel. When t he  signal level drops .below 2 

v o l t s  on this  channe1,"sauple and s t o r e " i s  i n i t i a t e d .  The abrupt 

signal lewel drop s i g n i f i e s  the beginning of the t r a n s i e n t  

excitation. 
3.2.2 Calibrat ion Programs 

The program SRSLA works exac t ly  as ABBSM except that when t h e  

I 

The c a l i b r a t i o n  program BTESTV is used a f t e r  ARBSM (Table 5 ) .  
It reads the da ta  l e f t  on t he  d i sk  by ARBSM and computes the  average 

value of the  sample sets for each d a t a  channel. 

standard deviat ion of these  signals. 

c a l i b r a t i o n  signals that are used to  def ine  f lapping measurement 

attenuations. The standard devia t ions  are alwaye, q u i t e  small - on 
the order  of .005 Volts - ae compared t o  the  d i f f e rence  betweeu t h e  

two c a l i b r a t i o n  signals recorded on every channel - on t h e  o rde r  of 

1. Wolt. 

It also gives t h e  

BTESTV is used only on D. C. 

The ca l ib ra t ion  program CRSLT is used a f t e r  RESOL t o  c r e a t e  

normalized p i t ch  and r o t o r  reso lver  t a b l e s  (Tables 2 and 5 ) .  

reads the  rotor reso lver  d i g i t i z e d  da ta  l e f t  on the d isk  by RESOL. 
The d i g i t i z e d  waveform is approximately s inusoida l  and is r e l a t i v e l y  

noise f r ee .  

should be used t o  c rea t e  the  most accura te  t a b l e  of signal amplitude 

versus azimuth angle. The program 'draws' an a r b i t r a r y  l i n e  through 

the  s igna l  (Figure 12) of magnitude 0 ( s ince  the  signal v a r i e s  

between -512 and 512). 

CRSLT 

As many of the  2047 ava i l ab le  da ta  poin ts  as poesible  

The signal is per iodic  with the  number of 

m 

- 512 
0 sample pos i t ion  

Figure 11 Resolver blormalization 
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sample pos i t i ons  between t h e  f i r s t  crossing and the  l a s t  odd numbered 

crossing divided by 1 /2  t h e  number of crossings - 1. The s i g n a l  is 
properly zeroed by averaging t h e  maxima and minima (which are found 

by polynomial i n t e r p o l a t i o n )  between crossings and sub t r ac t ing  that 

number from every point  i n  t h e  d a t a  set. The new maxima and minima 

are used t o  l o c a l l y  normalize the  signal between crossings so t h a t  t he  

s i g n a l  is normalized between 41. 

resolver  magnitude versus azimuth angle is produced by averaging the  

normalized signal magnitudes f o r  each azimuth angle. 

polat ion is used between d a t a  points .  

adjusted so t h a t  t he  zero azimuth angle occurs when t h e  s i g n a l  l e v e l  

is 0 with p o s i t i v e  slope.  

A 180 point/360 degree t a b l e  of 

Linear inter-  

The r e so lve r  pos i t i on  is 

The program CRSLT treats t h e  p i t c h  r e so lve r  d a t a  exact ly  t h e  

same way as t h e  r o t o r  r e so lve r  data .  

therefore ,  two 180 point/360 degree t a b l e s  f o r  both the  r o t o r  and 

p i t c h  resolvers .  

The end products of CRSLT are, 

It is very important that t h e  p i t c h  resolver  s i g n a l  l e v e l  versus 
p i t c h  azimuth angle be independent of p i t c h  azimuth angle ve loc i ty .  

This was v e r i f i e d ,  i n  t h e  frequency range of t he  tests, by recording 
p i t c h  resolver  s i g n a l s  of d i f f e r e n t  frequencies,  c r e a t i n g  t h e  

corresponding normalized p i t c h  r e so lve r  t a b l e s  €or  each frequency, and 

then comparing the  t ab le s .  Table values of l i k e  azimuth angle were 
within 1% of each o the r  over a frequency range of . In  t o  1.5n. 

3.2.3 Reduction Programs and Diagnostics 

Each da ta  set tha t  is used f o r  i d e n t i f i c a t i o n  purposes is COJ- 

s t ruc t ed  by combining a $re- t ransient  and the  corresponding t r a n s i e n t  

data  sets f o r  a test condition. 

ARBSM is used t o  c o l l e c t  the p re t r ans i en t  d a t a  (Tables 2 and 5 ) .  

AVBETl produces normalized 60 point t a b l e s  of each flapping s i g n a l  

magnitude versus azimuth angle as w e l l  as the  average value of each 

s igna l  f roL t h e  p re t r ans i en t  data .  The ARBSM sampling rate is approxl- 

mately 60 po in t s / ro to r  revolut ion o r  1 sample every 6 O .  

1024 samples o r  about 17 ro to r  revolut ions of each da ta  channel. 

one set of 60 points  w i l l  not produce very accurate  measurements 

of ro to r  azimuth angle o r  blade f lapping magnitude. 

waveforms are a l l  per iodic ,  the same sorts of data  averaging 

techniques used t o  generate resolver  c a l i b r a t i o n  t a b l e s  a r e  used by 

There are 

Any 

But s ince  the  
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AVBPXl t o  generate p re t r ans i en t  s i n g l e  blade d a t a  t ab le s .  

correct a s b u t h  angles and t h e  p e r i o d i c i t y  are determined from the  

r o t o r  r e so lve r  data. The 4 single blade f lapping measurement data  

sets are f i r s t  zeroed - t o  e l imina te  D. C. signal b i a s  - using an 
average o f  each signal over the longest  a v a i l a b l e  interval in which 

t h e  signal is periodic  ( these average values are a l s o  saved). The d a t a  
Sets are then averaged a t  each azimuth angle using l i n e a r  i n t e r p o l a t i o n  

between data points .  

value c o n s i s t s  of the average of 17 numbers. 

r e s u l t  of linear in t e rpo la t ion  between the  two nea res t  d a t a  po in t s  t o  

the  36Oazinnrth angle  i n  each r o t o r  revolution. F ina l ly  each t a b l e  is 
normalized with t h e  c a l i b r a t i o n  number8 obtained with BTESTV. 

The 

For instance,  a t  an azimuth angle  of 36O the t a b l e  

These numbers are the  

AVBETl t akes  t h e  4 s i n g l e  blade f lapping tables and t r a n s f o r m  

them i n t o  2 multiblade o r  forward and l e f t  t ilt  tables .  90th the 

4 s i n g l e  blade and 2 multiblade tablee are then Fourier analysed a t  
frequencieb of 1, 2, 3, and 4 t i m e s  the r o t o r  veloci ty .  The Fourier 

coe f f i c i en t s  were used as a diagnost ic  t o  make s u r e  a l l  blades were 
operating under the  same condition. For example i f  the absolute  

value of t h e  f i r s t  Fourier coe f f i c i en t  of one blade w a s  very much 

d i f f e r e n t  from the other 3 blades,  then that blade probably had an 

incorrect  c o l l e c t i v e  p i t c h  s e t t i n g .  

than 10% t h e  test condition was thrown out.  The absolute  values 

the second Fourier c o e f f i c i e n t s  were useful  i n  diagnosing pre-lag 

and pre-cone s e t t i n g  e r r o r s  (see Section 2.1.2). 

I f  t h e  d i f f e rences  were g r e a t e r  

SRSLA is used t o  c o l l e c t  t he  t r a n s i e n t  d a t a  (Tables 2 and 5) 
that appears on the tape d i r e c t l y  a f t e r  t he  p re t r ans i en t  data.  

produces normalized p i t c h  r e so lve r  azimuth angle measurements and 

the  4 bingle blade f lapping angle measurements. 

o ~ l y  t h e  r o t o r  resolver  s i g n a l  is periodic.  

determine t h e  number of d a t a  po in t s  per  r o t o r  revolution and the posi- 

t i o n  of t h e  first zero azimuth angle ( the  azimuth angle of any d a t a  

point can be calculated using these two q u a n t i t i e s )  using t h e  averaging 

techniques that were used t o  create the r e so lve r  c a l i b r a t i o n  t a b l e s  

The p i t ch  r e so lve r  signal is zeroed and then normalized about l o c a l  

maxima and minima (Figure 13). 
the p i t ch  r e so lve r  normalized amplitude versue p i t c h  azimuth angle 

c a l i b r a t i o n  t a b l e  point by point and are converted i n t o  p i t c h  azimuth 

NORlDA 

Of the  6 d a t a  t rack8 

This s i g n a l  is used t o  

The da ta  values are then comparaa t o  
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+ 512 
a r b i t r a r y  line l o c a l  maxima 

Y I - -  
l o c a l  minims 

m 

-512 
0 sample pos i t i on  400 

Figure 1 2  Transient P i t ch  Reeolver Sample Window 

angle measurements. 

unchanged by NORlDA. 

The 4 s i n g l e  blade measurement sets are l e f t  

EVOMUL uses t h e  normalized prt ' t ranelent data  set and t h e  d a t a  

set created by NORlDA (Table 5) t o  c r e a t e  the  data set used f o r  

i d e n t i f i c a t i o n  purposes. 

measurements : 

The i d e n t i f i c a t i o n  da ta  set has 5 

1.) 

2.) 
3.) P i t ch  azimuth angle 

4.) Left tilt 

5.) Forward t i l t .  

Number of points  p e r  cycle  

Point of f i r s t  zero ro to r  azimuth angle 

The da ta  set has t hese  propert ies :  

1.) Measurements 3) ,  4), and 5) start with approximately zero 

value 

The t i l ts  are normalized with the amplitude of the  e x c i t a t i o n  

eccentr ic .  
2.)  

The r a t i o n a l e  f o r  using these measurements with these p rope r t i e s  1s 
given in Chapter 5 .  

HVOMUL usee the averages of t h e  p re t r ans i en t  s i n g l e  blade measure- 

ments t o  eli luinate t r a n s i e n t  s i n g l e  blade D. C. s i g n a l  measurement 

bias. This is possible  s ince  the ac tua l  s igna l s  are recorded only 

seconds apa r t  (Table 2)  which allows l i t t l e  t i m e  f o r  instrumentation 

D. C. d r i f t .  The 6 s i n g l e  blade t r ane ien t  data  sets are converted 

t o  the 2 multiblade measurements using the azimuth angle measurement 

from NORlDA. These m u l t i b l a d e  measurements are 'zeroed' with the 

p re t r ans i en t  values of forward and l e f t  tilt (which a r e  a l s o  the 
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init ial  conditione of the forward and l e f t  tilt for the tranaient 

tes ts ) .  
f i r s t  10 samples of i t s e l f .  

s tarts  about 40 samples into the data set. 

The pitch azimuth angle is.'zeroed' with the average of the 
T h i s  is possible because the traneient 
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4. ANALYTICAL T R E A m  OF THE HOVERING UNSTEADY ROTOR WAKE 

COUPLING 

The model r o t o r  is e s s e n t i a l l y  i n f i n i t e l y  s t i f f  i n  t h e  chordwise 

and torsional d i r e c t i o n s  €or the  frequency range of p i t ch ing  e x c i t a t i o n  

that t h e  model is subjected to  (Table 2).  

wake i n t e r a c t i o n s  need be aoalysed to  p red ic t  t he  r o t o r  model response. 

For a N bladed r o t o r  operat ing a t  zero advance ratio, assuming 

s t r a i g h t  b lades  f l e x i b l y  hinged a t  t h e  r o t o r  center ,  the  s i n g l e  

blade equat ions of motion i n  a r o t a t i n g  reference system are, Refer- 

ence 11, 

Therefore only rotor f lap-  

w h e r e  A-g BSY , A" is a function of t he  wake d i s t r i b u t i o n  over the  rad ius ,  

and A 

obtained by mult lplying Xk with  the  appropr ia te  r a d i a l  wake d i s t r i -  

but ion.  

is t h e  general ized wake coordinate.  The actual wake ve loc i ty  is k 

A t  t h i s  po in t ,  no assumptions have been made as t o  t he  form o r  

s t r u c t u r e  cf t h e  wake. 

t h e  e f f e c t s  of t he  wake on the  f lapping motions of the  ro tor .  In 

Reference 11 i t  is es tab l i shed  t h a t  t h e  hub moments produced by the  

f lapping r e s t r a in ing  forces  ( i n e r t i a  and spr ing  forcee)  about t he  

p i tch ing  and r o l l i n g  axes through t h e  r o t o r  center  are proport ional  

t o  a first order  expression of the  general ized induced flow coordinate  

The q u a n t i t i e s  A"hk represent  the  sum of 

where L is the  hduced  flow gain f a c t o r  and T the  time constant  

descr ibing t h e  delayed build-up of t h e  wake. v and v are the  

generalized multlblade induced flow coordinates and are he rea f t e r  

re fer red  t o  as the  dynamic wake, 

var iab les  to  multiblade var iab les  using t h e  transformations 

(Reference 35) 

I I1 

Transforming the  s i n g l e  blade 
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Uk - u cos J, + u sin*k I lc I1 

if one assumes Xk = uk, that the dynamic w a k e  iq the only part of 
the wake that is important to flapping dynamics. Rearranging (7) 
yields multiblade equations in state variable form %=Cx+Bu, 

that is 

61 

4 
%I 
iI1 

I U 

?I 

0 1 0 0 0 0  

-P2 -A -A -2 A 0 

0 0 0 1 0 0  

A 2 -P2 -A 0 A 

0 L* L* 0 -T* 0 

-L* 0 0 L* 0 -r* 

t 

0 

0 

0 

-A 

0 
L* 

0 

A 

0 

0 I [::d -Ll 0 

2 AL 1+AL where PZ=(wl-l), L*= -, r* = - T T o  
No assumptions have been made as to the numerical values of 1. 

and T, which define the dynamic wake. 

for their use has been provided. 
set of experiments, the parameter identification algorithm developed 
la Sectron 5 can be used to find numerical values of L and T for the 
rotor upon which the experiments were conducted. 

framework has one very interesting feature. 
at a constant frequency w 

In (S) ,  there can be no dynamic wake (uI and v I I  are 0). 
feature of the mathematical model can be easily che'cked, at least 

qualitatively, by performing a simple experiment with the model rotor, 

Only a mathematicil framework 
Given this framework and a proper 

This mathematical 
If the rotor I s  excited 

2 
= ( ~ ~ - 1 )  in pitch, then as can be seen 

This 
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A hot wire probe was placed at t h e  .02R blade s t a t i o n  .2R 
below t h e  ro to r .  

quency of w = 1.2 o r  w = .2. 
high rpm so that o varied from 1.35 t o  1.1. 
dynamic wake should disappear. 

osci l loscope photographs of the hot wire output versus wl. 
upper trace, each v e r t i c a l  mark r ep resen t s  one r o t o r  revolution. 

The lower trace is the hot wire measurement of t h e  wake. T h e  

"dynamic" pa r t  of the wake, i f  i t  e x i s t s ,  should be pe r iod ic  with 

5 r o t o r  revol*it ions.  The photographs show that the re  is indeed a 
wake component per iodic  with 5 r o t o r  revolut ions that goes toward 0 

as w1 goes t o  1.2. Thus the mathematical framework is promising i n  

that it p red ic t s  a measured wake phenomena. 

The r o t o r  was exc i t ed  with a p i t c h  s t i r r i n g  fre-  

The r o t o r  speed was var ied from low t o  

A t  w1 - 1.20, t he  1 
Pigure 12 presen t s  a series of 

In t he  

Some i n t e r e s t i n g  v a r i a t i o n s  on and modifications of thie 

Rotor drag should mathematical framework are now considered. 

induce a flow i n  the d i r e c t i o n  of r o t o r  r o t a t i o n ,  therefore  c r e a t i n g  

feedback between vI and vIIb Thus the r i g h t  hand s i d e s  of equations 

(7) ,  c )  and d)  become 

TCI + I + HvII 

KvII + 51 - H V I I  

Elements 5 , 6  and 6 , 5  of the C matrix i n  equation (8) become 

HI= - and -HI respect ively.  €l 
T 
A l o g i c a l  extension of t he  time delayed induced flow is t o  add 

an acce le ra t ion  term. The r i g h t  hand s i d e s  of i?), c) and d)  become 

In state va r i ab le  form t h i s  model becomes 

0 1 0 0 0 0  
-P2 -A -A -2 A 0 
0 0 0 1 0 0  

A 2 -P2 -A' 0 0 

0 0 0 0 0 1  

0 L' L' 0 -TI -T 

0 0 0 0 0 0  

L ' O  0 L ' O  0 

(10) 

O 0 1  
0 

0 

-A 
0 
0 

0 

L' 
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If one assumes that t h e  wake gain f a c t o r  L is adequate f o r  

modeling purposes, that 'I = 0 ,  equat ion (8) reduces t o  

1 0  

A' -A' 

where A' = - A 1+AL' 
This is a quasi-steady wake model where t h e  wake i n s t a n t l y  responds 

t o  r o t o r  motions. 

A' is similar t o  t h e  Cur t i s  and Shupe y*, 22. 

Equations (12), ( 8 ) ,  and ( l l ) ,  i n  order  of increas ing  complexity, 

represent t h ree  poss ib le  mathematical frameworks f o r  t r e a t i n g  

dynamic r o t o r  wake coupling. They are, respec t ive ly ,  quasisteady, 

f i r s t  order  unsteady, and second order  unsteady treatments of t he  

wake. Equation (9) introduced an  i n t e r e s t i n g  va r i a t ion  on (8). The 

a p p l i c a b i l i t y  of each of these  cons t rac t ions  can be e a s i l y  s tud ied  

and compared using the  experiments described i n  Section 2 and the  

parase te r  i d e n t i f i c a t i o n  algorithm developed i n  Section 5 .  

A simple momentum theory 0' dynamic ro to r  induced flow is presented 

i n  Reference la. It is based 0x1 t he  assumption that t h e  a x i a l  induced 

flow is  uniforn over t h e  d i sk  and t h a t  t h e  harmonic induced flow given 

i n  Equation (5) v a r i e s  l i n e a r l y  wi th  t h e  r a d i a l  d i s t ance  from the  r o t o r  

center .  The a i r  mass pa r t i c ipa t ing  i n  the  angular  p i tch ing  and r o l l i n g  

motion is determined from p o t e n t i a l  flow theory for  a s o l i d  c i r c u l a r  

disk.  Under these assumptions and under the  f u r t h e r  assumption of small 

l i n e a r  per turba t ions  about t r i m  one obta ins  f o r  zero advance r a t i o  t h e  

following expressions f o r  L and 'I: 

L - au/C?y To) , T .I131 To (13) 

Instead of L ,  Reference 18 gives t h e  f ac to r  of t he  r o t o r  moment coef- 

f i c i e n t s  as l/Vo, while  Equation (8) is wr i t t en  i n  terms of blade 

moments divided by t h e  blade moment of i n e r t i a ,  %/I. 
ro tor  moment coe f f i c i en t  one mus t  multiply %/I by I(b/2)/pnR . 
I = apcR / y  and u = bc/nR t h i s  f a c t o r  becomes ao/2y and the expression 

To obta in  t h e  
5 With 

4 
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for L i n  Equation 0 3 )  follows. 

have au/2y = ,113. 

With a = 5.6, u * .154, 1 = 3.8 we 

Thus, according t o  t h e  theory 

L f = .113/ To (14) 

Theoret ical  values of T can b e  ca l cu la t ed  from blade element 
0 

momentum theory. 

the ground so the momentum theory must include the e f f e c t  of t h e  

ground on the induced inflow. There are two c o n f l i c t i n g  methods of 

doing this. 

induced flow for constant c i r c u l a t i o n  (twisted) r o t o r s  I s  described i n  

Reference 36. 
set of tests which measured the hovering performance of var ious helicop- 

ters as a function of ground height.  

i n  Reference 37. 

The experiments were conducted i n  the v i c i n i t y  of 

A theory that includes t h e  ground height e f f e c t  on 

The theory c o n f l i c t s  with the results of a comprehensive 

T h i s  set of tests is described 

A is a function of t h e  t i p  l o s s  f a c t o r  B (Reference 32). 
decreases with increasing c o l l e c t i v e  p i t c h  and/or induced inflow. 

Therefore A can be expected t o  decrease with increasing c o l l e c t i v e  

p i t ch .  

B 
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5. DEVELOPMENT OF THE IDENTIFICATION ALGORITHM 

The proposed perturbation models of Section 4 have from 6 to 
The identification 8 rtate variables and from 4 to 6 parameters. 

method chosen had to be able to identify all parameters from the 
transient cyclic pitch stirring tests so that no theoretical assump- 
tions beyond the form of the equations need be made. 
variables were measured, the left and forward flap-bending deflections. 
Therefore only two of the 6 to 8 state variables are directly 
related to the measurements. Thus the identification method must 
not only identify the parameters, but must also estimate the 
remaining non-meaeured state variables, the flapping rates and inflow 
states. 
parameters P and A and the feedback parameters without measuring a 
feedback signal and without measuring half of the main system atate 
variables. 
formidable task that is solved here by application of the proper 
identification algorithm to the problem along with some rather 

stringent requirements on the type and duration of the input transient. 
There are many parameter identification methods available in 

Only 2 state 

In other words, the method must identify the main system 

In control system engineering this would be considered a 

the literature. 
best method for identifying the parameter models described in 
Section 4 before the experiments were performed. 
work is described in Refer ces 38 and 39. The best method was 
found to be a modification of the complete maximum likelihood 
identification algorithm described in Reference 40. 

Extensive simulation work was done to pick out the 

This simulation 

The complete maximum likelihood identification algorithm can be 

used to identify system parameters in the presence of both process 

and measurement noise. In order to apply the complete maximum 
identification algorithm a “likelihood function“ has to be maximized 
subject to several non-linear constra-nt equations (Reference 40). 

This is a formidable task. Thc likelihood’function can be 
maximized using a Newton-Raphsou iterative technique if one assumes 
that the beat state estimate covariances are constant throughout 

the data set and that the Kalman filter gain is also constant 
throughout the data bit. 

process noise, then the Kalman filter gain is zero and the filtering 
If one further a68umes that there is no 
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equations reduce t o  the eyetern equations. The following i d e n t i f i c a t i o n  

algorithm ie based op the foregoing assumptione, 
5.1 THEORETICAL FORMULATION 

The I t e r a t i v e  method developed assumee ey and measurement 

(15 1 
(161 

equations i n  t h e  form 
.it - f h , u , e )  t w 

y - h b )  t v 
where x is t he  state vector,  u the  input vector ,  0 t he  parameter 

vector ,  w t he  process noise  vector ,  y the  measurement vector ,  and v 

the measurement noise  vector.  The parameter vector  0 is estimated 

i n  such a way t h a t  the criteria function o r  cos t  funct ion 

where 

Here v ie c a l l e d  the innovation vector  a t  time j 
j 

J (see Reference 401, 8 is the  bes t  eetimate of the  state at time j, N 
is t he  number of measurements, and B Is t he  measurement equation e r r o r  

covariance matrix and was updated before proceeding from the k t o  

t h e  k+l i t e r a t i o n  by 

t h  B I n  t h i s  form I s  a d i r e c t  measure of the modeling e r r o r  of t he  k 
i t e r a t i o n  and i t  is convenient t o  think of B as the  “modeling e r ro r . ”  

In the complete method B is a function of j. 

The cost  function (17) was minimized using w h a t  Is ca l l ed  quasi- 
l i n e a r i z a t i o n  with the modified Newton-Raphson method (see Reference 

40). This method makes use  of the  information o r  e e n s i t i v i t y  matrix, 
M, where 

M E a 2 J / a 0 *  

M - l  gives the Cramer-Rao lower bound f o r  the parameter covariance8 

and has a very spec ia l  importance t h a t  w i l l  be demonstrated l a t e r  on. 
The problem is  t o  f ind a zero of t h e  gradient of the cost  function 

aJ/ 30 - 0. 

the gradient about the value of 8 i n  t h e  ktb i t e r a t i o n ,  

Taking the truncated two term Taylor series expaneion of 
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( aJ / a e )k+l (aJ/a8Ik + (.'d2J/ae2)k ABk+l a 0 

one obtaine with Equation (20) the parameter update 
used for the k+l iteration 

'k+l ID + Aek+lS '%+l = -M;;l(aJ/sqk 

(21) 

increment LO be 

In order to obtain the parameter update one needs the first 
and second partials of J(e), 

where higher order partials of v are neglected (quasi-linearization). 
Computationally, this means that v 

obtained from (18) where i is obtained from solving the system 
equation 

j 
and ;rv / a 0  are required. v is 

j j 

Ei * f(Ei,i$,U) (25) 

and 0 is the best estimate o f  the parameters from the previous 
iteration. Now 

a v / a e  = -ah/axIFG a i / a e  (26) 

where & / a 0  is obtained from solving the sensitivity equations 

a i i / a e  = af /ae  + af/axlx=; a G / a e  ( 2 3  

The initial conditions for & / a 6  are zero except when x(0) is 

identified as part of the parameters 8 .  

partials have the value one. 
In this case the initial 

A closer look at (24) and ( 2 6 )  w i l l  show that M is not a function 
of the innovation sequence but is only a function of the theoretical 
model and the input u weighted wlth the "modeling error" B from the 
previous iteration. The diagonal terms of the inverted sensitivity 
matrix M are theoretically a lower bound for estimates of the 
parameter errors. As the theoretical model approaches a true 

representation of the experimental model the dfagonal  terms become a 
better and better lower bound. 

-1 

So computationally what is required is: 
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1) Make reasonable initial estimates of parameter val*ies and B1. 
2) Solve simultaneously system and sensitivity equations. 
3) Compute the innovation sequence,aJ/ae, M, and 
4) Invert M and calculate parameter iteration. 
5) Use updated parameters in step 1). 
6) Repeat the process until the parameters converge. 

%+lo 

5.2 PBACTIW CONSLDBBATIONS 
The above theoretical formulation of the identification algorithm 

must be properly implemented. 

tion 0:' t U s  algorithm to data sets must be developed. 
must show the user that the algorithm is doing i u  job of identifying 
parameters and that the identification process is working properly. 

Convergence of parameters wfth successive parameter iterations 

Tools that assure the proper applica- 
These tools 

is the most obvious place to start when comparing parameter identifi- 
cation methods and when determinLng which inputs excite the model 
sufficiently to identify parameters. If parameter values fail to 
converge then either the method is at fault or the input is 
insufficient. 

The square root of the average of the "modeling error" or B matrix 
diagonal 

RR = J  (B1l + B22' 2* (28) 

hereafter called the "fit factor", is a convenient direct measure of 
how well the theoretical model fits the experimental date set. 

Determining the "best" input fuaction for identifying parameters 
is the most difficult task that faces the experimenter who w i s h e s  to 
use parameter idzntification methods. 

input design have been written (References 40 and 41). The 
experimenter usually does not have the luxury of being able to use 
a theoretically optimal input in his experiment because of practical 
considerations such as physical limitations on his model. But, the 
experimenter can usually devise several different kinds of inputs with 

arhich to excite his experimental model. 
of comparing the results obtained with various inputs. 

also has to choose how much of a data set to use in the identification 
process. 
might not converge. - Or worse, the theoretical parameters might b2 

Several works on "optimal" 

Therefore, he needs methods 
The experimenter 

If he does iigt use enough data his identification algorithm 



reLatively insensitive to the input function up to that point so that 

even if the parameter iterations converge, the cost function is 

locally flat in the area of the identified parameter and a wide 
range of parameter values would give approximately the same fit 
between experiment and theory. 

where the experiment is generating new information that is relevant 
to the theoretical model, then he is using excessive processing time 

and is taking the risk of biasing his parameter estimates with 
irrelevant information. 

If he usee data beyond the point 

Convergence and fit factors can be used to compare parameter 
identification methods, theoretical models, and inputs, but fhese 

two tools by themselves are inadequate for answering all the 
experimenter's questions with regard to his data and models. 
third tool that the experimeuter might use that can answer his 
questions involves computation of the coet criteria, J, as a function 
of parameter value and data length. T h i s  involves excessive computa- 

tion but can be used as a last resort. 

A 

-1 The proper use or ?.f is the tool the experimenter needs to 

answer his questions about the relative value of input functione and 
how much data from his data sets he needs to use. The use of M-' for 

determining proper data length is  described in References 38 and 42. 
M-l is a monotonically decreasing function with time (or data length) 
and is a function of the theoretical model and the experimental 

input weighted by a constant (the modeling error natrix); see 

Equation ( 2 & ,  Section 5.1. 
value of M 
fast they drive M-l toward zero and ultimately by how near M 
zero. 
data, then the algorithm is not making use of the information in 

that section of data to improve the estimate of the parameter asso- 
ciated with that element of M-'. 
length where all the elements of M 
rest of the available data length, then no further information is 
gained by using data past that particular data length. 

establishes a clearly defined limit on how much data one has to 
analyse to identify a particular theoretical model. 

early simulation and experimental work insufficient amount8 of data 

The experimental input "drives" the 
Inputs can be compared by observing how 

If an element of M" is flat in a particular section of the 

-1 toward zero. 
-1 gets to 

If there is a particular data 
-1 are flat and remain flat for the 

This 

Frequently in 
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were used fo r  parameter identification and the unsatisfactory results 
were misinterpreted. 
avoiding this pitfall. 

The time history of Mwl provides a tool for 

Caution should be used when applying the H'l criteria. The 
"criteria" is only as good as the theoretical model. 
reality only as the theoretical model "approaches" a true model of the 
experiment. It should only be used after the parameters have con- 
verged to a constant value and therefore offer the best model that 
the theoretical framework can supply. 

It "approaches" 

Convergence, fit factor, and M-l studies form a powerful set 
These of tools for using the parameter identification algorithm. 

three tools are applied intensively to the data sets that were 
generated in the experiments described in Chapter 2. 

e 

Verification of the identified model is accomplished by seeing 
how well the model response predicts experimental responses not 
used for identification purposes. 

5.3 IMPLEMENTATION OF THE AJAORIT I 
Blindly implementing the theoretical algorithm as stated in 

Section 5.1 would lead to an unnecessarily long and complicated 
computer program. 
greatly simplify the resulting program and even improve the informa- 
tion content of the program output to the user. 

Careful consideration during implementation can 

The algorithm was implemented using Fortran IV in 16 K of core 
The program is memory of the 32 K PDP-12 described in Section 3.1. 

in Appendix 9.2. 
algorithm was to use as little core memory as possible so that the 
program could be run on as many machines as possible. 
consideration was to minimize the number of computations in the 

algorithm. 
5.3.1 Measurements 

The prime consideration in implementing the 

The secondary 

The physical measurements taken are (Section 2.2.2) the blade 

flapping angles in the rotating coordinate system B1, fi2* B3, and B4, 
The related state variable6 are the blade flapping angles in the fixed 
coordinate system, 6, and BI1. 
then (Equation (16), Section 5.1) 

The true measurement equations are 

for k=1,2,3,4 (29) 
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Instead of using (29) as the measurement equation, 
transformation 

the coordinate 

which is the inverse of (a), was performed during the preprocessing 
of the data sets (Cection 3.2.3) so that the measurement equation 

becomes 

B - Bf f v1 Im 
%Im B,, + v2 

This is done without loss of information. 
Using (31) as the measurement equation cuts the measurement 

storage requirements in half since there are only half as many multi- 
blade measurements as single blade meamrements. 
consists of approximately 400 measurement vectors. 
consumes 3 words of storage. Therefore, using multiblade measurement 
vectors saves 1.6 K of storage. If (29) were used a8 the measurement 
equation then the best estimates of BI and B,, from the system 
equation would have to be translated by (29) into best estimates of 

the Bk's for each iteration. 
eliminates this transformation for each iteration. 

as the measurement equation saves storage and saves computations. 

5.3.2 Choice of Parameters 

Each data set 
Each number 

Using (31) as the measurement equation 
Thus using (31) 

The parameters that have direct physical signif icance appear in 
2 

Equation (7) as (wl-1), A, L, and T. 
state variable form, (8), the physically significant parameters 

2 
become lumped into the groupings ( ~ ~ - 1 )  = P2, A, L* = AL/.r, and 

T* = (l+AL)/?. 
40) recommends that lumped parameters be used in the identification 
algorithm. 
parameters (References 38 and 39). Initially the algorithm applied 

to real data sets was programmed to identify the lumped parameters. 

However it was found that by identifying the physically significant 
parameters the algorithm converged more rapidly than lumped para- 

meter identification for real data sets. 
Identifying physical parameters requires using about 10 percent more 

When (7) is written in the 

The parameter identification literature (Reference 

All simulation work was performed identifying lumped 

For example see Table 6. 
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Tablq 6 

Parameter Choice Method Studies 

Iteration A L f BI PIr B,(o) 8,,(0) uI(0) wIL(0) 
I Physical Parameters plus bias, steady pitch stirring trim 

0 .450 6.0 8.0 .O .o 
1 .283 2.0 4.5 -.OS -.OJ 

2 .303 2.6 6.4 -.OS -.02 

3 .307 2.6 6.2 -.OS -.02 

4 .307 2.6 6.2 -.05 -.02 

5 .307 2.6 6.2 -.OS -.02 

I1 Lumped Parameters plus bias 
0 .450 6.0 8.0 .O .o 
1 .281 2.0 5.6 -.OS -.02 

2 .302 2.7 6.6 -.OS -.02 

3 ,307 2.6 6.2 -.OS -.02 

4 .307 2.6 6.2 -.OS -.O2 

5 .307 2.6 6.2 -.OS -.02 

I11 Physical Parameters plus bias and initial conditlons, Bo trim 
0 .450 6.0 8.0 .O .o -.19 .33 .o .o 
1 .282 1.2 3.2 ,01 .02 -.1P .31 .33 -.23 

2 .293 2.3 5.8 ,00 .03 -.18 .31 .42 -,33 

3 .302 2.4 5.3 .OO .03 -.18 .3Q .51 -.34 

4 .300 2.4 5.8 .OO .03 -.18 .30 -48 -.35 

5 .302 2.4 5.7 .OO .03 -.18 .30 -49 -.35 

Test Condition: Bo = 9.3', h/R = 1.28 

Computer Time (PDP-12 with FPP) 

RR 

079 
,037 

.034 

.034 

.034 

.079 

.03a 

.036 

.034 

.034 

,092 . 039 
.028 

.027 

.027 

per iteration iterations required total time 
for complete convergence required 

I 1. minute 3 3. minutes 

I1 1. minute 4 4. minutes 
=7 21. minutee I I1 3. minutes 
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," 11, 
I V 

terms in the sensitivity equations than Identifying lumped parameters, 
but it can save 1 to 2 iterations. Therefore If it takes 5 iterations 
for the lumped parameter method to converge, it will take only 3 or 4 
iteratiom for the physical parameter method to converge, using 70 to 
90 percent of the somputer time of the lumped parameter method. The 
great advantage that identifying physical parameters over luiuped 

parameters has is that the M-l  matrix has direct physical sigaiflcance 
with respect to the physical parameters. 

used to directly determine the relative importance of the physical 
parameters to the theoretical model for a particular input. 

5.3.3 Sensitivity Equations and Matrix 

The elements of Mwl can be 

The identification algorithm requires the solution of one 

sensitivity equation, (27), of the same order aa the state equation 
for each parameter identified. For instance, using the model of 
equation (8) and identifying the parameter L yields the sensitivity 
equation (32): 

- 1 -  

0 0 0 0 0 0 0 0  

0 0 0 0 0 0 0 0  

0 0 0 0 0 0 0 0  

0 0 0 0 0 0 0 0  

0 A/T A / T  0 -A/T 0 0 -A/T 

-A/t 0 0 A/T 0 -A/T A/T Q , 

a - 

a 
aL 
- 

.. (32) 
81 
4 
811 
4 1  

U II 
eI 
211 

I U 

0 1 0 0 0 0  
-P2 -A -A -2 A 0 

0 0 0 1 0 0  

A 2 -P2 -A 0 A 
0 L" L* 0 -f* 0 

-L" 0 0 L" 0 -T 

a 
aL 
- 
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system equation, once for each parameter to be identified, and then 
the forcing function terms can be added outside the DO loop at each 
time step. Tfiis greatly reduces programming time. 

In order to perform the parameter iteration the sums of 
Equations (23) and (24) must be calculated and M must be inverted. 
If one calculates these sums and then does the inversion at the end 
of each iteration, then one needs to store valuee e q d  to the length 

of the data set used times the dimension of the measurement vector 
times 1 plus the number of parameters identified. 
uses all 400 measurement vectors in the typical data set and identi- 
fies 4 parameters then 400 x 2 x (1+4) - 4000 valuee must be stored, 
which requires 12 K words of computer storage. 
these sum8 at the end of each iteration, partial SUIM were calculated 
after each 15 time steps (or data vectors), thus reducing the 

storage requirement to 15 x 2 x (1i-4) = 150 values or .45 IC words. 

For example if one 

Instead of calculating 

By inverting the 8um of the partial sums which make up M after each 
15 time steps one can readily obtain the time history of M'l which 
one wants on certain occasions for diagnostic purposes (Section 5 . 2 ) .  

T h i s  capability is incorporated into the program and can be switched 
on or off at will. 
5.3 .4  Initial Conditione 

When not all state variables are measurable, as is the cdse here, 
the identification of the initial stare vector in addition to the 
system parameters is usually required. 

Equatton (8) has 6 initial states and 4 system parameters. 
if initial conditions must be identified, 10 sensitivity equations are 

required. 

The model presented in 
Therefore 

The transient excitations are designed so that up to t=O, 8 ,  and 
are in a steady-state condition, Equations (2) and (3). There- %I 

fore the multiblade coordinates of the models must have reached a 
steady state condition, so the initial conditions of rates e,(O) and 

&(O) of (8) must be zero. 
parameter identifications and leads to 4 sensitivity equations for 
initial condition parameters. 

This eliminates 2 initial condition 

The fact that both inputs (e, and OI1) and non-rate etatee 

(BI, BII, uI, and v I1 
eliminate the rest of the initial condition parameters. 

) are in steady state at tu0 can be used to 
One simply 
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"perturbs" t h e  model about t h e  s teady state condition. The new 
measurements are then the d i f f e rence  between t h e i r  o ld  measured 

value and their pre-trmsient, or equiva len t ly  t h e i r  t=O,  value 

(BIm a 6 -6, (0) , B 11, B 11% -6 IIst ( 0 ) ) .  This requi res  subt rac t ing  
=mt mpt 

a constant  vec tor  from every measur&nt vec tor  i n  t h e  d a t a  set. 

This procedure is described i n  Sect ion 3.2.3. 
become t h e  d i f f e rence  between t h e i r  o ld  measbred value and t h e i r  

pre-transient, or equiva len t ly  t h e i r  t = O ,  value (e, = 0 -0 (0), 

t h i s  way, a l l  Inputs  up t o  t = O  are zero, therefore  a l l  of t he  

per turba t ion  model states up t o  to0 a r e . a l s o  zero. 

have zero i n i t i a l  condi t ions and na i n i t i a l  condi t ion parameters 

need be Iden t i f i ed .  

i d e n t i f i e d  from a t y p i c a l  da ta  set both wi th  and without i n i t i a l  

condi t ion i d e n t i f i c a t i o n  where the  appropr ia te  forms of  t h e  input  

and measurement were used i n  both cases. There are no e s s e n t i a l  

d i f fe rences  between the  results. 

The new inputs  

It I p t  
= 8 -8 to)). Whcn t he  measurements and inpu t s  are w r i t t e n  i n  %I IIt IIpt 

Now a l l  states 

Table 6 presents  a comparison of the parameters 

Careful deeign of t h e  input  transients reduced t h e  

number of p o t e n t i a l  parameters in Equation ( 8 )  from 10 t o  8.  

Careful s e l ec t ion  of t h e  form of t h e  measurement vector  and input  

vector  f u r t h e r  reduced the p o t e n t i a l  parameters from 8 t o  4. 
P o t e n t i a l  computer time w a s  more than halved and the complexity of 

the problem was g rea t ly  reduced. 

5.3.5 Measurement Bias 

A measurement b i a s  is an a r b i t r a r y  constant  value present  in 
T>e b i a s  can be considered t o  every measurement of t h e  da ta  set. 

be a parameter and can be i d e n t i f i e d  using the  i d e n t i f i c a t i o n  

algorithm. 

b i a s  in t h e  algorithm. 

There are at  least two ways of including measurement 

In t he  method found in most parameter i d e n t i f i c a t i o n  litera- 
tu re ,  the b i a s  is handled i n  t h e  system equationo. 

va r i ab le s  are defined f o r  the  measured states. 
New s t a t e  

For example one 

would make the  s u b s t i t u t i o n s  

+ 9 new = 81 B 
'old 

+ 311 '''old = %I new 

(33) 
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in Equation (8). 
the new r e m  

The equation would remain the same except for 

m A 
0 -P2 0 A 0 -L" 
0 -A 0 -P2 L* 0 

( 3 4 )  

which would have to be added to the right hand side. 
TI and TII appear explicitly in the system equation. 
function remains the same. 
different notation than (17) gives 

The bias 
The cost 

Writing that cost function wing elightly 

#. 

where Bm is the measured state vector and 6 
of that measured state vector. 

the beet estimate new 
The bias appears implicitly in the 

cost function, therefore finding aJ/aTI 
solving two more sensitivity equations. 
a neu sensitivity equation of the order 
each bias identified using this method. 

There is no reason not to consider 

function, which then becomes 

and aJ/mII requires 

of the state equation for 

In general, one must solve 

bias explicitly in the cost 

where is the bias vector. Since the bias only appears explicitly, 

aJ/aTl and aJ/@,, are just -(BIm-i1) and -(BII,bII) which 
are already available. Thus no sensitivity equations need be 
solved in order to identify bias. 

to compute to identify bias have already been computed. 

Indeed the quantities one needs 

The two methods ere mathematically identical, but the second 

is computatlonally much more efficient. 

5 . 4  PROGRAM DESCRIPTION 
A partial listing of the program used to identify the para- 

meters of the model described by Equation (8) is in Appendix 9.2, 
The program will not be described in great detail here because it 

is internally documented. 
The differential equations were solved forward in time using 

a modification of a standard 4 t h  order Runga-Kutta eubroutine from 
the IBM Scientific Subroutine Package. 
elimination of the provision for halving the time interval of 

The modification was the 
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i n t eg ra t ion  in t he  event of a computed order  of e r r o r  becoming l a r g e r  

than a user  spec i f i ed  limit. 
program almost never made use of t h e  I n t e r v a l  halving procedure. 

Elimination of this procedure reduced the  subroutine size by one 

th i rd .  

Previous experience has shown t h a t  t he  

The matrices were inver ted  using a standard matrix invers ion  

subrout ine (MINV) from the IBM S c i e n t i f i c  Subroutine Package. 
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6 .  RESULTS AND DISCUSSION 

The harmonic test results are presented in Section 6.1. Data 
length studies, which show how much data has to be used for proper 

parameter identification, are presented in Section 6.2. 
parameters are presented in Section 6.3. 
studies that show how well, or poorly, the identified models predict 
transient response tests are presented. 
reeults presented in Section 6.1 which show how identified models predict 
frequency response tests. Those precjctions presented in Section 6.1 are 

discussed in Section 6 . 4 .  Figures are presented at the end of each 
sect ion. 

6.1 HARMONIC TESTS 

Identified 

In Section 6.4 prediction 

There are also some prediction 

The complete set of the harmonic test (Table 4) results, con- 
ducted as described in Section 2.3.1, are presented in Reference 34.  
Sample results of the wake measurements made with a hat wire anemometer 
for the =So and ~ ~ 4 . 1 7  case are presented in Figures 14a, b, c and d. 

0 
Figures 14a and b present two views of the measurements of the 

In Figure 14a w is time average of the rotor downwash velocity, g, 
plotted versus pitch stirring excitation frequency at different radial 
positions. 
pendent of the pitch stirring frequency of excitation. 
data (Ref erency 34)  sbws slightly less frequency dependence. 
radial position at different pitch stirring excitation frequencies is 

plotted in Figure 14b. 
approximately r/R - .8. 

and since the measurements were taken .12R below the rotor this is a 
reasonable result. 

T h i s  plot showA that the average wake is largely Inde- 
The Bo=20 W 

w versus 

T h e  maximum value of W always occurs at 
Since the wake below a rotor rapidly contracts 

The W data at the three collective pitch settings were averaged 
over frequency at each radial position. 
eo was determined by an r weighted average of the frequency averaged 
radial measurement values. 
where the results are given in uriits of radiane. 

A mean wake velocity at each 

These values are presented in Table 7 
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Table 7 
Average Inflow a t  h/R - 1.28 

- - - 
0 measured "036 '037 v 

2O . OiE 014 .019 

50 .022 029 .040 

80 .033 040 ,057 

L O T  

7.0 

5.1 
3.4 

Theoret ical  values  of induced inflow were ca lcu la ted  as a funct ion of 

rad ius  and eo using blade element momentum theory a t  h/B - 00. 

t h e o r e t i c a l  mean wake ve loc i ty  at each Bo was determined by an r 
weighted average of t h e  t h e o r e t i c a l  r a d i a l  wake v e l o c i t i e s .  Tu0 
methods of accounting f o r  t he  e f f e c t  of ground on t h e  average induced 

inflow were used. Reference 32 used the results of Reference 36 t o  

compute p l o t s  of h/R and blade r a d i a l  pos i t i on  versus  t h e  reduct ion of 

induced inflow f o r  a constant  c i r c u l a t i o n  ro to r  (Section 4). The 

reduction f a c t o r  a t  r = .7R was used t o  ca l cu la t e  the valuea 3 shown 036 
in Table 7 from the t h e o r e t i c a l  values  of average inf low a t  h/R = m. 

Reference 37 derived an empir ical  formula from tests f o r  computing t h e  

reduction of average inflow from h/B (Section 4). 

f a c t o r  was used t o  c a l c u l a t e  the values  '3 ~hown i n  Table 7 *  The 
L = T values in' Table 7 were ca lcu la ted  wi th  Equation 14 using t h e  

v 

than the  To37 values ,  t h e o r e t i c a l  values  of L and T from (14) were 
ca lcu la ted  using To36 values  and are presented i n  Section 6.3. 

Figures 14c and d present  two views of tha measurements of t h e  

absolute  value of the f i r s t  Fourier coe f f i c i en t  with respect  t o  t h e  

p i t c h  s t i r r i n g  frequency IFlw(w t o  be highly dependent on p i t c h  s t i r r i n g  

frequencies  is p lo t t ed  in Figure 14b, 

approximately r / R  - .8. 

The 

This reduct ion 

037 

- 
values. Since t h e  To36 values agree b e t t e r  with t h e  tests 0 measured 

versus  r a d i a l  pos i t i on  at d i f f e r e n t  e x c i t a t i o n  frequency. I Flol" 
The curves col;eistently peak at 

The dynamic induced flow f o r  a p i t c h  s t i r r i n g  frequency of w .933 
from Figure 14d is p l o t t e d  i n  Figure 15. 

assumption is not w e l l  s a t i s f i e d ,  

produce t h e  same hub moment a s  t h e  experimental d i s t r i b u t i o n s  were 
ca lcu la ted  a t  a l l  p i t c h  s t i r r i n g  frequencies. 

Figure 15 is the  equivalent  r a d i a l  dynamic induced flow f o r  t he  

A l i n e a r  r a d i a l  d i s t r i b u t i o n  

S t r a igh t  l i n e  d i s t r i b u t i o n s  t h a t  

The s t r a i g h t  l i n e  i n  
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plotted experimental induced flow. 

Figureu 16, 17, and 18 for Bo - 2, 5, and 8 degrees. 
frequency flapping responses. 

parameter identification test results described in Section 6.3. 

These values are plotted in 

Also plotted in Figures 16, 17, and 18 are the experimental 
The theoretical curves are from the two 
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7 

re =2 - 8eo I W 

0 . 0  0 . 4  0 . 8  1.2 1.6 2 . 0  

0 
Figure 14a 

Figure 14 Bo - 5', w 1  - 1.17 Hannonic Test Downwash Measurements 
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0.0 b.2  0 . 4  0 . 6  1 .o 
i h  

Figure 14b 
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pP1 .I? 
e0=50 

.12R 

0.0 0.4 0 . 8  1 . 2  1.6 2.0 
w 

Figure 14c 
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Figure 14d 
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1.0 1 I I I I 

0 -5 

0 0.2 0.4 0.6 0.8 I .o 
r / R  

Figure 15 Bo= 5 O ,  ul= 1.17, w p.933 Equivelent Linear Dynamic Dmwash  
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I I I 

X 

-0.5 0 

x 

+0.5 

-05 0 + 0.5 
Figure 16 Bo= 2', q= 1.17 €larmonic Stirring Test 



64 

1.0 I I I I 

c 
I 

1 .O 

0.5 

0 
Figure 17 

-05 0 t 0.5 
PROGF?.- w -F?EGR. n 

I I 1 

A ,  I A !1 . 

-0.5 c + 0.5 
= 5', ~3 1.17birmonic Stirring Test e* 
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1.0 

0.5 

0 

I .o 

0.5 

0 

I 

- 

-0.5 0 +0.5 

-0.5 0 -to .5 
Figure 18 bo= 8*, w1= 1.17 Harmonic Stirring Test 
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6.2 DATA LENCTH STUDIES 
Most of our ea r ly  f a i l u r e s  i n  developing t h e  parameter i den t i f i ca -  

t i o n  methods were due t o  using i n s u f f i c i e n t  d a t a  lengths .  
considerable e f f o r t  was devoted toward determining how much d a t a  

should be used to  i d e n t i f y  se l ec t ed  numbers of parameters for d i f f e r e n t  

models. 

condi t ion (eo = So, w1 = 1.18, h/R = 1.02) f o r  several d i f f e r e n t  mode15. 

Two d i f f e r e n t  da ta  length  s t u d i e s  were made f o r  each moder. The 
first cons is ted  of f ind ing  the shortest data length  t o  give parameter 

convergence and then iden t i fy ing  t h e  parameters using increas ing  

amounts of d a t a  t o  the end of t h e  da t a  set. The i n t e r v a l  of data  - 

l eng th  w a s  approximately .25 r o t o r  revolut ions.  

of parameters i d e n t i f i e d  versus  data length. 

compared w i t h  the method of optimal d a t a  u t i l i z a t i o n  developed in 
Reference 4 2 ,  which was b u i l t  into the I d e n t i f i c a t i o n  algorithm 

(Section 5 ) .  

On the i t e r a t i o n  following parameter convergence the program i n v e r t s  

M every 15  t h e  s t e p s  (Section 5.3.3), thus t h e  M'l data l eng th  study 

is  a by-product of the i d e n t i f i c a t i o n  process. 

Therefore 

Data length  s t u d i e s  were made of an a r b i t r a r i l y  chosen test 

This produced p l o t s  

This d i r e c t  s tudy wae 

The whole d a t a  length  was used t o  i d e n t i f y  t h e  parameters. 

The  results of the da ta  length  s t u d i e s  f o r  the quasis teady vake 
model (12) are presented i n  Figure 19. A' does not converge to a 
constant va lue  with data length  nor does (M 

increasing da ta  length. 

ident i fy ing  A'. 
model has bas i c  l imi t a t ions ,  see Figures 17 and 27. 

length of 9 . 0 ~  was used i n  iden t i fy ing  the  A' quasisteady w a k e  model. 

-1 4 ) level o f f  wi th  

Thus no p a r t i c u l a r  da t a  length  is optimal f o r  

T h e  reason f o r  this is r e l a t e d  to  the f a c t  that the  A' 

An a r b i t r a r y  d a t a  

The r e s u l t s  of a 2 parameter (L, T) data  length  study of the 

unsteady w a k e  model, which contains  4 parameters (P2, A, L, T) a r e  

presented i n  Figure 20. P2 - .3924, t he  s t r u c t u r a l  parameter, is 

assumed known. A = .385 comes from blade element momentum theory. 

After t = 10n both t h e  square root of t h e  diagonals of M'l and the  

i d e n t i f i e d  parameter values  have reached a s teady s t a t e  condi t ion.  

s tud ie s  produce t h e  same optimal da ta  length. A data  length  of 10n 

is used i n  ident i fy ing  the  L and T f i r s t  order  unsteady wake model. 

Both 

The r e s u l t s  of a 3 parameter (A, L, T) data  length study of the  

unsteady wake model are ?resented i n  Figure 21. 

i den t i f i ed  a s  .385, t h e  same as the  spec i f ied  value of A i n  the  

Although A is 
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2 parameter model, i t  takes at least 12n f o r  t h e  parameter values and 

t h e  square r o o t s  of the diagonal terms of Mml t o  teach eteady-state  

values. A d a t a  length of 1211 is zreed i n  iden t i fy ing  A, L, and T. 

The results of the 4 parameter 0 2 ,  A, L, T) da ta  length  s t u d i e s  
are presented in FSgure 22. 

square r o o t s  of the diagonals of Mol  reach s teady state by the  end of 

the  data set, although they are apparent ly  vezy close t o  doing so. 

TFLe i d e n t i f i e d  va lue  of P2 is .38 which is very c l o s e  t o  its true 
value .39. 
except f o r  the one c o l l e c t i v e  p i t c h  presented i n  Figure 22. 

Neither t h e  parameter values  nor the 

The fou r  parameter unsteady wake model was not  i d e n t i f i e d  

Figures 20, 21, and 22 show that as the number of i d e n t i f i e d  

parameters is increased f o r  a p a r t i c u l a r  model, longer da t a  lzngths  

must be used t o  i d e n t i f y  t h e  model. 

length s t u d i e s  produce approximately t h e  same r e s u l t .  

study is on the o rde r  of 1 5  times less time consuming than t h e  

i d e n t i f i e d  parameter da ta  length  study, i t  is t o  be prefer red  over t h e  

€dent i f ied  parameter study. 

They a l s o  show t h a t  both data 

Since t h e  Mml 

From Figure 27 one may suspect t h a t  t h e  reason f o r  t he  improve- 

ment i n  the  i d e n t i f i e d  parameters when using da ta  beyond I) = 8n is t h a t  

t h e  i n p w  becomes mre l ike  a constant  amplitude o s c i l l a t i o n .  

However, as can be seen from Figure 30, a s h o r t  input  t r ans i en t  results 
in a response tha t  extends over 87, beyond t h e  end o f - t h e  input.  

discussed later i d e n t i f i c a t i o n  from t h i s  shor t  input t r ans i en t  using a 

da ta  l eng th  of lo r ,  yielded almost t h e  same parameters as t h e  input  

shown in Figure 22. 

Aa 
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.25 
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~1 1.18 
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h/R = 1.02 

~1 1.18 
eo = 5' 

h/R = 1.02 
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Figure 19 A' Data Length Study 
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Figure 20 L , T  Data Length Study 
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Figure 21 A, L, T Data Lenth Study 
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Figure 22 P2, A, L, ‘I Data Length Study 
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6.3 ID@JTIFIEDPABAMETEBs 

Figures 23, 24, 25, and 26 present i d e n t i f i e d  parameters of t h e  

P e r t u b a t i o n  models f o r  dynamic induced f law from progressing p i t c h  

s t i r r i n g  tests. P lo t t ed  are the f i t  f a c t o r s ,  BB (22), versus collec- 
t ive  p i t c h  and the parameter values versus collective p i t c h  for each 

data set. 

Figure 23 presents  the results of i den t i fy ing  the quasisteady 

wake model, (12), from Transient Tests Set8 1 and 2 of Table 4. 
Figure 24 presents  t h e  results of identafying 2 parameters 

(L, T) gf t h e  4 parameter (A, P2, L, T) f i r s t  order  unsteady wake 

model frora t he  Transient T e s t s  S e t s  1, 2, and t h e  first p a r t  of 3 

of Table 4. The measured parameter P2 varied s l i g h t l y  from experiment 

t o  experiment and wad adjusted to the correct value f6r each data set. 
A = .385 w a s  assumed constant,  and is t h e  calculated walue of A at 
a c o l l e c t i v e  p i t c h  of 5 d-g 0 rees. 

Figure 25 presents  the r e s u l t s  of i den t i fy ing  3 parameters 

(A, L, T) of t he  4 parameter f i r s t  order  unsteady wake modei from t h e  
Transient T e s t s  Se t s  1, 2, and p a r t  c l  3 of Table 4. 

"he average f i t  f a c t o r s  (root mean square error over a l l  t h e  

data  set), RR, f o r  ttre t h r e e  models are show i n  Table 8. Also shown 

Table 8 

Averaged F i t  Factors 

Model RR Comparison 

in Table 8 is the  average f i t  f a c t o r  of i den t i fy ing  4 parameters 

(A, L, T, H) of the 5 parameter (P2, A, L, f, €I) f i r s t  order  unsteady 

wake model with wake  xoss-coupling (Equation (9)).  The A, L , T  (8) 

model is 25% b e t t e r  than t h e  L , T  (8) model and 119% b e t t e r  than the  

A'(12) model. 

improvement on t h e  A, .. T (8) model. Figure 24a shows t h a t  the f i t  

f a c t o r s  f o r  the A' (12) model get P l lgh t ly  b e t t e r  with increasing 

The A, L, T, H (4) model is only a r X g h t ,  2%, 
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c o l l e c t i v e  pi tch.  

model are best around eo - So and worsen wi tL .  both increasing or 

decreasing collective pi tch.  

the A, L, 'c C8) model does not vary with collective pi tch.  

i d e n t i f i e d  A, L, f ( 8 )  per tu rba t ion  m o d e l  shown in Figures 25a and b 
is c l e a r l y  the best of the 3 perturbat ion models i n  Figures 23 to  25, 

since it has the best average f i t  factor and no f i t  f a c t o r  v a r i a t i o n  

with collective p i t ch .  

Figure 25a shows that t h e  f i t  f a c t o r s  f o r  the  L, T ( 8 )  

Figure 26a shows that t h e  f i t  f a c t o r s  f o r  

Thus t h e  

When the wake cross-coupling term, H, from Equation (9) vas 

i d e n t i f i e d  along with A, L, and T, t h e  i d e n t i f i e d  values of A t y p i c a l l y  

increased by .5%, t h e  i d e n t i f i e d  values  of L t y p i c a l l y  decreased by 

1.5%, and the  i d e n t i f i e d  --slues of r t y p i c a l l y  increased by 7%. 

i d e n t i f i e d  value of wake cross-coupling was  always i n  t h e  d i r e c t i o n  of 

r o t o r  r o t a t i o n  and was not  an obvious fuact ion of c o l l e c t i v e  pi tch.  

The average value of H f o r  a l l  date seta w a s  .15. 

.15 is  8.5 degrees. 

t h e  d i r e c t i o n  of r o t o r  r o t a t i o n  is appraximately 2% of tbo, r o t o r  

veloci ty .  

The 

The arctangent of 

Therefore the induced flow from r o t o r  drag i n  

The 5 parameter 2nd o rde r  unsteady wake model CP2, A, L, T1, T2) 

of Equation 01) could not be successful ly  i d e n t i f i e d  from t h e  progress- 

ing p i t c h  s t i r r i n g  t r ans i en t s .  

Figure 26 presents  t he  r e s u l t s  of i den t i fy ing  t h e  A, L, T ( 8 )  

model from Transient T e s t s  Set 3 of Table 4. These r e s u l t s  show 
that the i d e n t i f i e d  values are not funct ions of w A, L, and T are a l l  

r o t o r  aerodynamic o r  aerodynamic terms and should be Independent of 
w which is s t r i c t l y  a s t r u c t u r a l  property of t he  roLor. 

1' 

1 

The simulation s t u d i e s  of Reference 38 determined that progressing 

p i t c h  s t i r r i n g  t r ans i en tu  should be used over regressing p i t c h  e t i r r i t d  

t r ans i en t s .  

f i t  f a c t o r s ,  and the square root of the  r e l a t e d  diagonal term of M 
from d i f f e r e n t  experimental t r ans i en t s .  

p i t c h  s t i r r i n g  t r ans i en t  test, prog s tands f o r  a progressing p i t c h  

s t i r r i n g  t r a n s i e n t  t es t ,  and pspring s tands fo; a progressing spr ing 

driven p i t c h  s t i r r i n g  (Section 2.2 I) transient test. Two d i f f e r e n t  

regressing exc i t a t ions  were used r o r  i den t i fy ing  parameters. 

exc i t a t ions  can be seen i n  Figures 28, 29,  and 30 of Section 6.4. The 

Table 9 presents  comparisons of i d e n t i f i c a t i o n  r e s u l t s ,  
-1 

Regr s tands f o r  a regressing 

These 
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-1 4 smaller the (M ) terms are, the b e t t e r  the e x c i t a t i o n  is (Section 5.2). 

Tabla 9 shoats that the progressing p i t c h  s t i r r i n g  e x c i t a t i o n  is 
somewhat b e t t e r  than t h e  slow regressing p i t c h  s t i r r i n g  e x c i t a t i o n ,  

since the @:)' 's for the progressing cases are bettar than those of 

tb regressing cases md A is the strongest parameter. 

t hese  e x c i t a t i o n s  produce almost the same parameter values. 

regressing p i t c h  stirring excitation w i l l  not  converge f o r  the 3 
parameter model and does not produce good result6 f o r  the 2 parameter 

model. 

Both 

The fast 

Table 9 shows t h a t  t h e  progressing sp r ing  e x c i t a t i o n  is not 

s u f f i c i e n t  f o r  i den t i fy ing  t h e  t h r e e  parameter model, but does b e t t e r  
than the progressing p i t c h  s t i r r i n g  e x c i t a t i o n  f o r  i den t i fy ing  L and 
T if A is spec i f i ed  a t  the i d e n t i f i e d  value from t h e  progressing 

tests. 

a b u t  20% less €or the progressiiig epr lng exc i t a t ion .  

The L valu?s  i d e n t i f i e d  are almost equal, but  t he  T values  are 

Figure 23b shows how A' ,  t h e  quasisteady wake  parameter, should 

vary with ground e f f e c t  and c o l l e c t i v e  p i t c h  according t o  b'sde element 

momentum theory. 

assumed to be .385. 
blade element momentum theory corrected f o r  ground height v a r i a t i o n  by 
the relatior.; found i n  Reference 36. 
smalleat (h/R = -78) and l a r g e s t  (h/R = 1.28) ground heights  from 

Figure 23a are also shown. 
tical curves are close, however they deviate  increaaingly with decreaaing 

ground height. 

decreasing ground height. 

A' was ca lcu la t ed  from A' = A/(l+AL) where A was 

L w a s  ca l cu la t ed  from 04). Vo was ca l cu la t ed  from 

The experimental curves for t h e  

For h/R = 1.28 the experimental and theore- 

The experimental curves show A' increasing with 

The three average induced flow values measured with hlR = 1.28 

shown i n  Table 7 (Section 6.1) can be used t o  c a l c u l a t e  L and T from 

(14). The r e s u l t s  of these ca lcu la t ions  are shown in  Table 7. 
comparing these valces  with those of Figure 24b f o r  h/B = 1.28 i t  is 
seen that the re  is reasonable agreement between t h e  t h e o r e t i c a l  values  

of L and T and those i d e n t i f i e d  from t r a n s i e n t s .  

By 

Figure 25c presents  t h e o r e t i c a l  values of L and T p l a t t e d  as a 

function of ground height and c o l l e c t i v e  pi tch.  

from (l.4). 

element momentum theory corrected f o r  ground height vdiriation by the  

r e l a t i o n s  found i n  Reference 36 (Section 6.1). Thesn curves show 

I. and T were calculated 

The average induced flow values were calculated from blade 
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excellent agreement with the experimental  curves of 25b f o r  L above 

collective p i t c h  s e t t i n g s  of 5'. 

t h e  i d e n t i f i e d  L values  are lower than t h e  t h e o r e t i c a l  ones. The 

i d e n t i f i e d  T values  agree  with the  t h e o r e t i c a l  one8 a t  very low col lec-  

tive p i tch .  

proport ional ly  larger than t h e  t h e o r e t i c a l  ones. The t h e o r e t i c a l  and 

i d e n t i f i e d  values  both  show the same e f f e c t  of ground height  on L and 

T. As c o l l e c t i v e  p i t c h  increases, d i s k  loading increases ,  and t i p  

losses (B) should increase.  This would cause A t o  decrease.  Figure 

25a shows t h e  i d e n t i f i e d  A increasing u n t i l  t he  c o l l e c t i v e  p i t c h  

reaches about 5'. 

t i p  loss f ac to r .  

A t  low c o l l e c t i v e  p i t c h  s e t t i n g s  

As col lec t2ve  p i t c h  Increases  t h e  i d e n t i f i e d  T values are 

Above 5 O  A decreases as predicted by t h e  increas ing  

Table 9 

Transient  I d e n t i f i c a t i o n  Conc2arisons 

A, L, T (8) model 

w1 =l. 18 

h/R =1.28 r eg r  slow 
PsPring 

=1.02 prog 
regr  

= .78 prog 
regr  

~1 =le 26 

h/R =1.28 prog 
PsPring 

L, T (8) model 

~ 1 ~ 1 . 1 8  

h/R =1.28 r eg r  slow 
regr  f a s t  
pspring 

~1'1.26 

h/R a1.28 prog 
p s p  r ing 

.356 .0061 

.277 ,0092 

.356 .0040 

.381 .0064 

.359 .0040 

.358 .0056 

e355 -0040 
,455 ,0338 

.360 - 
- 

- 

4.72 .10 
3.43 .10 
4.66 .13 
5.50 .10 
4.71 .14 
5.58 .10 

4.32 .14 
4.94 .16 

4.73 .10 
11.15 .90 
4.02 .06 

4.57 .15 
4 . 5 9  . 1 4  

7.80 .35 
7.22 .54 

8.50 .40 
7.80 .29 

9.25 .46 
8.31 .42 

7.86 .46 
5.28 .42 

7.69 .32 
19.76 2.25 
5.30 .24 

7.71 .60 
5.98 .47 

RR 

.0372 

.0367 

.0400 

.0357 

.0468 
,0343 

.0j54 
,0616 

.@372 

.0538 

.0382 

.0348 

.0623 
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6.4 PREDICTIONS 
Figures  16, 17, and 18 i n  Sect ion 6.1 present  frequency response 

test predic t ion  results. 
discussed f.., Sect ion 6.1. The s o l i d  l i n e s  i n  Figures 16, 17, and 18 
are predic t ions  for  the L, 'I (8) model of Figure 24.  L and 'I values  

for eo = 2, 5, and 8 degrees and h/R = 1.28 were picked from t h e  s o l i d  

l i n e  curves in Figure 24. A was assumed t o  be  .385. The dashed l i n e  
in Figure 17 it3 a predic t ion  f o r  A - .385 where t h e  dynamic ro tor  inf low 

is omitted. 

A' 0 2 )  model of Figure 23. 

vas picked from t h e  s o l i d  l i n e  curve i n  Figure 2 3 .  

The crosses  are t h e  measured da ta  po in t s  

The dot-dashed l i n e  i n  Figure 1 7  is a predic t ion  f o r  t h e  
The A' value  f o r  eo = 5' and h/R = 1.28 

Omitting t h e  dynamic inf low produces poor pred ic t ions  of the 

experimental frequency f lapping  responses (Figure 17). The quasis teady 

wake model produces b e t t e r  pred ic t ion  r e s u l t s  (Figure 17) but cannot 

pred ic t  the measurement t rends  I I H  tl function of frequency. 

flow measurements are used t o  e s t a b l i s h  t h e  s o l i d  curves (tho- L, T (8) 

Iden t i f i ed  model) i n  Figures 16, 17, and 18, and though the  presented 

flow da ta  (crosses) are derived from Inaccurate  measurements (see 

Figures 14c and d)  t h e  agreement i n  t h e  dynamic flow Fourier  coeff i -  

c i e n t s  is reasonable. The experimental frequency f lapping responses 

agree even b e t t e r  with t h e  L, T (8) i d e n t i f i e d  model pred ic t ions .  

Though no 

Figures 27 through 30 present real time predic t ion  results. 

The do t s  are the  measurements. 

experimental input f o r  each t r ans i en t  exc i t a t ion  is p lo t t ed  above t h e  

experimental and prodicted responses. 

betw-a predic t ion  and measured response over t he  length  of t he  da ta  

is noted on t h e  f igures .  

f o r  i d e n t i f i c a t i o n  purposes, consequently the  da ta  b i a s  terms 6, and 

FII) a r e  known. Each predic t ion  includes these  b i a s  terms. The 

parameter values  f o r  each predic t ion  are detennirzd by picking them 

from t h e  curves (Figure6 2 3 ,  24, and 2 5 )  f o r  t h e  model being .'ered. 

model and the  A'  (12) model, from a progressing p i t c h  s t i r r i n g  t r ans i en t  

input .  This is t h e  t r ans i en t  input used t o  produce the  models shown i n  
Figures 2 3 ,  2 4 ,  and 2 5 .  The predicted dynamic downwash (from t he  

A, L ,  I (8) model) is p lo t t ed  along with t h e  f lapping  responses 3nd 

the  experimental input versus  ro to r  azimuth angle.  The quasisteady 

Every 5 t h  measurement i s  p lo t ted .  The 

The root  mean square f i t  

Each of t h e  experimental responses was used 

Figure 27 presents  pred ic t ion  r e s u l t s ,  using t h e  A, L ,  7 
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model does not pred ic t  the measured response very well. 
order  unsteady wake model p red ic t s  t he  measured response adequately. 

The f i r s t  

Figure 28 presents  pred ic t ion  r e s u l t s ,  using t h e  A, L, 'I (8) 
model, from a slow regressing p i t c h  s t i r r i n g  exc i ta t ion .  The predic- 

t i o n  is exce l len t .  

Figure 29 presents  pred ic t ion  r e s u l t s ,  using the  A, L, 'I (8) 
model, from a f a s t  regressing p i t c h  s t i r r i n g  Cransient input .  

Ftgure 30 presents  pred ic t ion  r e s u l t s ,  using t h e  A, L, T (8) 

model, from a s h o r t  progressing p i t c h  s t i r r i n g  exc i ta t ion .  This i s  

the exc i t a t ion  produced by t h e  spr ing  loaded dr ive  described i n  Section 

2.2.1. There is a two p e r  r o t o r  revolut ion component i n  t h e  measured 

response. Aside from t h i s ,  the  pred ic t ion  is exce l len t .  It ha6 a l s o  

been shown (Table 9) that the L, 'I ( 8 )  model can be i d e n t i f i e d  from 

this t r ans i en t .  
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7. CONCLUSIONS - 
Since the objective was to gain a better understanding of rotor 

aeroelastic phenomena from dynamic rotor tests using both transient 
tests (with state variable and parameter identification evaluation 
techniques) and frequency response tests (with Fourier analysis evalu- 
ation techniques), there are two types of conclusions; the first type 
regarding methods used; the second type regarding the results for the 
selected aeroelastic problem. 

7.1 CONCLUSIONS REGARDING METHODS 

1.1 Transient tests evaluated by a simplified version of the maximum 
likelihood state variable and parameter identification method 

reduced model testing time by a factor of 80 over hamonic tests 
evaluated by frequency response methods for each rotor condition 

studied. 

1.2 The parameter identification method provided the model parameter 
values directly while model parameter values must be determined from 
curve matching from frequency response tests. 

1.3 The method of optimal data utilization based on the time history 
of the inverse of the sensitivity matrix can be effectively used to 
prevent inaccuracies from insufficient data utilization. 

7.2 CCNCLUSIONS REGARDING ROTOR DYNAMIC INFLOW EFFECTS 

2.1 Transient cyclic pitch stirring is a simple and effective test 
technique to extract linear perturbation models including dynamic 
inflow effects from blade flapping measurements. 
model used is only valid in the frequency regime typical for flight 
mechanical or ground and air resonance phenomena. 

The perturbation 

2.2 The analysis using identified rotor dynamic inflow parameters 

is in good agreement with transient and frequency response test 
results not used in the identification; thus the extracted perturba- 

tion is validated within the stipulated frequency range. 
2.3 The extracted perturbation model is in reasonable agreement with 

a simple dynamic inflow theory especially above collective pitch 

settings of 5 degrees, thus confirming the previously deduced 
phenomenon of a substantial reductian of the regressing flapping 

mode damping caused by dynamic rotor inflow. 

2.4 The ground proximity within the tested range (h/R = .78 to 1.28) 
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has a pronounced effect on the dynamic rotor downwash parameters 
whfch become larger with decreasing ground-rotor distance. 
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9 .  APPENDIX 

9.1 NOMENCLATURE 
A = B4y/8 aerodynamic blade constant, (4)* 

A' - A/(.l+AL) aerodynamic blade constant assuming 
quasisteady wake, (12) 

A'' aerodynamic wake constant, (4) 

B blade t i p  loss factor 

B measurement equation error covariance, (19) 

first Fourier coefficient of frequency w FIUJ 
H wake cross coupling term, (9) 

H' - H / T ,  ( 9 )  

I 5 apcR4/y blade moment of inertia 

J scalar cost criterion, (17) 

K 1024 words 

L dynamic induced flow gain, ( 5 ) ,  (13) 

L* AL/T, (8) 

L' = &/Ti, (11) 

M information or sens;tivity matrix, (20) 

qp1. 

Mb 

MLL' *TT diagonal terms o f  M 

blade moments 

N number of measurement vectors 

P2 - (u: - 1) non-dimensional non-rotating blade flapping 
natural frequency (8) 

R rotor radius 

RR fit factor, (28) 

acceleration term of the second order unsteady wake 
model, (10) 

* Numbers in brackets here and in the text refer t o  equatione 
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rate cerm of the second order  unsteady wake model, (10) TZ 
T' 0 + AL)/T:, (11) 

W hot wire anemometer wake measurement 

v avaraBe wake measurement 

a blade sec t ion  l i f t  s lope  

b number of hlades on the ro to r  

C blade cord 

fC.1. funct ibn of va r i ab le s  in parentheses i n  the system 
equation, (15 ) 

h 

hC-1 

n r o t o r  speed 

r o t o r  t o  ground p l a t e  d i s tance  

funct ion of var iab le6  i n  parentheses i n  t h e  measurement 
equation, (16) 

r d is tance  from r o t o r  center along blade span 

U input cont ro l  vector ,  (15) 

V measurement noise  vector ,  (16) 

W system o r  process noise vector ,  05) 

X state  vector ,  U5) 

Y measurement vector ,  (16) 

f lapping  angle  of t he  kth blade, pos i t i ve  up 

multiblade f lapping coordinates:  longi tudina l  and 

*k 

'1, '11 lateral cyc l i c  f lapping 
- 

measurement b iae  values  

multiblade f lapping coordinate measurements 

estimated va lces  of f lapping angles 

BI, 311 

*1,9 %I,,, 
a 
$ 9  t r o t o r  azimuth angle 

azimuth angle  of t he  k t h  blade, ( 5 )  

inner  s h a f t  o r  cyc l ic  p i t ch  azimuth angle ,  (1) 

a constant $ value,  (2) 

generalized o-ake ve loc i ty ,  (4) 

'k 

+P 

$PO P 

Ak 



QI cyclic p i t c h  a t f t t i a g  excitation frequency in the  
ro t a t ing  apetem 

c y c l i c  pitch stirrLg exc i t a t ion  frequency i n  the  
space-fbmtd refe1enr.e system 

% 

aoa-dheneionsl t o t a t l x q  blade flapping na tu ra l  frequency 

h m v a t i o n  vector at time j ,  0 8 )  

1 Q) 

v v v Uniform, l oag i tud iae l  and lateral per turba t ioa  Induced 
I' I1 inflow componeats 0' 

- 
V r weighted averue laflw 

P air densi ty  

0 

V blade Lock number 

8 vector  of &own parametere, (l5) 

p i t c h  angle of the kth blade pos i t i ve  when leading edge 
1s UP 

'k 

BI, BII collective, nose down cyc l i c  and left  cyc l i c  p i t c h  angles,  
respect ively,  (6) 

0 rotor s o i i d i t y  r a t i o  (b*c/nR) 

f dynamic hduced  flow time constant,  ( 5 )  

?* = u + AL)/.r, (8) 

Superscripts 

time der ive t ive  

A est imate  

transposed matrix T 

- bias value 

Subscripts 

j value f o r  j t h  data sample 

k value for  k th  blade 

m measured var iab le  

F t  prstransieat 

t t ranaien t 
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0 ,  I, 11 multiblade variables 

4r, first Fourier coefficlenr 
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0006 
0007 
ElnlPr 
@ A 1  1 
sa12 

0m13 

~ P 1 7  
mP2o 



O b t b  FORTRAN I V  3,03 

103 

APR 2 4  I977 PACE TWO 

0035 

0034 
a(1r35 
0036 
0@59 
$04$ 

04153 

0P54 

clV92 
8P73 
a r 7 4  
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0QV 5 
esta  
a e t r  
ei0s 
e l e l  
0102 
0103 

0114 
01$5 

Ole6 
d i e t  
01 ¶e 

0111 

Q112 
“ I  43 
M I 1 4  
@ l l q  
fl116 
8117 
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0002 
0003 
8804 

0003 
8886 

a007 
rsr10 
at41 1 
W 1 2  
8113 
0014 
0015 
$616 
0017 
e e m  

0021 

0122 
0123 
0n24 

Off25 
0026 

0FSZ 
mor33 
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+PR (2a) + t H a l  
C Cl1-?4) ARE S E N S I T I V I T Y  EWJATION F l lRCfVG FUNCtfONI, 

2e C O N T I  W E  
RETURN 
STOP 
END 
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