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Note: Vector quantities are denoted by the underline. Superscript T denotes
transpose.
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error excitation function; that signal which, if applied to a com-
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1. ZINTRODUCTION

1.1 General Objective

This report describes a design technique which, it is hoped, will be
useful in the design of automatic control systems. It has been motivated by
an interest in flight vehicle control systems, but is not limited to such
design situations. The philosophical viewpoint that underlies the develop~
ment is one that postulates that the best design is the simplest one that is
capable of meeting the requirements of the operational use of the vehicle or
other controlled member. The connotations of the term "simple” include the
engineering considerations of cost, weight, reliability, maintenance, and
whatever other factors that influence the decision of accepting a given de-
sign. The technigques being described here however, deal only with the system
design aspects that synthesize a system configuration to the level of detail
needed to meet static and dynamic performance specifications., As such, these
are analytical techniques, and the definition of simplicity is then taken to
be the use of the fewest sensors and feedback paths with practical constraints
upon design parameter values, the least complicated information processing,
and/or the use of sensors or other egquipment which may be aboard the vehicle
because of unrelated vehicle operational requirements. Although analytical
optimization methods are employed, the concept of an optimum system only has
validity as referring to whatever system the purchaser is willing to buy,
and not to a system that is defined by a mathematical functional.

There is nothing startlingly new about such a concept. Indeed any

successful operational system must have been designed under conceptionally




similar ground rules. Hence there is some reservation about engaging in an
activity which may only be adding still another technical report to the

shelves of unread literature. But it may be that while‘some individual organi-
zations wmay have developed similar design procedures in-house, their availa-
bility in the open literature may be severely rastricted, and others may find

features of the work described here to be adaptable to their own needs.

1.2 The Design Procedure

The design procedure is summarized more precisely in the following manner.
It is assumed that the operational mission requirements specify the static and
dynamic performance required for the automatic control system in such a manner
that the response of the closed-loop system to a step input can be inferred.
It is expected that such a specification will also give a tolerance houndary
defining at least the minimum acceptable level of performance, and it may
include a desired performance level together with acceptable deviations. The
designer then decides upon the simplest design configuration that previous
experience or practical consideratlons suggest can provide the control desired.
If a closed-loop control system is desired, this will in general require at
least one sensor and a means of combining signals and feeding an actuation
signal to a control effector of some kind. One also denotes those design
parameters which need to be numerically specified (e.g. an open-loop gain).
The design method then determines the best performance achievable with this
configuration and provides insight into what additional complexity should be
provided in the next design iteration if the best performance of a given
configuration fails to satisfy the operational requirements. Practical

constraints upon the range of values of the design parameter are included.



The design is iterated until the necessary sufficient level of complexity is

reached at which the performance specifications are satisfied.

The reader will recognize such a process as one of parameter optimization

of a fixed configuration system. So what is new? Realizing the futility of
claiming that one philosophical apprcocach to design is in some sense better
than another, one may be limited to answering that question by stating that
the reader of the report may hope to find:

{a) a description of the reduction to practice of the parameter optimi-
zation technique for both continuous and digital control systems,

{b) illustration of the techniques by typical flight control system
design examples,

(c) the use of a performance index with certain features that are
easily relatable to physical interpretation and which has been
found to result in satisfactory design of flight control systems

(@) an emphasis upon using in conjunction with the computer optimiza-
tion program the useful classical control technigues to provide
insight and interpretation of optimization design results some of

which at times can be totally unexpected.

1.3 Relation to State Feedback Control

It is well known tiat one can design a linear feedback control system
using the results of optimal control theory. The theoretical solution to the
general control problem is the use of complete state vector feedback. If all
the states are not directly measurable, various state estimators have been
proposed to obtain sigmal representations of the missing states. While such

a design procedure will result in control systems that have acceptable per-




formance, the technique inherently results in the most complicated system
configuration. For example, the control system for a flight vehicle which
considered an 18th-order representation for the vehicle with 4 control
effectors ended up with 72 feedback paths. One usually cannot accept such i
complexity, and although various designers have developed their own pro- ¢ W
cedures and rules of thumb, there is little in the way of a straight-forward
nethod for reducing the complexity. Performance indexes are also used, but
there tends to be an arbitrariness about the choice of the performance index,
and this re-introduces the trial and error nature to the design process which
the theory had hoped to avoid.

This report does not intend to belittle the optimal control approach.
Rather it emphasizes the alternative approach of starting with the simple
and evolving toward the minimum complexity system, instead of starting from
the most complex and having to reduce it to a practical embodiment. In the
hands of capable designers either approach should be successful, and one
cannot argue for one over the other except upon philosophical grounds. It
was hoped that direct comparison designs could be investigated. Unfortun-
ately those who have used optimal control to design systems which are more
than trivial examples seldom report their results in the available literature
in sufficient detail that the required system description data can be ob-
tained (and without typographical exrors). Thus, this report lacks such

comparisons to its detriment.

1.4 Organization of the Report
The primary effort under this program has been the development of the

required digital computer programming and its check-out through application
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to typical [flight control design examples. It is only through extensive
applications that one can uncover the gubtle programming errors which exist
in any complicated program. Correction of such “bugs" is often a time con-
suming process in itself. BAs was true in this case, this may necessitate
taking entirely different approaches than were originally taken. All of
that history of experience has not been reviewed in this report, and the
programming described pertains only to the final version.

Because of its key importance a discussion of the performance index is
presented in Section 2 together with the evolution of its present interpre-
tation. The evaluation of the performance index and a summary description
of the computer program is presented in Section 3. Typical design applica-
tions are presented in Section 4. A general summary and recommendations

are presented in Section 5.




2. THE MODEIL PERFORMANCE INDEX

In any parameter optimization process a criterion must be established
that defines the optimum parameter set, and such terminology implies that
there 4is one desired parameter set which is better than all others. 1In
the design of automatic control systems there is no such thing as the optimum
system which ecan be specified in any quantitative fashion. Rather, there
are many designs which provide acceptable levels of the various capabilities
of interest, and the choice between competing designs is made on the basis
of many technical and nontechnical trade-offs. Even in the area of those
performance characteristices which can be gquantitatively determined, there is
a tolerance band defining acceptable performance, which means that many
different parameter sets are equally good.

To take advantage of the computational capacity of the digital computer
however, it is convenient to establish a mathematical ¢riterion of optimality.
One such device is called the Performance Index and is customarily taken to
be a quadratic functional. In using a performance index, one needs to estab-
lish someshow that when the performance index criterion is satisfied the
system operational performance will meet its specifications. In light of
the foregoing remarks, there is no exact transformation of operating specifi-
cations into the mathematical functional that one should use. Thus one can
only try likely looking performance indices and examine the resulting designs
for acceptability.

It was for the purpose of suggesting a performance index that would have

a greater probability of leading to su¢cessful engineering desians that led
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Fediess (reference 1) to formulatg the Model Performance Index. This index
has the advantage that under certain constraints placed upon the manner of
specifying acceptable performance, the mathematical form of the performance
index is established directly by the specifications of desired performance.
This is a great advantage, and the use of the index has been shown to lead
to acceptable system designs. It must be kept in mind however that it is
only a design tool that serves as a means of expediting the overall design
procedure, and one must be prepared to make design iterations so that the
final design meets all of the design objectives.

Indeed, several mnAi Iications to Rediess's performance index have been
made during the course of this investigation. These were made primarily
to expedite the computational process, and they do not change the basic
concept. This section of the report will define the Model Performance Index,
discuss the modifications made and the reasons for them, and sumarize the

general features of its use.

2.1 Definition of the Model Performance Index
The Model Performance Index was proposed by Rediess in References 1
and 2 as a means of introducing engineering specifications into a mathematical

optimization process of selecting system design parameters. He defined it as

co
(PI) = (78 R at + r(ARE W AX.) (2-1)
0 _——— =0 =0
where
g_ is the augmented state vector representing the system's transient

response; order (n+l), where n is order of the system

|Re

is the vector of coefficients of the characteristic eguation of a




model augmented by zero elements to the order (n+l)
r an arbitrary weighting factor |

is the vector of differences in state variables at zero time

éﬁ!

W is an arbitrary weighting matrix which Rediess proposed to weight

only the § lower states, where § is the order of the model. M

The system's transient response, given by the lowest order state variable, Xpe
is defined as the difference between the system's step function response
and the steady state value of that response. The higher order states are the
successive derivatives of the transient response up to and including the
nth derivative, where n is the order of the system. Rediess showed that if
one augments the system's state vector by adding the nth derivative as an
additional state, a system's transient regponse as a function of time can
be viewed geometrically as a trajectory lying within an (n+l)-dimension
hyperplane in state space. This hyperplane is perpendicular to an (n+l)-
dimension wvector, é, whose components are the n coefficients of the system’s
characteristic equation augmented so that the (n+l) component is 1.0. This
merely recognizes that the step function transient response is given by the
autonomous eguation

%3

=0

when appropriate initial values for the states, x., are specified. These
0

initial wvalues then include the effects of the step input and the zeroes,
if any, of the system’s transfer function. The trajectory plane is called
the characteristic plane of the system.

The assumption is then made that the operational reguirements £or the

control system can be transformed into a specification upon the dominant
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features of the step function response of the system and therefore of its
unit impulse response. The Laplace transform of that unit impulse response
thereby defines a transfer function of an eguivalent system which would meet
the operational requirements. This equivalent system can be called a "model j
for the system”, Viewed itself as a dynamic system, the model's transient

response is represented by the autonomous equation j

%6 = 0

That response can be considered to be a trajectory in state space lying
within the hyperplane that is perpendicular to the augmented coeff.cient 1
vector of the model. That plane is the model's characteristic plane.

Figure 2-1, taken from Ref. 2, illustrates tﬁese geometrical concepts for a
second-order system and model.

The orientation of the system's characteristic trajectory plane is
determined by its coefficient vector, which in turn is a function of the
system design parameters. Thus the process of selecting a set of design
parameter values is equivalent to orienting the system's characteristic
plane in state space through modification of the components of the coeffi-
cient vector.

The second term in equation (2-1) includes the effect of the initial
mismatch between system and model trajectories in state apace. For systems
and models that have no zeroes, the initial values of the lowest order
transient states of gystem and model will be -1.0, and the initial values of
all higner order states will be zero. The initial difference in states,

AX, will then be identically zero, and minimizing the model performance

index will involve only the integral term of equation {2-1).

The integrand in the integral term of equation (2-1} is the square of

9
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a linear combination of the state variables. The weights given to the various
state variables are the coefficients of the characteristic equation of the
reference model and are thus numerically specified once the model has been
designed from the operational specifications. If the system and model had the
same order, it is seen that if the ccefficients of the system's characteristic
equation were made equal to the model c¢oefficients the integrand would become
zero and the system and model would have identical transient responses. The
integrand is the square of the quantity, (g?@), which geometrically is the
projection distance of the system's trajectory onto the model's characteristic
plane. Therefore minimizing (PI) is a process of orienting the system's char-
acteristic plane so that the time averaged square value of the projection
distance of the system's trajectory onto the model's characteristic plane is
minimized.

If the model is of lower order than the system as is ugually the case,
minimizing (PI) tends to cause the lower order system states, up to the orderx
of the model plus one, to approximate those of the model. In this case there
will still be a mismatch of the trajectories at the initiai time, and this may
be large. If sufficient design freedom is available, the time duration of the
mismatch ¢an be made arbitrarily small, and the contribution of this initial
portion of the phase trajectories to the (PI) will be neglibible. With only
limited design f£reedom, the initial mismatch may bias the optim.zation proce-
dure, and this effect could be a factor in one's choice of an acceptable model.
Note that the initial response of the system or model is governed by its high
frequency behavior.

When either or both of the system and model transfer functions have

zeroes, the initial starting locations of the transient response vectors {(or

11
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trajectory) in state space will differ even if the two characteristic planes
are coincident. The added term in the (PI) in equation (2-1) permits one to
trade-off the matching of the trajectory at the initial time and the projec-

tion distance in state space.

2.2 Importance of the Model

In the parameter optimization technigue utilizing the Model Pexformance
Index, the model plays the role of the specification of the desired system
dynamic performance. It is assumed that one can translate the operational
requirements for the system into a statement of the dominant characteristics
that the step function response of anh acceptable operating system would have.
It is not necessary that the system should receive stepm function inputs in
its operating environment. Since one is considering linear systems, it is also
not necessary to start with the step function response characterigtics, inas-
much as one can obtain the step_function response from other mathematical
representations, e.qg., the freguency response or impulse response, by mathe-
matical cperations. One is, however, considering control systems for which
one ig expecting the steady-state output to be proportional to the input.
That is, the input is looked upon as the desired output. The transient
response of a system whose steady-state output would be zero is excluded in
the present embodiment of the model performance index technigue. (Note that
this is merely a constraint of the present computer program which could be
removed if desired).

Since the model in effect is an alternative way of stating the system
specifications, its design should be independent of the sysztem desgign choices.

As always, the gpecifications should include all those dynamic characteristics

12
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that are important to operational success, but no more than those. Therefore
if some particular dynamic effect is wanted, the model design must reflect
that, but otherwise the model should be kept as simple as possible. In com~
plicated systems the important dynamic interactions are not always known ahead
of time, so the previous statements do not preclude the possibility of making
model modifications as the design iteration cycle produces more information
and understanding. This may be particularly true in the placement of model
2eroes whose dynamics effects are somewhat more difficult to estimate than are
those of poles.

The model cannot be selected arbitrarily. To do so is to sidestep the
most important part of the design effort, the specification process. In par-
ticular it makes no sense to require the system to perform beyond its capa-
bilities. For example, if there are known limitations to the amount of con-
trol power available which in turn limit the possible output acceleration, the
model design should reflect that. If that is done, the problem of weighting
the control effort in minimizing a performance index does not arise. The
model design inherently provides the desired weighting. This can be seen from
the optimal control solution leading to complete state wvector feedback. If
one can specify the locations of all the system eigenvalues, he then has suffi-
cient information to determine the control effort involved for that desired
system, and he can adjust the desired eigenvalue locations so as to avoid ex-
ceeding the specified maximum control effort. The state feedback solution
will guarantee that the system responds in the same wéy, and hence use no more
than the desired amount of control effort.

The model time response, including the time history of those output deri-

vatives of importance, should be obtained and examined prior to the paramater
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optimization. This is particularly true if several poles and zeroes are in-
volved, for one's intuitive feel for response characteristics deteriorates
rapidly as the orders of the numerator and denominator of the transfer function
increase.

In general if one is attempting to control the characteristics of several
system modes, cone needs to include those modes in the model together with
other dominant response modes. A case in point arises in the case of using
integral compensation for reducing static error. If one feeds the error signal
to an integrator to form a parallel feedforwafd compensation as in Figure 2-2,

the closed-loop transfer function will exhibit a corresponding pole and zero

Error, _
r——~>~>"77 7
Input  (+) | (+) | To Rest of
.§ Control
(=) ! (+) : System

| |

! I

| Integrator |

| I

I INTEGRAL I

] COMPENSATOR '

b e —— ——— — e

e Quttput
Compensator Integrator
Zero Pole
—SoEye—

Alternate /
Location
Closed=loop Closed~loop
Pole Pole

Fig. 2-2. Considerations of Integral Compensation in the
Model Specification
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at low frequency. The static error reduction takes place dominantly with the

dynamic lag associated with this low frequency pole. One can usually design

the integral compensation directly on the basis of the desired time available
for reducing the static error to an acceptable level. If the uncompensated
static error is large, the low frequency mode will also be very evident in the
output response as a slow exponential approach to the final wvalue. Assuming | |
that such behavior is satisfactory under the operating environment, the low
frequency mode should appear in the model. If that mode is omitted from the
model, the parameter optimization process will use the design freedom avail-
able to cause the system to follow what in effect is a faster model., If the
gain of the integrator is a design parameter, the optimization may use the
gain to place the zero asscciated with the compensator so as to help provide
high frequency response. This may give apparently different results than one
intended and may or may not be satisfactory. An analogous gituation is de-
scribed in the illustrative design example of section 4.2.

In the case of digital systems, the program requires the Z-transform of
the model. In general the Z-transform for both system and model will have a
pole-zero excess of one corresponding to one sample delay. Thus {R-k}) = (n-m).
Z-plane zeroces are more difficult to interpret than p-plane zerces, and so it
is even more necessary to obtain the transient model response to verify that
the desired model is being used. A further caution is needed arising from the
fact that the Z-transform can introduce zeroes on the negative real axig which
have no direct counterpart in the p~plane. Since model zeroes will appear in
the performance index as poles of i(z), a model zero near z = -1 will have
the unwanted effect of a low frequancy pole in its contribution to [i(t)]z.

In such cases moving the zero near the origin on the positive real axis may

15




have a negligible effect upon the model time response and avoid the difficul~
ties in the performance index calculation. (See example 4 in section 4.3.)
Finally, it is to be noted that there are several methods for obtaining a
sample data representation for a continuous component (see References 4 and 5).
A further restriction upon the selection of the model is placed by the
method of evaluating the performance index as will be discussed in section 3.1l.
Except under special circumstances, model zerces in the right half p-plane

or outside the unit circle in the z-plane are to be avoided,

2,3 Modiflcations to the Model Performance Index

As has been alluded to in the introduction of section 2, subsequent in-
vestigations have made minor modifications to the definition of the Model
Performance Index. Palsson (Ref. 3) was motivated by a desire to remove the
arbitrariness associated with the weighting factor, r, of the initial state
texrm of equation (2-1). In so doing he derived an equivalent formulation of
the performance index which has led to some computational advantages. But the
effect of the initial states was still not adequately taken care of, and addi-
tional modification has been made during this investigation to accomplish this
while retaining the Palsson formulation for its computational advantages, It
is to e emphasized that these modifications, which are described in the
following sections, do not make fundamental changes in the original concept of
the Model Performance Index.

The advantage of using the Model Performance Index of Rediess is that it
automatically provides the correct weighting factors on the states to be used
in a quadratic performance index. These weighting factors are the coefficients

of the model's characteristic equation. Even without zeroces and with the best
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matching, the initial state vectors differ when the order of the model is not
the same as that of the system. Using phase variables as state variables is
analogous to using an output quantity and its time derivatives. If the model
is of lower order (&) that that of the system (n), the model's f~th state is
nonzero and discontinuous at t = 0 for a step input, while the system's n~th
state is nonzerc and discontinuous. Thus one would not expect that the
system's f~th state could be made equal to the model's 2-th state at t = 0 by
any design parameter choice.

As has already been noted, the presence of zeroes in the system and the
model transfer functions can also cause the initial orientation of the state
vector of the system in state space to differ from that of the model. If the
model and system numerator orders were k and m respectively, the corresponding
relationships then apply to the (2-k)th and the ({n-m)th states respectively.
Thus, even though the dominant response characteristics of the system and
model may be approximately the same, the initial behavior of the derivatives
of the two outputs may be quite different, and the differences are accentuated
the higher the derivative one examines. If the model is of lower order than
the system, projecting the system trajectory onto the model's characteristic
plane in effect neglects the higher order states of order greater than (L + 1)
in the evaluation of the performance index.

When the initial state vectors are not the same, there iz an unavoidable
initial portion of the transient response during which the system states are
being readjusted so that the lower order states approach those of the model.
Unless there is some operational requirement that places emphasis upon thig
initial time behavior, one ig ugually looking for that parameter set which

causes the trajectories of the model and the system to be close to one another
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in state space over most of the transient response time. To the extent that
this occurs, the lower order gtates of the system will then be related to one
another in the same manner as the corresponding states of the wmodel are to
each other. If one had sufficient design freedom in selecting parameters, one |
could obtain a good matching of the lower order states over most of the tran-

sient time regponse except for that initial period of time, which could be

made arbitrarily short. The initial time behavior correlates with the high

frequency characteristics of the system and model, and making the initial mie-

matech small in this case is equivalent to matching the low frequency modes

while adjusting the system parameters to place the remaining modes at very

high frequency where their contributions would be negligible.

Modification by Palsson. The investigation by Palsson (Ref. 3) derived the

performance index in a manner that includes the effect of the initial transient
state values automatically while retaining only the form of the integral term

of equation (2-1) or

£

(PI) = J‘ (6 &%) dt (2-2)
o

He showed that if one defines an augmented system which is formed by the

ériginal system to which is cascaded a component whose transfer function poles

are the same as the zeroes of the reference model, and then uses as the model

for the optimization of the augmented system one that has the poles of the

reference moidel but no zerces, the initial value term of equation (2-1) is

idertically Zero. Since the added component is cascaded to the original sys- 4

tem, its presence does not affect the stability or dynamic characteristics

of the original system, nor will it contain any design parameters. That such
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an arrangement could lead to a good match between a system and the reference
model can be seen for the case for which the order of the system is the same
as that of the model., Assuming sufficient design freedom, for the augmented
system to match the re-defined model having no zerces, the parameters would
be selected so that the system zZerces would cancel the poles of the cascaded
component, and the system poles would become the same as the model poles.
Since the cascaded poles are the real model zeroes, the system transfer func-
tion thus becomes the same as the model's, and the system and the original
model are identical.

Palsson thcn went on to show that the output error response between system
and model can be generated as the output of a component that has the same

transfer function as the model when its input, or excitation function i(t), is

given by
i(t) = %0 (2~3)

The square of this guantity is the integrand of the Model Performance Index.

Therefore the optimization process can be thought of as minimizing

o0 .
(PI) = f [i(t)]%at (2-4)
0

or minimizing the square of the excitation function that generates the error

in the lowest order state. Palsson further showed that the Laplace transform

of i{t) is
GS (p}
i{p) === 1} ulp) (2~5)
G, (p)

where GS is the system's closed loop transfer function

Gm is the model's transfer function.
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if GS = Gm’ i{p) = 0, and there will be no excitation of error generating
component and hence no error. In order for i(t) to be well behaved, it is
necessary that the ratio (GS/Gm} not have more zeroes than poles. This in
turn restricts the choice of the model so that the excess of poles over
zeroes of the model is no greater than that for the system. Eguation (2-5)
permits one to consider the frequency response characteristics of the error
excitation qiantity. Equation (2-5) also leads to an alternative method of

calculating the performance index as is discussed in Section 3.1.
2.4 Modifications Made During This Investigation

The Initial State Problem. When the available design freedom does not permit

one to place the high frequency modes arbitrarily, the contribution of the
initial transient behavior can be significant even though it may only persist
over a relatively short duration of time. Rediess provided a means of speci-
fying how much weight the designer wished to place upon the initial state
effects through an arbitrary weighting matrix. Although simplifying the
development somewhat, the approach taken by Palsson automatically placed strong
weight upon the effects of the initial states. It has been found in examining
design examples for vhich the closed-loop system transfer function exhibited
many zeroes which were sensitive to the cheice of design parameters that the
Palsson approach did not provide sufficient flexiltility. Unsatisfactory
designs coul. result as the minimization of the performance index traded-off
the low frequency effects of the dominant features of the response against the
high freguency effects associated with the initial state values.

To see tihis more clearly, one can look at equa*jon {2-4) again for the

performance index.
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o0
(PI) =f [i(t)]%at
0

and the Laplace transform of i(t), egquation (2-5),

i{p) = [GS/Gm - 11 ulp)

Substituting general polynomials for the nunerators and denominators of the

transfer functions,

bmpm+...-!*blp'+b0 p2'+...+0tlp+a0
i(p) = - r ~ 1} ulp)
p o+ ... tapta ka +...+E’:lp+[30
e e e e e e e -
system model (2-6)

By specifying that the system and model have the same static sensitivity,

b B
—(-)-=—-q- = 1
0 0

Considering the frequency response of this error excitation function, i(jw),
it is seen that for it to be zero the first term within the brackets of
equation (2-6) should have a magnitude of 1.0 and a phase angle of zero
throughout the frequency range. The static sensitivity specification insures
this at zero frequency.

When it is not possible that the first term be unity at all frequencies,
the fact that i(t) is an input function makes it difficult to determine how
one would like to shape its freguency characteristics so that the transient
time response will be sétisfactory. The difficulty stems from the fact that
i(t) is aﬁ excitation function which if applied to a component having the
transfer function of the model causes the output to be the same as the error

response. It is more difficult to specify an excitation function explicitly
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than an output quantity due to the frequency dependent effects of the compon-
ent. Since the model transfer function will attenuate the high frequency
components of i(t), some high frequency mismatch can be tolerated, but it is
found that neither zero weighting of the initial states nor a full weighting
results in a system design that is satisfactory, and therefore that some
intermediate condition is required.

When (n-m) = (#-k), that is, when the model has the same pole-zero excess
as the system, the high fregquency value of (GS/Gm) approaches (bm/Bk) which
is the ratio of the root locus gain factors of the system and model. (The
root locus gain factor is the ratio of the product of the poles to the product

of the zeroes.) With a step input, by the initial walue theorem

bm
i(t) =\g - 1
t+0 k

If the system has high frequency noles, and the medel has low freguency =zeroes,
(bm/Bk} can become very large. [i(t)]t+0 will then be large and exhibit a
narrow, high magnitude pulse at the initial time. Minimizing the performance
index will then reduce the high frequency magnitude of i{jw) usually at the
expense of poorer low frequency behavior, and the performance index may have
very large values even at its minimum point.

lhen the system's pole-zero excess is greater than that of the model,
i(t) initially starts at a value of -1, but a high frequency mismatch then
appears as large positive and/or negative swings of i(t) over the initial
transient time, and these can contribute gignificantly to the performance
index. WNote that it is the high order states that contribute the large mag-

nitude terms to i {t). If the pole-zero excess of the system is much greater

22

A \"-?‘

. il



o
. J'l_-..

than that of the model, projecting the system trajectory onto the model's
plane effectively discards these bothersome states. When the operational
requirements permit one to use such a model, the initial states contribute
little to the performance index, and the Palsson approach is perfectly satis-
factory.

If one were to use a model having a larger pole-zerc excess than the
system, (%-k) > (n-m), equation (2-6) indicates that i(t) would then exhibit
impulses. With (2-k) = (n-m), the pulse response associated with the initial
value of i{t) is approaching that condition. For similar reasons Palsson
constrained the model choice so that {f-k) < (n-m).

To summarize this discussion, one is forced to conclude that if the effect
of the initial states is large, a degree of arbitrariness is introduced into
the design procedure whiéh is unavoidable. Those cases are those for which
the operational requirements are such that (%-k) is close to (n-m), particu-
larly those cases in which the system zerces are strongly affected by the
design parameters. Palsson's modification ig therefore not satisfactory in
general. .

Rediess approached the problem of the effects of the initial sta e mis~
match by adding an arbitrary weighting of the initial error states to the
integral performance index (see equation (2-1)). The weighting factor to be
used was obtained by trial and error upon examination of the system perfor-
mance. The Palsson viewpoint has several conceptual advantages that facilitate
the evaluation of the performance index. Hence it was desirable to modify
the Palsson approach to achieve a similar means of weighting the initial state

effects. Three such modifications have been examined. The first takes advan-

23




tage of the fact that the higher order derivatives are neglected when
{n-m} > {&-k). The second considers modifications to i(j®) in the frequency
domain, and the third considers modification to i(t) in the time domain. The
first two were developed as a result of examining a simple design example,
while the third perhaps better lends itself to more complicated design situa-
tions.

The example will be introduced at this point to wotivate the remaining

discussion. Consider the simple example shown in Figure 2-3., The system is

+ Output
+ 9
Input  + Gain| + Gain N °
P P * Integrator Integrator
h - 1 - 2
Closed-loop Transfer Function: G{p)= -——-——ﬁ—fﬂ—-?
2 P
1+ o P+ ot
= 2 =
2£mn F‘2 w? F'1 P2

Fig. 2-3. Simple Second-Order System Example

second order, and the closed-loop transfer Ffunction has a zeroc at ~1.0 rad/sec.
Assume that the only design freedom is the choice of the two gains, Pl and Pz,
so that the parameter choice can change the system closed-loop poles, but the
closed-loop zero remains unaltered. Further consider that the system require-

ments state that the closed-loop step function response should approximate

24.
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that of a second-order model with no zeroes, a damping ratio of 0.7, and
undamped natural frequency of 1.0 rad/sec. Since the model has no zero, a
perfect match cannot be expected. However, it is not unreasonable to investi-
gate what parameter choice would best approximate such a response and thereby
also determine how large a deviation between system and model would occur
under the best design conditions. As this situation has been pused, the

model has a pole excess of two, while the system only has a pole excess of
one. The requirement that (&-k) < (n-m) is not satisfied, and the performance
index {Equation (2-4)) cannot be evaluated. It would appear ét first glance
that a zero added to the model at -100 rad/sec would permit the pole excess
requirement to be met with only a negligible effect upon the model step
response. A check of the step response of such a model indeed showed that at
no time did the response differ by more than 0.5% of the steady-state value
from that of the original model which is shown in Figure 2-4, and hence to the
scale of that plot it wouid be barely distinguishable from the model response
shown. At t = 0 the velocity would be 0,01l instead of zero. Using such a

model the error excitation function, i(p), bezame

2
wy (p+1) . 100(p2 + 1.4p + 1) 1

ilp) = (5 + 100) -1 5 (2-7)

2 2
(p~ + 2§mnp + W

I

2
where_ W,
2;;mn = I-I’2
Applying the initial value theorem,
. 2
i(0) = 100 W, - 1 (2-8)
The factor of 100 was introduced by the "negligible" zero, and even though
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this initial value would decay rapidly with the dynamics associated with the
pole at -100 rad/sec, its contribution to the integral of the square of i(t)
was significant. The minimum performance index using equation (2-4) occurred
with P1 = 0.119 and P2 = 0.382, and its value was large. The system's step
response for these optimum parameter values is also plotted on Figure 2-4 as
curve (:) . The average error between system and model was of the order of
30% over the response time of the system and occurred predominantly as a low
freguency, sluggish response. The system response time was approximately 15
seconds, and the initial value of the error excitation function was 11l.

The example illustrates the difficulty introducec by the initial mismatch
of the system and model state vectors. The optimized system displayed a closer
match of the initial state vector at the expense of poorer subsequent matching
of the state trajectory. In examining these results it could be argued that
the difficulties arose from the introduction of a zero to the model in order
to satisfy arbitrarily the pole-zero excess requirement. With {(2-k) = 1, the
zeroeth~, first-, and second-order states contribute tc the performance index,

and the zero at -100 caused the latter state to have & large initial value.

Modification 1. A modified procedure was suggested at this point to a‘oid

using the arbitrary zero and still in effect reduce (2-k) of the model.
(Changing the model to a first order wmodel was ruled out on the grounds that
the model reflected requirements for the operational use of the system, and one
therefore could not change its dominant characteristics.} Examining equation
(2-5), it 1s seen that it makes no difference mathematically which *ransfer
fuenction is associated with the model and which with the system. /ne could

imagine that the system is fixed and that one is adjusting parameters in the
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model so that the state trajectories match. Thus one can evaluate the per-—
formance index keeping (2-k) < (n-m} by merely interchanging poles and zeroes
of the twe transfer functions. Using the pole-zero excess as 2 test, it is
easy to instruct the program to make such an interchange. Doing so and using
the original model, the program interchanged the role of system and model and
optimized the choice of Pl and Pz. The resulting parameter set was: Pl = 0,440
and P2 = 0,868, The optimum performance index value was smallar by a factor
of 7, and the step response presented in Figure 2-4 as curve is seen to
ke a much better match between system and model. The comparison between model
and system velocity for this case is also shown. To see why such a design was
rejected by the optimization program in the first example, one can examine
what i(t) would have been using the second optimization results for the aystem
but the original model with the "negligible" zero. Poing so, the initial value
of i(t) was found to be 43, and that was also the high frequency gain i(jw).
The first optimization is seen to have reduced the high frequency gain to 11
and sacrificed low frequency behavior as evidenced by the step response of
FPigure 2-4, B2 satisfactory design was obtained in the second case by taking
advantage of the fact that with (2-k) < (n-m) in the interchanged situation,
the highest output derivative was neglected in projecting the "system's"
trajectory onto the "model's™ characteristic plane. This interchange feature
has been left in the program since it does permit one to design a system to
approximate a medel which had a greater pole-zero excess.

This alternative procedure has a different constraint however, and
hence it does not in general remove all of the difficulties associated with
the initial state effects. Since the performance index will diverge if any

poles of i(p} lie in the right half plane, one cannot have right half plane
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zeroes in the meodel, for the model zeroes become poles of i(p). This

further menas that if (f-k) > (n-m) and the above model - system interchange
is attempted, difficulties arise if the system can have right half plane
zeroes. Such cases are common with aircraft control systems, and the
airplane rudder coordination system examined in section 4.3 is an illustra-
tive example. Although one could restrict the computer program so that right
half plane system zeroes were not permitted as a result of the design para-
meter selection, it is not clear that the resulting airplane control system
design would thereby be improved, and indeed it is ccnceivable that the
system design would be unnecessarily complex. Therefore if system right half
plane zeroes are to be permitted, another approach is needed in order to handle

the initial state transient problem.

Modification 2. One notes from equations {2-5) and (2-6) that the performance

index is zero if Gs/Gm is identically equal to unity. Since zero error is

not possible nor is it necessary, one could state that satisfactory perform-
ance would also result if GS/Gm]pzjw = 1 over the low frequency range of
dominant importance to the operational use of the system. Since one is
primarily interested in having the dominant response of the system approximate
the model response, tﬁe low frequency region could be defined as some low
multiple of the bandwidth of the model. One could then think of adding
compensation terms to i(p) so that Gs(jw)/Gm(ju)'z 1 over the frequency

range of importance and so that little amplification occurred outside that
frequency range. If this can be done by the addition of poles or zeroes

outside the bandwidth of the model, then approximately the same dominant

response would be expected. Examining equation (2-5), it is seen that one
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could either add poles to the system or zeroes to the model in order to
attenuate the high frequency characteristics of i{p). To aveid dynamic
interaction, poles added to the system would need to be cascaded outside of
any feedback paths., It is probably conceptually easier to think of this com-
pensation in the form of adding zeroes to the model rather than of ad-ing
poles to the system.

The magnitude of the frequency response of GS/Gm is presented as
curve (5} in Figure 2-5 for the first optimization result (with the zero at
-100 added to the model}. There is significant error at both low and high
freguency. One can see however that an improvement of the low trequency por-
tion over the bandwidth of the meodel by increasing wn of the system as in
curve would cause a much worse high frequency mismatch. 1In selecting the
system of curve (:) ; the optimization procedure had traded-off low frequency
response in order to improve the high frequency response. Curve was
obtained using the system that resulted in the second optimitation {modifica-
tion 1) with the model having the zero at -100.

One notes that in the example cited the ratic of the compensation
zero location to the model bandwidth was approximately 100, and this intro-
duced the high frequency problem. In an iterative seqguence of computer runs
varying this ratio, it was found that using a zero whose characteristic fre-
quency was five times the model bandwidth resulted in essentially the same
optimum model-system match as did the model-system interchange technique. The
frequency response corresponding to such a choice is shown in Figure 2-5 as
curve (:) . The high frequency response was greatly attenuated. Thus, the
technique of compensating i(p) so as to be approximately equal to 1.0 over a

desired freéquency range is one method of handling the initial state effect.
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It reguires a certain amouag of iterative cut and try as did the original

Rediess technique.
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Fig. 2-5. Frequency Responses of Gs/Gm’ Second Order Example

Modification 3. The Modification 3 alternative is to recognize that the uan-

wanted frequency behavior of i(p) translates into the initial portion »f tho

time history of i{t}. One can screen out this initial contribution of 1i(t)

to the performance index by starting the integration at a time somewhat

greater than zern. This can be done by specifying a lower irnteygraticn limit

«n the performance index o that

(PT' = Li(t)]%dt
1T IM

(2-9}
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where PILLIM indicates the performance index lower limil. Selection of the

lower limit is a trial and error process. In the ~x.mplr der. :. that has Leen
considered above, a lower limit of (.02 seconds results a aesr it the same
system as that of modification 1 and the step respon « s-own .1 Proure 2-4 as
curve () . This lower limit was found by an iterative scquence of runs varying

PILIIM until an acceptable design was achieved. Tn both modifications 2 and 3,
one needs the constraint (£-k) < (n-m). In modification . tiw compeznsation zero
satisfies the constraint. In selecting the lower limit cited in the modifica-
tion 3 example, the zero at ~100 was used to satisfy the constriint,

The use of the lower limit technique is further illustrated by the airplane
rudder coordination example discussed in section 4.3. There the initial state
effects appeared with (#-k) = (n-m), and no zeroes had to be added to the model.
In that fairly complex example the lower integration choice was somewhat easier
to use than was deciding how to compensate the freguency response of i(p) because
of the presence of right half plane system zeroces. This is even more evident
when considering digital systems. There, the freguency response would necessi-

tate looking at the W-transform which is an added complication.

An Alternative Posgibility, Finally, it is to be noted that using a quadratic

performance index gives strong weirht to the initial value of [i(t)]z. Some
preliminary work has indicated that using the absclute value of i(t) may accom~
plish the same thing as the lower limit on the integral. This would be a more
difficult computational operation, but it would be warth investigating.

The mod: fications that have been made to the Model Performance index are
thus seen to Hho alternative ways to take into account the initial state term

of Equation (2-1). ‘The iterative, trial and error nature of dealing with this




term is still present. The medifications are recommended for computational
convenience. The fundarental concept of the Model Performance Index remains h

unchanged.

2.5 Normalizing the performance index i

The performance index as given so far has been expressed as

oo

(PI) = [i(t) ]2dt {(2-10)
PILLIM

The objective of the optimization process is to determine that set of design
parameters which minimizes (PI). In that sense the magnitude of the minimum {(PI)
is unimportant in determining the desired parameter set. To ignore the quanti-

tative value of (PI) however would seem to discard relevant gquantitative infor-

mation descriptive of the performance capability of the control systems which
should be helpful in comparing different system designs.

In the form given by equation (2-~10), the magnitude of (PI) wouild vary with
the characteristic frequency scaling, or bandwidth, of the system. That is,
two systems whose respective poles and zeroes differed in fregquency by a scale
factor would have minimum (PI)}'s which differed only Ly that scale factor, and
compared to their respective scaled models would be considered to have the same
performance capability. To remove the effect of tina or frequency scaling, nnt

needs to divide by some reference time, T over which i(t) could reasonahly

{ave)
be expected to difier appreciably from zero. This could be some multiple of the
step functior response time of the model. To express the result as a time o

average, one would then want to take the square root.

When viewved as Rediegs developed the performance index,
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(PI) = i (2-11)

The quantity, (g?@)/lléj|, is the projection "distance” from the phase trajec-
tory to the model characteristic plane. However the components of the state
vector

~T . " M
X = %, X, Xyee0,x ]

do not have the same physical dimensions, and hence the concept of "distance"
has an ambiguous meaning. The gquantitative value of the perfdrmance index is
distorted by the scaling selected.

For systems and models without zeroes and for a model of lower order than
that of the system, i(t) has an initial value of -1.0 and a final value of
zero. Thus the root-mean-square time average of i(t) relative to 1.0 is an
approximate interprétation of the numerical value of the performance index.

The presence of zeroes has been seen to distort the initial time response, some
portion of which needs to be discarded in the (PI) evaluation by selecting

PILLIM. Hence one could take as the performance index

XY

(1) = (= 1 [ [i(e)1%aet? x 100 (2-12)
{ave) PILLIM

in per cent and expect that for a desirable matching of the model and system,
the value of (PI) from equation (2-12} would no% exceed 5 to 10%.

Further work should be done.in this area so that the quantitative value of
the performance index will have a more recognizable significance. Since one
is comparing system and model state space trajectories in model space, the

order of the model should also affect the magnitude of the minimum performance
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index. Just how these aspects enter and affect the comparison of different

system designs iLs still unclear. If the quantitative significance could be

clearly established, the magnitude of the (PI} could be used to define accept-

able performance deviations and thereby establish parameter tolerance margin )
specifi-ations similar to the gain margin or phase margin specification that

deal with stability margins. One could then iﬁvestigate the use of compensa-

tion to widen the parameter variation over which acceptable performance would

be obtained and thereby decrease parameter sensitivity.

2.6 Multi-Input Case

The multiple input design situation has not been examined in any depth in
this investigation. If the various inputs are related in operational use, no
particular difficulty arises. BAn example is the late:sal control of an airplane.
The airplane response depends upon what inputs are fed to the aileron and to
the rudder, but if one postulates that the rudder input is to be coordinated
with the aileron input to achieve an acceptable rolling maneuver response, one
can look upon the overall system as receiving a single roll command input. If
there is more than one output for a system, one may use zeveral models and
associate different sets of the design parameters witr a particular output and
its modelled response. The airplane lateral control provides an example in that
one may use a roll angle model in optimizing feedback paths to the aileron
while using yaw angular velocity in optimizing feedback paths to the rudder.
In these cases an iterative design procedure is encountered in which first one
parameter set and then the other is optimized, and the process repeated until
a satisfactory design evolves. (Such a process could of course be made auto-

matic on the nomputer if any advantage would therebv accrue.) As has been
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emphasized previously, the design of the model employed is of prime importance
in achieving practical design results., Under the assumption of linearity, of !
course, any non-linear coupling effects for a multi-output case have bheen

excluded from consideration here.

36




3. COMPUTATIONAL TECHNIQUES

To perform the parameter optinization, extensive numerical computations
must be made which makes mandatory a computer program. A FORTRAN IV program
has been written for this purpose. There are two versions, one for continuous
system design and one for digital system design, This section describes the
method of evaluating the performance index, the system representation, the
digital control system techniques, and the general features of the program. The
detailed program listing has not been included, but it can be made available

upon request.

3.1 Evaluation of the Performance Index

Continuous Systems. Following the viewpoint of Palsson, the unnormalized Model

Pexrformance Index is

[« ¢]
(PI) =f [i(e)1%ae (3-1)
1]

where i(t) is the input to a component having the same transfer function as
the model and whose output will be the same as the error between the model and
system outputs. The performance index can be evaluated explicitly from the
inverse Laplace transform of i(p). The latter can be written

G_(p)
GS( ) 1 - (3-21
m P b

i(p) =

Since the input to the system is taken to be a unit step, u(p) - éu Then i(p)

can be expressed as the sum of its partial fractions as
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(n+k)

ilp) = E 3 (3-3)
=1 p-p

where

n = number of poles of the system

]

k number of zeroces of the model

‘pole of the system for j = 1 ton

=K1
I

lzero of the model for j = (n+l) to (n+k)

and

o
I

- lip-pr- 1o _
5 l(p pj) ip); (3-4)

p—Pj

Note that under the assumption that the system and model have the same static
static sensitivity, the term associated with the input pole at the origin is
identically zero. Taking the inverse Laplace transform

n+k

p.t
i(t) = :E: R.e 2 (3-5)
j=1 7

If the real part of pj is less than zero, corresponding to a stable system,

n+k n+k
o 5 o (P +D It
[ice)1%at = }E: }E: R.R, e at (3-6)
0 0 j=1 i=l
ntk nt+k R R
(p1) = - Q. 2. Ai (3-7)

4
j=1 i=1 Py Fi

Therefore by calculating the residues knowing the poles and zeroes of the system

and the model transfer functions, the performance function is readily calculated

from equation (3-7).
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Digital Systems. In the case of digital systems the discrete version of the

performance index becomes

<o

en 2 D) @it
=0

where T is the sample period

i(q) 4 i{gT), g = integer

(3-8}

In a manner analogous to that of the continuous system, the performance index

can be evaluated from the inverse Z-transform of i(z)

[
i{z) = GS
m

(z)
" 1 u(=z)

where Gs(z) system Z-transfer function

it

Gm(z) model Z-transfer function

u(z)

Expanding i(z} in its partial fractions

G (z)
5

i(z) . |
Z Gm\z) {z~1) 2-1
ntk R
i@ .y G
z j=1 z - b
3
where n = number of poles of the system
k = number of zeroces of the model
system pole for 3 = 1 to n
Pj =

and

Z-transform of a unit step, ;r€?-

model zero for j§ = (n+l} to (n+k)

located in the

z-plane

(3-9)

(3-10)
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1

‘ . G (=)
= Y S
Gm(Z) {z-1) iZ=EJ.

R, = -p. 3-1
3 l(z pj) (3-11)

Under the assumption that system and model have the same static sensitivity, the

—_— -

(z-1) term vanishes. -
Performing the inverse transform of equation (3-10},

n+k

i(qT) = Z R, (p.) 9 (3-12)
1

(PI)

i
3

D [itgm?
q=0

o n+k ﬁt&
T Z (E R.(B.)q)( 2. R.(ﬁ.)q)
i3 il et

=(} j=l
n+k  ntk oo

P IEEY (E (Eai{a.)q) (3-13)
j=1 i=1l J q=0 ]

For stable systems lﬁjl <1

and
ntk n+k

(PI) = T E Z _R'.Ei_ (3-14)

i
j=1 i=1 lmpipj

Thus, by calculating the regidues from equation (3-11), one can obtain the

performance index from equation (3-14).

3.2 Placing a Lower Lirit upon the Integration in the Model Performance Index

If instead of equation (3-1), one defines the performance index as
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f [i(t) lzdt {3-15)

{PI) =
ad
n n
R.R, (p.;+p.la
> 2 e (3-16)
i=1 j=1 '‘By7P

Thus, to use a lower integration limit, the exponential term ig added inside
the summation.
The analogous case for discrete systems is

ntk nt+k

EREDID RN (o) (317

g=a

where the lower limit is aT and a is an integer. Then changing the index of

the final summation,

nt+k ntk
(PI) TZ ZRR(pp)(Z(PP))
j=1 =1 J a=0
for lpipjl < 1.0
n+k ntk R.R, (p. P )
(P1) TTE z-—i‘}“——j-" (3-18)
j=1 i=l PiP5

3.3 The Comﬁuter Program

Design synthesis through parameter optimization is feasible only with the
use of a larqe digital computer. The programnirg effort devoted to the devel-
opment of a suitable computer program was by far the largest component of the
work performed under this grant. While the calculations are not particularly

complex theoretically, there are many arithmetic operations required, and the
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inaccuracies associated with the finite word length of the cemputer reguired
many programming modifications and software design iterations before a rea-
sonably useful program was obtained. These accuracy difficulties increase as
the order of the system being designed increases, and a program that produces
satisfactory results for low order systems may still break down as ev~r higher
order examples are attempted. The present program has been checked out for
example designs of continuous systems of as high as l8th-order and of digital
systems as high as 10th-order with satisfactory results. It is dimensioned for
30th~order systems. Computation time increases rapidly with order of the system

as one would expect.

General Program Organization. Two separate programs, both of which use some of

the same subroutines, have been developed -~ one for design of continuous systems
and one for digital systems, Figure 3.]l presents a generalized flow diagram for
the computer program applicable to both programs. The basic function of the
program is to evaluate the performance index for a specified set of design para-
meters and to vary the design parameters to search for that set which minimizes
the performance index. One can specify the maximum number of itexations, (ITMAX),
that one wishes a given computer run to uge. This permits one to examine the
design results in situations in which the convergence to the minimum is very
slow to see if the design is adequate for practical purposzes without excessive
computation cost. By setting (ITMAX) to zero, the performance index can also
be evaluated for a specific set of design parameters since only the initial
calculation will be made before the stopping condition is encountered.

To evaluate the performance index, the development presented in section 3.1

is used. Thus one needs to form the closed-lcop transfer function of the system
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for the specified values of the design parameters. There are of course several
ways of obtaining the transfer function. This program first forms the system

state equation for the closed-loop system in the standard form

X = A x + B u

Y= Cx+Du

Taking the Laplace transform, the eigenvalues of the A-matrix are thern found,
and these are the poles of the system transfer function. The zeroes of the
desired transfer function are obtained in a similar manner as the eiginvalues
of a matrix resulting from algebraic manipulation of the numerator determinant
of the transfer function (see section 3.5). Having the closed loop transfer
function, the performance function is evaluated from equation (3-1i6). This
requires computation of the step function response residues.

While it is possible to obtain an analytical expression for the gradient
of the performance index, it was considered that a simple approximation weld be
adequate and less expensive in computation time. The gradient is the rartial
derivative of the performance inder with respect to a particular design

parameter., This has been approximated as

a(PI) .. A(PI)

3Pi APi

where A(PI} is the incremental change in the performance index obtaine! for an
ipcremental changr, APi, in the parameter. The parameter change used is *1%
(see section L6 for accuracy considerations).

The wminimum performance index point is searched for using az modified

gradient search algorithm., While some of the more elaborate search algeorithms
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were investigated*, no significant advantage was found from their use, This
results from the fact that for practical flight control design situations the
convergence time with this algorithm is rapid enough that with present day
computation speeds the computation costs may be no more than input-output
charges, This of course would vary with the charging policy ©f the particulax
computation facility being used., In any event, there would be no inherent
difficulty in using a different search algorithm with the rest of the program
if one desired to do so. From the gradient values, the incremental changes

{or steps) to the parameter are computed subject to any user supplied con-
straints, and the whole process is repeated with the new parameter values. The
process continues until a stopping condition is encountered or until the maximum
number of iterations is reached.

After a stopping condition is reached, the final parameters are individually
changed by 50% and the performance index is calculated. This provides an indi-~
cation of parameter sensitivity. The step function response of the optimized
system is then computed and tabulated.

The continuous system and the discrete system programs differ only in the
detailed differences between the continuous and the discrete reprasentations
of the system, For example, the model is specified by its Laplace transform
poles and zeroes for the continuous system, while for the discrete system the

Z-transform poles and Zeroes are specified.

3.4 Continuous System Representation

Since the design parameters that are to be optimized can occur at any point

* For example, those available in the IBM Scientific Subroutine Package,
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in the system, a flexible method of system representation is reguired. The
program achieves that in a manner essentially the same as reported in refer-
oncee 6, Each continuous component is represented by its transfer function.
Fach transfer function in turn can be represented as a series cascade of first-
or second-ovder components with First- or second-order numerators. In addition
summation points and gain elements are needed. For a multi-input component
el as the Flight vehiecle, it is possible to specify its state equations
rather than 1ts transfer function as input data. One then preparcs a bilock
fliagram arranging the elemental units or blocks in any confiquration one wishes.
All signal paths are numerically labelled, or assigned subscripts, as are the
state variables, if any, associated with any element. Identifying names, input
and output signal subscripts, and state variable subscripts for the components
are read as part of the data input. Using summation points, any arrangement of
feedback of feedforward paths can be specified. The design parameters can be
any of the gain elements or the time constants or dynamic parameterc of the
elemental blocks. During the search process constraints can be placed upon the
parameters. For example if the pole and zero of a lead compensator were design
parameters, a maximum value for the ratio of pole to zero could be specified

if that were desirable. For digital flight control systems, the design para-
meters can occur in either the digital or in the continuous section of the

system.

3.5 rigital Systems

System Configuration. In a digital flight contrxol system sore or all of the

information processing takes place in a digital computer. Anal~g to digital

conversion is first needed to convert the analog signals from the sensor system
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into digital format for computer procescing, The output from the computer is
generally the set of input command signals needed to actuate the control surface
servos. The latter are analog devices, and therefore a digital to analog signal
conversion is also needed.

The system synthesis program that has been developed in this investigation
permits ont to specify a general control system configuration of the type shown

by the functional bleck diagram of Figure 3.2 In that figure the information

Disturbance

= —— = — — | Forces
INFQ, PROCESSING SYSTEM

Control

1
|
|

| |

I [

| |

| | Forces Controlled

| Interface I Control - o AN/:en}ber
Command | and ] Force : | Controlled otions
lnput | Analog || Generating [T Member
Signol | Signal System ;.
2 o Digital Processor I

] Signal j

[ Processor |

I |

| I

! | Sensor

! { System <

I - '

' l

' |

-

Fig. 3-2. General Digital Control System

processing system which connects the sensor system to the control force gener-
ating syster includes both analog and digital processing sections. To suggest
further the tunctional nature of the various devices, Figure 3.. provides a
somewhat morye detailed elaboration of Pigqure 3.2. Various filters are indicated

to denote signal processing and summation which car occur in either the analog

47

e g

s

T




Input
Signol

Motions

e

Signol Signal Control Forces
Signal ‘gn Analog Sufface ]
Processor Filter Drive Airplane
¥ System
Signal
Signal
RIS et Semsor [@
Digital
Filter
Signal
g Sensor |

Fig. 3-3. Typical Aircraft Digital Control System

or the digital sections, although there may not be the physical separation of

equipment shown by the diagram.

State variible Representation,

From a mathematical modelling standpoint the

system is described by the relationship of various continuous state variables

and various discrete state variables.

Symholically, the mathematicat block

diagram of Figure 3.4 suggests this, although the correlation with the whysicai

devices is thereby cbscured.

The continuous system elements are represented by

an nc—dimensioned state vector, X and the discrete system elements by an

n_-dimensioned state vector,

s

X The input to the system enters the digital

X4

section, and the inputs to the continuous element section are considered to be

the outputs of zero~order hold devices at the digital to analog interface.

one samplinu

ate is assumed.

Only

It is convenient to represent the combined system by a set of discrete
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difference equations in which the variables denote the values of the system
quantities at equally spaced time intervals. To obtain such a set of equa-
tions, consider the continuous section of the system of Figure 3.4 to be

described by the differential eguation

(=)
vl B Acﬁc + BcE {3-19}

with initial condition §c(0) = x

o
u = rth-dimension vector input to the continuous section
X, = ncth—dimension vector of state variables of the continuous section
Ac =n,xn, - matrix of coefficients
Bc =n xr- matrix of coefficients

Since u is the ocutput of the zero order holds,
u{t) = ulk), for kT < £ < (k+1)T (3-20)

where T is the sampling period of the digital section and the simplification
in notation, u(kT) = u{k), has been used, The various signal paths are given
by

where the matrices are appropiriately dimensioned depending upon the number of
y signals that are of interest.

The digital section is described by the difference equations

3_:d(k+l) = Adgc_d(k) + Bdli(k) + dezc(k) {3-22)
u(k) = Cgx, (k) + Ddli(k) + Ddzxc(k) (3-23)

where Xy = nd—th dimension vector of state variables of the digital section
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u(k) = output signal vector of the digital section which is the

input to the zero order holds at the digital-analog interface

The Dy matrix represents those output feedback paths which are processed in
2

the digital information section and modified only in magnitude but not in

phase. Those which also receive dynamic compensation are represented in the

Bd matrix. The input signal, i(t), is chosen to be a step function so that
2

9, t<o0
ite) = (3-24)
1.0, t>0

Discrete Representation of the Continuous Section. It is convenient in

analyzing this overall system to obtain a discrete representation of the con-
tinuous section giving the state variable values at the sampling time of the

digitul section. Making use of the state transition matrix

x (ktl) = P x (k) + ch(k) (3-25)
where
AT
¢ =e ¢ (3-26)
T A (T-T)
' = e B 4t (3-27)
] 0 C

Letting x denote the combined state vector

X
-

x = (3-28)
Xy

these equations can be solved to obtain the discrete state equations for the

overall system.

Substituting equation (3-23) inte (3-21),
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= i + 3-29
Y, cht + Dc{CdEd + Ddll Dd2 zc} { )
oxr
_ -1 ) _
Y, = {1z DCDdz} {cht_c + D Cax, + DCDle.} (3-30)
and
B=Cy¥g ¥ 0y 2
1
-1
+ - i -
Ddz{x Dchz} {Ccﬁc +DCox, + Dchll]‘ (3-31)

These can be substituted into (3-22) and (3-21) to obtain discrete state

equations of the form

x(k+1)

H]

G0 + T 100
{3-32)

y(k+l} = C x(k} + D i(k)’

Ik

The state variables, X, and the signal guantities, y, of equation {3-32) may
or may not be directly observable physical quantities. This depends upon the
particular mathemaical modelling which is employed, and that is often chosen

on the bagis of expediting the mathematical analysis. The system output guan-

tities of interest to the designer therefore may be some of the Y signal
points or may be combinations of them. In any event the output quantities
will be linear combinations of the state variables and of the input to the

system,

Various techniques are available for obtaining the state equations (3-32)

for the complete system., If the development presented previously is followed,

a matrix inversion occurs in equation (3-30) when Dc is not zero. " typical

case is a normal acceleration control system for an airplane. The 1ift due

to elevator deflection produces an output indication proportional to the control

input. The computer program used in this study avoided the matrix inversion
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by forming the discrete state equations (3-25). The entire continunus section
can then be represented as a single component of a system which now 1s made
up of discrete components. There may be several signal psaths leading into
and/oxr out of that component. The overall discrete system representation is
then reduced to obtain the overall state equations.

In obtaining the discrete version of the continucus section, equation
{3-25) shews that the state transition matrix, @, and the convolution integral,
I', are needed., Several methods of evaluating the state transition matrix were
examined. The best numerical accuracy was obtained, at the expense of greater
computation time, by an analytical evaluation of the time response through
the inverse Laplace transform. Since a zero-order hold is assumed, the control,
u, is constant over one sample period. Hence I' involves the integral of the

state transition matrix which is easily found in the same procedure,

Letting
At
P(t) = e
@lp) = (pI - A)-l an n X n matrix
Then e'F = -T—l{ﬁp (p}}
t=T
ll1 Ah —l l
also e dh= % ;¢(p)}l

0 =T

The (ij)th element of ((p) can be denoted

N.l. (p)
¢;5P) = S

ne=

i

R,

_ ijk

= 2: = (3-32)
kel PPy
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where N..(p)

i

numerator polynomial of the {ij)th element

13
p{p} = system's characteristic polynomial
Py = gystem poles, or eigenvalues of the matrix A.

From the definition of the inverse of a matrix,

Nij(p) = (—1)1+J X determinant of {adjoint (pI-A))ji

where the (ji)th element is needed so that the transpose of the cofactor

matrix will be obtained.

For purposes of programming for computer evaluation, the needed (ji)th deter-
minant c¢an be evaluated by taking the matrix (pI-A) and replacing the ith
column by a column vector having its jth element equal to 1.0 and all others
zero. The expansion of this determinant will be the cofactor of the (ji)th
elements.

In the matrix (pI~A), the L.aplace operator occcurs only in the diagonal
elements which are of the form (pI-aii). Thus the cofactors of the diaconal
elements, i = j, will be of order (n-1) while those of the off-diagonal
elements will be of order (n-2) or less. By determinant operations each of

the determinants needed for the Nij(p) terms can be arranged in the form

c -c - ‘e
11 12 P=C,, ~Cy3 cos
0 p—czz ~Cyq v e .
= q 32 33 Tet
8] TGy, P Cyy .- 11

This latter determinant is of the form cll(pI-C), and the roots of the poly-

nomial Nij(p) are given by the eigenvalues of C. The inverse transform of

equation {3-32) is

v 0
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el gt o rami s Ay . Tl 1 ot th R

@, . (r) = R,, € (3-33)
i] k=1 ijk
whence .
° ip, T
@, (T) = DR, e K (3-34) J
ij Kel ijk

To evaluate the ‘ﬁij' one then needs the residues, Rijk' These are readily

evaluated from the poles and zeroes of ¢Ej as

Risk = (Pt bij(p) . (3-35}
P=Py
The poles are obtained as the eigenvalues of the A matrix, and the zeroes are
the eigenvalues of the new matrices, Cij' The appropriate gain factor must
also be calculated in the process. When the continuous section contains inte- o
grators, some of the ‘ﬁij elements may have multiple poles at the origin, If
there ar: s poles at the origin, the partial fraction expansion will also

involve the derivatives of
5
P iﬁij(p)

up to the order (s-1). The program presently permits a maximum of two poles
at the origin in the continuous section.
The residues needed for the integral of the transition matrix are obtained

by dividing each of the above residues by its associated pole, since

T

R e S(r)}|
0 P =T
n -
DI
(e - 1) (3-36)
k=1 Py
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This method of evaluating ¢ and I' thus involves calculating n2 sets of
numerator polynomials, the associated zeros and residues and results in long
computation times for high order systems. The accuracy has becn acceptable,
however, for the aircraft flight corirol systems examined to date. MNote that
if there are no variable optimization parameters in the continuous section of
the control system, the computation of the discrete representation of the con-
tinuous section need only be performed once during an optimization run. In
that case, which may be the more common case for future flight control systems,

the computation time penalty remains a small fraction of the total computation

time,

3.6 Numerical Inaccuracy Difficulties

The method of evaluating the model performance index that is being used
was arrived at affér several alternative methods encountered inaccuracy diffi-
culties that were not successfully surmounted. It cannot be claimed however
that the present technique is inherently more accurate, for perhaps a more
sophisticated programming capability than was avaiiable would have solved the
problems.

The fundamental impediment to achieving satisfactory optimization results
is the numerical inaccuracy of the ‘calculation of the value of the performance
index and its gradient. 1In all of the methods so far investigated, one
encounters at some stage the equivalent of summing a set of large numbers
whoze sum is a very small number. In the process many significant numbers
are lost, and one eventually encounters the limit of significant figures
imposed by the finite word length of the digital computer. Thus, even though

one may need only 2 or 3 significant figures in the values of the final
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optimized parareter set, a mach higher level of precirion i reguired in the
intermediate calculations. To a large extent this results from the use of '
a gradient search algorithm. One can encounter regions nf parameter space

where the gradients are small even though one is nct near enough to the oj.timum

point. TIf the gradient inaccuracies predict the wrong algebraic sign, then a
corresponding parameter step will proceed away from the cntimum, and to aveid

excessive computer time usually some sort of stopping condition is encountered.

It is vstimated that the present program calculates the performance index
with an inaccuracy of one part in 105. Since the gradients are computed as
first order differences due to incrementing the parameters, one desires to use
small increments. One percent paraweter increments are used. If the parameterv
change produces a performance index change of less than the estimated inaccu-
racy, 5% increments are used. If this also fails, the gradient is set to zero,
and no change is made in that paraseter for the next iteration. The maximum
component term in the performance index computation is printed ocut so that onc
can check the accuracy of the listed values.

The programming used by Palsson involved matrix inversion whose inaccu-
racies ultimatelv cansed it to be abandoned (see Ref. 7) in favor of the
present technique,

Thus the numerical inaccuracy associated with making the very large number
of arithmeti~ operations must be constantly guarded against. It will no dount
cause trouble with very large order systems. Rather than resort to more ele-
gant computational procedures, it is felt that simpliciations to the design
techniques could be made that would proceed in the direction of making sure
that negligihle effects would either remain negligible or would be removed

altogether so that the resulting system designs would possess the maximum
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utility. This is an area for future development.

The nuwerical inaccuracy problem is compounded by the difficulty in
assessing a physical meaning to the value of the performance index (see Sec-
tion 2.4). 1If one could be assured that a certain value of the performance
index meant that the system response (under some agreed upon definition of
the word "response") approximated that of the model to within say 10%, then
one would only need to carry the optimization to that level without too much
concern for what the exact mathematical optimum might be. However, the Model
Performance Index weights a number of states of the system that depend upon
the order of the model, and it has not been shown that two designs with the
same performance index value exhibit the same degree of model-system matching.
The normalization discussed in Section 2.4 is an attempt in that direction,
but results are inconclusive.

Thus, one is plagued by the uncertainty in knowing whether the optimum
reached on a computer run is the best one can achieve or merely the one limited
by computational insccuracies. BAs in any design task, it is recommended that
one perform a parameter sensitivity analysis on the final design to insure that

a practical system has been obtained.



4., DESIGN EXAMPLES

This chapter presents several design examples of the use of this para-
meter optimization technique. All of these are flight vehicle control systems.
The first illustrates the reduction in system complexity possible with a para-
meter optimization approach compared with the state variable feedback approach
for an airplane pitch damper system. The second example is the design of a
digital C* fly-by-wire system in which nine flight conditions have been con-
sidered. Next a lateral-directional aircraft flight control system is examined
to illustrate the use of two design parameter sets to satisfy separately the
roll and sideslip requirements. Both continuous and digital systems are con-
sidered. Finally the design of a compensation filter to phase-stabilize a
body bending mode for a launch booster vehicle is considered. The highest
order system is tenth order. Sensor dynamics and control effector dynamics
have been illustrated. The effect of sampling frequency is briefly examined in

the lateral control system example.

4.1 Pitch Damper Example

The design of a pitch rate damper system for an airplane provides an
example of the design simplification that a parameter optimization approach
permits in comparison with the state variable feedhack solution of the optimal

control technique.

Optimal Control bDesign. The well known theoretical result from optimal control

theory states that one needs to measure all of the state variables and feed
all of these signal indications modified by suitable gains to each of the

control effectors. For a high order system such a system configuration is
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unnecessarily complex since one can never specify the desired performance in
sufficient detail that the so called "optimum" solwviion can be defined. 1In
general, performance specifications only express acceptable performance
tolerance boundaries within which the values of performance measures should
lie.

with the design freedom that state variable feedback provides, one can
Place the eigyenvalues of the system anywhere in the complex plane one desires,
If one knows what the closed-loop zeroces will be, one can specify the desired
closed-loop trancfer function and solve for the feedback gains needed to match
it exactly. One can dencte the desired transfer function as a model, and one
of the requirements of the model specification in this case is that its crder
ba the same as that of the system.

Consider a pitch rate control system for the F-8 airplane. For a flight
condition of Mach 1.1 at 5180 meter altitude, the state equations for the air-
plane are given in Appendix A as flight condition 2. The control system using
state variable feedback then consists of sensors to indicate the state variables,
amplifiers to adjust feedback gains and add signals, an elevator servo to posi-
tion the elevator control surface, and the airplane as shown in Figure 4,1,

The corresponding block diagram is shown in Figure 4.2. The elevator servo is

assumed to be a first order lag whose state eguation then is
§ = -12.5 8 + 12.5 3 (4-1)

where @c is the input signal to the servo. Since the elevator deflection, §,
is another state variable, provision must be made for a feedback path from ¢
as shown in Figure 4.2, In the figure the loop gains are represcnted as the

static sensitivities, Si' These represent overall loop calibrations including
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the static sensitivities of corresponding sensors, amplirtiers, and servo, The
input to the system has been assumed to have been calibrated as an equivalent

comman+d pitch angular rate, dc. The feedback signals are assumed to be sub-

tracted at the sigral summation points, The complete system stsate vector, X,

then isg
w
X = é {4-2)
)

Although one can solve for the feedback gain matrix by matrix operations,
it is easier for this simple system to use block diaaram reduction making use
of the airplane transfer functions. The Laplace transformation of the state
equations yields the transfer functions

_ _-179.8(p + 162.8)
p? + 2.196p + 71.73

GA[é,w] {m/s) /rad. {(4--3)

-41,73(p + 1.722)
2 ¢ 2.196p + 71.73

. ~1
Gals,0] (sec) (4-4)

The closed-~loop transfer function then becomes

-521.6(p + 1.722)8;

> - 3 Z (4-5)
Bc P+ a2p + alp + ao
where
- L]
a2 = 2,196 + 12.5 86
a = 71,73 + 27.45 s} - 1128 S - 521.6 5§’
1 § W 8
(4-6)
= L ‘ - . -
a0 896.6 S6 183500 qw 898.5 S0
5! = 1+38
8 8
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One needs to specify a model transfer function. It is known that the
airplane pitch rate zero will also be a closed-loop zero, and hence it can
be a model zerw. From experience one- expects the pitch rate feedback to L
increase the oscillatory mode's damping ratio, probably increase the natural T
freguency somewhat, and increase the break frequency of the real model.

Tynical values of these quantities for the model might be

R mm = 9,0 rad./sec.

Real pole at -15 rad/sec

As a practical uystem only the oscillatory mode characteristics would be of
Juminant impourtance, so the choice or the real mode location has been arbitrary.
“ince that choice will affect the values of the feedback gains, there is an
element of trial and exrcr in the design procedure which is not readily apparent
from the theoretical development of the optimal control theory.

Usiny the suggested model, the model transfer functions became

Gm = — 705.32(];) + 1.722) (4-7)
b+ 24p” + 216p + 1215

One ean then compare the system and model transfer functions, equate polynomial

coefficients, and solve for the required static sensitivities. Hence

S; = 0.744
S, = 2.84 x 1073 rad./(m/s)
Sé = ~0,191 sec.

The model step function response is presented in Pigure 4.3 as the dashed
curve, 'The system step response will of course be identical to it.

Jne can undercta | what the feedback configuration is accomplishing by
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Fig. 4-3. Step Function Response of the Pitch Damper Systems.

examining the variation in the system open-loop medes using root locus dia-
grams. Considering the inner loop first, the servo feedback shown in Figure 4..
increased the bandwidth of the servo from 15 to 21.8 (rad/sec). Concidering

the w loop next, one notes that the gain value that was specified was positive,
which from Figure 4.2 indicates that a positive angle of attack (positive w)
would call for a negative § (trailing edge up). In servo loop parlance this

is positive feedback, negative open-loop gain, and tends to be destabilizing

in the sense that it reduced the inherent airplane aerodynamic static stiff-
ness and hence the natural frequency of the airplane mode. This was necessary

since the subgequent closure of the pitch rate loop increased the natural
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frequency. The root locus of Figure 4.4 shows this. The real mode changed

very little and is not shown. The final loop closure is also shown on |
Figure 4.4, and it placed the closed-lcop poles in the desired lncations, :
primarily through an increase in damping ratio of the oscillatory mode. The
frequency of the real mode was reduced to that specified by tne model by the

final loop closure.

A Parameter Optimization Design. The state variable feedback configuration

required three sensors with the associated summing amplifiers unless some
form of state estimator were to be used. The dynamics of the sensors have
been neglected in the above analysis. In a practical implementation of a
pitch damper system, Figure 4.5, the input to the system would be the pilot's
mechanical input to the elevator servo. This would be summed mechanically
with the output of a series servo driven by the feedback signal configuration.
Only a pitch rate gyro ié needed as a sensor, and to reduce the effects of
the damper system upon the pilot's stick force characteristics a high-pass
filter is customarily required to null the steady-state value of the feed-
back signal. Figure 4.6 is a mathematical block diagram of such a system.
One needs to select the feedback static sensitivity and the value of the
time constant for the high-pass filter. The rate gyro is assumed to be
second-orGer and the series servo dfnamics are negligible. Note that a
state variable feedback analysis would have required additional feedback
paths for the states associated with the gyro and the filter.

Using parameter optimization and the same model as previcusly specified,

valuse of the gain and the time constant were found to be
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bcs[e'G] = 0.,0370 sec.
T = 0,187 sec.

Comparison of the system responses for the two designs is presented in Figure
4.3. The two are not identical, but the differences have no practical signi-
ficance. This design is simpler and includes several practical requirements
omitted in the first design. The root locus for this single loop configura-
tion is presented in Figure 4.7 with the optimized closed-loop poles indi-
cated as small squares.

It would have been difficult to anticipate that such a closed-loop pole-
zero configuration would have provided as good a matching of system and model
as it did. If one could have done so and used it to specify the model, then
of course the state variable feedback technique would have led to the same
design. The parameter optimization approach permitted one to examine the
performance capabilities and limitations of the simplest system configuration
that previous experience had indicated might be satisfactory rather than
presenting one with the most complex solution which then usually would need
to be made practical to implement through some process of simplification.

In the example cited, the simple configuration was adeguate. OCcther
design considerations might have specified some constraint on the design
parameters such as a value for the desired f£filter time constant. For example,
if one specified that T must be 1.0 second, the parameter optimization showed
that the best value of loop gain still did not result in a satisfactory system
from the standpoint of too low damping of the oscillatory airplane mode.

Thus one would need to provide compensation, and the natural next step was
to investigate the use of a lead compensation filter. The parameter optimi-

zation of the loop gain and lead filter time constants readily led to a
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system having essentially similar time response characteristics as obtained
with the first design. The program permits one to perform the optimization
specifying parameter constraints, such as a maximum time constant or a maximum

ratio of pole and zero of the lead filter if one so desires.

4.2 C* Control System

Another example of an aircraft longitudinal control system is a C* fly-by-
wire system. Using a suitable controller, the pilot generates a command signal
which becomes tie input to a full authority automatic control system. The
system produces a pitch angular velocity and normal acceleration proportional
to the input command signal. A linear combination of these quantities defines

the C* guantity as

C* = =0,102 aZ + k 0 (4-8)
where

, ; , : 2
the z-axis component of the incremental acceleration in m/sec

]
il

=]
i

incremental pitch rate in rad/sec
k = arbitrary constant expressing the relative weighting of the two
terms; in this example k = 10.062 g-sec
The dimensional unit for C* is numbers of g, the acceleration of gravity.

C* has been proposed as a handling qualities c¢riterion (Ref. 8) using a
tolerance boundary for a step function C* time response as shown in Figure 4.8.
If one accepts this C* specification as the desired performance for the con-
trol system, one would specify a model whose step response was contained within
the boundaries shown. A further specification was assumed, for illustrative
purposes, which stated that the closed-loop static sensitivity of the system

in terms of C* per unit input command signal should remain constant over the
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STEP FUNCTION RESPONSE
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Fig. 4-8. Specification for Allowable C* Step Function Response
to Meet Handling Qualities Requirements and Selected
System Model Response

flight envelope. It is noted that the latter specification is not required in
order to use the parameter optimization yechnique discussed in this report.
One could, for example, have required a constant stick force per g specifica-
tion. If one had not placed a specification upon the variation of static
sensitivity with flight condition, somewhat simpler systems would have been
possible. Since a steady-state C¥* requires that both pitch rate and normal
acceleration are constant, a system that controls either of these quantities

. could also ba calibrated in terms of C%, and the C* criterion could be used
as the design requirement. The pitch damper system previously discussed is

one such system. The parameter optimization technique could then have been
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used to «xamine the performance capabilities of the simpler configuration so as
to achieve a design of minimum complexity. An example design sequence of this
type was reported in Reference 9.

Returning to the present example, the static sensitivity requirement nec-
essitated that the system have a C* error summation point and integral compen- .
sation of the error. Thus two sensors were reguired so that C* could be gener-
ated. Since both a, and é were then available to the system information pro-
cessing subsystem, these guantities could also be used to form feedback compen-

sation loops. accordingly the system configuration presented by the block

diagram of Figure 4.2 was specified.

Discrete
Elevator Elevator Eiev. C* Response
* . . .
C* Command D.g,rai. Command Zero Command Elevator Disp. . —_-C.*
» Information Order - »| Airplone
" ervo
c* Processing Hold
{com)
b 3
Sampled Indicoted
Pitch Rate _ Pitch Rate Normei Pitch Rote
T Accelerometer
Analog
Digital
Interface
Sampled Normal Indicated Normal
Acceleration Acceleration Pitch Acceleration
[ e Rate -
Gyro

Fig. 4~9. Functional Block Diagram. Digitat C* Control System.

This design example is used to illustrate a digital flight control appli-
cation. A continuous version of the same system has also been examined, and

for sampling frequencies of the order of 30 samples/second the performances of !
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the sample data system and the continucus system design were virtually 1ndis-
tinguishable.

The mathematic block diagram for the system is shown in Figure 4.10. The
separation of discrete and continuous system elements is denoted by the digitai,
analog interface dotted line. Sensor dynamic lags have been neglected. The
optimization program permits one to examine the use of digital compensation
tfilters. The recommended procedure is to begin the design sequence with the
simplest system and to add complexity only as required. Thus the simplest
filter embodimen® is just a constant gain, and for this airplane that was suffi-
cient as will be seen. The trapezoidal integration algorithm was used for the
integration element shown for the C* error compensation (Ref. 5).

C* was formed by combining signals obtained from a normal accelerometer
and a rate gyro. The C* error signal was formed and integral compensation
was used to eliminate any steady-state error. Pitch rate and normal accelera-
tion signals were gain-compensated and summed with the compensated error signal
to produce the elevator servo input command signal. All of the signal pro-
cessing was assumed to take place in a digital computer, and thus sampling
devices were assumed at the outputs of the sensors and the r.ilot command
generating controller.

The desiygn parameters whose values needed to be determined were the open-
loop static sensitivites, Si' of the three control loups and the static sensi-
tivitiy of the compensation integrator. The forward loop gaiu has been located
within the acceleration inner loop, so that the design parameter modifying the

accelerometer signal is the sensitivitiy ratio, (SR)_ , of the open-loop cali-

8 § z
bhration sensitivities, S, = (~E- and S_, = —% . The latter are the
Z a, OL C C* JoL
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overall loop calibrations of the cascade of elements from the aircraft output
motion through to the elevator surface deflection with the other loops open.
The model was chosen sc that its step response was contained within the
tolerance boundaries shown in Figure 4.8, Since the dominant system mode was
the airplane longitudinal oscillation and alsoc since it was desirable to keep
the model simple, a second-order model with no zeroes was selected. Since
overshoot in C* response is expected and indeed desirable, a model damping
ratio of 0.5 was chosen resulting in approximately &n 12% overshoot. To locate
the time for the peak overshoot an undamped natural frequency of 9.5 (rad/sec)
was chosen. The model poles in the cdmplex plane then were located at
(-4.75 + 8.235). The digital program required specification of the Z-plane
transfer function for the model. This was obtained from the p-plane transfer
function using the integrating operators of Reference 5 and a sample period

of 0.03 sec. This gave

Gm{z) = — 0.21192z (4-9)
27 - 1,63360z + 0.84522

Poles: 2z = 0.81680 + 0.21849j

The model step response is shown in Figure 4.8,

Nine flight conditions for the ¥~8 airplane were investigated., These are
identified in Appendix A, Table A-1l, The aircraft state equations are also
presented in Bppendix A. The design procedure followed was: {l) optimize the
4 parameters at each of the flight conditions; (2) examine the optimized para-
meter sets to ascertain whether the flight condition variation could be
suppressed; (3) fix those parameters where step 2 indicates that is feasible;

{4) re-~optimize the remaining parameters at the various flight conditions.
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Sectirn 2.2 referred to the effects of integral error compensation of the
type being proposed in this investigation. The inteatator supy lied the open-
loop pole at the origin needed to insure a zero static error in C*., wWith the
design freedom that the four parameters permitted in this example, the paramet
optimization acted so as to eliminate the need for thc integrator. 1+ 4did thi.
by causing the airplane to become an integrator by calling for a reg.ncrative
a, feedback loop. The effect of this sign of a, feedback was to redu-e the
static stability of the airplane, causing the natural frequency of the oscilla-
tory poles to decrease until they became two real poles, one of which migrated
to the origin, See a similar trend in the root locus for the pitch damper
example cf Figure 4.4, Stability of the overall system was assured by the 5
and C* feedback loops. When that inner leop adjustment took place, the compen-
sation integration gain became a —rery insensitive parameter as one would expsc..
Hence the parameter optimization preferred such a solution incorporating a
relatively high regenerative a, feedback.

That solution however may not be attractive. The amount of a, feedback
had to vary with flight condition, since the airplane poles were a function of
£light condition. Although it was not investigated, it would seem that it
would be possikle that the effects of partial system failures could leave the
pilot with a neutrally stable or even an unstable airplane. Therefore, as a
further design modification the a, feedback was constrained to a value which
the previous results indicated would still! keep the 1nner a, loop stable by
itself. This was done by selecting the ratio of the a, feedback yain o the
forward loop gain to he 0.5. When the remaining three parameters were re-
optiﬁized the low ¢ flight condition required an integrator gain of 1.26 sec-l

while at some of the other “light conditions at which the aircraft was more of
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an integrator due to the a, feedback, relatively little integrator gain was

needed.

Since the C* specification boundaries permitted a step function over-

shoot, the integrator gain was fixed at 1.26 sec.“1 so that the worse flight

condition was covered.

The remaining conditions were then examined to determine

if the optimization of the remaining two parameters would satisfy the specifica-

tions.

As an additional simplification, in the final design iteration the rate

feedback path was eliminated (parameter set to zero), and this left only one

design parameter to optimize.

gain with flight condition is summarized in Figure 4.11 as a plot of (Sc*)

[¥2]

ci

The variation of the optimized forward loop

-1

/ Si= 1.26 sec.mI

/08 (SR)Q _ 0.5 subsonic

6 z 1,76 supersonic

F-8 Ajrplane

- {see App. A for
~935 flight conditions)

1 ] | 1 | | ] | i 1
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{ kN,/mz)
DYMANIC PRESSURE, ¢

Fig. 4-11. Variation of Forward Loop Static Sensitivity with Flight

Condition for the Optimized C* Control System.
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versus dynamic pressure. The step function responses of the resultant designs
for the various subsonic flight conditions are presented in Figure 4.12. For

the supersonic flight conditions, the a, feedback sensitivity ratio was increased
to 1.76. The step responses for the three supersonic flight conditions are pre-
sented in PFigure 4.13., The performance specifications were satisfied with a
relatively simple control system. The responses exhibited greater overshoot

than that of the model at most flight conditions due to the closed-loop zero
introduced by the integrator compensations but that only brought the responses
closer to the mid-values of the tolerance boundaries, and that would be satis-
factory.

The design iteration was stopped at this stage. Perhaps further design
simplification would have been possible, since the margin of the responses
relative to the specification boundaries was fairly large and could have been
traded-off against reducing the need for a two-lavel a, gain variation subsonic
to supersonic. Linearizing the forward loop gain variation with dynamic pressure
of Figure 4.11 would be easy to implement, and a final check of the resulting
performance would need to be made. WNote that the parameter optimization approach
permitted one to include several engineering design constraints in a s+traight-
forward mmanner. By correlating the optimization results with classical design
tools such as the root locus, one can generate clearer understanding of why
the parameter selection gives the performance achieved than is apparent from

the computer output of an optimization run alone.

4.3 ¥F-8 Lateral-Directional System

General Features of Lateral-Directional Contrel. The control of roll angle of

an airplane provided an example of a control system that utilized two control
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effectors, the aileron and the rudder. The primary method of generating the
forces needed to change the direction of the airplane's velocity vector in the
herizontzl planc is to roll the airplane about its longitudinal axis so that
there will be horizontal component of lift. This horizontal foree component
will then produce an angular velocity of the velocity vector, that is, a rate -
of chanye 6f the direction of the flight path traversed by the airplane's ucenter
of mass. The primary control effector for exerting the rolling moments needzd
to roll the airplane is the aileron. In addition to translation, the alrplanaz
has angular deurees of freedom, and the angular heading of tie airplane's
longitudinal body avis may deviate from the direction of the velogitev vectur
thereby generating an angle of sideslip. The geometrical quantity of impor-
tance in the directional control of the airplane is this sideslip augyle, which
is defined as the angle between the velocity vector and the projection of the
velocity vector onto the airplane'’'s plane of symmetry. The velocity vector
referred to here is the velocity of the airplane with respect to the air mass.
For reasons of obtaining acceptable handling gqualities, it is desirable
to perform ¥olling maneuvers in such a way that sideslip is kept small. If
3ideslip were kept zero, the velocity vector would remain in the plane of
symmetry as the airplane rolled. To the pilot the airplane would appear to
roll about the direction of flight. If there were a tendency for the airplane
to rell about an axis inclined to the velocity vector by some angle of attack,
sideslip would then he generated as the rolling motion converted angle of
attack into sideslip. To the pilot in that case the airplane's direction of
flicht may appear initially to turn opposite to the direction of the turn he

wis! 2 te establish. Fer this reason and because sideslip generates side forces
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which are less comfortable to the crew and passengers, sideslip is objection-
able. While minimizing sideslip is usually considered to be the criterion
for rudder coordination, there is evidence that the attendant improvement
in yaw angular velocity is the wore important consideration to a pilot (Ref. !

10). The primary means for minimizing sideslip is the deflection of the

-

rudder control. The rudder dominantly produces yawing moments which can be

used to generate the yaw angular velocity components needed to minimize side-

slip when the aileron input alone would cause the airplane to roll about an

axis not aligned with the velocity vector., The process of deflecting the

rudder in conjunction with the aileron is termed rudder coordination. !
For small angles of roll the steady-state turning angular velocity is

proportional to the roll angle. If one aligns a set of body axes so that the

longitudinal x~axis is parallel to the velocity vector in trimmed flight (a
stability axis set), the yaw angular velocity component found along the
Z-axis will then be proportional to rxoll angle. If sideslip is kept zero
during the rolling transient and altitude is maintained, that component of
yaw rate is the only one present, since the rolling motion takes place about
an axis perpendicular to the yaw axis.

The example to be presented is primarily an illustration of the use of
the parameter optimization technique to design a rudder coordination subsystem
fur an F-8 fighter airplane lateral autopilot. In the process the roll angle
control system was also designed. The airplane has two control inputs, the
aileron and the rudder deflections. Each input produces responses in sideslip,
roll angle, and yaw angular velocity, and therefore one is dealing with a
multi-input, multi-output controlled member. Synthesis of such a control

system is difficult, though certainly not impossible, by classical automatic
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control system design technigues. From a transfer function standpoint,
closing a feedback loop from any output, i, to the first control surface
changes not only the closed-loop poles, but also changes the zeroes of the
transfer function relating a second output, j, to the second control surface
input because of the cross coupling involved. While it is not necessary to
call for a design resulting in completely non-interacting controls, advantage
can be taken of the fact that the ailerons have been designed dominantly to
produce rolling moments while the rudder has been designed to produce yawing
moments. By the very nature of the characteristics of an airplane, if the
rudder is doing an adequate jcb of minimizing sideslip, the rolling charac-
teristics are dominantly affected by feedback to the aileron alone, Thus
certain feedback paths to the aileron can be identified with roll angle con- .
trol while other feedback paths to the rudder are associated with the rudder
coordination system.

The natural response modes of the airplane are the spiral mode, the roll
subsidence mode, and the lateral oscillation. Large excitation of the lateral
oscillation during rolling maneuvers is undesirable. This mode usually is
underdamped, and typically yaw rate is fed to the rudder to increase the
damping ratio of the mode. Finally it is also operaticnally desirable to
minimize the steady-state sideslip which may exist due to steady bias yawing

torques that may arise from a variety of sources.

Design Procedure. With these operational requirements in view, a design

procedure is suggested as fcllows: {a) provide a yaw rate feedback path to

the rudder to increase the damping ratio of the lateral oscillation to an
acceptable level, e.g., 0.5. (This is readily done from a root locus analysis
irasmuch as it is a very simple feedback loop.} (b) select a roll angle
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response model; {(c) provide roll .ingle and possibly roll rate feedback paths
to the aileron and use the parameter optimization program to select an initial
set of open-loop static sensitivities (gains); (d) provide a rudder coordina-
tion signal path structure and using the same roll model as in step (b), use
the parameter optimization program to select an initial set of coordination
system parameters considering roll angle command as the input and yvaw rate
(stability axis) as the output quantity; (e) using the coordination system
parameters found in step {d), reoptimize the roll angle control system para-
meters; (f) using the new roll angle parameters, re-optimize the rudder
coordination system; (g) continue the iteration as needed. As the ccordina-
tion system performance improves, it is found that the interaction between the
two sub-systems decreases, and convergence to an acceptable design is rapid.
It is then found that the rudder coordination system parameters primarily
affect the locations of the zeroes of the closed loop system transfer function
relating yaw rate to the roll angle input command with little effect upon the
poles. The roll angle parameter optimization changes the pole locations of
the transfer function relating roll angle to the roll angle command and,
depending upon the compensation structure specified, may or may not change

the closed-locop zeroes.

The above discussion lays the background Ffor selection of the model used
in the param~ter optimization program for designing a rudder coordination
gystem. The model expresses the desired transient behavior of the system. If
one were to state as an operational requirement that sideslip should be kept
zero, there would be no desired transient response, and one could select coor-
dination design parameters so as to minimize the integral squared sideslip

response. As is seen in the examples presented below, such a system design is
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not necessarily the best from an operational point of view. &n alternative
expression of desirable characteristics based on the previous discussion is

to state that the yaw angular velocity, as seen in a stability axis coordin-

ate frame, be proportional to the roll angle as the airplane maneuvers to

establish a commanded roll (or bank} angle. The model in this case is a .
model of the desired yaw angular velocity transient response, and it can be
obtained from a specification of the roll angle response characteristics,

Such a choice for design optimization leads to a better angular velocity

response with less excitation of the lateral oscillatory mode (Dutch roll)

at the expense of a somewhat greater magnitude of peak sideslip than does

minimizing the root mean square sideslip.

A Continuous System Pesign. The above procedure was applied for two flight r

conditions for the F-B airplane. A control system configuration was specified
which resulted in the functional block diagram for the system of Figure 4.14.
Roll angle and roll rate were fed to the aileron without additional dynamic
compensation. Yaw rate was fed to the rudder to improve the damping of the
lateral oscillation. To avoid a steady-state rudder deflection during turns,
the indicated yaw rate signal was modified by a first-order high-pass f{ilter.
To provide rudder ccordination a compensated aileron to rudder interconnect
signal path was provided. Varicus compensation dynamics are possible, but
perhaps the simplest is one whose transfer function has a single pole, a
single zero, and a static sensitivity. To reduce steady-state sideslip due
to steady-state yawing moments, the integral of sideslip was provided as a
slow acting sideslip trim path. Use of sideslip to achieve high freguency
sideslip control is unattractive due to the difficulty in measuring dynamic
gideslip and the reduction of damping of the lateral oscillation that it

84



I
!

|
i
}
&
(+) \
(+ %
,R"” Bady Axis Roll Rate i
Rate W
iOI EI Aileron Gyro *q
ngle . :
Command ¢(~} gi"::l““d Scs[wx.su] - 2:: ei’:" Roll
Gain g o] Afleron g Angle j
. +) ¥ Servo i
[+ e :
Scs [(#, ,80] Gain Scs [NMSr] Airplane f{fﬂb“il‘y Axis f
Rudder Command Rudder |Yaw Rate ;
Filter Do 0 ,gé‘) Signal Rudder] _Angle | "z(st)
- +) & lSErvo !i
i
T+ g P ) !
= ( ead !
GF Scs[Sa,B,] {1 +T|U p) E
g ) Body Axis Yow Rate :
. Yow Rate ody Axis Yaw :
Filter jw G
yro w, i
s |
S’:s [B !Sr] Integrator \ J
!
Sideslip AN Sideslip Angle !
Sensor | \ B
T
\ - hpf P :
R I
hpf P :
Fig. 4-14. Functional Block Diagram. Lateral-Directional Flight Control System.
i
-—-—-—|A
.




produces. The roll and yaw rate signals were assumed to be cbtained from
rate gyros whose input axes were aligned with an orthogonal set of body axes
whose X-axis was displaced from the stability axis coordinate frame X-axis
by the trim angle of attack. The dynamic eguations of motion for the air-
pPlane found in Appendix A 2re written in this body axis coordinate frame. .

The aileron servo was modelled as a second-~order lag with undamped
natural frequency of 34.64 rad./sec. and a damping ratio of 1.0103, The
rudder servo was a first order lag with the pole at -25.0 rad./sec¢. The
complete system was 10th order.

The yaw angular velocity, as seen in a stability axis coordinate frame
(see Figure A-1l), has components of both of the body axis roll and yaw rates

as given by equation (4-10)

Doy e 4-10
Wx sin o, + Wz COS O . ( )

WZ(st) 0

The steady-state yaw rate is

Wz(st)ss = {g/v) c‘bss (4-11)

where ¢ES is the steady-state Euler ang;a,‘ﬁ, measured as a rotation about the
X body axis, and V is the true airspeed. Equation 4.2 shows that at high
speed the steady-state stability axis yaw rate, which is also the desired
maximum yaw rate, will be small relative to the maximum roll +ate that can
result during the rolling maneuver. In a poorly coordinated maneuver, the
roll rate term in equation (4-10) may initially exceed the yaw rate term
giving rise to the negative stability axis yaw rate that pilots find objec-
tionable. Accordingly, it was also decided to provide a roll rate to rudder
path, and let the parameter optimization determine whether >r not it would

be benefigial as part of the rudder coordination system.
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Model sSelection. The input to the control system as shown in Figure 4.14

is the roll angle command signal. For a step function input the system is
callea upon to establish a steady-state roll angle prope rtional to the command
with a dynanic transient response approximately the same as the ster function
response of the selected model. In order to have a iesirable yaw angular
velocity behavior, the time Lesponse of the normalized yaw anqular velocity
as seen in a stability axis coordinate frame woula also be approximately the
same as that o' the roll angle. The steady-state values differ, ot ourse,
as seen in equiiion (4-11). One desires to keep sideslip acceptably low
during the maneuver and to reduce the excitation of the airplane's lateral
oscillatory mode.

Since the objective of using this example was to illustrate the use of
the parameter optimization program for designing a rudder coordination system,
the selection of the model for the roll angle command system was arbitrary.

The model transfer function selected was

Gp (P} = ; 2 (4-12)
1+ 2L p + E—-—i'

w

n

L =0.7 w = 1.0 (Rad/sec)

This provided the step function response presented in Figure 4 16 and exhibited

a response time of approximately 3 seconds.

Design Parameters. The design parameters to be selected were the open-loop

static sensitivities and the time constants of the aileron to rudder inter-
connect path compensation filter. Since the static sensitivities of the
airplane were fixed, the open-loop static sensitivities were specified by

expressing the scnsitivity of the portion of the loor from the ouput quantity
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of the airplane through to the control surface displacement. When more than
one quantity was fed to a given control surface, the calibration specified for
a particular path assumed the other paths to that point were open. The design

parameters were

Aileron control paths

8§ §
] = —-a.- 5 = -"-a—
cs[¢,5a1 ?/qs csiw 6] (Wx s
Rudder control paths
8 ( S
8 === 5 =
CS[Wziar] Wz e cs [IB"S]:'] fsdt ss
Ga 6r
Scs[G 81 TS Sestw .61 W
a’ r r x'r X

53 58S

Thpf * T(lead) T(lag)

Of these nine parameters the two aileron path parameters were selected by the
parameter optimizztion of the roll angle response. Four of the rudder path
parameters were used in the optimization of the stability axis yaw rate
response. The control system design was not sensitive to the characteristics
of the yaw rate and the integrated sideslip paths to the rudder, and these
paths were designed arbitrarily and held fixed. Thus the pa-ameters used to

specify the rudder coordination system were

¢ S5 '
Scs[aa,arl eslw_,§ 1" T(lead)’ T(1ag)

For the two flight conditions investigated, the optimization placed the lead
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zero at rather high frequency relative to the bandwidth of the model, and so
in the final design iterations the system was further simplified by elimina-
ting the lead zero and reducing the number of optimization parameters to
three.

In optimizing the rudder coordination system parameters, the output
guantity of interest was the yaw angular velocity as found in a stability axis
coordinate frame. This quantity was formed using equation (4-10), In
attempting to minimize sideslip during a rolling maneuver, one is basically
asking the ruddcr to operate so as to suppress one of the aircraft's degrees
of freedom, This is to a large extent a process of adjusting the zeroes of
the roll input command to yaw angular velocity transfer Function. It is not
surprising that the zero locations are very sensitive to the rudder coordina-
tion design parameters. Indeed the zeroes migrated very rapidly over both the
left and right halves of the complex plane as the parameters were varied.

From the discussion of the performance index of Section 2.3, the zeroces
strongly affect the initial response of the error excitation function, i(y).
Thus if the performance index lower integration limit was zero, the performance
;. lex was also scnsitive to the design parameters, and the slopes of the per-
formance index in parameter space were very large and sensitive. Although the
system was 1lOth order, if the aileron to rudder interconnect path contained a
zero, the pole-zero excess af the system roll command to yaw rate transfer
function was nnly two. Without the interconnect path zero, the excess was
three. Thus the mndel excess could only be two or three respectively. The
pole-zero configuration of i{p)} was such that the high frrguency gain was so
large that even the minimam value of the average performance index could be

of the order of 10 rathwr than 0.10. This caused two adverse rffects. Most
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importantly, the optimization traded-off low frequency response behavior
against the high frequency initial state response, usually resulting in poor
sideslip response and excessive excitation of the airplane's lateral oscilla-
tion. Secondly, the very large {(PI) values due to these high frequency
terms increased the requirements upon the significant figures to be retained
to maintain acceptable computational accuracy. As was discussed in Section
2.3, one needs to trade-off the effects of the initial mismatch of system
and model state vectors versus matching of the state space trajectories
during the rest of the transient response. This can be done through an
iterative variation of the lower integration limit of the performance index.
After three trials, a lower integration limit of 0.05 seconds, which was
approximately (1/60) of the model and system response time, was sufficient

to lead to an acceptable system design.

Design results. Two flight conditions were investigated: M = 1.6 at 12192 m.

altitude and M = 0,56 at 6096 m, altitude. The former was a test case prob-
ably never to be encountered since it corresponded to a roll during a pull-
out maneuver at the extreme corner of the airplane's flight enveleope. The
second was a moderate Mach number cruise condition.

The yaw damper loop was designed using the root locus presented in
Figure 4.15. The high-pass filter time constant was specified to be 1.0
second, a value that in current design practice is found to be reasonable.
The integral of sideslip feedback gain to the rudder was set at N.1 5ec-1
on the basis of specifying an acceptable time for the reduction of steady-
state sideslip bias. As a further check at the end of the uptimization pro-

cedure, uiese three design parameters were added as optimization parameters
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Fig. 4-15. Root Locus Design of the Yaw Damper Loop.

and found to be insensitive.

The performance of the final design is presented in Figure 4,16. The
optimized parameter set is listed on the figure. The roll angle response was
acceptably close to that of the model, Although the normalized yaw rate
response deviated somewhat from the roll angle and resulted in the negative
sideslip shown, there was little excitation of the lateral oscillation and
no negative initial swing of the yaw rate. The maximum sideslip was only
0.5% of the commanded roll angle which is cerxrtainly acceptable. The most
sensitive rudder coordination system parameter was the static sensitivity of
the aileron to rudder path. Figure 4.16 presents the sideslip variation due
to +25% changes in this gain. The system sensitivity would appear to be
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acceptable.

Comparison of an RMS Sideslip Design. The method of evaluating tne perfor-

mance index (see Section 3.1) makes it easy to use as a performance index

the integral of the square of the sideslip response. This was done for com-
rarison purposes, and the response of Figure 4.17 resulted. The normalized
vaw angular veleocity was closer to the airplane roll angle response and the
resultant sideslip was smaller than for the Model Performance Index design.
However there was a much greater unwanted excitation of the lateral oscilla-
tion and an initial negative swing of the yaw angular velocity. Since the
Model Performance Index evaluated the contributions of several output deri-
vatives, it did a better job in reducing the oscillatory .omponent of the
response at the expense of greater sideslip. The optimization procedure thus
Presented one with a clear trade-off between sideslip response and yaw angular
velocity response as the performance capability of a practical lateral control
system configuration. The results were also indicating that to reduce the
sideslip further would involve feedback of more states, a complication that

for this application would not be warranted.

Change in Flight Condition. The system configuration obtained for the Mach

1.6 flight condition was then reoptimized for the €096 m. altitude, Mach 0.56
condition using the same model. The system parameter values that resulted
and the transient responses arc presented in Figure 4.18. The system perfor~

mance 1s comparable to that obtained with the Mach 1.€ condition.

Digital System. If one wished to use a digital computer for the information

processing in such a lateral control system, the same design proceduze leads
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to the system configuration shown in Figure 4.19. In this case the input
data for describing the model was the Z-transfer function of the model.
There is a chance for some ambiguity at this point, inasmuch as there are
several ways of representing a desired continuous transfer function by a
discrete algorithm (see Ref. 4).

To illustrate the difficulties one can encounter in specifying the
Z-transform of the model, one can examine the straightférward Z-transform
of the same second-order model that was used for the continuous sytem in-

cluding a zero—-order hold. One obtains for a sampling period of 0.03 seconds

0.43808 X 10 >(z + 0.98596)

22 - 1.95803z + 0.95890

G(z) =

The zero, which is introduced by the sampling process, is difficult to inter-
pret physically, If i(z} is formed using eguation (3-9), this model zero be-
comes a pole of i(z) on the negative real axis near the point z = -1, Such

a pole contributes an exponential sequence to i(z) at the sample instants with
successive values alternating in algebraic sign. When [i(t)]2 is formed, this
contribution appears as an exponential response mode similar to a very low
frequency mode at z = +1. Such a mode contributes significantly to the time
response, and hence to the performance index and can distort the optimization
process. If one examined the model step response, it was seen that moving
this objectionable model zero to the origin had very little effect upon the
time response. The effect upon i(t) then is that of a very high fregquency

negligible system pole. The model transfer funciion then was

-4
0.8700 X 10
Glz) = — 2 (4-14)

2 - 1.,95803z + 0.95890
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with poles at
z = 0,27902 + 0.0209867

Note that this is the sarie form of the transfer function that would have
resulted from using the integrating operators that were used in spe=cifying
the model for the digital C* system example of Section 4.2.

Similarly the form of the aileron to rudder compensation path is more
complex in the Z-plane, since the sample data representation of a first-order

bole introduces a zero as well as a pole. The general form for such a filter

then is

The high-pass filter in the yaw rate to rudder path became (for T = .03 sec)

(z = 1)
csiWw 8§ 1 (2 - 0.927045)
Zx

Gf(z) =5
and the integrator for the sideslip path was taken to be

T {z+1)
0.1 2

z ~ 1)

Specifying the aileron to rudder compensation filter pole and zero and
the same loop gains as were used in the continuous system to be design para-
meters, the optimized system of Figure 4.19 resulted. The performance index
lower limit was specified as 2 sample periods or 0.06 sec compared with 0.05
sec for the continucus system. The step function time response was indis-
tinguishable from that shown in Figure 4.18 which indicated that for this
sampling fregquency, the continuous and the discrete systems exhibited essen-

tially the same performance.
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Reduced Sampling Frequency. The effect of sampling frequency was also

investigated. Since a different set of design parameters might provide

better performance if a different sampling frequency were used, the para-

meter optimization was repeated using a lower sampling freguency. The J
sample period was 0.1 sec, a factor of 3 chang . If the time constant of

the yaw rate high-pass filter were kept equal to 1.0 second, the response .
shewn in Figure 4.20 as curve A resulted. Since the damping ratic of the

lateral oscillation mode for this design was approximately 0.3 and the res-

peonse shows a fair amount of excitation of that model, the optimization was

re-run adding the yaw damper gain and filter time constant as design varia-

bles. For this lower sampling frequency, the optimization program preferred

a filter time constant of 4.} sec and gave excellent matching of roll angle 4
and yaw rate as shown in Figure 4.20 as curve B . The system design para-

meters are listed on the figure. For the lowered sample frequency, the

aileron to rudder compensation path pole was placed in the left half plane

rather than the right half plane and the magnitude of the zerc was greater

than 1.0. The other design parameters were not greatly different from those

for the higher sample frequency. If the larger yaw rate filter time constant

and the lower sampling frequency were not objectionable from other operational
gpecifications, the performance of the lateral coordination system would be

considered to be better at the lower sampling frequency than at the higher

one.

4.4 Tirst Stage Launch Vehicle Control System

In the design of a pitch attitude control system for a rocket launch
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vehicle, the system specifications may consist primarily of a minimum for-
ward loop gain together with a desired gain margin. The gain may be spe-
cified by the allowable engine deflection caused by wind shears encountered
during first stage flight through the atmosphere. Inasmuch as dynamic man-—
euvering requirements are minimal for such a vehicle, there may exist

rather broad tolerances upcn acceptable dynamic response characteristics,
Henze in selecting a suitable model one can design the low frequency charac-
teristics from consideration of a simplified analysis of the vehicle rigid
body mode. Rate information to provide dampi-g for the rigid body mode is
assumed to be obtained from a rate gyro and the attitude information from an
irertial platform, From such an analysis the reguired angle and rate feed-
back loop gains can be obtained for an assumed variation in atmospheric wind
shear and practical damping reguirements. The resulting low frequency pitch
control system can be taken as the model to be used for design of bending
mode compensation. Depending upon the dynamic behavior of sensors and actua-
tors, this rigid bedy design could be further refined if needed by specifying
minimum values for the loop gains and using the parameter optimization program
to establish other compensation parameters.

When the structural bending modes are added, one may have to add addi-
tional compensation in order to achieve the desired gsin margin. This example
looked at the use of the parameter optimization program in designing a bending
compensation filter for this case. 2 functional block diagram for the control
system is shown in Figure 4,21. The corresponding mathematical block diagram
is presented in Figure 4.22. The gyro sensors have been assumed to be lo-

cated at the same fuselage station. The gyros sensed both the rigid body
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Fig. 4-21. Functional Block Diagram. Launch Vehicle Pitch
Attitude Control System.

motion, eRB' and the component of the structural bending corresponding to
the bending mode slope at the sensor location, qul' The ratio of the rate
gyro path static sensitivity to that for the attitude gyro was expressed as
the sensitivity ratio, (SR), and the required value was taken as 1.0 sec.

The system specifications were assumed to lead to a required attitude loop
gain of 1.0, expressed as the ratio of the steady-state engine deflection, §,
to a steady-state pitch angle, 6. The rate gyro was assumed to be repre-
sented as a second-order component with damping ratio of 0.7 and undamped
natural frequency of 120 rad/sec. The engine actuator was a first-order lag
with & pole at ~-50 rad/sec. At this flight condition the uncontrolled vehicle
was aerodynamically unstable. The transfer functions relating the rigid body
pitch angle and the bending mode displacement, q to the engine deflection

are listed on Figure 4.22. The "tail-wags-dog" zercer are included.
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Figure 4.23 presents root loci for ti.:s control system. The dominant
rigid body mode was the low frequency oscillatory mode which resulted from the
attitude feedback loop. This mode was adequately compensated by the zero
introduced by the rate gyro loop. (Note that the loci shown in Figure 4.23
include the effects of the high frequency modes although they were outside
the scale range of the figure.) The first bending mode has a frequency of
approximately 20 rad/sec and the figure shows by the dashed line that without
additional compensation that mode is unstable.

Previous experience had shown that the bending mode could be phase-
stabilized using a second-~order lag filter placed in the forward path of the
pitch loop. The filter's natural frequency and damping ratio were taken as
optimization parameters. The order cof the overall system was 10. Initial
parameter values that produced at least a stable system were specified. The
parameter optimization was first performed using the required pitch attitude
loop gain of 1.0 using as the model the low frequency rigid body mode that the

simplified analysis predicted.

s - (1 + p/0.078)
m (1 + p/0.2){1 + p/0.55)

This optimization selected a bending mode compensation filter with damping

ratio of 1.4 and undamped natural frequency of 24.5 rad/sec.

Increasing the Gain Margin. This design had a gain margin of 1.2 which was

considered to be too low., The performance index does not include any indica-
tion of gain margin. Therefore it was decided to use the program to redesign
the filter using a higher pitch attitude leoop gain thareby insuring a larger

gain margin at the desired lower loop gain. The forward loop gain was
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accordingly increased to 1.%, and the optimization was repeated. The model
was alse adjusted to reflect the change in rigid body mode characteristics.
The filter design that resulted had a damping ratioc of 4.3 with undamned
natural frequency of 32.2 rad/sec. With this high a value for the damping
ratio, the pules of this filter were real at -3.9 and -275 ra’’/sec. 'There-
for» the filter was dominantly a first-order lag rather than the seccad-order
lag that had heen originally anticipated. The parameter optimization thus

led to a simpler compensator design than one would have specified on the basis
of previous experience. At a forward loop gain of 1.0, this system design
exhibited a gain margin of 2.4, and the root locus is shown in Figure 4.23 as
the compensated branches. The bending mode branches remained in the left

half plane, and the critical mode arose from the compensation pole coupling
with one of the booster poles. At the design open loop gain, this mode had a
damping ratic of 0.35. There was very little change in the low freguency gain
margin (2.1), since that was determined essentially by the aerqdynamic charac-
teristics of the vehicle. For wind gust inputs the rigid body response was
satisfactory. Although it was not done, the design iteration could have been

continued in the same manner to further refine the gain margin if desired.

106

W,




—

5. CONCLUDING REMARKS

The results of the analytical design studies performed in this investi-

gation show that a digital computer parameter optimization program provides
an effective technique for the design of linear automatic control systems.
It permits one to start with a simple and practical system configuration and
from it evolve a system of acceptable performance with a minimum of complex-~
ity. Such a simple system is defined to be the “optimum" one. The inverse
problem of having to simplify a complex configuration which the state vector
feedback approaches introduce is thereby avoided.

Rarely do the operational requirements upon system performance specify
more than the dominant dynamic characteristics of the nominal system response
to operating inputs. In additien, acceptable operational use often results
even for deviations in performance from the nominal within rather broad toler-
ance limits. 1In such cases very simple compensation networks or similar de-
vices can usually suffice. However selection of the values of their design
parameters may not be obvious if the system is complex, since the rules of
thumb that apply to simple low order systems are difficult to extend te high
order systems whose transfer functions contain several zeroes. The computer
optimization procedure described in this report solves this difficulty by
permitting cne to use his knowledge of the characteristics of low order systems
in the design of a reference model and to use the computer to perform the
extensive computations needed to find that parameter set which yields the best
“matching" ¢t the dominant cheracteristics of the response of the complex

system to that of the simpler model. The computer program accomplishes this
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task by searching for that set of parameters which minimizes a mathematical
functivnal called the performance inder. ‘Therefore one has to make the
further stipulation that when the performance index 13 minimized the desired
matching between system and model responses indeed results. If that is true,
the optimization procedure provides an efficient method oi 3design iteration
which in effect is stating that it discards all of those parameter combina-
tions which would yive poorer performance, Having obtained the desired para-~
meter set one can usually obtain further insight into ..ay that set is accom-
plishing its purpose through root locus and/or frequency response aralyses
permitting one to examine also such design feazures as sensitivity, gain
margin, etc.

Because the required response characteristics cannot be specified
exactly, as has already been noted, there is no analytical transformation of
the specifications that defines the mathematical functional to use. Obpe is
forced to use that performance index which experience shows will result in
acceptable designs. The Model Pertormernze Index is recommended as the qua-
dratic functional to use for the optimization process. The advantage of this
index is that it automatically provides the state varisble weighting factors
that should be used, and these are the coefficients of the characteristic
eguation of a reference model. Its use has led to practical system designs
with acceptable performance. Simple performance specifications can be used,
but these mu:it be in a form that can be translated into a tolerance boundary
within which the step function response of the system should lie., The model
is selected «n that its step response meets the performance specification.

The model can be of any nrider subject to the constraint that the excess of its
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poles over its zerces is no greater than that of the closed-loop system when

the system exhibits right half plane zeroes. In general org needs to model i
only the dominant modes of response oi the system, and the model is typically
¢ much lower orxder than the system. Various system response characteristics
can be incorporated into the model design, if desired. In particular, the
maximum control effort limitations can be incorporated through specification
of the mndel's acceleration.

Not all of the properties of the Model Performance Index have been ;
established to date. The importance to be attached to the gquantitative value
of the index is one such area. If that could be more clearly defined, the
value of the performance index could be used to establish parameter tolerance
ranges for acceptavle performance capabilities and establish specification
parameters similar to the widely used gain margin and phase margin specifica-
tions., A clearer pigture of parameter sensitivity using the performance b
index would then be possille.

It was found to be necessary to modify the Model Performance Index as
given in references 1 and 3 for thcse design situations in which there is a
large discrepancy at the initial time between the lower order states up to
the order of the model. This is primarily important for systems having
zeroes in the transfer function. If the model is of different order than the
system, it is impossible to match the state trajectories at t = 0. The opti-
mization process in attempting to achieve an overall trajectory match can
improve the initial portion of the trajectory by permitting poorer matching
at subsequent times. This is equivalent to improving the high freguency
response at the expense of the lower frequency characteristics, which usually

is an unsatisfactory trade-off. The modification used was to place a lower
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limit upon the performance index integral thereby ignoring the initial portion
of the trajectory. The selection of the lower limit at present is still a
trial and error procedure.

The parameter optimization technique permits one to include all of the
component characteristics without complicating the feedback structure. These
include actuator and sensor dynamics and certain filter characteristics
chosen for engineering design reasons other than dynamic performance. The
order of the system affects the process primarily in increasing the cost of
the computation. The controlled member, or plant, may have zeroes in either
the left or right half plane as is typical with flight vehicles. The design
variables can be gains, filter time constants, undamped natural frequencies
or damping ratios of components. Practical constraints can be placed upon the
allowable values of the design parameters in a straightforward manner. Digi-
tal information processing can be considered, and the design constants in the
digital section can be either gains or the coefficients of the difference
equation (or Z-transform) for compensation filters, Within the dimension
gpecification of storage arrays in the program, any arrangement of feedback
paths and feed-forward paths to a multiple-~input controlled member can he
considered. Any signal path can be taken as the output.

In essence the analysis effort of the engineering design iteration
steps has been computerized in a fashion that permits the engineer to retain
the constraints imposed by practical implementation considerations. Aaside
from reducing the manual effort associated with the design process of compli-
cated configurations, those solutions to the problem can emerge which might
have been overlooked or not anticipated or not explored for lack of time. This

is particularly true of systems whose transfer fuactions contain zeroes, since
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it becomes more difficult to correlate the various pole-zero arrangements in
terms of the resulting transient time response. This can result in a simpler
system than one would have expected, and that is an important advantage of a
computer optimization technique.

The question of system dasign for stochastic inputs has not been
treated in this report. Conceptually there wouid be no change other than
a change in system specification and a corresponding change in performance
index. To the extent that one could consider the specification of acceptable
performance in the presence of stochastic inputs as a specification upon the
desired frequency response of the system, one can incorporate such specifi-
cations in the design of the reference model, The same design procedure
would then result. Undoubtedly one would specify the model design over a
larger frequency range than would otherwise be necessary. This iz an area

for future investigation however.
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APPENDIX A

DATA FOR EXAMPLE DESIGNS

1. FP-8 Airplane Longitudinal Data
The longitudinal aerodynamic stability data for the F-8 airplane are
tabulated in Table A-1 for the nine Flight cenditions investigaterd, liass

and geometric data are as follows:

Mass 9994 kg (648.8 slug)
Pitch Moment of Inertia 118640 kg -~ m2 (87490 slug-ftz)
Chord 3.59m {(11.8 feet)
Wing Area 34.87 m° (374.9 (£6)%)
Tail Length 4.8 m (15.7 feet)

. Sensor Location 4.57 m (15 feet)

Stability axes were used for writing the equations of wotion. The state

equations are

I
1

= A x+B§,

The A and B matrices for the nine flight conditions are:

{w in in m/sec; O and § are in radian)

F.C.1
-0.560 277.4 -18.29
A = B =
-0.0256 -0.146 -9.26
F.C.2
~2.16 351.7 =-90.19
A = B =
-0.2037 -0.0362 -42.0
112
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-1.08 326.4 ~40.60
A= B =
-0,102 ~0.0150 ~17.8
F.C.4
-0.653 324,6 ] ~-24,99]
A = B =
-0.0623 -0.0100 | ~11.6
FICQS
-0.562 154.8 ~12.59]
A= B =
-0.0325 -0.305 -6.22
FP.C.6
-1.360 187.9 | -36,88
A = B =
-0,05315 -0.7758 -17.8
F.C.7
-0.820 189.6 | -22,34
A= B =
-0.0312 -0.4142 | -10.85
F.C.8
~-1.32 268.6 | -49.53
A= B =
~0.04856 -0.6956 -23.8
FlC'g
-0.720 252.1 -22,.56
A= B =
-0.02986 -0.378 -12.3

2. F-8 Lateral Eguations

The data for the lateral-directional control system example of Section 4,

4.3 are presented here. The state equations are written for a body axig coor-

dinate frame whose X-axis is inclined to the trimmed velocity vector by the
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angle of attack, &0.

the airplane X axis, and its rate of change therefore contains components of

The roll angle,

¢, is the Euler angle rotation about

|
y
1

the angular velocity of the ailreraft along both the X and Z axes as in Fiqg.

A-1. Again

X=AX+Bu

where

134
1l

Two flight conditions were considered.

Mach = 1.6, 12192 m.

- o
do = B.1

0
0
0

0.0208

T

-

0
13.387
~0,047038

0.0010
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altitude:

1.0

-1.92066

-0.18778

0.1417

5.2363
~2.3726

0.010

0.1423

0.33441

~0.41197

(All angle units are radians.}

0

-67.403

1.717

-0.2384

At




At Mach = 0.56, 6706 m. altitude:

o = @
0 7.75
-
0 1.0 0.1361
0 -2,625 1.91
A =
0 -0.0759 -0.426
0.0555 0.1359 ~0.9974
0 o
27.0 6.13
B =
1.420 -3.55
{ 0.002315 0.04222-J

0

-29.80

2.650

-0,2173

Airplane Rall :Eody Axis

Body Axis Roll Rate
w

o -

ac
\Airplone Trimmed
Velocity Vectar

Body Axis Yow Rate
“’
z

Za

Airplane Yaw Body Axis

*Yow Stability Axis
z(st)

- —p Roll Stability

Axis
X(sf)

Fig. A-1. Coordinate Axis for Aircraft Equation of Motion.
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TABLE 2-1 Aerodynamic Data for the F-8 Airplane, Longitudinal 2xis
3 NON DIMENSIONAYL LONGITUDINAL STABILITY DERIVATIVES

F.C. 1 2 3 4 5 6 7 8 2
C, 0.031 0.0415 0.0430 0.0480 0.0410 0.0195 0.0230 0.0175 0.0210
CDM 0.11t 0.116 0.116 0.1l16 -0.0167 -0.0175 -0.018 0.115 0.115
9T/du 0.649 -0.1 1.47 0.649 0.50 -0.67 0.3 3.68 1.47
Cy, 0.282 0.0775 0.143 0.224 0.452 0.11 0.240 0.11 0.23
CLM 0.120 0.117 0.116 0.116 0.144 0.109 0.109 0.08 0.123
CDa 0.328 0.106 0.217 0.335 0.29 0.29 0.29 0.072 0.210
CLOL 4,864 4,866 4.866 4,866 3.80 3.80 3.81 4.30 4,30
CmM ~-0.145 0.068 -0.002 -0.144 -0.077 -0.07 -0.002 0.01 -0.145
cma ~0.745 -1.55 -1.55 -1.55 -0.715 -0.492 -0.477 -0.525 ~0,59
CLﬁ 0.573 0.58 0.58 0.58 0.55 0.55 0.550 0.604 0.532
Cm5: -0.267 -0,882 -0.84 -0.39 -0.895 -0.88 -0.87 -0.926 -0.964
Cm 1.16 2.7 2.7 2.7 -0.283 -0,.233 -0.200 -3.070 -0.070
Cmq -3.45 -2.85 -2.85 -2.85 -3.50 -3.47 -3.45 -4.1 -4,1
Altitude 13.7 5.18 10.7 13.7 7.62 i.22 6.10 6.10 10.7

(km. )
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TABLE A-1l {continued)
F.C. i 2 3 4 5 6 7 8 9
Mach YNo. 0.94 1.1 1.1 1.1 0.5 0.56 0.6 0.85 0.85
ao(deg) 4.7 1.5 2.4 3.7 7.7 2.7 4.6 2.3 3.9
Seo(deg) -4.5 -1,26 -2.9 ~-5.0 -4.68 -2.22 -2.6 -1.93 ~2.6
vVim/s) 277 352 326 325 155 188 190 267 252
q{kN/mz} 4,84 44.6 20.2 12.52 6.56 19.20 11.7 23.6 12.1

o —
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