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1. Preliminaries
1.1 Introduction

A study of intermittent/transient faults (I/T faults)
in digital systems reqguires a confrontation with a. multitude
of issues. It soon'becomes clear, moreover, that in the
period of one vear, not all the issues can be considered.
We have, therefore, taken.one approach - of many possible
approaches - to this area, and have reached a point which we
feel indicateé reasonable progress. In the iollowing sections
we will detail the state of our ;Avestigation,.and we will try
to.indicate the strong and weak points of our current position
with this problem area. This section will serve as an over-
view of these results. |

The ultimate goal of this study is to perform survivability
evaluation of digital systems for I/T faults. The framework
within which this evaluation is to be performed is generically
described by the CARE II approach. Hdwever, survivability has
heretofore been addressed primary from the point’of'ﬁiew of
long-term or uniform survivability. The explicit consideration
of I/T faults requires instead the consideration of_inﬁerval
survivability. Interval survivability is a measure éf the
probability of the system surviving a fixed time interval of
I/T fault activity in the sense that at the end.ofatﬁis interval
the'system can continue to operate (perhaps atvthe cost of some

recovery operations) in an acceptable (but perhaps degraded)

mode.




We have not, at this time, implemented a means of evalu-
ating such a survivability number. It is clear, however, that
the task of doing so is at least as complicated as that of
writing the actual CARE II program. Moreover, to do so is
beyond the scope of.the work reported here, and would, in fact,
overlap significantly with the development of CARE III. How-
ever, crucial to any such evaluation is the capability to
detect and diagnose I/T faults. (This is éometimes referred
to as the "D" and "I" of the DIR function). We have here,
then, the motivation for much of the work to be reported in
the following: +the chief results to be reported will consist
of the developmént of methodology for detecting_and diagnos-
ing I/T faults in digital systems. We will show that there
are specific bdunds and guidelines to this detection and diag-
nosis for I/T faults in general which must be taken into-
account in any interval survivability evaluation. These bounds
and guidelines are detailed such that they can be incorporated
>1nto any testing and dlagnOSLng methodology.

In addition we report on the status of aﬁ'expérimental‘
~attempt to determine the.effect of various physical_I/T faults
(for example, those which might be determined.to be important

from the 1977 Learjet Experiments).on a t&pe of module which
.could be a part of a general compﬁter system characterized by
the CARE IT model. The goal here is to functicnally determine
‘the effect of various I/T faults so that the methodologies for |

o testing and ‘diagnosing I/T faults can be fully exploited by

-



takiﬁg into account the detailed test set regquirements.
All of this, then leads to further refinements in
interval survivability evaluation for digital systems in

the presence of I/T faults.

-
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2. Interval Survivability |
Oﬁr objecti&e-is £0 enhance and evaluate the survivability
of a computer system by use of fault tolerant techniques, |
Survivability is evaluated as the probébility that the system
will sﬁrvivé until a given time, t . The concept of surviva-
bility is extended by the inclusion of degraded modes of opera-
tion. For example, a systeﬁ may survive to time T 4in the
undegraded mode but survive from time T to time t in a
degraded mode. ) | |
Various methods of increasing the fault tolerance of a
computer systém.have been proposed in the literatﬁre. The
method considered_here is the use of standby spariny. The
computer system is assumed to be partitioned into several
stages. Within each stage are a number of identical units.
A certain number of the units in a given stage are in active
operation while seﬁéral other units serve as sfandby units.
In the eﬁent that an éqtive unit failé, a spare unit is
tested and then switched in to reélace the:bad active unit.
The principles of detection and.location df faults and
of recovery of the program in progress are essential to a
gracefully degrading, standby sparing computing system. A
system of both hardware and software detectors are provided
to detect the presence of any faults and then to locate the
fault to within a certain category. A Strategy for recovering

from faults in each,category must be provided. When the pré—

'éenceﬂbf'a fault is detected, further propagation of errors
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is prevented byrstopping thé program in progress and holding
information néedéd for recoﬁery. After ihe‘fault islisoiatgd
to within a certain category and a spare unit switched in to
replace the faulty unit (no spare unit is switched in for the

cases of transient faults) a recovery strategy is then

carried out +o restore the program in progress. A failure %o

detect or isolate a favlt oxr a failure to restore the program

in progress will result in a system failure.
In order to design for fault tolerance, a great deal

must be known about the nature of the faults that can occur.

- A transient fault is generated internal to the affected units;

‘therefore ene must be able to identify transient faults so

that recovery maylbe done without replacing any units with a
gpare unit. An intermittent fault is a failure that is gen-
erated within a unit. If a fault is identified as intermittent,
it is best to treat the fault as a permanent fault, i.e.,
replace the unit with a spare unit to avoid the conseguences

of reoccuraﬁce of the intermittency. In order to detect faults
as quickly as possible, one must have a good'model of the proba-—
biiity of occurance of each type'of fault that may occur. GUsing
an accurate fault ﬁodel, one then designs hardware detectors

and software procedureé to detect the various faults in an
efficient manner. For péfmanent faults, accurate failure rates

[y

are given by the manufacturer. However, additionai-study is

requirved to model intermittent faults, which are generally



caused by loose wire bonds in integrated circuits, and
transienﬁ faults, which are generally the result of electro-
magnetic disturbances generatéd in a thunderstorm by nearby
lightning strikes. |

The CARE II program is designed to evaluate the suxr-
vivability of the graecefully degrading and étandby sparing
computing system described above. The program derives the
- probability that the system can survive untii time & .
Information required for CARE II includes failure rates of
the units and rafe of.occuranca of nonrecoveréble; trans-—-
ient faults. The CARE II program includes a coverage model
which demands a detailed knowledgé of what faults may occur,
the charaéteristics of the hardware and'software detectérs,
and probability of recovery given the class of fault and
the time elapsed frbm the occﬁrance of the fault to its-
detectiqn'and to its isolation. Coverage is the paﬁt of the
fault tolerance design that includes detectioh, isblétion,
and recovery from a fault. Once_thé fault-is;détected by a

given detector, the isolation and recovery p;oéedures follow

according to a deterministic path. = However, several detectors

may be capable of detecting the same fault and which one
actually succeeds will then determine the isolation and
recovery procedures. Due ta the nondeterministicﬁpature of
fault ciietecw‘:ic'm,r CARE II raquires categorization of faults

-into fault classes. Fault classes are chosen such that the



detection of a fault class by the set of detectors is statis-
tically independent with respect to the detectors. .To deriﬁe-
coverage coefficients, i.e., the probability of recovering
from a fault given that a certain numbher of spare units‘must
be tested before a good one is found, one must also know the
probability of occurance of the various faults. Finally,

one must also know the effectiveness of the recovery strategy
for a given fault and given time delays included in‘detection
and isolation. Specifically one must provide r(ftr') where

r{t,t") is the probability for a given type of fault that the

. Program will recover after a delay of T seconds from fault

occurance to fault detection and a delay of ' seconds from
fault detection to fault isolation. CARE II assumes that
f(T,T') = xr'{t)+xr' " (t+1') where r*(t) accounts for propa-
gation of errors before the fault is detected and zx''(t+1')
accounts simply £or total.time lost in the. running of the
program. |

The present 1iteratur§ on gracefully degrading and
standkby sparing computing sﬁstems assume a uniform failure

rate;._The problem of lightning induced fualts brings up

the question of interval survivability, that is design and

evaluation of the computing system with respect to tolera-

tion of a severe transient fault inducing environment over a
: D € _ e

limited period of time. It will be necessary to modiff the

CARE IT model to account for a change in detection_and'recovéry




procedures for the severe transient interval. The emphasis

of the detection procedure must be shifted to detection of

the transient faults likely to occur in a thunderstorm.

Such a shift méy easily be initiated by the detection of
electromagnetic disturbances by an external detector provided
for such a purpose. The external detector may provide data

on the nature of the transient environment so that the opti=
mum fault tolerant strategy may Ee employed. Por example, the
Ffault tolerant strategy should be a function of the severity
of each electromagnetic disturbance as it occu&s and'also the
expected length of the severe tfansiant fault inducing inter-
val. If several oéerations are being carried out at oﬁce,
those operations that are most affected by the transient en-
vironment showld be postponed, if possible, or done in a way
that is less sensitive to transient faults. To study the modi-
fication of gracefully degrading and standby sparing computer

" systems for interval survivability, one requires an extensive
knowledge of the effects of a thunderstorm on the operation of
the computing_system and a knowledge of the effects of lightning
induced‘transient faults on the various functions of the com-

puting system.



3. Current Status of Module Self-Diagnosis Theory

e W

3.1 Intreduction

In this section we will give an overview of the theory of
self~diagnosis of digital systems. It should be kept in mind that E
while our concern is with I/T faults, the majority of this reviewed
work deals with permanent faults. However} this work must nevertheless
be appreciated as it represents an initial Condition on the results *
of Sectiqn 4. Moreover, from Section 3 we have seen that for
survivability evaluation,_sélf-diagnosis is a crucial factor.

. In particular, we Wiil consider the design of such systems
which will operate in a distributed processing/éecentralized control
mode.  In order for such systems to operate in a fault tolerant
enrivomment, it is imperative to incorporate into the design some
degree of self-diagnosability.

In this section, a system is considered which can be partitioned
into n functional units, or modules, each possessing some degree of
intelligence. A major assumption to be made is that each module be
‘completely capable of testing the correctness of othexr specified
modﬁles in the system. Sudh tests cannot be well defined in the
general sense; (Indéed, their generation is the tesponsibility of
thé module.desigger). They may be considered to be strictly hardware,
as in/the_casg.dfhdedicated hardwére monitor. Similarly, a module
may utilize various diagnostic software routines to.generate and
compare test patterns that will be applied to the module being tested.
In the most general sense however, a test may be thought of as any
combinatién of hardware and software which enables a unit to success—

fully base a conclusion as to the operational state of another module.

(RN
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A unique test will probably need to be designed for each module
based on the fact that a single universal test would not provide

adequate fault coverage for each module, due to their Ffunctional

differences.
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Tt should be noted that the implementation of such tests is not a

[ T 0 = s S h e S

trivial matter and posgs a major.cbstacle to the design of totally
sel f-diagnosable systems..

The actual diagnosié problem is one of detection and location -
of all faulty modules that may be present in the system. Once all
of the tests in the testing interconnection design have been com-
pleted, ;t is the function of the entire system'to deﬁect the .
presencé of any singlé of multiple faults. A system'diagnosis
algorithm must be impleménted,t6 examine thé set of test outcomes
and_determine if anf faults have occurréd.:_A féctor whicﬁ enhances
the complexity of the problem is that of the possibiiity of incorrect
test outcomes produced by modules which are themselves faulty.

A basic assumptioﬁ affecting the testing interconnection of
devices is one of generating an upper bound on the allowable number
of modules which may become defective at any one tme. Dépeﬁﬁing_:
upon this Eigﬁre, the testing scheme may be very simple_pr cquite
complex.. it will be shown that the number of modules in ths éystem
and their testing intercomnections have a direct dependence upon
this upper bound.

The goals of attaining a totally self-dignosable system are
two fold. The first is in enzbling the system to operate in a
fault tolerant environment.  Upcn the detection of any module
failures, the system could conceivably isolate thoseadevices,
reconfigure and then recover to resume its processes, all without

any external communications. Such performance would be essential
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in situations where it would be disasterous for the entire system
to crash. The second goal of attaining self-diagnosability would
be to ease system maintenance. Thé_detection;of any faults in the
system could signal an error condition. This in turn could affect
a physical replacement of thevfaulty components, if Possible, to
update the system to resume corrécﬁ 6p§rat%0n; Thus, in any situa-
tion, sélf—dignaséble sjstemS‘are.easily séén to 5é armajor : |

consideration in increasing system reliability.



may include an upper bound on the number of faults that may occur

1 i A . . I

3.2 SYSTEM MODELS AND THEIR ANATYSIS

Various system models have been proposed to aid in the analysis
of diagnosable systems. The basic goal of each of the models is to
demonstrate the testing interconnections employed and to deduce the

performance characteristics of such schemes. These characteristics

in the system, while at the same time possess the ability to locate
just a single fault or perhaps diagnosis the entire fault situation.

Probably the most well known had been proposed'by Preparata [3.7]

a decade ago. In this model the system is decbmposed-into n &ifferent.
subsystéms, or modules, éaéh'with the capacity'tb test the coﬁiect— i
ness of the others. The model itself‘is a graph—thebréfic,one in
ﬁhich each of the n modes represents fhe n modules and.é'directed
edge is included to denote a testing intérconnection between two

modules. Each of the teétiﬁg liﬂks'ié.represented bﬁ.bij;in which
each unit U, evaluates unit U.. The weight associated with each

J

bij is a.. ={O,{3. The test outcomes a.. is a 0 if'ﬁoduie Ui is

ij ij
fault free and tests Uj to be also fault free. THowever, if s is

fault free and tests Ujjto be faulty, then 234 = 1. In the situa-

tion where the testing.mogule U; is faulty, its test output could
possibly be a 0 or 1, regardless of the actual condiﬁion of the
module Uﬁ.being tested. The testing comnection of system can be
represented by a conne?tion‘matrix C El\cij“ 'whefe: |

1 1f.bij exists., ™

A
©ij ~{0if b4 does not exist.

Once all of the tests in the model have been completed, each aj <
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has been assigned a corresponding binary weight. It is from this

set of test outcomes, i.e. the system syndrome, that the system
diagnostics will be performed.

The svstem diagnostics may be oriented towards 6ng of two
possible approaéhes. The first is often referred to as one-step
t-fault diaénosibility. Is the goal of this method to ident’fy
{(Locate) all of the faulty units iﬁ}the system, given its syndrome.

A necessary constraint is that the number of faulty units does not

exceed the ﬁppér,bound t. Another approach is in viewing the system
as being sequentially t-fault diagnosable; Here, it is guaranteed
that at least one faulty unit can be detected directly £rom analysis
of the system syndrome. Again, ik is aséumed'that the maximum
number of faulty modules does not exceed t. It is obvious that a

y dne—step t-fault diagnosable system is also sequentially t~fault
diagnosable. .Thé’motivation.behind each of these situations should
also be clear. In the one-step case, the syndrome is'exémined to
identify each of thé.faulty units. These units may all be replaced
at once, thus enabling the system to once again become fully opera-
tional. On the other hand, in the sequentially t~Ffault diagnosable
situation, the syndrome is examined such that only one faulty unit
is detected. This faulty unit is then replaced and a new syndrome .
is generated. This procedure would be reinterated up to t times,
until all of the faulty units had been réplaced. While one-step
t-Ffault diagnosabilityris more efficieﬁt thap sequen%ial t—-fault
diagnosability, the complexity involved may not warranit the increased

- performance.
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In his paper, Preparata made a few basic, but very important
observations in relation to diagnosable systems. The first was in
generating a lower bound on. the number of units to ensure the
system to be diagnosable. That is, given that a system is one-step
t—-Ffault diagnosable, then n22t+1.conversely; if a system of n medules

is said to be one-step t-fault diagnosable, then an upper bound on

its degree of diagnosability is £ & Yh;l] . It should be emphasized
that these bounds may ncﬁ be reached if an inefficient connecting
schéme is employed. Another important obserﬁatipn made was in
bounding the smallest number of units needed to test another to
ensure the system to be one-step twféult diagnosable. It was found
that it was necessary that each unit be tested by at least t other
units. Thus, we see that for a system of n units, a minimum nunber

of connections that enable one-step t-fault diagnosazbility is N = nt

links. -
- An interconnection design in which n = 2t + 1 and each unif'is
teste@ by exactly t other units in such a way as to be one-$£ep
t~fault diagnosable is said to be optimal. A well.known class of
optimal designs is the so-called Dg design. In this design, a-
testing link from U; to U. exists if and only if j - i = gm (modulo n)

J
and m assumes the values 1,2, ...,Et. Examéles of Dl2 and Dgy designs,
with n = 5, are shown in Figure 3.1.7t was shown that the Dy design
is an optimal one whenever‘gaﬁd t are relatively priEE, and as such,
would allow the system designer to employ a most efficient testing

interconnection scheme into the overall design. Also, this type of



testing interconnection between devices provzdes the ability to
synthesize an =fficient diagnostic algorlthm, such as the one
proposed by Meyer and Masson.{B.G]. (This algorithm:is ?resented'
in detail in the Appendix.) A_  _

‘As had been already.pointedlout; the complexity of a one-step
t-fault diagnbsable interconnection scheme leads td'a rather large
number of testing links. It is for this reason that sequential
t~fault diagnosable systems have been studied. Since we ate
utilizing the same model as before, the lower bound on the ﬁumber
of units, nZ2&+l, is still valid. However, Preparata showed that
there exists a class. of designs with the number of testing links,

N = n + 2t ~ 2, such that the resulting svstem is seéuentially
t—Ffault diagnosable. Essentially, this design was that of a simple
loop along with a subset of 2t - 2'units all tESting'a'common unikt..
Such a testing interconnection. scheme is shown in figureS.é with

= 14land t = 6. | .

The simplest seguential t-~fault analysis is through the ﬁse.
of a single loop system. With this interconneﬁfion, a lower bound
on the number of units to guarantee sequential t-fault diagnosability
is given by the following: |

RZv =1+ @+ i)2+hm+l) :
with t.= 2m + X, m integral and A = 0,1

A table comparing one-step t-fault diagnosis to sequential t-fault
diagnosis with respect to their lower bounds on the ;ﬁmber_of units
and testing links is given in Figure 3. 3. Upon examination of the

table, it is obvious that as the allowable number of faults increéSeS,.

sequential t-fault diagnosis becomes much more cost effective in



relaﬁion.to the hardware'needéd‘to reéiize tﬁe~design.

As one of the first to address the problem, Preparata has
been shown to make a few important initial contributions to the
study of diagnosable systems. Among them have bheen the concepts
of one-step and sequential t-fault diagnosis, along with each of
their respective~lowerlﬁounds or the number of units.and testing
interconnections. .AlSO; a class of optimal designs were proposed.
What was noticéably missing however, was thé means to‘determine 
the diagnosibility number, i.e. the maximum number of aliowable
faulty units, of a general intérconnection scheme. -

“To this end, it was necessary to be able to fully characterize
the connection assignment of diagnosable systemé- Hakimi and Zmin
{3. 4 essentially picked up the study where Preparata left off, in
that thej claimed to have shown both the necessary and sufficient
- conditions for a system to be t~'diagnosable. In their termino~
logy, a system.that is twdlagnosable is dlrectly analagous to
bPreparata s one—step t-fault diagnosis. The model used is exactly
the same as the one that had prevmously been considered. That is,
~the system in questlon can be viewed as a dlrected graph explicitly
showmng the testlng connectlons beuween modules.

i One of the main results of Hakimi and Amin was the determination
of necessary énd_sufficient'conditions for a,system to be t-diagnos-—
ﬁblé“when the'syétem.has ﬁhévprcperty.théﬁ nd two units test éadh
3otﬁer; ‘Very simply, they found that the system is t-dlagnosable onlv

AE each unit is tested by at least t other unlts. As an example,

F i e
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it is seen Lhat the- DS* design;‘which is known to be t-diagnosable,-
satisfies the above cond;tions. |
What was obviously needed, however was a general characterizaw
tion of any system, regardless of the interconnection scheme. fhe‘
following approach was proposed. Consider a dipath from U.% to ﬁ;'

i1
in which a seguence of vertices and edges in @ (the graph),

Uil, (Uil, Uig)' UiZ' ".'f(uik-l' Uik)’ Uik exlsts;"whe;e (Uil, Uiz)
denotes a directed edge frqm,Uii, to Uiz. When there is a dipath

from U; to Uﬁ in G, fhen'Uj is said to hé reachabie from U;. @ is
defined as being strongly connected if any paif'of vértices are -
+utally reachable. Hakimi and Amin claimed the following: If
n22++). and K(G)2t, then the'system'is t;&iagnosable, where the con-
nectivity K{(G) of a digraph ¢ is the minimum number of'vertices
whose removal from G yields a graph that is.not strongly conﬁécted._
It is elaimed that whenever these conditions are met by any systemn,
then the system diagnosibility number‘can'be verified;

An example.which questions these results is‘showh'in Fiéure‘B.é.
By 1nspect10n, 1t is de1ous that the graph as shown is not stronglv

connected. By con51derlng Uy and U3 it is seen that a dlpath £from

-Ué to U, does not exist. Therefore, the connectivity of this system
is K(G) = O, which implies that the system is o—diagnosable.' A

aescrepancy evolves here in that it is felt that ﬁhe system is

instead lmdiagposable, or eguivalently, sequentially l-fault diagnos—

able. It will be shown in the next diséussion'of Rﬁssell and Kime's

model, that the above system is indeed sequentially l~fault diagnosable. |

Thus we see that given a general interconnection scheme, necessary
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and sﬁfficient coﬁditione have been'prOPQSed by Hakimi and Amin to

determine the.degree Qf the systems diagﬁosibility,‘although at the

present they-do.Seem to be questionaﬁle. |
Another diagnostic model ﬁas”been prdposeﬁ by Russell and Kime -

which fende to be SOmeWhat more general‘that'the ones previously

studied._ In thls model a system can be represented by elther the

G array approach S"f“ T, F G) or by the diagnostic graph approach

s= (&,T.F,G,). Common o both iz the set & which is the set of a

possible faulﬁs tha£ may occur'iﬁ the system. Thus,5?={:fl,f2,.;.;fn} .

Now, 1f we copsidef all of ﬁhe possible 2n possiﬁle subsets of

&, F"{F ,F ,...,F } -Where'Fk(k:l,Q,...,2n) is oﬁe of tﬁe allowable

fault patterns that may occur in the sjstem. The entire class of

fault patterns can be represented by a 2* xn ¥ array as follows.

1 fl f2' - ® fn

: ;a'r’ K_ . - K L -
F=oo. | Py =1 & fe R | -

The set T=(t,, té;,..,tp) repfesents the p pass—fail tests that
can be applied to S. A test tﬁ

and only if a) t; always fails for £; alone and b) €5

for po faults. Thus, we see that the set of tests which are complete

is a complete test for a fault £5 if

always passes

. 1 R YA+ e
. W

e M G e s i

for a fault pattern fk-ie given as t(ﬁ?) = t(fi}_udtffirpl,-ﬂftiﬁk)gwhere f

K

£i, £5...fg€F . An invalid test set T(FF) is defined as the set of

i’
tests that may'not correctly specify the nature of tﬁe gystem in the
presence of a fault pattern FX. fThat is, the test ocutcomes ﬁay‘ber

coﬁe unreliable in the case where a) tj might pass if_tﬁﬁ £ (FK) and
- _ ' : : A . : : Sy
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) tj might pass if t- $ t(E ). his 1eads us to the notion of a
valid test set. In the presence of a fault pattern FK a valid
test is one in which a) tj always fails.if tjé t(F ) and b) t.

]

always paéses if t: & E(FK). It can be shown that the wvalid test

J
set for a fault pattern cén be derived as follows: Valiéi tests =
{%.(FK) - T(FK)} .

Up to this point we have.completély described those parts of
the model which are common to both the diagnostic graph and G array
appro.aches._ In the G array, or generailized fault table, ‘the set of

test outcomes, or syndromes, is represented' by a 2" x p matrix with

the following structures:

Byt & - - - %
G= .2 GjK = 0, t. tf_t(F ) and t. ‘A%T(F } {(i.e. always passes)
1, t] ét‘.(F ) and tI %T(F ) (i.e. always £fails)
}_;.21'1{__'_ X, tjﬁT(FK) (i.e. don t know)

To aid in visualizing the system, a diagnostic graph-can be .
drawn. This graph is essentially a digraph in which each éllowable
single fault in the system is represented by a ve-rt.ex of the gfaph.

A directed edge from £; to £, represents the situation in which £,

3
being faulty invalidates test that is complete for £,. Thus, we see

that according to this model, the set of complete tests for a fault

~is just the set of all incoming edges to it. In the presence of a

fault pattern FY, the set of invalid tests is the set of all out-
going tests of £; € FX, An example of a diagnoéi:ic: gg:ai;h bf a giveri
system is shown in Figure 3.5.Notice that this model. differs signi-
ficantly from the one previously discussed in ‘t':ha't‘_iﬁc-rev than one

unit may be. needed to perform a test. Therefore, it is evident that
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this type of model allows a finer partitioning of the system. For
example, both Data Channel (Cl) and Memory (M1l) act in-conjunétion
with each other in testing the ROM Control (R1).

This model as proposed is much more efficient than the one
introduéed by Preparata due to the fact that it considers much
more general systems. In a normal design, a fault may invalidate
a test that would be pgrformed. In such cases, the system could be
viewed to be morphic, that is, T(Fiyrd) = vl vr(El). The
present model, however, also enables special systems to be :repre-
sented. As an example, suppose there exists a design in which two
or more simultaneous faults are necessary in order to invalidate
a test. Such would be the situation in a triple modular redundant

design. These type of systems would be semi-morphic systems in

which T(Fiu Fj)g T(Fi)lJT(Fj). Semi~morphic syvstems could be

- modelled as above by making a morphic approximation. Thus, we see

that the diagnostic model corers a rather lérge class of system
designs.

In their first paper. Russell and Kime {3, 8]define diagnosa-
bility with repair to be exactly the same as sequential t-fault
diagnosis. In order to derive the conditions for diagnosability,
the concept of a closed fault pattern was studied. A closed fault
pattern F* is one in which every test for each Ffault in F* is
invalidated in the presence of 7K. Note that this %? analagous to

the classical masking ideas of combinational logic circuits. The

system closure index C(S) is the cardinality of the smallest closed

fault pattern in the system. It is with this index that a necessary
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- condition is given for:the system to be t-Ffault diagnosable with

repair. It is stated as follows:

c(s) 2 [ {("iz) 2}-l + 1
2 .

It was also shown that for t = 1,2,3 the above is both necessary
and sufficient. Now, recall that in Figure 3.4 the system was
deemed to 0 - fault diagnosable according to Hakimi and Amin.
Siﬁce 1 - fault diagnosis is equivalent to a system which ié 1 -
fault diagnosable with repair, we can also use Russell and Kime's
results to determine the diagnosébility of the h&pothetical system.
Upcn examination of Figure 4, it is seen the smallest closed fault
pattern is {ihﬂ Uy, Ug} and therefore C(S) = 3. Since C(8) =
32 2t +1, this implies that the system diagnosibility number £ = 1.
Therefore, it appears we have a contradiction between the two .
approaches, with Hakimi and Amin's results seeming to be in question.

In their second study, Russell and Kime [3.9]define dlagnosability
without repair to be eguivalent to one-step t-fault diagnosis, or
simply t-diagnosability. Fault masking was found to be essential in
determining the conditions for t-diagnosability. A fault pattern
Fj is said to be masked by FK if every test for each fault in Fj is
invalidated in the presence of F~. This concept is similar to that
of faults completely masking others in logic networks. The masking
index is the cardinality of the smallest fault pattegn-FK that masks

. k5 N

FJ and is denoted by M{FJ). Thus, we see that Fl,.masked by FR if

<

and only if t(Fj) T(FK). Also, if a fault in FJ is not masked by

FJ, it is said to be exposed. The exposure index of a fault pattern

PYREE

RSP

[
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Fj, :eiFj)‘is the number of faults exposed in it. The minimum of
the expdsure indices of the fault pattern containing k faults is
termed the system exposure index of order k, e, (8) . From these
definitions, we can find the number of faulty elements in FK.to be
|uE®| + e . |

Necessary and sufficient condition for a system to be t-fault
diagnosable‘ﬁithout repair are given as the folloﬁing:

a) mM(s) 2t |

b) ¢(s) 2 2t + 1

c) e (8) 22t + 1 ~% for k=t + L,..., min (2t - 1,n)
Thus, with these results one can determine to what degree a system
is caﬁable of being diagnosable without repair. A major oﬁsﬁaele
in working with these ideas points directly to the amdunt of book
keeping involved in determining the system masking, closure and
exposure indices.

A fipal model to consider has been published recently-by

Barsi [3.1] The diagnostic model proposed is a slight modification

of the one introduced by Preparata, with the notion of producing

a more realistic representation of the system. The basic assumpticns

are the following:

1) each test is performed by a single unit:

2} each unit must be capable of testing any other unit;

3) no unit tests itself; and a

4) for any pair (U;, ﬁj),Aunit U, performs at most one

test of unit Uj‘

The actual difference between this model and that of Preparata's is
with regard to the set of possible tests outcomes. Assuming that a
testing link exists from Ui to Uj, we have the following set of

allowable tdst outcomes:



0, if Uy is fault~free and Uj is fault~Ffree

1, if U; is fault-free and Uj is faulty
anl p—4

1 0 or 1, if U; is faulty and Uy is fault-free
1, if both U3 and U; are faulty.
Notice that when both U; and Uj are faulty, the test outcome is

always a " 1." The reasoning behind this is that some type of
self-checking design be incorporated into the critical parts of
the testing devices. Thus, according to this approach, a " 1 *
test outcome encountered specifies that the tested unit is guaranteed
to be'faulty.

Due to this slight difference in the model just discussed, the

upper bound on the diagnosibility number t, is seen to increase.

aks

In fact, with a system of n units, the one~step diagnosibility of
the system is t%n-2. Observe that this largely exceeds Preparata's
bound of t £ %Eix . Necessary and sufficient conditions were also
derived for the system to be one-step t~diagnosable. These are:

a) \B(x)\ L ¥xeN and b) for each pair (x.y) with

XeN, ve N, \B(x)\ = \B(y)\ = t and v& B(x) A\ D(x) there exists at
.least one node u such that either ue B(x) - B(v)(\ B(x) and

B(u) #+ B(y), or ueB{y) -~ B{x){\B(y) and B(u) # B(x), where B(x) is
the prédecessor set of x énd D(x) is the sucessor set of x. Examina-~
tion of the Dj; design reveals that only f(a) of the above conditions
reveals an optimal interconnection deéign.' In fact; e@uality in (a)
specifies that a design was indeed optimal. A techmnique for the

synthesis of an optimal design was proposed, although it is essen-~

tially eguivalent to the Dy design previously discussed.
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Barsi also addressed the problem of diagnosability without
repalr. In doing so, the index £y (x) ié defined to be the minimum
number of faulty units that can give rise to a syndrome of all 1l's
in the system, with the constraint that unit x is faultﬁ- Similarly,
the index f£_(x) is defined to be the minimuﬁ number oF faulty units
that can give rise to a System syndrome oFf éll 1's provided that
unit x is fanlt—free. Using these, it is claimed that a system
ha%ing-a strongly connecfed graph is t-~diagnosable with'repair if

and only if t =imax
7 i=l'--up

n[fo(ui), fl(Uiil -~ 1. .Thué, wg see_that
there exists but one more way of determining the diagnosability of
a given system.

In conclusion, various models used in studying diégnosable
systems have been presented. It is felt that they adequately'
represent the research that has been directed in the area, rahging
from the basic concepts to the more advanced analysis which repre-
sents the current state of the art with respect to diagnosable

systems.

With this in mind, we can now proceed to our extensions of

this theory to I/T faults.

-
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a) Diz Design
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D22 Design

Figure 3.1, Example. 5’55 & Desig‘ns'"
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Figure 3.2. A seguential 6-fault diagnosis comnection




Number of Allowable Faults . One—step'Diagnosis

+ ‘ ‘Units Links
n22t + 1 N2>nt

3 3
5 10
<7 2%
9 36
11 55
13 78
15 105
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Figure 3.2 comparison between one-step and sequential diagnosis systems.

Figure.3.4. An interconnection scheme where K(G) = 0.
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4, I/T Testing and Diagnosis

4,0 Introduction

Prev1ous work on 1ntermlttent fault detectlon has been
done by Breuer [3-1] and Kamal and Page [3-2]. Breuer-
assumed +that the statistics of the intermittent Fault can be

modeled by a two state flrst—order Markov process.: State FP

corvesponds to the fault beiny present at time tg and state

N corresponds to the fault not belng present at tg fhe.
transmtlon probabllltles for going from,one state at tg to
either state FP or FN at tg
this,.the‘steadyAstate probabilities associated_with states

FP ‘and FN at Eny time t. can be determlned as a functlon

of these probabllltles at some lnltlal tlme to . Let T be
a collectlon of tests 1’X2""XK whera each Xk k.— l 2,...K

is a s1ng1e test pattern for an 1nterm1ttent fault in P combi-

natlonal 01rcu1t._ T will detect the presence of the inter-

mlttept fault under test if the fault is present when at 1east

one of the X,_ is applied. The probability that T will

detect the presence of the intermittent fault is a function of

Dk ; the time between the appllcatlon of tests and X , the

number of tests applled.-

The model used by ‘Kamal and Page is a specialVEése'of the

above one. intthis‘dase;Zthe:trenSitiOn'ptobabilitiesfbetween'

the two states are assumed to be equal. Thus,_the first-order

Markov process reduces to a zero-crder process. It is assumed

that E(wi) ' the'prior'probability that the circuit is in Wy

1 are assumed knt:ﬁ.m.r From

I

r



Wheré wy dehotes the condition of the circuit having the
iﬁtermittent faﬁlt i, is known. It is alsc assumed that

-éi ; the probab.ility that the effe_ct of the ihtemittent
fault ws is prgSent knowing that fhe.;ircuit already has
the intermittent fault .Qi ;.is constaﬁt'ana known. After
applging a teSt' tj - to the circuit and observing the output,
thé-pdstetior probabilities P(mi/outputrwhen tj is applied)
are calculated using Bayes' rule. These poste:ior.probabiii- 
ties are used as'prior probabilities the neﬁt.time,a test is

. applied.



4,1 Combinational Circuits:-

A transient fault is intermittent-if it occufs'repeatédiy.
If a transient fault is not iﬁﬁermittent,.it would be very
‘difficult to test for it in a combinational network. This is
because the combinational network would behaﬁe as if it is.
Ffault free after the transient has aisappeared. If the trans-
ient does not occur repeatedly we might never catch it at all.
'Therefore, intermitteht/transient faﬁlts‘will be considered

here. It is necessary to characterize intermittent faults.

4,1.1 Model of Intermititent Faults:

Arrival:- We will assume that intermittent faults arrive in
a random manner. The interarrival times of faults will be
assumed to be independent and random with a known probability

density function.

Duratidnh— After a fault arrives, it persists for certain
time which is its durat.on. We will assume that the.inter;
mittent fault.has a duration which is random with a knoﬁn
. probability density function. We will alsc assume that the
duration is iﬁdependent of the arrivél.

. Depending on the nature of the fault, different density
fuﬁcﬁions ﬁight 5& used to modei the random natﬁre of the
'interarrival times_and the duratiqn, 5
(ij I£ aq éséumption,that,short interarrival times (or durations)
_afé more likely than ionger-ongs is_usedg we arrive at an

eXanential,oﬁmhypefexponential density as,an‘apprdximation.
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(ii) T£f an assumption that there is a definite mean inter—
arrival time (or duration) with an associated spread is

made, we would get gamma, normal, Rayleigh, Erlang or Weibull
anbroxiﬁation; -Naturally, the chosen density functionlshould

have a value of zero fcr negative values of the argument

(tlme, in this case).

4.1;2 Fault-Detectionzm

ﬁ%iuw?%

I I !
£ -Si .
ﬁf: time fault arrives
tsi{ time test (set) is applied

d:  duration of the test (set)

Tt will be assumed that a fault arrival can he defected
by a test only if the effect of the fault arrlval is present
for th. complete duration of the test, since ctherwise, the
output will change when observing for the presence of thé
fault, leading to uncertainty. When a test set is applied,

a fault arrival can be detected only if it persists for the

- entire duration of the particular test(s) which tests for it.

Since tests in a test set can be applied in any order, it is

conservative to assume that a fault arrival is ﬁdk.dEtected
by a test set if it does not pers;st for the entlre &uratlon

. of the test set. Therefore, a fault arr1v1ng at t can be
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detected by a test set applied &t tgy only if the duration

of the fault tg , is such that
tq > tgytd-ts

‘Due to the non-permanent nature of the faults, it is

necessaxry to apply the test set repeatedly. - If the network

gives an incorrect output under any test set application, the

testing can be stopped because the presence of a fault is

~ indicated. But it is necessary to have a decision rule which

will permit us to stop further applications of the test set at
some stage when the network. responds correctly to all the past

appliCations'of the test set. The decision rule which will be

Eused here_is:  The conditional probability of not detecting a

Fault given that the‘network has an intermittent fault 4is close

"to 0 . That is,

P(fault‘not detected/network is faulty) < el

Depénding on the level of confidence required about the fault

‘ftee4condition of the.nefwork (if it responds correctly to all

lthé test set applications), |e| can be chosen to be as close

to 0 as needed. . S s

5

4,1.3:- Sequeﬁtial Analgsis

1 bé k applications of the test set,

k

applied at Eimes tsi < tsz“';-<'£§k. respectively. All the



probabilities mentioned below are conditional probabilities
given that the network has an intermittent Ffault:
P(Ti) = Probahility that 7; detects the presence
of a fault ‘
= Probability that there is a fault arrival at
tg before tg, such that its duration is
> by thete
P(T;) = Probability. that T; does not detect the
presence of a fault
=1 - P(T,)
P(T; n T;2;*n T;) = Probability that none of the i
applications of the test set detect a faﬁlt.

All the fault arrivals which can be detected by T,

can be classified into two groups.
i) Arrivals which can be detected by both T, and Ty-.
ii) Arrivals which can be detected by T, and not T, -
Given that Ty has not detected the presence of any
fault, the probability that T, detects a fault is just the
probability that there is_an arrival belonging to group ii).
Hence, P(T,|T;) = P(T,) - P(T,*T;)} where T,*T; is the
event that there is a fault arrival which can be detected

by both T, and T, .

2 i

P(%éjﬁi) = 1 - P(T,|T;)

=1 - P(Tz) + P(Tz*Tl)



= P(T,|T,) P(T;)

(1-m(z)+e(T,%T))) (1-P(T;))

We need to .compute P(T3[Ténfi) . Given that neither T,

nor T, has detected the presence of a fault, the probability

2

that T detects a fault is given by

3
P(T, T,nT)) = P(T4) = P((Ty*T,) U (T,*7,))

*T, . Hence,

3

But the event T *Tl is a subset of the event T3

T,) 5)
P(TL|T,0T;) = 1 = P(T5)+P(T,%T,)

P(T5]|Tyn = P(T5) - P(T*T

Similarly, for any Ti i>1l ,

P(Ti]Ti_ln...nTl) =1 - p(T;) + P(T,*T; _,)

The decision rule employed'for the termination of the test set
applications requires the computation of the probability '

P(Tﬁﬂ...ﬁi) which can be done as follows,
P(Tl) =1 - P{Tl)

1)

P(T.0T. ~weonT.) = (1P (T.)+P(T.%*T7, P(T. .o
(T40T;_y Tp) = (1-P(T)+P(T,*T, 1)) P(T, ; 0..T

k23>1
As can be seen, this requires the computation of'&P(Tj) for

L

1<j<k and .P(Tj*Tj"lf for 1<jzk .



4.1.4 : GQueueing Theory Applications:-—

The intermittent fault model assumed can be noted for its
similarity to the models used in Queueing theory. Hence, the
probabilities which need to be computed can be done so using
results from Queueing theory.

The fault system, where F, is the intermittent fault
(say on the ith line in a network}, has fault arrivals and
duration. Naturally, when a fault arrives, till its duration
ends, there cannot be another new arrival. Therefore, at
any time, the arrival of a new fault depends on the previoﬁs
arrival. But once a fault arrives, its duration is indepen-
dent of previous arrivals and previous fault durations.r

A gueueing system is characterized by the following three
factors:

1. The customer arrivals -

2. The service time of customers

3. The service system
The customer arrivals and service times are expressed as
étatistical distributions. The service system can be de-
scribed by the number of servers in the system and the gueue
discipline.

There is a one~to-one correspondence between the para-
meters of the fault model assumed and those associated with

a gueueing system. Thus, the arrival of faults corxesponds

"to the customer arrivals, the duration of faults to the service
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time of customers and the service system corresponding to the
fault model is a single server system with no waiting per-
mitted.

One implicit assumption made is that the arriwval of
faults begins before testing is started. However, the exact
time of the beginning of the arrival process cannot be known.
Hence, it will be assumed that the arrivals begin long before
testing is started. Thié will permit us to use the steady
state results of gueueing theory (which are time independent
and simple) rather than the transient ones (wﬁich are time
dependent and hence complexj.

The Erlang k-distribution will be used to approximate
the statistical mature of the interarrival time and the fault
duration. If k equals one, this reduces to the exponential
distribution. When the Erlang k-distribution is used, the mean
ahd standard deviation egual that of the practical problem
and yvet, some of the properties of the negative exponential
distribution are maintained. The arrival (or duration) is
divided into a fixed number of independent, identical
(hypothetical) "phases", each phase having a negative exponen-—
tial distribution. Each time a phase ends, an arrival takes
place or the duration ends as the case may be. The Erlang

k-distribution is,

Il
»a
rt
o

£(t)




Wwith the above assumptions, some correspondence relations

Ean be stated. Using these relations, probabilities required
for fault analysis can be obtained from the equivalent Queueing:
model which is a single server system with no waiting allowed.
Fs is the type of intermittent fault present, with arrivals
and duration.
() P (effect of a fault arrival is present at time t) é P(fi)

~—+ P(A customer is in the service facility at time t)
(1i)} P(effect of a fault §rrival is present from time t to

at least +t+d) é P(finrfizd) +~— P{A customer is in

the service facility at time t and will require at

least d more units of service time).

(iii) P(effect of any fault arrival is not present at time t)
A _

P(?i) +~— P(there is no customer in the service
facility‘at time &) 3

{iw) P(effect of any fault arrival is not present from time
t to at least t+s) é‘P(finrfizs) +— P{No customer
is in the service facility at time t and no new cus-

tomer will enter the service facility at least till

time t4s).
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4.1.5 8Single Fault Detection Procedure:-

Let the set of faults in a circuit bé F = {fl’fé’ﬂ?f'fn}’
where each fi is a single fault. A.fault event Ef ocecurs
when a single fault f; from F occurs. When the assumption'
that only a single faﬁlt can occur is . made,. the n £faults in
F are-not independént occurrences. Therefore, the arrivals
and durdtion considered will be of B .

We will assume that each test set application T; has a
duration d . It will also be assumed that the elapsed time
between successive test set applications Tj—l and Tj is
a constant, L . A test set application Ti applied at tsi
will detect the presence of a fault only if the effect of a

fault arriwval is present from tsi to at least tSi+d « There-

fore,

P(Tj} = ?(fi -

n rfi_{d) " 4 : (l)

A fault arrival which can be detected by Tio1 can also be

detected by Tj only if the arrival occurs before £y ‘and
| j-1

ig such that the effect of the fault arrival is present from

tg- . to at least t, - +d+L . Therefore,
j-1 J-1

P(T4*T5_9) = P(£; n rf;>T+4d) | (i)

The above probabilities are independent of tg, because we
i

use steady state results.
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Hence, given k applications of the test set, the
probability that none of them detects a fault is,

_ X
P(Tyn...Ty)=[1-P (£, nrf;>d)] i | (1-P (£, nr £, >d) +P (£, nx £, >T+d) )

j=2
Note that above probability is the conditional probability
given that the network has an intermittent fault. This is
because the model we have'éssumed guarantees at least one
fault arrival.
Now we consider 4 cases of arrival and duration.

i) Exponential interarrival time: f(ta)=3\§'}‘tal

Exponential duration: f(td)=u5ﬂtd

. _A
P(£) = AU
= _ U
P(£arE>d) = a"d 2
id e
P(Enre>8) = a8 u
U
Hence,
= = =y o A =8y i A =ud o D) k-1
P(TknTk_l...nTl) = (; T;ﬁe ) (1 T e {l-e ))
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. (ii) Exponential .interarrival time:-- £(t ) = Aéﬁt?'
. ' m ;-1 zHtg
k~Erlang duration (k=m):- £(ty) =M _%d = €
: (m~1)!
. m . 'A
P(f) = J. P(n stages of duration remaining) = yemn
n=1 ' : ,
Y = 4]
m
P(Enrf>d) = ¥ P(n stages of duration remaining
- n=1 and remaining duraticn is >d)
m - dytm=1 ’
- A S
= Z —— Z (l—td)
p=p MR s=0 ~ s8I
»(EnrE>s) = a5 y
- A+
}
ol Hence,
- §oa a“dmgl wSlx | . T oa ahd
I . .
m(A+U) s=0 s! n=1 m{A+H)

- n=1

mgl - (pa)® . (ud+uLlsauL
g=0 St S!

hﬁ tg"l élta

(iii} k-=Erlang interarrival time (k=%) , f{ta)" _
- (2-1)1

Exponential duration: £ley) = uatta .

-



%

P(f) = } P(n stages of arrival remaining and fault in
: n=1
_ A _ -2
}n duratlon) =1 1 (1+A£)
. ~2
F) o= 1A AL B
P(f) = 1 m +11( Az)
. ‘ ' - ~q
p(Enr£>d) = &' 3 (1- (L) ™)
u
e 2’ !
P(EnrE>8) = ] P(n stages of arrival remaining with no fault
n=1

in duratioh and remaining stages need more

than S units of time)

) n-(8+1) -1 _
I3 (1+ zix) ;&M s)?
q=0 =

2 Ty ) s (o))

: _ }tzzl =ty
(iv) k-Erlang interarrival time (k=42) , £(tz)= '
. (ﬂ—l).
k-Erlang duration (k=m) , f(td) = umtén-l Eltd
' {m=-1)1

First, it is necessary to solve for the following mi+%

simultaneous linear algebraic equations.

AP(x,-;0) = AP(r+l,~-,0) + pP(r,1;1)



ARP(L,-;0) = nP(&,1;1) r=1,2,...0-1

[

(M) P (x,nil) = AP(r+l,n:l) + uP(r,n+l;l)
r=1,2,...,%-1

n=l,2,.-.;m-l

(A+1) P (r,m;1) = AP(r+l,m;L)
r=l;2,..f,2—l
(A+)P(2,n;1) = uP{&,n+i;1)
| n=l,2;...,m~l

(A+U)P(%,m,1) = AP (L,~;0)

L m 1 _
1z ) } P(r,n,j) =1 , where
=0 n=1 xr=1 '
P(i,j,1) é‘ Probability that there are 1 stages of arrival
remaining and 3§ stages of duration remaining and a
Fault in duration. ' -
'P(i,-,O)-é Probability that there are i stages of arrival
rémaining and no fault in duration.

The required probabilities can be obtained as follows.

om 'S ‘
P (f) = z Z‘ P (q:n;l) ]
P (fﬂrfz‘d) =
2 m: . g .
¥ Y p(qm;1) afd Mgt {ud) \
g=1 n=1 | y “sr.

5=0
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2
P(E). =} P(d,~:0) = 1-P(f)
g=1 ’
P(fnrﬁzﬁ).= . -1 .
I Ptg;-;0) élscgo (Aiz
q:l -
Hence,
?(ﬁ?kn-n--nn_fl) =.
L m —ud mrl. \
(1=} )} megmsny & 7 -(ud)s) 1 -
g=1 n=1" ' S=0 ~S! -
£ m ' éud M=l / ;. x8  g...c .8 ~nL\k-1
- (ud Addyun) . e
I I Plemil) B Z(%i - {dhl) ) I
. $l n=1 S=0 . “’.‘.

The probability that a fault is detected is

Py = 1 - P(Tﬁn....nﬁi) o
In practice, a fault can be detected if it exists for th;
entire duration of the particular test(s) which test for it.
Since we required the fault arrival to effeét'the entire
duration of the test set, the actual probability of fault
detection will be greater than the P, obtained ahove. But
the above procedure can be easily extended_to give more
accurate results. |

ILet the test set contain g tests. Each test has a

5

duration of d/g , where d is the test set duraﬁion. Let

the set of possible faults be F = {fl’f2""’fn} - Let
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Pfi be the conditional pxobability thaﬁ.fault fi haslqccﬁrredﬂ

;given that E. has occurred. Naturaily,

n .
.iéi.Pfi =1

It is necessary that.'Pfi;_be kndwh fdr éacﬁﬁ.i ; VBy conside:—i
ing those tests which test forf £ s the probébility;;P(i).

that fi is detected canabé.COmputed usiné the results developed
Véboverby sﬁbstituting'tests'in piace.Of_tést seﬁ_everywhere. |

Then;

B Eale]

i=1

This is the actual probability of detection of a fault.

o
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4.1-6- Multiple Fault Detection Procedure

Let the number of lines which can be faulty be n. All these
lines are assumed to have identical fault characteristiecs. It is .
also assume& that the probability that b lines are faulty is the
same as the probability-that a single line is_faulty. Due to the
iarge density of circuits in present day IC's, this seems a
reasonable assumption. We also assume thét an intermittent fault
on a line is either‘Qf the s-a~l or s-a—(0 type but not both. The
7’arrival and durétion‘of thefintermittent faults cbrresponding to
~each of the n iines are similar:tblthe corréSponding»onés othf,
as ﬁséd in the single fauli case. | |

' Here, it will be assumed that -a multiple fault can be detected
oﬁly if it is present for the entire duration of the test set
(MFDTS) .- This ié a reasonable assumption because, if any component
fault in the multiple fauli is présehﬁ only for pa:t.of the duration
of the test set, neither of the two differentk fault situations
would be detected if the particular tests which test for them are
not.applied during £héirl§resence.“all the assumptions regafding
the test set applications will be the same as before. The
probability that a given line in a network is faulty = Pf,

The probability that the given network isgfaulﬁy is,
;F = hzl (2) o= (2°-1)p,
The probability that exactly b of the n wires are.faélty is,

_‘ n ¥
Py = ()P
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The conditional probability that exaétly b wires are faulty given

that the network is faulty is,

n ' n
I Ui S 1
P P, 2P
clearly,
o :
=1 Pcb = 1

~ @Given +that a b-wire muitiple‘fault has occurred, each of the

component wires of the mﬁltiple fault has fault arrivals with
duration. Let the fault corresponding to the b wires be labeléd
‘fl;4'°’fb' A multiple fault invdlving £; can be detected by a
test set application if the effect of a fault arrival of fl exists
for the complete duration of the test se'.l:',r d and none of the other
faults have an arrival whose effect exists for oniy part of the
vdurétion d. »
P {multiple fault invo;ving £ ig detected)

= P(£arf>d) (B (Enrf>d)+p (Enrf>d)) P L |
P (multiple fault involving £, but not‘fl is detected)

= P(fl has no faﬁlt arrival with an effect.on test set and
_fz has an arrivai with effeﬁt_ﬁorAthe‘complete duration d and none
of the other faults have an arrival with an effect for only part
of the dﬁration d}

= P(fhfféﬂ)?(fnrfi@)(E(fnrfzﬁ)+P(fnffzﬁ))b—2

Y

" The probability that the b-wire multiple fault is detected by a

test is,



Sb(d) =
b R o bei
P (E£nrf>d) § \P(£arxf>d) (P{Enr£>d)+P (EnxE>d))
: i=1
Therefore, the conditional probability that a test set application
will detect a multiple fault given that it has occurred is,
n

bzl Pcb Sb{d)

I

P(Tj)

T

= 3 b . P(farf>d) x
bfl 2n_l

b

{1 (p(EanEﬁ)i"l(P(fnrfzg)+P(fdr§3d))b"i
i=1

A multiple fault arrival which can be detected by Tj—l can also be

detected by Tj only if all the component fault arrivals occur

before ts. : and are such that their effects are presenﬁ from
3-1 |
ty to at least £y + d + L. This probability is Sb(T+d),
j-1 j-1 N

where we substitute T+d for d. Hence,

_ 0. _
P(T, * T.-1}) = ) P_, S (T+d
(T4 71 bzl cb Sp (T+d)
n (g)
= 7 o . P(£nxrE>T+d) x
b=l 27-1
2 - = i-1 . bei
( ) (e(Enri>r+d) (P (EnxE>T+d) + P(EnrE>T+d))
i=1

Hence, given k applications of the test set, the probability that
none of them detects a fault is,



P(Tk .es nTl) =

n (E) b L 4ol
(r- 73 = . P{faxE>d) x ( ] (P(EnrE>d))
b=l 27-1 | i=1
_ n
(P (Enxrf>d)+P (Enrf>d)) )Y (1=} . (P(Ffnr£>d) x
pu— — n ——
b=1 271
2 = el o bi
( I (P(EnrE>d)) (P (£nx£>d)+P (EnrE>d)) "~ 7)=~P(£nri>T+d) x
i=1 :
b o -1 - b-i
( .7 (P(EnxE>T+d)) (P(£nxE>T+d) + P(Earf>T+d)})
A=l
Now we consider one of the 4 cases mentioned before
Exponential inter arrival time: f(ta} == Aékta
Exponential duration : E(ty) = uéutd
P(T) ATy 1 «-- 0Ty} =
n .
n ) S b _ -
(- . “‘i—” _ ged 7\“%11 (3 (emx_}ﬁ i1 -
b=1 27-1 , i=1 : :
n
@ 1, ged bty o § (p)  ackd
At At =1 Zn-l A1
( ‘§ G Bl oA u o, ogud A b-i_ uT If (EMTH) _p i-1
324 AN T AL e 124 y =T

EMTF) u_, gu(Trd) A bei

4.1-7 Conclusion

As can be seen, the expression gets complex. However, if the

actual values of the various parameters are substituted, the
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computation can be performed in a systematic manner, very easily on
a computer. The various parameters can be_estimated‘using methods
employed in Queﬁing systems.

| We have obtained expressions to determine the number of
times a combinational circuits has to be tested, when checking
for the presence of single or multiple faults of the intermittent-
transient type. Though dependent on the model used, since we
have used gquite a general model, these results should be useful.

; A
i 4

%,



4.2 Seguential Machines:~

2 sequential machine can be tested by applying an appro-
priate sequence of input signals, termed a checking sequence,
to the circuit and observing the output seguence that the
circult produces in response [3~3]. The checking sequence
determines whether or not the sequential machine is operating
in accordance with the given state table description rather
than testing for specific hardware failures. Hence it is
difficult to find the precise relationship between the presence
of an I/T fault and its effect on the output sequence. Though
the output of the sequential machine may be correct during the
presence of the fault, it could be incorrect at a later stage.
Therefore, it is convenient to model the faulty sequential

machine as a probabilistic sequential machine.

4:2.1 The model:‘"’

If the statistics of the I/T fault are known, at a given
time, the probability that the effect of the I/T fault is
present, can be calculated. & particular fault will affect
the next state and output functions in a particular way. By
knowing the exact way in which each fauvult will afifect the next
state and output functions along with the relative probabili-
ties of occurrence of these faults and their statigtics, the
faulty sequential machine can be modeled as a probabilistic

sequential machine. Instead of the exact model, it is possible



ks

to set up an approximate model, with relative ease, by assum-
ing that every possible combination of incorrect next state
and/or output is equally likely when the effect of the I/T
fault is present. In either case, we arrive at a probabi-

listic sequential machine model of the faulty machine.

4.2.2 Testing:~

Tﬁe actual applicatibn of the checking sequence is pre-—
ceded by the application of a homing sequence to bring the
machine to a fixed starting state. Initially, if we assﬁme
that the machine is equally likely to be in any of its states,
the probability of the machine being in any final state after
the application of the homing sequence can be computed using
the transition probabilities and the output response of the
machine to the homing segquence. N

If the initial state probabilities are known, the proba-
bility that the machines'output response to the checking
sequence is correct can be easily found [3-4], This represents
the probability that the test does not detect the fault, given
that the machine is faulty. Therefore, the probability that

n applications of the test fail to detect the fault given

that the machine is faulty, can be calculated.

.

4.2.3 Conclusion:- _ "

Tﬁe testing of sequential machines for I/T faults is
straightforward once an exact ﬁodel of the faulty machine as
a probabilistic sequential machine is obtained, due to the
results already-avaiiable in this area. Hence, in this sec-

tion, we have just outlined the technigue.



4.3 Self diagnosable systems:

Self diagnosing capability is becoming an important reguirement
of systems as their complexity increaseé and greater emphasis is
being plaéed on their reliability. Desigq conditions for such
systems where the units are capable of testing‘each other have been
studied for permanent failures of units. One such system is the
t~fault diagnosable system proposed by Preparata et al. We shall
study the capability of the t~fault diagnosable systems to diagnose

intermittent/transient (I/T) faults in units.

4,3.1 Prezliminaries:

We shall assume that a fault free unit correctly evaluates the
tested unit as being faulty or fault free while a faulty units
evaluation of the tested unit could be incorrect. Under such
circumstances, the diagnosis of the faulty units is achieved through
the results of the tests performed by the fault free units.

When a unit has an I/T fault, it may have to be tested several
times by a faunlt free unit beafore correct evaluation can be performed.
Therefore, we will assume that after every test routine, an updated
syndrome (set of test outcomes)} is formed which describes the evalu-
ation of all the units to date. Anytime the updated syndrome
corresponds to a consistent set of faults, diagnosis can be performed.
Because of the time delay from the initiation of the I/T fault in a
unit to its detection, it is likely that additional units could have
faults initiated in them in the mean time. Therefore, even if
certain units are diagnosed as being faulty, one canﬁot be absolutely

certain that no more units are faulty. Hence, incomplete diagnosis

A Sy
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is inevitable. We shall designate the I/T fault capability of a
system, t', as the maximum number of units which could be faulty
such that the diagnosis is aﬁ worse incomplete but never incorrect,

i.e.; a fault free unit is never diagnoséd as being faulty.

4,3.2 The Two Partitions

Sir S, are 2 sets of units, S, 08, = # and [S ],[5,]| < &,

1
R being the remaining units in the system. Because the system is
t—fault-diggnosable, it is not poséible that ﬁeither Sl nor 82
receives any testing links from R. Therefore, there are only 2
possibilities:

i} Only one of Sl,s2 receives links from R. In such a case, there
is a non-zero probabhility of diagnosing Sl(sz) as being faulty when
infact Sz(Sl) is faulty, if sl(sz) recelives no testing links from

R. In Fig. A4.3-1, if S, is the faulty set of units, it is possible

2
to obtain an updated syndrome where, due to insuffient testing all
links from R to 82 are 0-links. ZIf in addition, all links from g,
to Sl are l-links and all links within 52 are 0~links, regardless
of the nature of the links from Sl to Sz, this syndrome would be a
valid syndrome and would correspond to a fault pattern wheré Sl is
the faulty set of units. So we could diagnose Sl as being the

faulty units when in fact S, is the set of faulty units.

2
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ii) Both S1 and 52 receive links from R. In such a case, there is
! .a zero probability of diagnosing Sl(Sz) as being faulty when in fact

52(81) is faulty. This is

Fig. 4.3-2

because a valid syndrome corresponding to a fault pattern where
Sl(sz) is the faulty set of units would require all the links
from R to Sl(Sz) to be 1-links and this could never happen if

Sz(Sl) is indeed the faulty set of units.

4.3.3 I/T Fault Diagnosability

We can describe the I/T fault diagnosing capability of a
e t—-fault diagnosable system by an index t'. If the number of faulty
bi units does not exceed t', there is a zero probability of diagnosing
a fault free unit as faulty. This requires that given any-2 sets

of units 8; and S, ]sl|,|52| < t', 8. n8, = #, both S, and 8

1 2 1 2
receive at least one link from R. This gunarantees that even if
S+ 5, were 2 sets of units such that |S;|.|s,| < t' and
514152 # 4, 511182 # Sl' Sl u52 # 82, there is a zero probability

of diagnosing a fault free unit as faulty. The reasoning is as

follows. (:)
- 8,.,~-5.N\S
s;-5:18,) (Os27810%,
L Because (51—811182) and 82 are 2 disjoint sets of units with

cardinality < t', 81—811182 receives at least one link from R.
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Therefore, if 81(52) is the faulty set of units, there is a zero
" probability of diagnosing 82(51) as being faulty because the links
from R to Sz~slf152 (Sl-s1 nSz) would never be l—liqks.

Therefore, when a set of units is diagnosed as faulty, there is
a 100% probability that all those units are faulty.if the number
of faulty units is <t'. Hence the diagnosis‘ié incomplete at
worse but never incorrect as far as the faulty units are concerned.
If a set of units Sl is faulty, it is always possible to diagnose

only a proper subset of Sl as being faulty.

Fig. 4.3-3

In Fig. 4.3-3, Sll and S are proper subsets of S, such that

12 1
SlllJ512=Sl. When Sl is faulty, due to insufficient testing, it
is possiblé that all the links from R to 812 are 0-links, while

all those from R to S are l-links. If, in addition, all the

11

links from S12 to S1 are l-links and all links within S are

1 12
0-links, the diagnosis will designate Sy as the faulty units.

As long as the number of allowable faulty units is greater than 1,
this sort of incorrect diagnosis has a non-zero probability.

There are several partitions of a system into Sl' 5, and R

2
(as in Fig. 4.3-1) such that Sy receives no testing links from R.

t! has to be less than max [[Sll,lszl) of each such partition
A

- 1}

£' = min (max ([Sll,lszl))-l
over all
partitions
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We shall now f£ind bounds for t!. Let us define [\xJ as the largest

integer smaller than x.

4.2.4 Bounds for Asymmetric Testing

Lemma l: In any t-fault diagnosable system where no two units

Zt'-!-l)
3 [ ]

Proof: ILet k be the number of units in Sl. The max number of

links possible within 5, =k (k;l) . This would require the

test each other, the minimum value of t' is L

smallest numbher of links inéident on Sl' from outside Sl' Since

each unit has to be tested by at least t others, the smallest

number of links incident on S1 from outside Sl is kt—ig:%lﬁ .

m is the cardinality of S,, the smallest’ m will be needed when

If

each unit in 52 tests each unit in Sl' Therefore, the smallest

-

size of 52 is given by

2
* _ o (k1)
., ,», M=t 5

Since m has to be an integer , in any t-fault diagnosable system,
if Sl has size k, the minimum size of 52 is rft-ikéllrl . It is

possible to desiqn a system

Fig: 4,3-4
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which has a partition as in Pigure 4.3-1, and these values of

]Sll, and ]Sz] . As the value of %k increases, the minimum size

of 5, decreases. The minimum value of max ([S,|,[S,|) occurs when

m=k , as can be seen from ¥ig. 4.3-4.

- 1 = »_(k=1) o _ ;
m=5xk=+t¢ —a ‘
. 24l
R
If thl is an integer , max([Sl|,|52|) = 2til since, g% = -1/2,
2t+1 . - 1 2e+1 _r2t+1-}
when 3 is .ot an integer, for k = L_ 3 ~}, m = 3 .

°  Minimum value of max(|Sl|:152|) =[‘2tgl7.‘

Since t' = min (max(|s;]|,[5,]))-1,
- over all
partitions

_ 2t+1‘}_
min r 3 1
2¢+1
3

I.emma 2:' The maximum value of t' is t-1.

tl

Q.E.D.

Proof: Since the system we consider is  t-fault diagnosable, there
exists a fault pattern comprising (t+1) units which cannot be
diagnosed. Therefore, t' cannot be greater than t.

Since the system is t~fault diagnosable, there is at least one
unit i, which is tested by exactly t units. Hence, the system has
a partition as in Fig. 4.3+1, with =N consisting of 1 and 8, of the
t units which test i. Therefore, in any system min(max([Sll,]SZI))
is at least as small as t. Therefore t"can never exceed (t-1).

We shall shoy that the maximum value of &' is (t-1l) by citing

a connection assignment where it is so. Let us consider the Dy ﬁ
. r
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cennection. Let us try to form a partitioh as in Fig. 4.3-1, by

O o

H :

starting with a unit j in R.

e oo

Now S; can only be a subset of Mj' where Mj is the set of units
not tested by j. Because of: the Di‘t connection, ény Sq will

r
have one unit which is not tested by any of the remaining units

in S.. Therefore, S, has to have a size of at least t. Therefore

1 2

t' has a value of t-1 in a system with a D connection.

lrt
0.E.D.

4.3.5 HNon-Asymmetric Testing:

Now, we shall consider a system which contains pairs of units
that test each other. The necessary and sufficient conditions for
such a‘systemto be t-fault diagnosable were formulated by Hakimi
and Amin. We shall find bounds for t' for such systems. -

Lemma 3: In any t-fault diagnosable system where some pairs of

units test each other, t' cannot be less than !\ft;i} and can be
at most, equal to t.

Proof: (I) One of the conditions necessary for a system to be
t-~fault diagnosable is that for each integer p with 0<p<t , given
any set of units R with |[R|=n-2t+p, thé largest set of additicnal
units S, with every unit in S2 being tested by at least one unit

2
in R, must be such that [S,[>p. : )
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For any given value of p and a partition as in Fig. 4.3-1,
since [s,| decreases as |Sz| increases, the smallest value of

max(|S,|,|s,|} occurs when Isil; |s Let |S,| = p+tk where

l[’ 2| -
k>0. Of all possible values of k, for a given p, there exists

only one, k* when Isll = [52| y
|s;] = n-|R} =|s,] = n-(n-2t+p)-(p+k*)=p+k*
T 3(ptk¥) = 2t+k*
. 2t+k* '
ptk¥* = = Isll=lsgl

- - 3

The min mum value of k*¥ is 1 and there exists a p‘for which this
equality holds. )
Zt;{J¢ (II) t' obviously

cannot be greater than t. Consider a system with 2t+l<n<2t+3.

| Therefore, t' cannot be less than L\

Construct a Dl & system with a bidirectional link between units
r
i and j if }i-j|=1 mod n. 1In this case each unit is tested by (t+l)

other units. If a unit k is in R, S5, can only be a subset of Mk’

1
the set of units not tested by k. Any such Sy will have a unit m
which is tested by atmost one other unit in Sq and a unit n which
is tested by at least one unit p not in Sy such that p does not
tgst m . Therefore, every 82 has a size of at least t+1 and
hence for such a system t'=t. Hence, the maximuam value of t' is t.
0.E.D.
We have established bounds for t'. For any given connection
assignment, the exact value of t' can be determined by examining

all partitions as in Fig. 4.3-1. We shall now give ™ an algorithm

to do this.

vt

SO
.
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4.3.6 Procedire

.Let us denote by té:, thé smallest upper bound on the value of
t', based on all the available information at any stage. We know
“the initial value of té-. Then, we examine all Type A pértitions,
partitions as in Fig. 4.3-1 with [s;] < &) & |s,] < ) + which
contain a unit i in R . If there exists such a partition, we update
t& and repeat. If there exists no such partition we examine Type A
partitions which contain a unit j but not i in R and so on till all
possible partitions have beén examined. After all the‘partitions
have been examined, the current value of tﬁ is the 'value of tt.
Let us define, |

r. 4 set of units tested by unit i

i
leé set of units testing unit i
P, é I(P ul. u1u3)|
A —1
0;45= (T vivj) |

Procedure 1l: This will be used to find an uppér bound, su%ficiently

lower than t$ , on the maximum possible size of § in a type A

1
partition, when a unit i is in R.

Lemma 4: The minimum possible size of (SzuR) is k only if there is
a set C of at least (k-té) units such that for each pair of units
m,neC, P <k .

Proof: Deleted because it is obvious.

Every set C satisfying the condition in the Lemma is a possible

candidate for R but IszuRl must be evaluated té make sure that it

is so. The minimum possible size Qf-(szuR) establishes a limit on

Islhax'

- e
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We start with a unit 1 in R and establish a lower limit on k
by first finding the smallest k such that there are at least
(k—téfl) units such that for every such unit i, Pijﬁk. If the
lower limit is to be increased, every possible C has to be formed
and checked. If any C results in a type A partitionsf the value
of t! is updated, the new t! being (max(lsll,lszl)—l) for that
partition and the procedure is repeated till the value of t& is
unchanged during the iteration with that value of k. If there
exists no type A partition with [SzuR]=k, we can increment k and
start all over again. We can do this till we have [s;]| . to a
number sufficiently smaller than tﬁ .

. The various C's can be evaluated by converting a Boolean
expression in a product of sums form to a sum of products representa-
tion. e.g., if Pjn' ij?k, then j and n,m cannot be in the same C.

We express it as (inﬁiﬁfiﬁ) . The C's are evaluated from

. o= I (X.N.+X.)X. h N, = ) X -
€3 ] ( i3 J)Xl where %4 Pq,gg g
ig

Only thoze Xj are considered which have Pijik and at least
(k‘tmfl) such other terms ﬁot in Nj’ No reductions are performed
on the sum of products. Also note that if a product term contains
more than (k-t}) literals, all combinations of size 2k-t; are

possible C's.

Procedure 2: When a unit i is in R, Sl can be formed only from
Mi' the set of units not tested by i. After establiéhing an upper
bound on |S; lhax using procedure 1, procedure 2 can be used to

loock for type A partitions.
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Lemma 5: A type A partition exists with Isl[ = ‘Sl'ﬁax only if
there exists a set of units D in M, such that |D] = |s,| and
i l'max
: 3 i . < b 1.
for every pair of units m,n in D. Q< |Sllmak el

Proof: Deleted because it is obvious.

Bvery set D satisfying the condition in the Lemma is a
possible candidate for Sl in a type A partition. However, each
D has to be examined individually to check if |s,| g -

After starting with a unit i in R and arriving at a t$ and

‘Sl|ma§ by using procedure 1, we can find a lower value for—lsllmhi

by first finding the largest number w' such that there are at least

w units in Mi such that each of them satisfies the condition on 0

with at least (w-1) other units. If ]Sll . is to be lowered,

max
every possible D has to be formed and checked. If any D results

in a type A partition, the value of t& is updated and the procedure

is repeated for the same ISl'ﬁéi“ It is also possible to try to

reduce [Sllﬁax’ by repeating procedure 1 using the new value of -
' : - - - - e -

tr. If there exists no type A partition with ISll Isllmax , we

decrement |S;| = and repeat. We do this till 15112y is reduced

to 1.
The D's can be found in a manner analogous to that for finding
the C's. The XJj's considered are those units in Mi which satisfy

the condition on Q with at least [S 1 other units in M,, the

llmaxr

Xq's representing units not satisfying the condition on Q with xj.

Also, if a product term in the sum of products representation has

. . . . h'\
more than lsllmax literals, only combinations of size |Sl[max are

to be considered as candidates for D.



13 o PEETTeE—— ST AL SERE LA AL B L T D et BT 8 r———— e e WS VY TS e d Ak oo A WL ssa.memm me e s e o=l AUEEESGe w parmpmmEEEEEmSmS s T T

4-36

Procedure 2': After we have examined all partitions which contain

a unit i in R and are examining partitions which contain a unit j i
in R, we can try to avold examining some D's which have already
been examined before. We can divide Mj into M.nMi and M.nMic.
Every D must have at least one unit £from MjnMic in order tq.be an
unexamined one. Therefore, isllmax will be determined by the

maximum size of D containing a unit from M.nMic.

_ﬁmmwﬂwmwg
| N .

After examining partitions containing units il’iZ';*'ip in R,

e ame et

the next unit we pick should be a unit j which has the smallest

P for all j and all is in 1 ...iP. We will then partition

i d 1
S
Mj into M, M, and M.nMic and use procedure 2 with the exception
. s s ’ )
that D's not containing any units from MjnMi are not examined at

s
all.

4.3.7 An Example

We shall now use an example to clarify the algorithm. In
Table 1 is given a connection assignment, with the P's and Q's

given in Table 2. ' : -

Procedure l: We shall start with unit 3 in R. Initially tﬁft—l=5.

We need at least (k-6) units with P,.<k. Therefore, the smallest

value of k is 9. The possible candidates for R with IRUSZI=9r

are units 3,2,6 and 10. We now form CB'
C3 = %3 (KyxygHxy) (xgxy g¥Eg) (¥ g% XgH% ) )

At any stage, we multiply 2 sum of products terms only if they have

at least one common xj. The C's can be easily formed from these

disjoint sum of products terms.

Cy = Xy (X X Xy o +K; (X K]
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The maximum possiblie size of C is 3 and Lemma 4 is not satisfied.
Therefore, we check for k=10. Now, the C's can be selected from

units 3,2,5,6,10,13,15. We again form C3.
Cy = Hg (XX, 0¥y g¥%,)) (XXX 0¥y 3 4Kg) (XXX %) (% g+

X X X XX

10%13 ¥ 5) (¥ 9% 5% 5y 5K 3)

%) g%, ¥5%15) (X5 157*13

xlo,xs and %43 cannot be in any C because every C must have a

size of at least 5 and they satisfy the condition on P with only

3 other xj's. Since there are only 4 possible cardidates

remaining, there exists no C satisfying Lemma 4 for k=10. Therefore,
the smallest LSZURI is greater than 10. Now we can switch to
procedure 2.

Procedure 2: Since the minimum size of k is >10, =4,

lsllmax
The units not tested by 3 are 2,4,6.8,9,10,12,14 and 15. It can

be seen from the table that none of these units has more than 1 unit
satisfying the condition on Q. Therefore, there is no type A
partition containing unit 3 in R. Now we look for type A partitions
not containing unit 3 in i.

4,.3.8 Conclusion

We have established bounds on the I/T fault diagnosing
capability of t-fault diagnosable. systems and given an algorithm
to determine this value for any connection assignment;//Sénce this
does not take into account the statistics of the I/f’fault, this

can be loocked on as the minimum capability of the system.
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5. Tolerance Strategies

5.1 Introductory Statements:

Given that a machine is imperfect, information may or
may not be known about the types of phenomena which will
produce I/T faults in it. In either case, the problem is the
same: how can the circuitry be arranged to eliminate the I/T
faults or the effects of the I/T faults? Is enough informa-—
tion available to do this? If not, what can be done to make
possible this goal? This report is intended to address these
problems. Material pertinent to this subject is listed in

references 5-1 through 5~10.

5.2 I/T Fault Intclerance:

The first method is to attempt to eliminate the I/T faults.

This approach is called fault intolerance. The most reliable

components are used in constructing equipment to lower the proba-
bility of overall failure for a given mission time. No redundancy
is employed, and in general, all components must Ffunction prop-

erly for the system to operate. The overall reliability is the

product of the component reliabilities, arnd since these have

been arranged to be as high as possible, the system will have a

high reliability.
There is a limit to how much the reliability can be in-
‘creased, both physically and economically. The I/T fault in-

tolerance approach adds nothing new to the structure of a sys-

tem, and better reliabilities are required, so the next approach

is considered.




5.3.2 Seguential Circuits:

When dealing with sequential circuits, I/T faults may
affect them after the fault disappears. Wakerly points é3{

this out in [5-2}. If triple modular redundancy is used on

AT e
%

a level low enough so that the replicated modules are com-

ot o

binational, the overall circuit may be sequential in nature
but the redundancy scheme will filter out all single I/T
faults per module. If it is desired to triplicate modules
which are themselves seguential, then a build-up of faults
can occur. 2An IL/T fault in a segquential machine can change
the machine's state. This can clearly lead to impropex
execution. Therefore, applying triple modular redundancy
to sequential modules is more complicated than to combina-
tional modules. However, it has become increasingly more
important to apply redundancy to sequential modules. Break-
ing a circuit down into such small portions sﬁ that they are
all combinational results in modules which are comparable in
complexity to the voters themselves (not very complex). It
-is doubtful that fault tolerant machinery constructed in this
manner would be much more reliable than the original non-
redundant machine.

The level of complexity of commercially available inte-
grated circuits is constantly rising, and due to tpis con~
straint many times it is impossible to break a cixcuit down

into combinational modules. Wakerly shows that the modules



5.3 I/T Fault Tolerance:

The idea behind fault tolerance is to utilize redundant Efﬁ

circuitry to eliminate the effects at the output to internal it
faults. The fact that faults will occur is accepted; only

through redundancy can the effects be eliminated.

5.3,1 Paults in Combinational Circuits:

B S Wl Y Saiie e b
- < .

In a combinational circuit, the worst that an I/T fault
can do is to cause the circuit to produce erroneous output
while the fault is present. If measures are taken to insure
that these erroneous outputs are masked, the task is accom-
plished. The job is simplified because there can be no after-
effects of the I/T faults.

Triple modular redundancy has been used at this level,
as shown in Figure 5~1. If no more than one module inma
triple experieﬁces a fault at the same time, the voter output
will be correct. Depending upon the voter reliability, single
or triple voter schemes are used. With combinational circuits,
triple modular redundancy may be used at any lewvel. Circuits
may consist of a single overall triplication, or of triplication
of modules which are triplications of modules, eté. Note that
while transient faulté have been implied in this discussion,
single permanent faults per module will also be qasked. Natu-
rally, another I/T fault in another portion of tﬁgt'same group

can cause system failure.
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must be restorable, and that restoring inputs must be applied
in normal operation. Some circuit structures directly lend
themselves to this automatically in norxmal operation, while
for others special resynchroniiing.inputs must be devised and
applied. In the latter case, the problem is that only single
faults per module can be guaranteed not to affect the output,
between applications of the resynchronizing inputs.
If enough is statistically known about the I/T faults,

then the overall reliability can be computed for various re-

synchronizing input frequencies.

5.3.2.1 ILarger Scale Modularization:

In [5-3] Wakerly describes a method of utilizing triple
modular redundancy with microprocessors with associated memories.
Considerable discussion is given to the voter placement problem.
The resultant system constantly runs a program of resyndﬁroniz-
ing routines which restore the registers on the central pro-
cessor chip as well as the external memory. To prevent a single
microprocessor which has gone awry from deteriorating the system
periodically the processors are restarted.

Wakerly's scheme will certainly work, but it has limita-
tions. Due to the choice of placing the voters afﬁer the memory
instead of between the processor and the.memory, if a failure
occurs within a processor, its faulty data can be Elaced any-
where within its external memory. To keep the memory clean,

the entire memory must periodically be completely rewritten.
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It is not sufficient to wait until an error is detected and
only rewrite the present address location. The problem is o

that for any reasonably large memcry it will take a comsider-

{
1§J
able amount of time to totally rewrite. Furthermore, the : .

cleansing must be done fairly frequently to capture as many %:}
I/T fanlts as possible. This leaves very little time for the z

- processors to perform the original task assigned them. For '
these reasons it believed that the triple modular redundancy !

scheme for microprocessors described in [5-3] needs improve-

ment.

5.3.2.2 Special Problems with Microprocessor Implementations

To a limited degree, fault tolerance implementations for
low level circuits exist., Designing a random logic-circuit to ‘
be faﬁlt tolerant is possible primarily for £wo reasons: ;
analysis and test set generation. Due to the low level nature
of the circuit the effects of any particular fault can be
analyzed. It is only because I/T faults injected into a circuit
can be analyzed that it then becomes possible to generate test
sets. The problém of test set generation is complex even in
low level circuit descriptions, however there are techniques

available which give best solutions, at least in theory if not

in practice.

£
k)

There are also pfactices deviced suitable for connecting
large computers together to provide some measure of fault tol-

erance. Bven in this case, it is not clear what a good measure
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of fault tolerance is. It is also necessary to specify what

s Aol

the faults are. I/T and permanent faults may be considered.
The problem under investigation falls between the above two ;1;
categories. How can microcomputers be.best configured to pro-
vide fault tolerance? Microprocessors have pecullarities i
which must be considered in planning tolérance strategies.
The relative price of each component changes what should be ;
duplicated in the overali system. The capabilities of micro-
computers are not as great as large computers, and strategies
developed for large computers are often not at all suitable

for implementation with microprocessors.

5.3.2.2.1 Microprocessor Redundancy Schemes

Redundancy schemes applied to microprocessors fall into
two categories: those which are specifically designed for the
microprocessor, and those which are general in nature aﬂd are
originally intended as reliability schemes for larger processor
systems, but are adapted to microprocessor based processors.
Ideas based on larger systems which are later applied to micro-
processor systems sometimes make little sense. There are some
features of microprocessors which must be taken into account
when devising tolerance schemes. The first is complexity. If
the redundancy scheme uses so much éxtra hardware so as ﬁo over-
shadow the amount of hardware that the microproceésor itself has,
then the reliability of the hardware added for the extra relia-

bility will probably be such that when compared to the relia~

bility of the original nonredundant system, little will be
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aaded, if indeed the so called reliable system is hot less
reliable than the simple system. Another feature which makes
the microprocessor very different from larger processors is
speed. The microprocessor is guite slow when compared with
other large computers and minicomputers. Elaborate recon-
figuration schemes implemented in software may take a long
time to execute, and depending on the application, may or may
not be suitable.

The report from Ultrasystems [5-7]1 on recdhfigurable
computer systems is gquite complete. Many 6f the ideas pre-
sénted there can be adapted to microprocessor designs. They
categorize their approaches as mostly software, hardware aided
software, and mostly hardware. The mostly hardware prdposals -
involve a large amount of hardware, and would not be desirable
to implement on a processor system using microprocessors as
the processor elements, as the complexity of the extra hardware
igs large compared td the relative small amount of hardware-which
the individual microprocessors require., Reiiability is closely
coﬁnected with the amount of interconnections, and hardware
designs involving large qua:tities of integrated circuits de-
manding many interconnections tend to become unréliable. There-
fore, any hardware added to microprocessors for I/T fault tol-
erance should be small to moderate when compared qith the com~
plexity of the microprocessor itself, ‘

The major thrust of microprocessor based controllers is
Ato replace hardware with software. Continuing in this manner,
it would seem that any fault tolerant microprocessor system

should use as little added hardware as is possible for the
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added fault tolerance. The techniqﬁes mentioned in [5~7]
under mostly software can be adapted reasonably well to
microprocessor systems. This ranges from minimal additions
to vast reconfiguration software monitors. The large moni-
tors should be avoided with microprocessor implemenﬁations
since microprocessors do not usually have a large amount of
memory to hold elaborate programs, and very elaborate monitor
programs would tend té take a long time to execute on micro-
processor systems. Nevertheless, there are some very good
techniques discussed in [5-7], and those which can be used on
microprocessor systems will be briefly outlined here.

The applications program is broken into program segments.
The choice of program segments can greatly affect the relia-
bility of the end product. No more than one output statement
should be in any one program segment, and large calculations
should be broken down into several segments. A set of variables
called the state vector is associated with each program segment.
The state vector is such that in order to leave a particular
segment with the correct data, all that should be needed is
the state vector input to that segment. Naturally, the largexr
the program segment, the larger will be the state vectoxr. If
the program is operating properly, and if the state vector is
correct, then the output of that program segment Should be
correct. That data can then be used as the state vector for
the next program swgment. Comparison of state vectors is the

major reliability addition made in multiple processor imple-
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mentations in this approach. Multiple processors all execute
the same program, and produce state vectors. Before a pro-
gram segment is initiated, the state vectors of each processor
are compared. If all agree, the processing continues in the
normal manner. If a disagreement is found, one of several
things will occur. If there are more than two processors,
then program rollahead can be used. A vote is taken on the
state.vectors, and any érocessor which disagrees with the out-
come of the vote has its state vector forcibly changed to what
the cthers have. Program execution continueé as normal. IEf
there are only two processors or if there is a tie vote with
an even number of processors, rollback must be used. It is
known that a mistake has occurred, but it is not known where.
The previous state vector is reloaded, and program execution

of the prior program segment iIs repeated. Rollback, of- course,

takes longer than rollahead, and the larger the program segment,

the longer the recovery time when rollback is used.

Many other considerations. come into play with multiple
processor systems, such as keeping track of the frequency of
errors in each module, knowing to remove a processor from the
system, and trying to.restart faulty processors at a slow rate.
Implementations can be made on microprocessors with these
techniques.

N

Reliability schemes have been specifically develcoped for

microprocessor systems. Wakerly [5-~3] describes a triple

modular redundancy system for microprocessors. He replicates

ity e B AP T



processor/memory pairs and adds voters. He discusses where

the optimum place is to put the voters, and decides that

the voters on the output of the memory is beét. This sys‘tem

is simple, and the hardware automatically assures that the
processors receive the proper data from memory. The biggest
problem with this implementation is that it is possible for
memory locations to be changed to bad data, so that periodically
it is necessary to read and rewrite the entire memory contents.‘
This cleans up any errors, however, for larger memories it

could take a considerably long period of time to execute.

Even this minimal arrangement requires a lot of circuitry: 24 S
voters for an 8 bit machine. Reliability curves can be pro- ?

vided for the various systems.

5.3.2.2.2 Possible Use of Bit Slice Microprocessors for

Tolerance

Many microprocessor fault tolerance approaches utilize
a modular structure. Processors are replicated and compari-
sons are made between them. There is a lot of overhead in
these designs for the limited amount of reliability gained,
and an alternative approach is desired. An interesting
possibility is the use of the bit slice microprocessor designs
for this purpose. What would be significantly useful would
be a tolerance structure which built a sixteen bié micro-~
processor out of five four bit slice microprocessors, leaving

one extra for redundancy. This would be an overhead of only



25% as versus 200% for a triple modular redundant system,
However, the only part of the bit slice microprocessor design
which is actually modular in the slice sense is the register,
arithmetic, and logic unit. The contemporary bit slice pro-
cessor chips are powerful and include registers and shifters.
These are useful for multiplication and similar powerful in-
struc?ions. These are sequential in nature, and this in it-
self is a problem. To make a transparent redundant system
from these devices with voters on the outputs of the RALUs
would require that the sequential portions of them not be
used. This destroys most of their power, and is unreasonable.
Even if this were not a problem, the RALU is a minor portion
of the overall circuitry of which the bit slice microprocessor
is composed, and it is not reasonable to make the RALU toler-
ant while not doing anything to the rest of the circuitry to
improve the fault tolerance. If the bit slice microprocessors
included most of the slice properties throughout most of the
circuitry, then perhaps good advantage could be made of them
for fault tolerance implementations. No way is seen to do
this with present bit slice microprocessors which is any better
than non bit slice microprocessors, and no way is evident to
design a new type of bit slice microprocessor which would
allow one to take advantage of the slice properties for fault

tolerance implementations.

~
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5.3.2.2.3 The Problem of Determining the Effectiveness

of Designs

There are many schemes proposed to achieve fault
tolerant microcomputer systems, most incorporating multiple
processors for the redundancy needed for the fault toler-
ance. The present situation is such that short of construc-
tion and operation in hostile environments, there is no good
way to determine the relative effectiveness of the various
approaches - indeed, even to verify that a particular imple-
mentation will perform as claimed. The reason that there is
so much difficulty in determining these parameters is that
the fault class being considered is phenomenally large -
namely, all intermittent/transient faults. Parameters to be
determined are such things as the sensitivity of the strategy
to burst type faults, dependent faults, how long the recovery
times are for different faults, the lcagest expected and the
mean recovery times, and catistrophic faults. Very little is
understood about the various categories of faults which can
be utilized in analyzing fault tolerant approaches to micro-
processor designs. What is needed then is a general model
for I/T faults. It is not clear, however, that a general
model for such faults exists. Realizing this problem, the
research emphasis has been shifted from fault tolgrant strate-
gies for microprocessors to that of measuring andrﬁodeling the
intermittent/transient faults which can influence microprocessor

based systems.
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5.3.2.2.4 Plan for Resolving the Problen

The work thus far has been dirscted towrads obtaining
the means tc further examine proposed multiple processor
schemes. This is being accomplished somewhat experimentally.
A microprocessor system has been constructed for this use.
The first step was to subject the processor to various'in-
duced faults. These induced faults are faults that are
supposed to copy the real world intermittént/transient faults
to which such a microprocessor system might reasonably be
expected to be exposed. Data which is to be collected from
the Lear jet experiments to be conducted in Florida will be
a more realistic guide in choosing realistic faults to induce.
In fact, there is little distinction between actual fault
situations and induced faults. The fﬁults which a cixrcuit is
exposed to in normal operation are the faults of interést,
but by the very nature of the fact that a study of those faults
is being made, the circuit under test is not in normal opera-
tion. This is particularly true in view of the fact that one
cannot wait around for the natural faults to manifest them-
selves, but must force the circuit into a faulty situation.
Any faults to which a network is purposefully exposed are
called induced faults. The induced faults are as close an
approximation to real Ffaults that the circuit would normally
be exposed to as is possible. Naturally, the fault rate will

be higher in the induced faults than in a mildly hostile
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environment, but this is necessary in oxder to accomplish
our goals.

The first step in the experimental procedure was to
subject the test microprocessor to different induced fault
situations. Such things as high or low power supplies,
noisy power supplies, heat, and electromagnetic interference
are possible induced faults which we have attempted to con-
sider. OQur choices wiil be soon coupled with the Lear jet
experiments which will ultimately be the guide in choosing
and implementing the induced faults. The eéperiments we are

performing can be described as follows: It is not first cf

all known how these induced faults will affect the processor -

these are decentralized faults, and the individual lines
actually driven to faulty values are not known. A diagnostic
program which will give data on the faults as they occur is
running on the processor during the time that faults are bé—
ing induced. The purpose:is to collect enough data on eéch
induced fault so that the data will be a signature of each
fault, and give an indication of the severity of that fault.
When encugh data is collected on each induced fault, the
fault emulation stage begins. This work is still in its
initial stages, but, briefly, it characterizes fault emula-
tion. .

Induced faults will be approximated by emulated faults.

Emulated faults are faults fo: which it is known how, and



more importantly, where they affect the circuit. For example,
suppose a nolsy power supply causes intemmittent fault situa-
tions to occur in the processor. The cause of the fault is
known, the power supply. However, it is not known where that
fault is affecting the circuit to cause the failures. IF
could be internal to any of the integrated circuits, and may
not even be directly observable on the pins of the packages.
A logic level somewhere in the processor must be changed to
cause the feailure, but it is not known which level has been
changed to the other, nor which line on which the level has
been changed. Emulated faults will be postulated for each
induced fault, and the same tests will be run with each emu-
lated fault as was done with the induced faults. Comparison
of the emulated fault data and the induced fault data will
serve as a feedback loop *to improve the accuracy of the
postulated emulated faults. In this manner, a set of emu-
lated faults will be constructed which in a sense are a

model of the induced faults which ére a close representation
of the actual intermitctent/transient faults encountered in

a real situation. The emulated faults for a specific in-
duced fault may be used as a model of that induced fault
because the direct effect of the emulated faults are known

in the processor. This allows the entire system to be simu-
lated on a large computer, and evaluations can beamade of

the effectiveness of the fault tolerance strategy. The

Tt AMEL
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emulated faults do nnot have 0 be known deterministically,
but may only be known statistically. The proposed way to
generate these emulated faults is to have some intelligent
devire (minicomputer or specialized hardware) drive various
fault injection networks which are imbedded throughout the
microprocessor. This will give a large degree of freedom
in arriving at emulated faults in the hope that a match can
be obtained.

The plan is to construct a microprocessor, expose it
to various hostile environments, measure the effects, postu~
late an equivalent emulated fault, expose it to that proposed
emulated fault, measure the effects, and arrive at a reason-
ably approximate class of emulated faults which can be used
to model a large class of real hostile fault environments.
The «oncept of an emulated fault includes any faults which
can be injected into the microprocessor in a manner such
that its direct effects are known, either deterministically
or statistically. These effects must be first order effects,
meaning that it is clear that the particular fault emulation
is directly causing some effect, and is not indirectly caused
by that injection.

On the other side are induced faults. These are an
attempt to expose the processor to a real hostile environment
without waiting for the processor to experience iﬁtermittent/
transient faults on its own. In order to test the validity

of the postulated emulated faults, faults must be induced into

~
i

ST
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the processor which can be expected to closely parallel a

real hostile environment. How these induced faults cause
failures in the processor need not be known - indeéd, this

is the entire point of the current research; in general

this is not known. In short, the induced faults are being
substituted for real world faults, and the emulated faults

are effectively modeling the induced faults, though perhaps
not in a conventional manner. The whole purpose of this
procedure is to produce a methodology to test the effect-
tiveness of various fault tolerance microprocessor strategies.
' A suitable microprocessor for these proposed experiments
has been constructed. Figure 5-2 shows the configuration.

The processor has been constructed on plug boards, so that it
may be easily modified. This allows any of the lines to be
broken for the insertion of the fault injection networks. The
processor is done, and the testing program is to be developed
and checked. Figure 5-3 shows the diagnostic program. When
running, it periodically prints a message to indicate that it
is still working. Implementation on the 8080 microprocessor
has the advantage fhat if the stack gets changed, and a non-
memory location is used for the stack, the processor will jump
t0 a nonexistant location, and receive the data hexadecimal FF,
which corresponds to the interrupt instruction on the 8080.
Advantage is taken of this in the diagnostic proé&am, and in

normal operation the interrupt instruction is never reached.
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A count is kept of the times an iﬁterrupt is received as an
indication of the processor running awry. The checking pro-
gram checks all of the microprocessor instructions, and
prints a message if execution is improper, perhaps also with
a time tag. It includes memory checks.

The exact nature of the induced fau;ts must be chosen,
and suitable circuitry designed and built to create the

faults. All of the data collecting must be done, and then

the fault injection networks must be built for the emulations.

Strategies for the emulations must be develdped, and again
data must be collected until the end goal is reached. Figure

5-4 shows the proposed method for emulating faults.

This plan will yield the needed information on intermittent/

transient faults as microprocessors are affected, and permit

further investigation of microprocessor tolerance structures.
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Appendix

AN EFFICIENT FAULT DIAGNOSIS ALGORITHM FOR SYMMETRIC

MULTIPLE PROCESSOR ARCHITECTURES



INTRODUCTION é
Consider a general model of a multiple processor architectureig

consisting of n digital modules denoted UO; Ui, «»+ U, , and some g%

assoclated interconnesction design, denoted Dﬁ,t‘ These modules, %;

for example, could be n processors implementing a segmented.__
algorithm [6]. Regardless of the use of the multiple processor .

>

architecture, wa will assume that each Ui is capable of "q;esi::?.ng‘i:"t:u‘5>.%§"""T
other Uj 's to which it is directly connected for some specified ci?a
of faults. If a module contains any such fault we will refer to |
it as faulity. The problem we will study in thie paper'ievthe
diapgnosis of an existing fault situation among the medﬁles gieen.
their respective testing results, This pro"bleﬁl 'is. not new enc’i

“has been examined elsewhere in the literature [1 3,4,5,7,8]). The
results to be presented here réepresent a rnew approaeh to sueh |
diagnosis. In particular, the dlagnoels procedure*descrihed will

be seen to be sufficiently straigh forward to be easily Ample-
mentable on a2 simple processor, e. g., a mlcroprocessor, and for a
proper interconnéction &esignvamong the processors and upper bound
on the number ef'eimultaneous feults which ean occuf;,wii1 a2lways

yield the correct disgnosis cf'the'exietiﬁg'fault.situeticn;Vf
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Given n modules UO’

modules which U, tests by'Uf(r 1y> T = 1,2,-+-,%, whére'r _
f(r,1) €f0,1," n—l], i=20,1,-+-,n-1. For convenience, we

will aluays assume that U tests itself and, regardless of itis

state, concludes that it is fault Lree._ The outcome of the -

-

'tést dfrmoduie U?(; iy by module U will be denoted a(i,f{r,1))

: : - 3=

where , :

10, if Ui concludes that Uf(r 13 is fault free

~a(i, f(r i)) =
1 otherw1se.

It should be noted that the conclusion of, say, U; regarding the

'state (faulty or fault free)_of’the modules'to.which it is-

. connected is bnly reliable ifbindeed Ui is fault freé. I withe
eagh moduie.Ui, we aésziate é7tééﬁ table Bi; i‘= U,i,°';, n-1,

) where Bi represents the conclusion df Ui regarding the states of
all the modules, we have the problem,of determlnlng the existing
fault situation based on the avallable test results;' Whether
or not this is feﬁsible clearly depbnds on the numbher bf ?aults

. and the interconnectlon 6851gn. We will assume in the f011owinc
 that at most t modules can be simul aneeusly‘xaulty and that .
every mcdule.ls tested byvatxleastht_qthergmodulgs. Under soms

i.asgumptions:oﬁ_thé.interébnﬁéctidn design, Préparata5 Metze and

i Chieﬁ't7] havg'showﬁfthatgit is.feasible<to diagnose any'valid I
'fault'situation. However, the diagnosis algarithms whmch have

'Lbeen.proposed to do so are quite complex [1 L S] We propose here

2 new diagnosis algorithm for.this problem. For the purpose of

explanation we will assume inAthe7foildW1hg”that'thé interconnec-

Ul’."’ Uh—l’ we will denote the if

tion désigﬁ between the modules is the so-called Dlt design of [?],: 
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vwherein uhere is a testing 1nterconnection from U

d
5 to UJ iL an
enly i7.J -1 =m (modulo n) and m assumes the values from ; to

t. The results presenued here have been extended to more

e s Sy emrepCr= T FN N SN

genaral

R

-

interconnection aesiwns, buu since they are descrintively
cumbersone,

uhese extension will not be detailed.

In

i



DIAGNOSIS ALGORITHM

BEach test table B, has components Bi 02 Bi 1,--?, B,

1 - s P .__-,n:"l

where B represents the conclusion of module Ui regarding ths

1,3 _
state of module U;. If module U; "believes" that module Us is

fault free, then Bi,j_is set to the value O,.otherw?se Bi,j is
set to the value 1. Suppose thaf'Bo, Bl,'--, Bn—l are complete
in the sense that eﬁery module has a conelusion regarding the
étate of each of the modules Ui’ i= O,l,---,n-i. We will
assumé here that if-a module is fault-free, its corresponding
table 1s correct. _ |

Lemma 1 :..There exists at least n-t of the.Bi tables which

are identical.

_Proof: Since at most © modules zrz faulty, and since a table

corresponding to a fault-free module correctly describes the
fault situation, the theorem follows.
Lemma 2 : If there exists only one set of identical tables

such that 5 > n-t then each of th=se

Bi(rys Bi(zy> " 2Ba(s)®

tables in this set correctly’ deseribes the existing fault

-

situaplon.g-'

Proof: We already know that there exists at least n-t correct

and'thérefofé7idéhfiéall£ables. Therefore, if only one set

of identical tables has a cardinality larger or equal to n-t,

-tﬁis*sét'must.consist'of.the correct tables.

It should,be clear that no conc1u510n can bexmade regardlng

'the fault situation if there ex15us more than one séet of identi-

‘cal tables withwcardinality_1arger_uhan_or equal_to n-t.

R
)
g

e et T
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Theorem 1 :

one set of ldzntlcal tables with eardinality larger than or

agual to n-t.

Proof: Suppcse that n > 2t+l and assume that there exist two

sets of identical tables of cardinality ny and n, respectively.

Assume ny z_nét
and ) Ny > n-t.
Then, ny ¥ n, > 2n—2t.
We' know that - n > n, + n, and therefore

n > 2n ~2t.
Tnis inequality, useé in conjuncition with n > 2t + 1 yisids’
2n > 2n + 1
and we conclude that we cannot have two sets of identical tables
of cardinality larger than or equal to n-t when n > 2% + 1.

At This point wa n=zed an efficient procedure to build thg‘
complete n tables By, By,°*, B, such that if mOduie Uiyis
fault free, then the teble B; reflects accurately the fgult'
situétion of the multiple processor architéc%ﬁfe. Sﬁch an
algorithm is presehted in the foliowing to compute the tables

Bos Bl,.‘., Bn__l'u ’

- ———

T e B e

Suppose that n > 2t + 1; then there exists one and on;.

S

Aigoritﬁm 1: met i in {0:1:--»:n—1] and £ in‘[l;Z,...,n—l] be given-f

Step 0: Set By =0 for m=0,1,°++,n-1, set j=i, set k=il

and set NF=D. .

Step 1: IF NF > t, stop; else, go to Stepéz.\

Step 2 If k=i, stop;'else, go to Stép 3.
Step 3: If a(j,k) = 1, set Bi’ksl,_set NF=NF+1 and go to -
Step U3 else, set j=k and go to Step U. |

Step 4: Set k=k+l and go to Step 1.
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Notes:
(1) A1l adéitions‘are performed moduloc nj; .
_(ii) We assume a Dl,t interconnection desigh,'g,gf, f(r,j)¥j+r
(modulo n); and therefore, we use the notation a(j,j+r)
instead of the more generalvnotation a(j,t(r.jil)).
TheoremJZ:' If a Dl,t interconnection design is used, if the
maximum number of faults which may occur 1is £ and if module Ui
is fault~free; then the table B, constructed by the algorithm
_‘accuraﬁely reflects- the éxiéting fault situation.
Proof: We need to show that the algorithm is well defined and
thaﬁ.it prodﬁces tables Bi Whiéh are correct-whenevef Ui is not
faulty. The.teéhnique we use to prove tThe theorem is hased on
" the use.of invariant assertions as described in {23 (see Fig. 1). 8
We assume that a Dl,t interconnection design 15 used, i.2.,
-, T

" module Ui tests the modules Ui+l’ U The algorithm

_ 1427 i+t"
uses the guantity a(j;k) whnich contains ?he result of the test aof

module k by module j. It follows that the algorithm is well
defined if and only if jnand_k:gre related by - B
| ) k = jtr | '
where r is some integer in [1,2;;f',?j..
Assume that before executing Step 3, the following assertion holds:

(A1) L 3HL < ko< FHLNG

Then it can be shown that (al) still holds after the execution of

-

step 4. clearly (al) is satisfied“by the ihitial.ﬁélues_givén to
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J, k and NF and therefore we conclude that (Al) is always B

satisfled before the execution of Step 3.

It is only possible to reach Step 3 if ' ?f

Np < & d
It follows that just before the execution of Step 3, the qguanti- gj
ties J and k are related by the assertion fﬂ
R
(A2) Jtl < k < j+t |
ik

which shows that the algorithm is well defined.

The Tirst part of the proof showed that the algorithm 1is éz

-

well defined. We now prove that if U, is fault free, then the

table Bi reflects the zefual fault situation. Following agzin
the azpproach desceribed in [2], we show that the following asser-

_tions are always satisfied before the execution of Step 32'

{243) The module Uj is not faulty
(Al) B; accurately reflects the existing fault situation up o

k-1, i.e., for all m in [i,1+1,142,7°",k~1]:

B,
i,m

and B,
' i

0 if and only if module Um is*not faulty.

i

o 1 if and only if module Um is faulty.

]

(a5) N; contains the number of faulty modules up to k-1, i.2.,
k-1

No = B. -
F mzi L1

It can be Shdwn that if (a3), (A4) and (A5} are true before the
execution of Step 3, then they afe still true after the execution
of Step 4. Clearly (a3), (a4) and (a5) hold after thé execution
of Step 0 and therefore we conclude that (a3), (Ai} and A({5) are

always true before the execution of Step 3.

et AT SR
q{
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Now, suppose that the algorithm stops invstéb 1. Ve know 'Kﬁ

that Bi_is correct up to k and that NF=tf B4 m

In other words, B ii
: 1
correctly reflects the fault situation for m=i, i+l,---,k and ©

faults have been detected. Butbt we have assumed that at most ©

faults may occur and therelfore this implies that the remaining

modules are not faulty. The By , for m = k+l, k+2,...,1i-1 are egua
to 0 and therefore thé complete table Bi is correct. j

| Suppose that the algorithm instead stops in Step 2; then Bi %“
is correct up to k=i and therefore Bi is correct.

Although we have shown that when the algorithm

produces the correct table. t remains to be shown that

=

t indeed - .
stops after a finite number of iterations. We note that k takes
_the values i, i+l, i+2,--- and therefore if the algorithm does

not stop in Step 1, it must necessarily stop in Step 2. This

concludes the proof of the theorem.

ACCELERATED ALGORITIM

The diagnosis of the set of faulty modules based on
the results of Lemma 1, Lemma 2, and Theorem 1 reguires that
the table Bi s 1 = 0, 1,...,n~1 be compared. This process is

time consuming and may be avoided. For each j = 0,1,..., n-1,

let Yj be the number of indices i for which.Bi 5 =1, i.e.,
. . : ¥

vy =‘cafdinaliéy of { % G.[O,l,.f.,nrl] i ﬁi,; =11,
then, fhese-qﬁantitiés may be ﬁSed in a diagnostic élgorifhm

_ as follows:



Algo-rithm' 2: Let t in [1,0-1] be given.

' steE'G— Compute thc tables BO 1,..,,~Bn_l'by.usiﬁg

Algorlthm 1, _
Step 1: compute the quantltles Yor Yl""’vn~l'
Step 2: Let v=1{3¢lo1,...,n-1] ] Y > w41},

Theorem 3: If a'Dl £ interconnection design is used, if the

maximum number of faults which may ocour is t and if n > 2t + 1,

then Us is faulty if, ana only if § is in V.

Proof: The:résﬁlt is a direct comsequence of Lemmas 1 and 2

and Theorems 1 and 2.

Algdrithm 2 is well suited for implementation on a micrbprocgssor.
| NFbr‘example, on an Intel 8080 microprocessor,'ﬁhe toﬁal aﬁount

- of memory necessary to store the data and the program in Ehe case

=8 and t = 2 15 176 woras of 8 bits, i.e., 1408 blts.,

>

We note that Algorlthm 2 may be Imnlemented in paral1el
orn & netwcrk of N mlcroprocessors, with N <'n. in partlcular,
if N’mlcroprocessors are useﬂ ‘ther 1ﬁ is 90551ble to compu»e
1n.para11el all the tables B and a2ll the quantltles Yj’ The
computatlonal-tlmefnecessary-to dlagnose the network of n mo-
dules R usmng W mlcroprocessors for 1mplement1ngpalgor1thm 2
is essentlally T[n/ﬂ]/h 3 where T is the computatlonal tlma'
necessary'to execute the 1nstruct10ns of Algorlﬁhm 2 wheﬁ & o

ASIngle mlcrf%roc=cscr is used and [n/N] 15 tne smallpst 1nte~

L 1ger'1arger than n/N.
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EYAMPLE .
Ip_ordgr to_demonstrate the simplicity of tﬁe'aigorithmé,,we
apply them to #he network given in Figure 2. Tﬁe network contains
n=9,modules, t=3, g.gé.at mdst three modules may be faulty, and
0
5 and U3, module U, tests Uy> Ug and Uy, ebe. Assume

a b, 3 intercomnection design is used, l.e., module U, tests
that.the modules Ul,'._U3 and Ug are faulty. Figure 3 contains a
possible set of test outcomes.  The application of the algorithm

to these test outcomes yields the tables B, i=0,1,2,--+,8 given

in Eigur'e 4. Ve f‘-af;d' that the tables B,, B,, By, 3'5,- B, and BB'

are identical. We have 6 identical tables and using Lemma 2,
we conclude thét these tables refléct the correct fault situation
uhe network, g,g., we conclude that the modules Uy U3 and Ug

are' aulty. Alternatlvelyg we may compute the quantltles Yj,li“g

Y =0 vy =8 vy; =0, "3=8 Y4=0 "5"'” Y = 8 Y7 =%, and

YB = 1, and then compuue the set v = { ] ] YJ >4 } = il 3, 61.
Using Theorem 3, we conclude once agaln that Uy U3, and Ué are

faulty.

g
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‘CONCLUSION -

An approach to the problem of fault &iaénosis of symmetric
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modules J are not ¢au¢ty, followsd by a voting procedure.

s

Tﬁe coneru0t10n of. Lhe tables B. is decoupled in
;hat each table may be construcLed independently of thes others

it is possible to de crezse the. amount of computation necesszry

to obtain all the tables'Bi,-i'= 0,1,..., n-1 by increasing %
- dependency between the construciion of the various tables. It

is not difficult to find schemes in which the construction of 7 |

the table Uj_depends on the tables Uy, Ul,.-.3'Uﬁ;; . Such

schemes are more complicated to ccde than the one we propese.

.require more memory to store the program and dc not lend tham-—
selves to parallel implementation, Therefore, we feel that

our séheme, i.e., Algorithm 2 which has a time complexity of

O(n ) if sequentially implemented and 0{n} if implementsd on

‘a’ network of wn microprocessor, is' ideally suited for-ths faunlt

iagnostlc of Dy -networks,
’
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Figure 2. Di 3 interconnection of 9 modules; modules Uy, U3

 and U faulty.
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