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TECHNICAL MEMORANDUM 78148

STATUS REPORT: DATA MANAGEMENT PROGRAM
ALGORITHM EVALUATION ACTIVITY Al
MARSHALL SPACE FLIGHT CENTER

INTRODUCTION

It is widely recognized that the most prolific data generators have been
multispectral imaging sensors, such as these used on Landsat, and the Synthetic
Aperture Radar, such as those to be used on Seasat, These types of sensors
generate a large volume of data at a high rate, which often requires complex
analysis procedures to convert the data to usable information. Thus, the
magnitude and complexity of the data often create costly bottlenecks in ground
data processing syster.s. To overcome this problem, standard cost-effective
preprocessing and processing procedures that produce accurate and consistent
results are needed; these do not exist at present. The difficulties in developing
these procedures have been determined to be caused by the nature and form of
the data, as well as by the approaches being taken to its analysis.

Under the Data Management Program, an algorithm evaluation activity
was initiated to study the processing problem by assessing the independent and
interdependent effects of registration, compression, and classification tech-
niques on Landsat data for several discipline applications. The obiective of the
activity was to make recommendations on selected applicable image processing
algorithms in terms of accuracy, cost, and timeliness or to propose other
solutions to the proc2essing problem. As a means of accomplishing this objec-
tive, an Image Coding Panel was established with members from several NASA
Centers who represented different types of image processing interests. The
Panel established the evaluation eriteria, selected the data sets and algorithms,
performed the analyses, and presented the results during the Panel meeting.
After each meeting, a panel summary was written which reported on the per-
formance of individual aigorithms, combinations of algorithms, or on new
recommendations that were made.
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APPROACH/ PLANNED ACTIVITIES

Under approved RTOP 656-21-02-02, there is a requirement to (1)
acquire and maintain detailed information on all technique development in the
agency and elsewhere, with emphasis on OA sponsored activites, especially
within the Data Management and Earth Resources Programs: (2) analyze,
evaluate, and bring to focus information on technique development; and (3)
report and advise Headquarters on emphasis changes and the need for technology
development. In partial fulfillment of these requirements, the objectives of
this effort are to update and document all source image processing programs,
to determine the combined and independent effects of registration and com=-
pression on classification, and to evaluate registration, compression, classi-
fication, and change detection results,

During FY77, the discipline applications of land use inventory and
agriculture were to be studied using six Landsat passes over Mobile Bay,
Alabama, for land use and eleven Landsat passes over a LACIE (large Area
Crop Inventory Experiment) supersite ( Finney County, Kansas) for agriculture,
The particular processing techniques to be studied in conjunction with these test
sites were as follows:

a. Registration Techniques:

1. Nearest Neighbor (NN)

2. Bilinear Interpolation (B1.)

3. Bicubic Interpolation (BC),
For a brief description of the registration techniques, see NASA TM X-73348,
"Nearest Neighbor, Bilinear Interpolation and Bicubic Interpolation Geographic
Correction Effects on Landsat Imaging,' R. Jayroe, Marshall Space Ilight
Center, September 1976,

b. Compression Techniques:
1. Adaptive Differential Pulse Code Modulation (ADPCM)

2. Adaptive Hacarmand (AH)

3. Combination AIl/ ADPCM.
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For a brief description of these techniques, see TRW Final Report No. 26566,
"Study of Adaptive Methods for Data Compression on Multigpectral Scanner
Data, " Contract NASZ-8894, NASA Ames Research Center, Maveh 1977,

4, Cluster Coding Algorithm (CCA) — See "'A Joint Clustering/ Data
Compression Concept, " Ph, D, Dissertation, University of Southern Culifornia,
E., E, Hilbert of Pasadena, Jet Propulsion Laboratory, May 1975,

5. Blob Algorithm — See "Users Guide for the Bleb Program Package,"
H. G. Moik, Code 983, Goddard Space Flight Center, Juie 28, 1977,

¢, Classification Teshnigques:
1. Gaussian Maximum Likelihood (MAXLIK)
2, Sequentia! Linear Classifier (SLIC),

Tor a brief description of these techniques, see NASA TN D-8240, "Classification
Software Technique Assessment,' R. Jayroe, et al., Murshall Space Flight
Center, May 19706,

5. Gaussian Misture Density Classifier (GMDC)
4, Iterative Clustering Classifier (ICC).

Tor a description of these programs see "Users Guide of Software Documenta-
tion fov the Algorithm Simulation Test and Evaluation Program, ' J. Lyons,
Johngon Space Center,

The preceding image processing teclniques were chosen because they
are representative of all the known approaches used in registering, compressing,
and elassifying multispectral imagery, and they appear to be generally accept-
able to analysts. The specific tasks using these techniques to be accomplished
by MSFC within the Image Coding Panel in TYTT arve described in the following
paragraphs. These tasks ave being worked by General Electric contractor per-

y

gonnel under contract NAS5-32404, as well as MSTC in-house personnel.
3

The emphasis of the majority of the tasks is to determine what has
changed in the data, how much change has occurred, and where has the change
taken place as a result of registration and/ or compression. Secondly, how are
these changes manifested in the classification results. The dominant factor in

S e,



the evaluations is the classification accuracy followed by the cost effectiveness
of the analysis procedure with the result being that there is usually a tradeoff
between the two.

Task 1: Updating, Modification, and Documentation
of Software Techniques Library

A software techniques library had been established at MSFC under the
Data Management Program prior to the formation of the Image Coding Panel,
This library is augmented with image processing techniques that are utilized by
the Panel and facilitates the transfer of these techniques to the Panel members.,
The source programs for the software are housed on a disk pack under the name
SMT001, are in Fortran, and are run on an IBM-360/75, The task is to docu-
ment the programs in "readable Fortran,' prepare a software techniques manual
of all programs and a user's manual for updating and utilizing the library.
"Readable Fortran' is a documentation concept that requires maximum usage of
comment statements that are indented in a logical fashion to explain the software
coding and such that the program can be read in a manrer similar to a textbook.

Task 2: Determination of Registration
Effects on Image Data

Perform NN, BL, BC geographic correction on the LACIE and Mobile
Bay test sites and save the corrected data sets., To determine and document the
registration offeets, use the following approach:

1. Compare channel histograms, means, and variances for the original
and geographically corrected image test sites

2. Compare joint channel histogram pairs for the three registration
techniques and the original data

3. TFor identical channels, compute image difference histograms and an
actual image showing where the differences occur for the three registration
techniques.
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Task 3: Determination of Compression
Effects on Image Data

Four compression techniques will be selected from a combination of
those previously mentloned. For the sclected technigues and thres compression
ratlos, compress, recounstruet, and save the lmage data for the two test sites
and use the tollowing appreachs

1. Compare channel histograms, means, and varianeces for the oviginal

and compressed/ reconstructed image test sites

2. Compare joint channel histogram pairs {or the four compression
technigues and the origiral data

d.  For identical channels, cowpute hmage difference histograms and an
actual hmage showing where differences occur for the compressed/ reconstructed
and original haages,

Task 4. Determination of the Combined Effects
of Compression and Registration on Image Data

Select two duta sets from each test site that have been geographically
corrected using NN, BL, and EC. Select the corvesponding two data sets that
have been compressed at three different ratios and reconstructed using the four
compression techniques, Geographically correct the compressed/ reconstructed
images using NN, BL, and BC, and compress and reconstruet the previously
geographically corrected images using the four compression teclhniques and
three compression ratios. The resulting imuages will be saved for future use
and differ only in the order of compression and registration, To determine
and document the combined effects of image correction and compression, the
tollowing approach should be used for the two groups of images:

1. Compare chamel histograms, means, and variances for both groups
of images and with the original images

2. Compare joint channel histogram pairs for both groups of images and
) & o
with the original images

D .



8. Top fdentieal chaenely, compute image difference histograms and an
aetual tmage showing wheve differences occur fors

a, The two groups of Images

b, The geographically corrected — compressed/ reconstrueted
images and the geographieally covreeted bnages of task 2

¢, The compresged/ reconstructed = geographically corrected
tages and the compressed/ veconstructed images of task 8.

Task 5: Determination of the Effects of Compression
and Registration on Classification

Using the classitication programs MANLIE, SLIC, Mixture Density,
Itevative Clustering Classifice, and the digital ground truth maps (GTM) for
hoth test sites, e‘ia@sdv the fmage data and compare pivel by pixel with the
ground truth datn to obiain the following elagsifieation accuracios for evaluation:

1. Clagsification of ¢ach original image set compared with the GI'™M
geographically distorted to overluy with original data

2. Jlassification ol each geographically corrected (NN, BL, BC) image
get compared with the GTM

8. Classification of each compressed/ reconstructed (four techniques,
& compression ratios) image set compared with the GTM geographically distorted
to overlay with the compressed/ reconstructed data

4. Classification of the image sets described in task 4 compared with
the GTM

5. Classification/ GTM difference maps of the above to show whore
disagresments ocour.
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Task 6: Determination of Change Detection Effects

From the LACIE and Mobile Bay images, select the geographically
corrected data sets (using NN, BL, or BC) that appear best suited for detecting
scasonal or other types of changes based upon the results of the previous tasks.
For each test site and corresponding seasonal images, vse the following approach
to determine change detection effects:

1. To determine how the data changes with season, compute difference
histograms 2:ud joint histograms, and image differences between corresponding
image bands

2, Compute classification map differences and contingency tables to
determine how the classification results change with seasonal data

3. Use the GTM as a mask to extract feature information from the
seasonal data (including and » :luding transition pixels) by computing joint
histograms between corresponding bands to determine how this information
migrates through the dati space as a function of season

4. Use the classification maps as a mask to extract information from
the data (including and excluding transition pixels) by computing joint histograms
between corresponding bands and comparing with the ground truth feature
extracted information

5. For the compressed and geographically corrected data, perform the
comparison 1 to 3 of this task to determine the effects of compression on change
detection,

As a result of the Image Coding Panel activities, four additional require-
ments have been identified to assist in the transfer and evaluation of image data
and image analysis products, These requirements consist mainly of the develop-
ment of software programs to measure image entropy, to utilize fractional pixel
accuracy in ground truth/ classification map assessments, to facilitate image
data and analysis product transfer, and to explore and evaluate a compression/
classification procedure in terms of analysis cost reduction potential, The
tasks to be accomplished for these requirements are discussed in the following
paragraphs.



Task 7. Measurement of Image Entropy

Develop and document in "readable Fortran' a softwarve program to be
inclnded in the MSFC Software Library that measures the entropy of an image
as a function of bend, The following is a verbal description of the desired soft-
ware program,

Differential entropy is often used as a measure of image information or
activity, It actually represents the minimum data rate required for encoding
differences of the image with a zero-memory encoder, under the assumption
that the differences have a stationary distribution throughout the image. In
general, the differences arve the deviations between an estimate for each picture
element (based on all preceding picture elements) and the picture element itself,
In practice, it is adequate to use as an estimate for each picture element the
average of the element above and behind; i.e., let

w 17 %)
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X” be the esfimate for X”. where
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Note: Where [ x) is the nearest integer value to x (ties may go either
way). Then the difference for element (i, j) is




Clearly, by sending a starting reference picture element, the rest of the image

can be tranumitted exactly in terms of the differences. Define 1’6 as the fre-

quency of occurrence of a difference having value 5 averaged over the entire
image. Then the two=dimensional difference entropy for that image s

H==) P

log, P
3 6 ™2

b

The entropy H represents the lowest bit rate possible for encoding the differ-
ences. Thus I can be a useful measure of the difficulty one would heve in
coding a particular image, assuming an exact reconstruction of the image is
desired. Entropy measures arve to be calculated for the Mobile Bay and LACIE
data sets,

Task 8: Data Transfer Format
Develop and document in "rcadable Fortran' a software program to be
ine’ e n the MSIFC Software Library for image data transfer that has the

‘o Liowing output characteristics:

1. Data tape should be 7 track, 556 bpi and contain data within the range
zero {dark) to 205 (bright).

2. Size of Lest site should be approximately 256 pixels by 256 records.

3. There should be one band of image data per file and ono record of
data per scan, with each file having a header record. The header record
should contain 100 characters or less with 8 bits per character.

4, Training areas are to be polygons with at most nine vertices, and
interior points are to be utilized as training data. If a training area has only

two vertices, a nearest neighbor rule is used for selecting training data,

5. A listing of the training area vertices and class identification should
accompany the data tape along with a histogram of each band of data,

6. For pixel Jocation, each image starts at pixel one and record one,
rather than (0.0).

9



To 28 Huting of the geopraphie covreetion transformation should also be
included with the data tape.

Lmage data tapes and analysis produets are to be made available for transfor
upoit reguest.

Task 9: Fractional Pixef Accuracy

Update and docwsnient n "readable Fortran' a goltwave program for
inelusion fn the MSFC Soltware Libyary to utilize fractional pixel acceuracy in
the ground truth/ classilication map (GTRL CM) agsessments, The approach
utilized In the soltware development corresponds to digitizing the GTM at a
higher resolution than the CM such that several nearest aeighbor pixels on the
GTM ean be used to evaluaie ¢ne pizel on the CM. The updated software evalug-
tion program has to allow for different GTM vesolutions and for asgignment of
gtatistical weights used with the GTM nearvest neighbor pixels,  This approach
is to be evaluated vaing the procedure deseriled in NASA TM =T5847, "Evalua-
tion Criteria for Soltwarve Classifieation Inventories, Accuracies and Maps,"

Iy R. Jayroe and compared with the results obfained from the elassification
agsessment using the Mobile Bay and LACIE data gets,

Task 10: Redured Vector Representation

This task is a4 regearch effort divecied toward redueing the eost of

analyazing mualtispeciral magery. When four band, six bit imoge dota are
acquired, the numbeyr of distinet or different vectors pogsible is (&34)‘1 =

31

16 777 216, Por Laandsat data, this masinwm possible is Timited to 7 581 600
different feature vectors, which is the number of picture elements contained
it one Landsat frame. The guestion arises, "How many diflerent leature
vectors are required to represent an image and still satisly all useyr require-
ments YOI the number of different feature veetors could be reduced to 2048,
for example, the number ol elassilication computations could be reduced by a
fuetor of several themsand and pesult in considerable analysis cost suvings,
The following approach 18 reconumended to evaluate the potential cost savings:

1. Develop a soltware progream for computing the nuniber and population
et different feature vectors contained in au image.

10




7. & listing of the geographic correction transformation should also be
included with the data tape.

Image data tapes and analysis products are to be made available for transfer
upon request,

Task 9: Fractional Pixel Accuracy

Update and document in "readable Fortran' a software program for
inclusion in the MSFC Software Library to utilize fractional pixel accuracy in
the ground truth/ classification map (GTM/ CM) assessments, The approach
utilized in the software development corresponds to digitizing the GTM at a
higher resolution than the CM such that scveral nearest neighbor pixels on the
GTM can be used to evaluate cve pixel on the CM, The updated software evalua-
tion program has to allew for different G'TM resolutions and for assignment of
statistical weights used with the GTM nearest neighbor pixels. This approach
is to be evaluated using the procedure descriled in NASA 'TTM  ~73347, "Evalua-
tion Criteria for Software Classilication Inventories, Accuracies and Maps, '
hy R. Jayroe and compared with the results obtained from the classification
assessment using the Mobile Bay and LACIE data sets.

Task 10: KReduced Vector Kepresentation

This task is a jesearch effort direcied toward reducing ithe cost of
analyzing multispcciral imagery. When four band, six bit image data are
acquired, the number of distinet or different vectors possible is (64)‘ =
16 777 216. For Landsat data, this maximum possible is limited to 7 581 600
different feature vectors, which is the number of picture elements contained
in one Landsat frame. The question arises, "How many different feature
vectors are required to represent an image and still satisfy all user require-
ments 2" If the number of different feature vectors could be reduced to 2048,
for example, the number of classilication computations could be reduced by a
factor of several thomsand and result in considerable analysis cost savings.,
The following approach is recommended to evaluate the potential cost savings:

1. Develop a software program for computing the number and population
cf different feature vectors contained in an image.

10
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2. Utilize a version of the cluster coding algorithm (CCA) for reducing
each M by N pixel array to a maximum of 16 different feature vectors, and
develop a program for merging the resulting number of feature vectors con=-
tained in the image down to a desired final number (i.e., the final number is
an input variable to the rrogram). This will be an operational program that
provides an output tape containing a table of the final desired number of differ-
ent fei ture vectors, their populations and labels, followed by a table of their
image locations that are identified by their labels.

3. Develop a software program for converting the output tape back to
feature vector format,

4. Develop a software classitication program that utilizes the above
output tape (step 2) for automatic classification in thefollowing manner:

a. A user selects training areas and designates one class number
for all feature vectors contained in the training area. 1'hus, the classification
program will have a table that relates a class label to the feature vector labels
and an image location, By using the approach in CCA, additional feature vectors
belonging to a particular class can al=o be idetnified and labeled.

b. The user will have an option of producing a map and population
table containing only those feature vectors identified in the training procedure
as belonging to a particular class, or of invoking a classification procedure
that assigns all of the feature vectors to one of the selected classes. The
unassigned or unclassified feature vectors can be classified in the following
manner, Compute the centroid of the feature vectors belonging to each class
and store “e result. For an unclassified feature vector, find the closest two
centroids and then compare the unclassified feature vector with individual
members or representatives of the two identified classes. Assign the feature
vector to the class of the closest individual member. The user should also
have the option of outputting a one channel CM or a classification feature vector
map using the centroids. The classi  cation results obtained from this method
should be evaluated on the LACIE and Mobile Bay data sets and compared with
the other techniques using the procedure previously described. The effects of
linearly stretching the data before applying the feature vector reduction proce=-
dure should also be investigated together with the cost effectiveness of the
procedure.,

11



During FY78, the applications of mineral and petroleum resources and
water and environmental quality will be studied in a similar manner., The
algo. ithm evaluation activity is expected to be concluded by FY79,

ACCOMPLISHMENTS

During the period October 1976 to September 1977, two Image Coding
Panel meetings were held and the technical results obtained by the panel mem=-
bers were documented in the November 30, 1976, and the March 23, 1977,
Image Coding Panel Summaries. The summaries described and discussed the
various independent and interdependent effects of registration, compression,
and classification on the Bald Knob, Tennessee, quadrangle test site. The
most significant technical accomplishment was a recommendation and proposed
procedure for using a reduced vector representation to approximate Landsat
multispectral imagery. This recommendation provided the capability of reducing
Landsat processing costs by three orders of magnitude and of compressing the
data by a factor of one to three orders of magnitude, This recommendation was
further explored by devcloping software to determine the number of different
vectors in an image and, as a result, to determine a measure of image com=~
plexity. Image complexity was then used as a criterion for evaluating registra-
tion and compression techniques to determine their capability with the reduced
vector representation, The results of this study were presented a. NASA
Headquarters on September 7, 1977, and are currently in publication,

At the request of Headquarters, an assessment of the Image Coding
Panel' s accomplishments was forwarded to Headquarters by the Panel! chairman
on June 29, 1977, The assessment addressed what ha 1 been accomplished, the
usefulness of the work, the results that were obtained, problem areas and
possible solutions.

Specific accomplishments relative to the previously described tasks under
planned activities are listed in the following paragraphs by month These
accomplishments addressed the actiities that are being conducted at MSFC,
but the Panel participation and assistance in analysis and evaluation provided
by the Jet Propulsion Laboratory (JPL) and the Ames, Goddard (GSFC),
Johnson (JSC), and Langley (LaRC) Space Centers should be recognized and
acknowledged. Although this reccgnition can be best achieved by reviewing the
Panel summaries, some of the cooperative efforts can be evidenced in the
progress that is reported.

12




May 1977

1. Progress.

a. Location of Ground Control Points (GCP) (Task 2). The Digital
Image Rectification System (DIRS) was requested and received from GSFC,
The program has the capability of generating printer plots of GCP neighborhoods,
which are magnified by cubic interpolation, and of removing the effects of Earth
rotation and sensor sampling delay., It was found thac this process removed
significant distortions in the region of the first Mobile Bay GCP, These dis-
tortions had previously caused difficulty in correlating the imagery with quad-
rangle map.. However, the DIRS program for this step stores the output image
in core and hence required 274 K bytes of storage. Consequently, a program to
perform these corrections by lines was written and tested using Landsat imagery
of the Huntsville Jetport main runway, The improvement in appearance was
striking. DIRS was requested to improve MSFC' s registration capability in
providing geographically corrected test site data to the Image Coding Panel for
subsequent analysis and documentation,

b. Registration (Task 2). During the process of rectification,
DIRS removes systematic effects such as oversampling, along line Earth rota-
tion, sensor delay, mirror velocity nonlinearity, and Earth curvature, How=-
ever, it does not partition the image to rotate segments of the image. Conse-
quently, the image is not rotated, and the core requirements are large (580 K
bytes). The program does allow specification of a rotation angle, which could
be accommodated by partitioning the image.

¢. Data Comprassion (Task 3). The programs supplied by NASA
Ames via TRW (the adaptive compression techniqueg) have been analyzed and
appear to be readily amenable to modification to use the specified data sets.
Additional supporting programs received from TRW by mail were successfully
compiled.

d. Additional Software Analysis (Task 1). The DIRS package included
specialize Fortran callable input-output routines used on GSFC's IBM-360, These
routines are being compared with what is normally used on MSFC's IBM-360 to
determine what would be more efficient at MSI'C,

13



¢, Miscelluneous, At GSFC's reguest the decks fov the YINDU
classification program (Hueristically Inspired Neighborhood Discerning
Unsuperswed) and a4 source tape of TRW!' g compression programs were checked,
updated, veritied, and loaded on tape for shipment to GSFC,

2. Problems. The DIRS program abnovmally ends during transformation
of the image corners to Universal Transverse Mercator (UTM) coordinates, A
deck has been set up to ingert debug statements into specified subroutines in
hopes of tsolating and identifying the problem.

June 1977

1. Progress.

i, Updating, Modiffeation, and Docuaentation of Software Techniques

Library (Task 1). The registration software package received from GSFC and
the data compression soltware received from TRW have been analyzed with
vespact to ficolity to the stited technigues end relationships used in the algo-
vithms., The registration soltware, as received, would require dedicated use

of the 560 computer due to core requirements, The compression soltware
requires seme generalization to be used with data sels of varying sizes. A new
library of routines which can be used to satisly external relerences during link-
age editing has been created, and is named IMAGE, ANALYSIS, LIBRARY.

b, Determination of Registration Effects on Image Data (Task 2),
The problem which avose in modilying certain subroutines was due to incon-
aistent subroutine names in the souree programs supplied, and was resolved
sutisfactorily. The two programs which rectify images with and without rotation
were successiully executed on a small test area and on a Mebile Bay Test Site,
respoctively,  The IBM double precision ledast squares routing, DLLSO, wus
used to obtain registration mapping polytomials of degrees one through five.
Some aspects of stating the sizes of the Lit errors obtuined and elfects of fit
gecurdacy oh input data magnitudes (due to computation errors) are under
consideration.

[ ¢. Determination of Compression Effects on hnage Data ( Task 8).
The final briefing of the TRW study on data compression wus held by telephone

conference on June 22 and was attended by the GE personnel assigned to this
contract. The MASA centers represented were Headquarters, Ames, JdS5C,
MBST'C, and GSTC,
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e. Miscellaneous. At GSFC's request the decks for the HINDU
classification program (Hueristically Inspired Neighborhood Discerning
Unsuperswed) and a source tape of TRW's compression programs were checked,
updated, verified, and loaded on tape for shipment to GSFC,

2, Problems. The DIRS program abnormally ends during transformation
of the image corners to Universal Transverse Mercator (UTM) coordinates, A
deck has been set up to insert debug statements into specified subroutines in
hopes ol isolating and identifying the problem.

June 1977

1. Progress.

a. Updating, Modification, and Docu.nentation of Software Techniques
Library (Task 1). The registration software package received from GSFC and
the data compression software received from TRW have been analyzed with
respect to fic..lity to the stated techniques 2nd relationships used in the algo-
rithms. The registration software, as received, would require dedicated use
of the 360 computer due to core requirements. The compression software
requires some generalization to be used with data sets of varying sizes. A new
library of routines which can be used to satisly external reflerences during link=
age editing has been created, and is named IMAGE. ANALYSIS. LIBRARY.

b. Determination of Registration Effects on Image Data (Task 2).
The problein which arose in modifving certain subroutines was due to incon~
sistent subroutine names in the source programs supplied, and was resolved
satisfactorily. The two programs which rectify images with and without rotation
were successfully executed on a small test area and on a Mobile Bay Test Site,
respectively. The IBM double precision least squares routine, DLLSO, was
used to obtain registration mapping polynomials of degrees one through five.
Some aspects of stating the sizes of the fit errors obtained and effects of fit
accuracy on input data magpitudes (due to computation errors) are under

consideration.

¢. Determination of Compression Effects on Image Data (Task 3).
The final briefing of the TRW study on data compression was held by telephone
conference on June 22 and was attended by the GE personnel assigned to this
contract. The NASA centers represented were Headquarters, Ames, JSC,

MSFC, and GSFC.
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2, Problems. There appear to be son: inconsistencies in the techniques
for correction of Earth rotation, sensor sampling, and mirror motion in the
registration program. There are two versions of one of the data compression
source programs. ARC should verify which version is correct.

July 1977

X Progress.

a. Updating, Modification, and Documentation of Software Techniques
Library (Task 1). Conversion to readable Fortran has been accomplished for
the three data compression techniques recommended in the TRW study. These
are block adaptive transform (Cosine or Hadamard), block Adaptive Differential
Pulse Code Modulation (ADPCM), and a hybrid technique. Most of the routines
have been placed in the Image Analysis Library in load module form.

b. Determination of Registration Effects on Image Data (Task 2).
The problem with least squares fitting to obtain the registration mapping poly=
nomials was due to the large values of the UTM input coordinates, The routine
appears to operate satisfactorily if the means or the minima are subtracted from
the coordinates.

The inconsistencies in the DIRS received from GSFC were acknowledged
by its author to be errors.

A method for partitioning to apply DIRS to large images has been for-
mulated. It is planned to generate output image segments based on the grid
cells defined by the coarse mapping function grid. To facilitate this process,
the beginning and ending output pixels and easting coordinates for each cell have
been piaced in tables, rather than being recomputed.

¢. Determination of Compression Effects on Image Data (Task 3).
The updated data compression software is being validated by repetition of the
original checkout runs. Preliminary results have been obtained from the applica-
tion of the ADPCM algorithm to LACIE data. The compression operation appears
to quadruple the number of unique feature vectors in a LACIE sample segment.,



d. Miscellaneous. Nonadaptive data compression algorithms, which
were delivered to MSFC by TRW, are being prepared by MSFC for transmittal
to GSFC. The adaptive techniques were sent previously,

The digitized GTM of Mobile Bay is being examined at MSFC in an attempt
to find sources of error, such as highways which are difficult to digitize and are
occassionally missed.

2. Problems. Required modifications and corrections to the registration
program arve greater than anticipated for handling a test site as large as Mobile
Bay.

August 1977

1. Progress.

a. Updating, Modification, and Documentation of Software Techniques
Library (Task 1). Documentation of three data compression techniques in
readable Fortran is underway, The techniques are block adaptive transform
using a Cosine (TRANC) or Hadamard (TRANH) transform, block ADPCM, and
a hybrid combination of the above two techniques (HYBRDC-ADPCM/ COSINE
and HYBRDH-ADPCM/ Hadarmard).

b. Determination of Registration Effects on Image Data (Task 2).
The GSFC DIRS has been modified so that large images can be corrected in
segments, The segments are based on the grid cells defined by the coarse
mapping function grid. Under the constraint of the memory available for holding
input image records, the number of output map cells that can be generated in
each row is computed, If any row cannot be completed, the image is divided into
vertical segments, geometrically corrected, and the output line segments are
then merged.

¢. Determination of Compression Effects on Image Data (Task 3).
During validation of the data compression software, improper handling of
floating point to integer round-off was discovered in the Hybrid and AD?CM
programs. Correction resulted in an approximately 25 percent decrease in the
Mean Squared Error (MSE) between the original and reconstructed images.
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The three data compression techniques have been applied to a LACIE
sample segment, and the number of unigue feature vectors in the reconstructed
images was computed, This is a measure of the image activity which has been
added by the compression/ reconstruction process. The average bit rate required
to transmit the compressed images was specified as 2-bits/ pixel. The MSE

B and numbers of feature vectors are as follows:

! Method MSE No, Vectors
2-D Hadamard 2.09 5925

i ADPCM 1.85 7206
Hybrid=-Had. 2,07 7633

] Original 3552

Tapes of the original and recenstructed images were obtained for use on
the Test Bed fiim recorder.

d. Determination of the Effects of Compression and Registration on
Classification (Task 4). The clustering program BLOB was received in a
virtual memory version which is not available at MSFC, The program has been
modified and is executing on MSFC's IBM=-360/ 75, Contour and cluster maps
for LACIE data have been obtained.

e. Fractional Pixel Accuracy in Ground Truth/ Classification Map
: Assessment (Task 9). Available documentation on digital manipulation of GTM
and assignment of class numbers is being studied as background for developing
a software program to use the GTM digitized at a higher resolution than CM,
Since the software program will use the procedure described in NASA
- TM X=73347, "Evaluation Criteria for Software Classification Inventories,
Accuracies and Maps,' an exercise in familiarization with this procedure is in

; progress.

f. Entropy Measure (Task 7). The image entropy measure soft-
ware has been programmed and debugged.

g. Reduced Image Vector Representation ( Task 10). Software for
computing the nurnber and population of different feature vectors contained in an
image has been programmed and debugged.

SRS A v
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h. Miscellancous. LACIE and Bald Knob Landsat test site data
have been transmitted to JPL and JSC, respectively. JSC is providing MSFC
with the Gaussian mixture density and iterative cluster classifiers and is
running a test case on the Bald Knob data,

2, Problems. The conversion and chr cking of the program ELLTAB
was postponed in anticipation of receiving an updated 360 version,

Extensive use of the Test Bed was not planned because of disk hardware
problems.

September 1977

1. Progress.

a., Updating, Modification, and Documentation of Software Techniques
Library. The BLOB program package provided by GSFC was modified to run on
a machine without virtual memory. The routines have been placed in MSFC's
Image Analysis Library in load module form, The adaptive data compression
techniques (transform, differential pulse code modulation, and a hybrid tech-
nique) have heen documented in readable Fortran,

b. Determination of Registration Effects on Image Data, The dis~
tortions in Landsat MSS imagery caused by sensor delay and Earth rotation are
quite pronounced in magnified imagery and should be removed prior to selecting
ground control points. A program was written to extract the data surrounding
a candidate ground control point location, remove the distortions, and magnify
using cubic interpolation,

¢. Determination of Compression Effects on Image Data, Data
compression was applied to a LACIE sample segment and the December 1973
pass covering Mobile Bay. The results were analyzed by computing mean values,
histograms, difference images, MSE, and the number ol unique feature vectors
in the images. Numerical results are given in Table 1.

d. Fractional Pixel Accuracy in Ground Truth/ Classification May
Assessment. To digitize the LACIE GTM, a 15 by 13 in. transparency of the
map (supplied by JSC) was reduced to a 2 by 1,8 in. negative by the MSFC
photographic laboratory.

18




TABLE 1. NUMERICAL RESULTS OF DATA COMPRESSION
Speed No.
Method MSE ( Pixels/ sec) Vectors
LACIE Sample Segment
Original 3 552
ADPCM 1 Bit 7.92 6L 10 432
ADPCM 2 Bits 1.85 650 7 206
2-D Hadamard 1 Bit 4,89 157 b 385
2-D Hadamard 2 Bits 2.09 293 5 925
2=D Cosine 1 Bit 3. 71 147 5236
2-D Cosine 2 Bits 1,62 5 754
Hybrid-Hadamard 1 Bit 7.31 596 6 836
Hybrid-lHadamard 2 Bits 2,07 504 7 633
Hybrid-Cosine 1 Bit H.61 280 7101
Hybrid-Cosine 2 Bits 1.94 7 684
BLOB" 21. 30 209 558
Mobile Bay Data

Original 27 696
ADPCM 1 Bit 4,87 646 >5H8 000
ADPCM 2 Bits 1.14 624 46 845
2-D Hadamard 1 Bit 2.47 459 37 876
2-D Hadamavrd 2 Bits 1.19 357 35 406
Hybrid-Hadamard 1 Bit 5.01 740 41 248
Hybrid-Hadamard 2 Bits 1.96 547 46 575

a. Applied to area of 112 x 112 Pixels as opposed to 112 x 192,



This npgative was digitized by a mlerodensiometer ( seanner) at geanning
intervals of 6o, 235, and 12,6 g, These seannlng intervals represent vesolutions
(mugnifications) of 6%, 1«)“, and 20X, respectively, rvelative to Landsat diata,
The output of the scanner was stored on thyee tapes, one for each ol the three
geanning intervals,

T'o faeilitate plotting of the LACIE data, the 50 g geanncy tape was copled
to another tape in Fortran foruat using an IBM gystem/ 860 geneval 1/ 0 package.

A Line Printer plot wag wade of the map using the Fortran tape and the
IBM 360 computer, This plot will be used o obtain the coordinaies of ground
control poluts for registration of the GTM with the CM,

Asg an aid in selecting training samples for ¢lassifying data on the Landsat
tape, the data on the GTM were calssified mamally; i, e., tubulated deta of the
G were transferred to a photocopy of the map.

Al u:,iatin computer program (SLIC) tor linear classification of the
Landsat data was meditied to dceommodate the LACIE data, A wmpu’tei’ pro-
gram supplied bv GSTC for geometrie registration of the GTM was reviewed,
This program will be used to [it (determine pixel -urmbpuudcnue ui) the G1M
to CM.

October 1977
1. Prograss,

4. Updating, Modification, and Docwmentation of Software Technigues
Libravy. The histogram routine being used in the analysis of eompression
results was modified to show the oecurrences ol negative values in the difference
fmages.

The algoritlun (SLIC) used lor determinang linear classification functions
wos modified to store intermediate vesults, resulting in a computation time
gaving, The maximuni likelihood classification algorithm was modificd to
include thresholding.
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This negative was digitized by a microdensiometer (scanner) at scanning
intervals of 50, 25, and 12,5 u. These scanning intervals represent resolutions
(magnifications) ot 65X, 10X, and 20X, respectively, relative to Landsat data,
The output of the scanner was stored on three tapes, one for each of the three
scanning intervals.,

To facilitate plotting of the LACIE data, the 50 y scanner tape was copied
to another tape in Fortran format using an IBM system/ 360 general 1/ 0 package.

A Line Printer plot was made of the map using the Fortran tape and the
IBM 360 computer., This plot will be used o obtain the coordinates of ground
control points for registration of the GTM with the CM,

As an aid in selecting training samples for classifying data on the Landsat
tape, the data on the GTM were calssified manually; i.e., tabulated de‘a of the
G'I'M were transferred to a photocopy of the map,

An existing computer program (SLIC) for linear classification of the
Landsat data was modified to accommodate the LACIE data, A computer pro-
gram supplied by GSFC for geometric registration of the GTM was reviewed.
This program will be used to fit (determine pixel correspondence of) the GTM
to CM.

October 1977

1. Progress.

a. Updating, Modification, and Documentation of Software Techniques
Library. The histogram routine being used in the analysis of ¢ompression
results was modified to show the occurrences of negative values in the difference
images.

The algorithm (SLIC) used for determiii:ng linear classification functions
was modified to store intermediate results, resulting in a computation time
saving. The maximum likelihood classification algorithm was modified to
include thresholding.
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b, Determination of Registration Effects on Image Data, The
ground control points for the December 73 pass of Mobile Bay data were pre-
viously selected using a magnification of 4X, The ground control point coor-
dinates were redetermined using a magnification of 10, and with removal of
distortions caused by sensor delay and Earth rotation, Least square fits were
determined for polynomials of degrees one through five, The RMS fit errors
for the corrected imagery were lower by an average of 28 percent, The RMS
errors are given in Table .,

TABLE 2, RMS ERRORS IN FITTINC GROUND CONTROL POINTS

Polynomial With Without
Degree Distortion Distortion
1 0,897 0,619
2 0,857 0,578
3 0,757 0, 537
4 0,645 0,466
b 0,519 0,405

¢. Determination of Compression Effects on Image Data. Additional
data compression results are given in Table 3. Histograms of the difference
images (original — reconstr:cted) for 4 bands of LACIE data using ADPCM at
3 bits/ pixel are given in Figure 1. Plots of MSE and number of feature vectors
in the i-econstructed images are given in Figures 2 and 3.

d. Fractional Pixel Accuracy in Ground Truth/ Classification Map
Assessment. Landsat data of the LACIE site were received as files of a
magnetic tape with each file corresponding to a particular day that the data were
obtained. Several files of this tape were copied to a disk to simplify accessing
the data. ;

A Line Printer Plot was made of File 9 (Scanner Data of May 6, 1976),

and training samples, 200 each of wheat, summer fallow, corn, sorghum, and
grass, were selected carefully to lie within the field boundaries of the plot.

21



TABLE 3.

DATA COMPRESSION EFFECTS

No. Speed Total
Method MSE Vectors (Pixels/ sec) | CPU Time
LACIE Sample Segment

Ovriginal 3 6562
ADPCM 1-Bit 7.92 10 432 650 0:33
2-Bits 1.85 7 206 650 0:33
J-Bits 0,716 hH 898 Go7 0:35
2-D Hadamard 1-Bit 4,89 H 385 457 0:47
2-Bits 2.09 H 925 333 1:05
J=-Bits 0,930 H8Y3 291 1:14
2-D Cosine 1=Bit 3.7 h 236 147 2:26
2-Bits 1,62 5754 141 2:33
J=Bits 0,659 H BOG 124 23568
Hybrid-Hadamard 1-Bit 7.31 6 836 596 0:36
2-Bits 2.07 7 633 H04 0:43
3-Bits 0,775 6 2909 510 0:42
Hybrid-Cosine 1-Bit 0. 61 7101 280 0:77
2-Bits 1.94 7 G684 238 1:31
J=-Bits 0,718 6 308 222 1:37
81OB" 21.3 558 209 1:00

Mobile Bay Data

Original 27 696
ADPCM 1-Bit .87 78 534 646 37:10
2-Bits 1.14 4G 845 624 38:28
2-D Hadamard 1-Bit 2.47 37 876 459 52:19
2-Bits 1.19 35 406 357 67:08
llybrld-lladamard 1-Bit H. 01 41 248 740 32:26
2-Bits 1.96 46 H75H H4a7 43:51
Fast Karhunen=-Loeve 4,11 48 253 166 145:00

1-Bith

a. Applied to area of 112 % 112 pixels as opposed to 112 % 192,
b. Not performed under this contract.
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Figure 1. Difference images (original — reconstructed) for 4 bands
of LACIE data using ADPCM at 3-bits/ pixel,
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File 1 (Scanner Data of October 22, 1975) was classified using a maxi-
mum likelihood algorithm to senarate wheat from the other crops. It was found
that wheat represented 40 percent of the crops growing at that time.

The RAMTEK-PDP-11/45 Image Processing Facility was used to remove
annotations from the digitized GTM of the LACIE data, and a polaroid print was
made of the map to verify that all of the annotations had been removed.

The edited GTM was stored on a tape in Fortran format for geometric
correction and registration at a later date.

RECOMMENDATIONS AND CONCLUSIONS

The Panel should be continued through FY78 and possibly through part of
Y79 to satisfactorily compiete the work that has been initiated. The Panel has
now attained a position where the evaluations can be conducted in a routine
manner and contributions can be made toward determining the best and most cost
effective procedures for registering, compressing, and classifying Landsat
imagery., The time consuming and seemingly unnroductive efforts of getting
organized, developing an analysis plan, establishing evaluation criteria, ete.,
were one time activities that have been substantially completed and, hence,
more effort can be concentrated on the analysis and evaluation,

Two milestones have been achieved by the Panel which indicate that sub-
stantial progress is being made. First, there is sufficient technical material
being generated and presented by the participating centers to justify extending
the originally scheduled one day Panel meetings to two days. Secondly, an
issue has surfaced in the technical results that were recently presented, which
place the Panel at a crossroad with regards to pursuing certain types of registra-
tion and compression techniques. This issue is centered around the number of
unique four dimensional vectors contained in a Landsat multispectral image,
which can also be used to achieve a reduced processing cost by using a histogram
type format.

The histogram format is obtained by extracting all of the unique vectors
and their number of occurrences from a Landsat image, or a portion there of,
placing that information at the beginning of a data tape, and following it with a
description of the image. The image is described at each picture element
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location by one number which identifies the unique four dimensional vector that
belongs there. Important cost reductions for most types of processing can be
realized, by processing cach unique vector once and applying the results to the
picture element locations with a table look-up procedure, since many of the
unique vectors can occur hundreds or thousands of tinies in an image,

An issue arises with the registration and compression techniques that
utilize spatial averaging or an equivalent, because they tend to generate large
numbers of new unique vectors from the original data by interpolation or
requantization, This issue becomes more important if significant cost reductions
are to be achieved by approximating an image with a reduced number of unique
vectors. For this case, registration and compression techniques must have the
property of not generating any new unique vectors to preserve the processing
cost reductions.

There are two main points in using a histogram format that need to be
emphasized. First, the histogram format does provide a certain amoun. of
information preserving compression, depending on the image data (typically
1.5:1). Secondly, the format directly illustrates that what is being processed
and interpreted in a multispectral image is in actuality the unique vectors and
not every picture element, which represent a processing overhead when unique
vectors are repeated in an image., In this context, the function of a picture
element is only to show where the unique vectors are located in the image scene.
Thus, instead of ';ing processing costs to the number of picture elements in an
image as is commonly done, reduced costs can be achieved by using a histogram
format and tying the costs directly tc the elements that are actually being
analyzed, i.e., the number of unique vectors. One area that needs to be explored
is the use of information-preserving compressicn techniques (which typically
achieve compression ratios of two or three to one) on the histogram formatted
data, With the combination of techniques, it may be possible to achieve informa-
tion preserving compression ratios of three or five to one.

If the approach of tying the processing costs to the number of unique
vectors is extendeu to reduce costs even further, then the number of unigue
vectors in an image has to be reduced. This requires that an image be approxi=-
mated by a reduced vector representation, which in reality is a classification
map with a relatively large number of classes. A final classification map with
8 or 16 classes, for example, is a reduced vector representation carried to an
extreme. Two areas of inquiry that need to be pursued are the tradeoff between
reducing the processing costs by reducing the number of unique vectors versus
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allowing an analyst “he flexibility of conducting whatever type investigation is
desired, and determining the best procedure for obtaining a reduced vector
representation that can be automatically implemented. One approach has been
developed, and is currently under investigation, for providing a reduced vector
representation. The approach is an extended version of the Cluster Coding
Algorithm (CCA) called the Cascaded CCA. The CCA combines groups of
similar unique vectors into cluster centers, while the Cascaded CCA combines
groups of similar cluster centers producing a significantly reduced vector
representation, Both of these software programs are compression schemes,
which allow the user to process the data in compressed form. The concept of
using a reduced representation appears reasonable when it is recognized that a
large image contains tens of thousands of unique vectors and 30 to 50 percent

of these vectors only occur once, If the desired final result is a CM containing
less than 100 classes, for example, then the large number of unique vectors
appear to represent an over abundance of variation of information. By approxi-
mately reducing the number of unique vectors in a Landsat image to 2000 in
number, it appears possible to achieve processing cost reduction factors of
approximately 3000 and noninformation preserving compression ratios of 10:100,
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