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1.0 INTRODUCTION AND SUMMARY
1.1 INTRODUCTION

GSFC 15 1mplementing a capability to support non-time-critical data
from Spacelab payloads. It does not include the support of OFTs and data
processing for specialized payloads such as 1ife sciences or space processing.
The data processing functions to be performed are essentially the same as
provided by the Information Processing Division (IPD)for automated Earth orbiting
spacecraft. These functions both remove perturbations introduced by the
acquisition system and ver1fy, format, and forward the data to _the_experi-
menter's facility. The reduction, analysis, and long-term archiving functions
are not described 1n this document because they are not the responsibility of
the data processing facility. ‘

In general, the flow of non-time-critical Spacelab payload data is
as follows (see Figure 1-1) the instrument digital data is time division
multiplexed and transmitted on the wide band Ku-band Tink via TDRS and the
"bent pipe" to the GSFC processing facility. The salient characteristics of
th1s operation are the following:

® Bit rates up to 50 Mbps can be accommodated.

@ Real-time and on-board tape recorded data can be telemetered
on wide band Tink,

8 No ground recording capability exists at TDRS or GSTON
ground stations. A Domsat channel 15 used to relay the data
to GSFC.

¢ Payload data for POCC real time processing analysis are
telemetered via the wideband Tink or are stripped out from

the wide band link at JSC.

o The wide band 1ink contains all the required ancillary

data. A}l data required for processing will be contained
n that bit stream.

In the Spacelab data processing facility, the telemetry stream is
captured, 1.e., quality checked, accounted for, and recorded in real time.
Subsequently, not in real time, the data are processed and distributed to
users via tape or data transmission channels. The data processing operations
are similar to those performed in IPD on free flier data, 1.e., the data are
format synchronized, time tagged, quality checked, decommutated, etc.
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Under the current concept, the Spacelab Data Processing Facility
(SDPF) w11l consist of the following major functional elements

1. Spacelab Input Processing System (SIPS) previously
known as the Data Capture System

2. Data Processing System
3. Mass Storage System
4, Qutput Processing System

Items 2 through 4 constitute the Spacelab Output Processing System
(SOPS). The flow of data through these elements 15 depicted 1n Figure 1-2,
The real-time wide band data are captured 1n real time for the duration of the
mission. The data capture function 1ncludes recording of the raw b1t stream
on a suitable recording medium, such as a high density tape  Subsequently,
the recorded data are transferred to a working mass store, processed, and
delivered to experimenters.

This study addresses 1tself solely to examining muitipie SOPS architec-
tures. The SIPS is not part of the SOPS architecture and will be referenced in
this document only for the purpose of 1nputing data to the output processor
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1.2 SUMMARY

This study presents different system architectures (Figures 6-3 and
6-34). These two architectures are derived from two different “data Tlows"
(Figures 6-1 and 6-2) within the SOPS. The major differences between these
system architectures are 1n the position of the decommutation function (the
first architecture performs decommutation in the latter half of the system and
the second architecture performs that function in the front end of the system).
Another difference 1s that the first architecture uses High Density Tapes (HDTs)
and the second uses standard 6250 bpt magnetic tapes.

So that the performance of these architectures could be examined, the
system was divided into five stand-alone subsystems. (Work Assembler, Mass
Storage System, Output Processor, Peripheral Pool, and Resource Monitor). Then
the work Toad of each subsystem was estimated 1ndependent of the specific devices
(CPUs, tape drives, etc.) to be used.

Next, the candidate devices were surveyed from a wide sampling of off-
the-shelf devices. Then analytical expressions were developed to quantify the
projected workload in cbnaunction with typical devices which would adequately
handle the subsystem tasks.

A1l of the study efforts were then directed toward preparing perfor-
mance and cost curves for each architecture subsystem (shown simplistically in
Figure 1-3). Because the operating points of each subsystem cannot at this time
be set exactly, 1t 1s necessary to interpolate between specific operating points.
For example, {See Figure 1-3), 1t was found that in the Work Assembler (WA) at an
operating point, Ry {in Mb/s.), the WA would consume between “ul“ and "u,"
resources. This range of system utilization represented a range of costs between
3" and "b" dollars. If the study workload estimates are too Tow (even up to 100%},
then the range of costs (at R1 Mb/s.) could st111 be projected to be between "a"
and "c" dollars. This sizing technique (known as computing a subsystem’s
ut1l1zation factor "u") was applied uniformly to all architecture subsystems.

It was found that the two architectures would function equally well.
When each of their attributes were rated 1n terms of 1ts intended function, the
total scores of the two architectures were within (approximately) 5% of each
other.
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In terms of costs, however, architecture number 2 was clearly more
advantageous. Specifically design number 2 costs between 2.177 and 3.022
mi1110on dollars for hardware while architecture 1 costs between 2 337 and 3.400
mi111on dollars.



2.0 SOPS SPECIFICATIONS

This section defines those specifications to be used in defining and
analyzing various system architectures. These specifications are drawn from the
Statement of Work, NASA/GSFC document Number X-560-77-56 entitled "Spacelab
Payload Data Processing at GSFC," and an 1nformal document entitled "Pulse Code
Modulation Formats for Spacelab Experiments." Most of the specifications are
functional in nature, but, where possible, quantitative information is used.

The statement of specifications 1s tireated at iwo levels - those that
are mandatory (as enumerated 1n Section 2.1), and those that are secondary or
desirable (as stated in Section 2.2).

One overall specification is that any system architecture must be modular
and expandable with the minimum of difficulty.



2.1 MANDATORY SPECIFICATIONS

2.7.1 Overall System Performance

This subsection relates to the data acquired by, contained within, and
put out by the system. Initially, the specifications are stated as currently
known and understood. From the quantitative information contained in that

statement, additional data can be derived for use 1n later analysis. This data
is in Section 5.



2.1.1.1 Input Data

Data are recejved into the SOPS from the SIPS. These data are
both real-time and play-back data (from the HDT's originally used to record
real-time telemetry).

The SIPS, as 11lustrated in Figure 2-1, w11l be procured separately from
the SOPS  High-rate Spacelab data w11l enter the SIPS at a maximum rate of
50 Mb/s. These data including GMT from the Spacelab are captured on high density
tape recorders (HDTRS) 1n real time. At the same time that the incoming data
are captured on the HDTRs, the data goes through a High Rate Data Demultiplexer
(HRDM) where the original 18 Spacelab data channels plus the associated GMT are
demultiplexed. The Frame Synchronizers (FSs 1 through 12) block incoming data

and append the most recent GMT to the framed data. The outputs of the FSs are
then sampled by the SIPS CPU(a minicomputer) for quality and other attributes.

A running Quality Control summary 1s generated, and 1f the sampled QC falls
below a predetermined Tevel, a status message 1s created and sent to the Spacelab
POCC at JSC. - -

Operét1ona]1y, 1t 1s expected that low-and medium-rate experiment data
will be passed onto the SOPS 1n real time. The high-rate experiment data will
be sTowed down 1n the SIPS and played back 1nto the SOPS for subsequent process-
1ng (during the interval of time when the early Spacelabs cannot communicate
with the ground - approximately 20 to 30% of an orbital time segment).

In the SIPS, the data 1s frame-synchronized and blocked as telemetry
frames. The fOrmatl of the SIPS output data 1s shown i1n Figure 2-2.

The following parameters are applicable:

® Major frame rate 1s a binary function.

] If the size of a minor frame 1s m, and the size of a major
frame 1s M, then
dmz M 2256 m

mZ 4096 bits

or
mZ 512 bytes

9 Minor frame efficiency e
70%< e < 90%

1/Infor'ma1 Documentation, "Pulse Code Modu1§810n Formats for Spacelab Experiments".
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The data output from the SIPS 1s presented to the S0PS on 19 separate
channels. Of these, 18 contain frame blocked experiment data and wiil appear
in time as shown in Figures 2-2 and 2-3.

These frames wi1ll contain the following:

Experiment data

Experiment mode

Mission ID

Date and time

Data quality check (TBD) information supplied by the DCS
’

e o & o &

These data are characterized as follows.

Peak Data Rate - 48 Mb/s
Average Data Rate - 4 to 8 Mb/s

]
]
9 Data volume/seven day mission - 2 to 5 x 1012
]

bits
An experiment mix profile as shown 1n Table 2-1

O0f the remaining Tines, two contain data from the Experiment I/0 Serial
Channel and the Subsystem I/0 Serial Channel and w111 be received at the same
time in a format similar to the first 16 data Tines. These two data Tines contain.

Other experiment data (not to exceed 1 KHz)
Attitude data (every 2 sec)
Position data (every 2 sec)

Other TBD ancillary data are characterized
as follows:

¢ Peak Data Rate - TBD

@ Average Data Rate (either 25.6 Kb/s cr 51.2 Kb/s)
# Data Volume/mission - TBD

e Format - See Figure 2-4

The remaining Tine supplies GMT to the sops and appears in the same
format with the following characteristics-

9 Update Rate - 10 ms
® Data Rate - on demand
° Format - See Figure 2-2
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TABLE 2-1.

A TYPICAL SL EXPERIMENT PROFILE

EXRERINENT | mrr ware ranee | * ERETONNT | VGRS aop | S TME O | rssyon Ave)
A 10 - 30 MBS 1 - 2 (part time) 20 MBS 2.56-5 1. MBS
B 1 - 10 MBS 1 - 4 (part time) 5 MBS 2.5 - 10 .5 MBS
C .1~ 1 MBS 4 - {full time 500 KBS 50 - 100 2.0 MBS
D 8 - {(half time
E 10 - 100 KBS 10 - {full time) 40 KBS 100 .4 MBS
F <10 KBS 20 - {full time) 5 KBS 100 . «1 MBS
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To summayrize, the S0PS must, during 1ts data input phase, build minor
frames, build major frames, and build buffer block data (associated with either
blocks of minor frames or blocks of major frames sent to the mass storage
system). The building of major frames (projected to be typically between 16
to 32 wminor frames per major frame out of a possibie 100 minor frames per major
frame) should include fi11 data (for missing minor frames with appropriate
fi11 flags set). When blocks of data are assembled (groups of minor frames or
major frames), information such as the following should be generated:

Block count

Experiment ID(s)

GMT time

Experiment mode

Number of minor frames per major frame
Data quality flags

Block statistics

® P O O & 0 &
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2.1.1.2 OQutput Data

Output data 1s transmitted to experimenters as a set of "mission files"
where each f1le contains all data relevant to a specific experiment.

The media for transmission will be:

1600 bp1 Computer Compatibie Tape

6250 bpi Computer Compatible Tape

High density tape

56 Kb/s circuit and packet switched wire grade
communication T1nes

The relevant data contained in the mission files will be:

Experiment data

Data quality i1nformation

Attitude data

Position Data

Time validation 1nformation
Ancillary telemetry data as required
SOPS accounting data

The volume of output data 1s characterized as:

1600 bpi CCT - 50% to 10%
6250 bpi CCT - 20% to 25%
HDT - 10% to 15%

56 Kb/s Tine - 20% to 50%

As an off-Tine function, data ~for each experiment ~must be available for
6 to 12 months after compietion of the mission.

18



2.1.1.3 System Throughput

The system throughput is defined in ferms of the maximum average input
data rate, which 1s 8 Mb/s. The average throughput data rate w111 be between
0.5 and 1 times this rate (1 e., between 4 Mb/s and 9 Mb/s). Note: mission
duration 1s projected to be between one week and one month. The time allowed
for output processing 1s projected to be between two weeks and two months.

An 1nstantanecus peak 1nput data rate of up to 50 Mb/s w111 be supplied
by the SIPS. This rate may be slowed down to any required value as long as the
average throughput rate 1s not reduced.

i9



2.1.2 Data Processing

This group of mandatory specifications consitute the primary
functions performed on incoming Spacelab data. The order in which they are
presented in this section does not 1mply a mandatory data flow.

2.1.2.1  Input Data Accounting

The data accounting functions w11l be required to record both the
1nput fi1le statistical information and output file statistical information.
Input f1le accounting tracks data such as:

9 flags from the data capture system
(] file start and stop times

] fi1le s1ze

. fi1le Tocation

] file name

]

creation date

A "f11e" 15 defined as a homogeneous collection of experiment data
from only one experiment.

20



2.1.2.2 Output Data Accounting

Thas function relates to the ability to retain information about the
experimenter files and information regarding faciiity production status. This
function also provides the capability for generating a series of accounting
reports for the SOPS. Reports will be generated to determine the content of
the telemetry, Ephemeris/Attitude and decommutation data fi1les processed through
the system,

The accounting processor will be used 1n conjunction with the query
system, to locate and bring data on Tine for processing from past or present
Spacelabs. The data base 1nquiry system (Query) w11l provide the capabiiity
of 1nterrogating the data base directories for i1nformation concerning the
different data files. The information returned should contain at Teast start
and stop time of data, location of data (on 11ne file name or off line tape
and file no.), and general status pertinent to the 1inquiry. This accounting
information 1s to be available for any Spacelab up to one yéar after mission.

As a mnimum, the accounting application would:

Keep records of all input data on a file basis

Keep records of all output data on a file basis

Inform the user of any missing data

Provide production status data

Keep records of previous spacelabs Tor at Teast one year

* @ @ & @
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2.1.2.3 Quality Check

Quality checks on data within the SOPS would, as_a minimum,
assess both 1nput and output quality. Input cata quality
assessment shall consist of but not be 1imited to:

] Identifying missing or incomplete data frames
[ Identifying the position of missing or incomplete data frames
[ Ident1fying error codes passed on to the system by the SIPS

Output data quality assessment shall consist of but not be Timited
to- ’
Identifying missing or incomplete data frames
Identifying the position of missing or incomplete data frames
Identifying error codes passed on to the system by the SIPS

Identify all subsequent errors unique to output data
processing

.22



2.1.2.4 Decommutation

The decommutation process preduces ordered experiment data files.
The 1nput data 1s decommutated after 1t has been "edited". The decommutation
process shall be performed according to a decommutation "map", which 1dentifies
all commutated data elements as received from the SIPS. The merging of anctillary
data {(as specified in another section) may be performed in parallel with this

function.

In addition to decommutating the experiment data, the following shall

also be performed.

Sort
9

by Experiment

The 16 experiment channels from the SIPS could be
e1ther dedicated to one experiment or contain
telemetry frames from several experiments.

The sub-system and experiment I/0 channels will
be multiplexed with the very low-rate experiment
telemetry, E/A, and experiment ancillary data.

Ephemeris and Attitude data -

The E/A data 1s multipiexed 1n ei1ther the subsystem
or experiment I/0 channels -

The E/A data w11l be recetved every 2 seconds.

The E/A data w11l be expanded to produce parameters
to meet the different experimenter needs

Update the directory and accounting files

23



.2.1.2.5 Merge Ancillary Data

The ancillary data for each experiment will be found commutated in the
experiment I/0 and subsystem I/0 serial channels: Data from a particular expe-
riment will be decommutated from each frame and collected until a predetermined
number of frames have been processed. These experiment words w11l be formed into
a single block for output to the appropriate experiment output device. Each
frame w111 be of one second duration; a single time tag at the beginning of the
block will be sufficient to correlate all the data to time throughout the record.

The record will consist of sequential frames of a particular experiment
w1th given parameters occurring in the same word location of each frame in the
record.
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2.1.2.6 Data Storage

The data storage functions will be handled through the operating
system's file management system. On-line data storage 1s required i1n the SOPS
for-

System and user software

The accounting system

Directories

Intermediate storage of posiiion/attitude files

® ® @ D o

Intermediate storage for the different experiment
ancillary data

Various telemetry and decommutation maps

] Quick Look Experiment files

] Formatted data for the GSFC POCC

As a minimum, the system will

0 Provide the user application programs with a set
of procedures for creating files and accessing
files by way of direct or sequential access methods

. Automatically allocate, log, and record fi1les on the
mass storage system

25



2.1.2.7 Data Edit

Prior to data editing, telemetry data enters the sgps from the SIPS 1n
the form of 16-bit data words present on each of the DCS output channels. These
data are not entirely usable in the décommutation process for four reasons: partial
mnnor,frames (or major frames) may exist, time gaps may not be filled in, time
tagging data may be 1n error, and the major frame structure may be defective.

The purpose of data edit1qg is to arrange these data 1nto usable major frames,
to attach verified time codes and quality flags, and to prepare these data
for eventual separate experiment data files. The specific data editing func-
tions to be performed are:

Verify minor frame structure (build 1f required)

Verify major frame structure (build i{ required)

Insert i1l data for missing frames and set appropriate fiags
Verify time tags (correct time 1f required)

Remove overlapping telemetry data when required

Order data chronotogically when required

Add data gquality fiags

Verify the header record (build 1f required)

®* @ & e & ¢ O @

In general, data editing consists of building experiment data into
major frames, validating time, removal of overlapping data, summarizing,

generating f111 data (when required), and other related editing functions. BDe-
ta1led descriptions follow.
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2.1.2.7.1 Time VYalidation Functions

GMT received by the SIPS and SOPS are 1n units of 10 ms. As 111us-
trated in Figure 2-5 time to + 10 ms is tagged to frame "a", even though a
portion of frame "a" may be coincident with t0 + 20 ms. The time~tagging of
framed data 1s performed by the SIPS., It should be noted that 1f frame sizes
are "small" (as illustrated at the bottom of 2-5), frame "d" and "e" are timed-
tagged at to + 10 ms. The time validation function will perform as a minimum
higher-order corrections to correct for clock drift. This data w11l be provided

to the SOPS. (These higher-order corrections could be 11lustrated as shown 1n
Figure 2-6).
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2.1.2.7.2 Removal of Qverlapped Data

One major function of the SOPS shall be the removal of overlapped
Spacelab data and the chrono]og1céﬁ ordering of data. Figure 2-7 1llustrates
this concept. During time interval tl-—b'ts Spacelab data is acquired. In -
real-time, this data is transmitted back to Earth, but for some reason the
on-board tape recorder 1s activated during 1nterval ty—>t.. Data recorded
during ty—> tg is transmitted later during ts— L. The SOPS must be capable
of purging received data interval tz._a.ts and replacing 1t with t7_a- tg-
Special attention should be placed in handling data intervals t,_., t; and
tzl--” '['.5.

2.1.2.7.2 Generation of F111

When a sequence of data 15 determined to be missing and subsequent
data processing confirms this si1tuation, the SOPS shall insert "filler data"
into the data set. This filler data shall be placed 1n the chrenological
position corresponding to the missing experiment data. Furthermore, filler
data shall be ei1ther all ones, or all zeros, or some other pattern that cannct
be mistaken by the user as experiment data. In any fill operation, appropriate
1ndicator flags in the data set shall be set to 1ndicate filler data 1n Tieu
of actual experiment data.
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2.1.2.8 Ephemeris/Attitude

The Ephemeris/Attitude parameters* shall be double precision with an
accuracy commensurate with 32 bits. The ephemeris-application functions will
as a minimum:

) Perform coordinate transformations from the given
system to the experimenter’s desired system, such
as Geocentric Equatorial Inertial (GEI) or Solar
Ecliptic Inertial (SEI),

® Replace predicted ephemeris data with defimitive
ephemeris data (and set appvepriate flags to
indicate definitive status) received from the Mission
Control Center (MCC) of JSC.

Ephemeris/Attitude tapes w11l be produced for each NASA experimenter
and for ESA with coverage on each tape of one or two days. The data records
w11l consist of attitude (orientation), ephemeris (orbit position), and magnetic
field vector parameters at two second 1ntervals. These parameters will be
derived from the Spacelab state vector, attitude vector, jJoint and gimbal
angles, radiation flux, and magnetic i1eld vector which are commutated in the
experiment I/0 and subsystem channels. The parameters will be expressed in
appropriate coordinate systems as scaled fixed point words The scaling con-
vention will be part of the header block at the first of each formatted output.

*Note. The sum of all derived ephemeris and attitude data shall be
approximately 100 values every 2 seconds (4 bytes per value).
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2,1.3 Mass Storage

The SOPS mass storage sizing requirements are primarily based on the
peak and average data rates and on the time interval between data capture and
data delivery to the experiments.

The 1mp7€cations1ﬂ’thg~gbove functional requirement are signif-
1cant, The primary objective of the SOPS' Mass Storage System (MSS) 1s to
provide a facility for the compact storage of Targe quantities of data and to
make this data accessible to computer systems with minimad operator handling.
The SOPS MSS w111 have the following capabiiities.

Modularity . 12

Modularity will be expandable from 5 to 40 x 10  bits of data.
Included in the capacity count 1s only that data which is
generated by a host system. Any additional data generated

for the purpose of file heading and code recovery, or due to

recording technology are not included in this count.

Capacity
Storage capacity of each removable storage module should
equa] or exceed 1.2 X 109 bits.*

Error Rates
The unrecoverable error rates should not exceed 1 bit 1n
10 9 bits.

Technology

The technology used 1n the MSS should consist entirely of off-
the-shelf devices with field-confirmed sets of reliability
values.

Recording Media
The recording media should be reusable and should be avaiTlable
off-the-sheif.

*Note: This is based on 6250 bp1 magnetic tape and 3330 disk compat1b111ty.
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2.1.4

Data Output

This function 1s divided into the foilowing operations.

&

Conversion of the decommutated data from the output processor
format to the experimenter's computer format, e.g., IBM, CDC,
Data General, etc.

Writing the experiment and anciilary data in the desired tape
or transmitting over a communications 1ine

Verification of the data output tapes before they are released
to the experimenter
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2.1.5 External Communications

Qutput data destined for experimenters will be transmitted 1n many
instances over communication 1ines. Such data must meet the following criteria.

o Be capable of being transmitted over 56 Kb/s wire lines
® Conform to circurt - switched 1ine protocol
¢ Conform to packet - switched Tine protocol

Since the transmission rate is Timted to 56 Kb/s, this service will
only be available to experiments 1n the E and F groups (Table 2-1)}. These
selected experimenters will receive their telemetry, ancillary, and Ephemeris/
Attitude data over transmission Tines, they will not receive data tapes.
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2.1.6 Miscellaneous

In addition to the functional requivements outlined earlier 1n this
section, a number of other functional requirements are imposed on the SOPS.
They can be grouped into the following classes.

Operations
Personnel

System Efficiency
Projected Lifetime

® @ & o

2.1.6.1 Operatronal Constraints

The output procaessor hardware/software shall be designed to operate
with a minimum number of people. The following criterion must be considered
during the designing:

Ease of maintenance (hardware and software)
Data throughput

Job turnaround time

Operator intervention

¢ @ 0o ® o

Data base save and restore

The primary constraintupon the operation of the SOPS 1s assumed to be
the restriction of productive data processing to up to three shifts per day.
Other important constraints upon the productive capability of the system
are-*

) The non-processing time associated with tape/mass
storage device handling

. The overall efficiency of the system

] The time required to search for given Spacelab data on archive
source media

2 1.6.2 Personnel

A defimitive staffing/personnel study has not been completed at this
writing, An historical staffing profile for two similar systems is provided 1in
Table 2-2.
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TABLE 2-2. HISTORICAL STAFFING PROFILES

MAINFRAMES /PROGRAM
Univac 1108 ' Sigma 9
Devices: ) - {AR)
CPU (Operator's Console) 2 1
TAPE UNITS 33 10
PRINTER 2 2
CARD READER 2 1
CARD PUNCH 1 1
INTERACT. TERMINAL 12 NA
GRAPHICS TERMINAL 3 NA
Staffing/Shift:
SUPERYISOR 1 1
COMPUTER OPERATOR 5 5
TAPE LIBRARIAN 2 NA

COMMUNICATIONS ENGINEER NA 1
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2.1.6.3 éystem Eff1ciency

Based upon past IPD experience and recognized industry practice, it
1s reasonable to expect that the SOPS will operate with a total system
efficiency of approximately 85%. This estimate also accounts for hardware
failures and repeated processing of products rejected in the quality control
procedures.
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2.1.6.4 Projected Lifetime

It 1s progected that the SOPS shall have a Tifetime 1n excess
of five (5) years. During th1s period the SOPS shall grow 1n a modular
fashion without drastic changes to 1ts architecture.
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2.2 SECONDARY SPECIFICATIONS

The following section discusses functions that are the future require-
ments of the system. If they are feasible and cost-effective, these functions
would be included, either wholly or partially, in the system.

2.2.1 Quick-Look

This function would give the experimenter the capability to accass on-
Tine experiment data 1n real-time, for data evaluation. The system must:

] Use a query program to interrogate the desired
experiment data

] Retrieve the desired data from mass store
via the f1le management system

s Use the decom appiication program to format the data

) Transmit over communications lines to the experimenter's
computer or generate'a quick-Took tape.
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2.2.2 Externai Communications Functional Requirements

This group of functional requirements supports two major subdivisions
of functional requirements - query and POCC near real-time support functions.

2.2.2.1 Query Functions

The query application functions will as a minimum.

e Interrogate the data base _ _
to determine the presence of information or

f1le status

@ Answer all questions concerning the existence
of data, both on/off 1ine, for all files
maintained under the file management system
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2.2.2.2 POCC Near+Real-time Functions

In the future 1t 1s possible that a GSFC POCC may be established.

The POCC Near Real-time Functions will as a minimum

Process data directly from input lines to POCC
Retrieve data from mass store

Format the data for the POCC

Transfer the data to the POCC by way of
communication 1ines

o & & @
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3.0 WEIGHTING FACTORS

In order to allow quantitative assessment of the various architectures
n terms of theilr responsiveness to the stated specifications, each major speci-
fication 1s given a weighting. Thewe1ghting 1s expressed as an 1nteger beiween
1 (Towest) and 10 (highest) and reflects the relative 1mportance of that
specification.

The mandatory specifications w11l fall in the range of 5 to 10, and
the secondaries are in the range 1 fo 4.

The rematnder of this section consists of Table 3-1 referenced to the
applicable paragraphs 1n Section 2, with the weightings assigned and the ra-
tionale for them explained.
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JABLE 3~
ASSIGNED WEIGHTS

SECTION 2 BRIEF STATEMENT ASSIGNED
PAR. NO. oF WEIGHT RATIONALE FOR WEIGHT ASSIGNMENT
SPECIFICATION (1-10) . ! !
2.0 Modularity System s1zing at this time does not account for future
Expandability missions, whose characteristics are unknown.
2.1.1.1 Data characterization 8 Average rates must be handled,
Experiment mix profile 9 This mix 1s only typical,
2.1.1.2 Tapes 10 This 1s the prime method of transmission to experimenter
Communicattons 7 This 1s a secondary method of transmission.
Data volumes 10 These volumes must be §upp0rted.
2.1.1.3 Throughput lﬁ This rate must be supported.
2.1.2.1 Update 1nput accounting 10 This 1s mandatory for obvious reasons.
2.1.2.2 Update output accounting 10 Th1s 15 mandatory for obvious reasons.
2.1.2.3 Quality check 10 Th1is 1s mandatory for obvious reasons.
2.1.2.4 Receilve and sort TLM 10
Receive and Sort éphemeris These are givens.
and attitude 10

[ & A data

Data merge w111 be performed by the experimenter
given E & A tapes as well as his own.
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TABLE 3-1 (CONT'D)

!
. SECTION 2 BRIEF STATEMENT ‘ ASSIGNED
PAR. NO. OF WEIGHT RATIONALE FOR WEIGHT ASSIGNMENT
SPECTFICATION ! (1-10) ) ! !
|
2.1.2.5 e Creating and accessing files i 10 These are mandatory for making files and for providing
! information for accounting.
@ Allocate,'log,.and record ' 10
2.1.2.6.1 @ Time vaiidation 5 This ensures data 1s tagged with correct time
2.1.2.6.2 e Remove overlapped data 10 Not removing might increase output volume significantly.

2.1.2.7 e Coordinate transformation 8 These could all be performed by the experimenter,
s Ancillary data 8 given a separale orbit tape.

2.1.2.8 » Interpolate attitude 5
 Coordinate transformation 8 These could all be performed by the experimenter,
b Ancillary attitude computa- given a separate attitude tape (combined with orbit).

tions 8

2.1.2.9 » Merge ancillary | 9 ancillary data must be merged

2.1.3 r Modularity , . E 8 '
F Capacity } 10 A1l of the requirements are stated as mandaFory function
| i of the mass storage system, b
r Error rates ; 10 However, later feasibility analysis may show that the
& Technology ! 9 ass1aned weights for features can be traded off against
p Media ! 7 operational considerations.
b Maintainability 9

L2
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TABLE 3-1 (CONT'D)

. SECTION 2 BRIEF STATEMENT ASSIGNED ]
. PAR. NO. ¥ OF WETGHT RATIONALE FOR WEIGHT ASSIGNMENT
: SPECIFICATION ' (1-10) ) |
| 2.1.3, cont'dje Avairlability 8
E ¢ Interface 8 ‘
@ Persistence 8
e Seif-test 8
o Transfer rate 10
¢ Transferability 10
2.1.4 @ Convert to experiment format 10 These are all mandatory for obvious reasons.
@ Write to tape 10
2.1.5 o Transmission rate 10
s Switched circuit 10 Although 2.1.1.2 assigns a weight of 8 within that
substructure, each of these are mandatory.
@ Packet switched 10
2.1.6 o Operations ' 9
o Personnel 9 These are required to maintain system operations,
s Relirabi1lity and availabitity 9
» Maintenance support 9
2.1.6.1 la Hardware 10 These are mandatory to retain reliable throughput.
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| T?%BLE 3-1 (CONT'D)

SECTION 2 BRIEF STATEMENT i ASSIGNED

PAR. NO. OF ‘ WEIGHT RATIONALE FOR WEIGHT ASSIGNMENT
i SPECIFICATION ; (1-10) - [

2.1.6.2 ¢ Software 5 10 These are mandatory to retain reliable throughput,
) !

2.2.1 o Quick Look 3 Although this 1s a highly destrable feature, 1t cannot
be shown at this time to enhance system operation
sufficiently to account for potential time and cost

-
burdens.

2.2.2 o Process data from GSFC POCC 3 There are secondary functions, which would enhance
the overall missions, by coordinating real-time S/C

¢ Retrieve data 3 data with SDPF  functions to give a more responsive
» Format data 3 assessment of experiment performance.

@' Transfer data to POCC




4.0 OVERVIEW OF CHARACTERISTICS OF CURRENT TECHNOLOGY

4.1 HARDWARE

This section w11l present a summary of the hardware components that
have a high probabi111ty of being used 1n any SOPS system design, and to present
representative specifications that wi1ll be used in future sections of this re~

port. The specific devices chosen were selected to approximate the state-of-
the-art envisioned when the SOPS w11l be finally designed.

4.1.1 Mass Storage System

NASA document NASA-CR-147877, entitled "Online Mass Storage System
Detailed Requirements Document™, prepared by Aeronutronic Ford Corp., dated
2 July 1976, for the Lyndon B. Johnson Space Center, presents a functional
requirements study that very closely parallels the requirements of the SOPS.
In this study, exhaustive comparative studies were performed on Ampex Terabit,

CbBC 38500, IBM 3850, and CALCOMP ATL devices. It was found after verifying
the stated results of the study, that these systems are candidates for the SOPS.
Among these systems, the Terabit system appeared to be the most cost effective.
Since publishing the referenced report, System Development Corporation (500 Machra
Road, Sunnyvale, California) has taken over this product 1ine. The costs for

— ———the Terabit~system used in that report were somewhat lower" tharmtoday's market— =
Price. Despite this, further study would show the Terabit system still to be
a leading candidate. Table 4-1 tabulates the salient characteristics of each
MSS studied. AT1 of these systems have a sophisticated f1le management
subsystem, and a portion of the functions in the SOPS could be off-loaded.

48



67

TABLE 4-1. CANDIDATE MSS STORAGE CAPACITIES

TQQKE’I‘T CDC 38500 CALCOMP 7110 1BM 3850 IBM DATA
(® 6250 bpi) CELL
Media Unit Data 9 6 9 6 6
Capacity (bits) 46.8 x 10 64 x 10 1.44 x 10 400 x 10 1.6 x 10
Max. System On-
Line Capacity 3.0 x 1012 2.08.x 10%? 9 x 1012 12 2.56 x 1010

(Bits) w/One
Controller

1.88 x 10




4,1.2 Computing Equipment

Three groups of computing equipment wi1ll be considered 1n this study:

microprocassors (I), mini/midi-computers (II), and maxi-computers (III).

They can be convenientiy grouped as follows:

For Detailed Data

Group Typical Machines Sheets, See Tables
I Intel's 8080 4-2
TI's 9900 4-2
Motorola's 6800 4-2
II Data General's ECLIPSE
€/300 4-3
DEC's PDP-11/70 4-3
General Automation's 16/440 4-3
HP's HP3000 Series II 4-3
Interdata's 8/32 &-4
Prime's 400 44
SEL's 32/55 4.4
Yarian's V75 4-4
111 DECS PDP-10 4-5
Honeywell's 64/60 4-5
IBM's 360/370 4-5
Univac's 1100/40 A8
CYBER's 170 4-6

The computers within each group represent a multiplicity of internal
architectures and system interconnections.
however, each c¢lass of computing device will be characterized by one set of
attributes. These attributes are tabulated in Table 4-7.
the system architectures will be examined to determine which of these computer

classes 1s most appropriate for each architecture.
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TABLE 4-2

MICROPROCESSGORS '
INTEL TI MOTORBLA
MANUFACTURER & MODEL 8080 9900 6800

DATA FORMATS

tord length, bits 8 16 8

Fixed~point operand length, bits g 16 8

Instruction length, bits 8,18,24 16 8.,16.24
MAIN STORAGE

Storage type RAM | ROM | PROM RAM ROM RAM ROM | PROM

Cycle time, microseconds/word 195 - - - - 10 - -

Accass time, microsaconds/word 5 5 ] - - 55 55 55

Minimum capacity, words 256 | 2K - 118 0 0 24K 0

Maximym capacity, words 1K 4K - ™ 64K 512K 1512K ISIZK

Parity checking No Optional No

Error corraction No Optional No

Storage protection No Optional o
CENTRAL PROCESSOR

No of accumuiators 1 8 1

No. of indsX registers 1 16 1

Hoe of directly addressable words 64K 64K 64K

No of addresssing modes 3 6 3

Control storage

Add time, microseconds . 27 2

Hardware muitipiy/divide No No Na

Hardware floating peint No No No

Hardware byte manipulation No Mo No

Battery backup Yes Yes Ves

Real-time clock or timer Yes Yes Yes
INPUT/OUTPUT CONTROL

Direct memory access channel Yes Yes Yes

Haxamum 1/0 rata, words/sec M

No of extarnal interrupt levels 1 16 -
PERIPHERAL EQUIPMENT

Floppy disk (diskette) drives Yes Yes Yas

Drsk pack/cartridge drives No Mo No

Drum/f1xed-head disk storage No No Mo

Wagnetic tape cassettes/cartridges No Yas No

Magnetic tape, %-1nch No Yag Na

Punched card 1nput Yes Yes Yes

Seral printer Yes Yes Yas

Ling printer Yes Yes Yas

Data communications i1ntertace Yes Yes Yes

CRT Yes Yes Yes

Other standard peripheral units Yes Yes Yes
SOFTWARE

Assembler Non resident flon resident -

Compiiers Yes

Operating system Yes

Language impiemented wn firmwWare No .

Cperating system imnlemented 1n

firmware No

PRICING & AVAILABILITY

Prica_of CPY, powar supply, front $2600

panal, and min mem. 1n chasis
Price of memory increment
Date of first delivery
Number installed to date
COMIENTS
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REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR

TABLE 4-3. MINICOMPUTERS
- - D — -
4 grtal Hewlett-Pagkard
MANUE Data Ganeral Equipment Ganaral Generai Sys. Dv.
ANUFACTURER & MQDEL Eclipsa POP-11/70 Automation HP 3000 Sertes I
C/330 16/44Q

DATA FORMATS

Word fengih, brts 16+5 ig+2 16+2 16+Sart1

1xad-point eperand length, bitt 16 16 iy

Instruction length, bits 16 32 18,32 48 16 32, 48 8, 16
MAIN STORAGE

Storage type Cora, MOS g%’;’ Core MOS :

Cycia time, microseconds/word 08, 0.7 .38 Q72 2 ;5 ¢

Access time, microseconds/word 04,05 84K 0225 o

Minimum capacity, wards - 16K 1024% 16K G4 !

Maximum capacity, words 256K Sondard 1024K 258K .

Parity checking No No Opuonai tandard I

Error corraction Gpruional Standard Nea Standard

Storage protection Cptional Opruonal Standard '
CENTRAL PROCESSOR 12

No, of accumulators 4 12 18 20

MNo. of index registers 2 azK 8 1

No, of diractly addressablo words | 32K 3 1M vath MAP Nona

No. of addressing modes 7 - 11 &

Canrol storage ROM 2K x 56 bres PAOM 512 x 64 ;‘DM 10K x 32

Add time, microzeconds 05 Sor2d g:;ss olgs

2 an Standard

Hardwara muttiply/divida Swndard J| Opuonal Standard ggﬁg::g

Hardwars floating paint Smndard Standard Opnonal Srandard

:ardwargabxte mampulation N:gndard No Standard Standard

attery backup Standard Na

Resl-tima clock or timer Optional i Standard Standard
INPUT/OUTPUT CONTROL ‘1 Szandard

Oirect memory access channel ?tggg!a’d 2 M Standard itgnmdard

Maxamum 170 rate, words/sec 16 Variable M To 125

No. of extarnal intarrupt laveis 64-unbimitad
PERIPHERAL EQUIPMENT 256-512K bytas Nog

Floppy disk (diskettal drives
Disk pack/cartridge drives.

Drum-fixec-head disk storage
Magnetic tzpa cassettes/cartridges

Magnetic tape, %-inch

Punched card input

Senal printer

Line printer

Data communications interfaca
CRT

QOther standard peripheral umts

SOFTWARE
Assambler

Compiiars

Operating systern

Language implamented 1n firmware
Qperating system implemented in
firmware

PRICING & AVAILABILITY
Prica of CPU, power supply, front
panal, and mun mem. in chassis
Price of memory mmcrement

Date of first deiivery
Number instailed to date

COMMENTS

315K-2 5M bytes
Pack & cartrnidgs,
2.5-736M bytes
Frxed-haad,

2568 K-2M bytes
Casserta, 1 6 KBS

10-72 X85S
150-1000 cpm
10-185 cps
240-500 Ipm
Up to 9600 bps
20 char. x 24 lines,
Maodular digstal &
analeg data control
& acqusnitian sub-
system optional

Assembler & macro’
assembler
FORTRAN,
BASIC, ALGOQL

Eatch, real-time
tme-shartng

No

No

$30,000 (32K
care)

24 500 {16K care)
$8 500 (32K MOS)
Qctobar 1876
1000+ (all madeis)

Extended arithrme- |
tic processor
standard extended
mermory alloca-
tion and protec-
HoR umt aphonal
error correcton

std on MOS opt.
on core

Cartridge & pack

| 2.5-1308M byres

Fixed-head
512K-8M bytes
Cassetta 562 cps

10-72 KBS
285-1200 cpm
30-180 cps
2301200 lpm
50-55,000 bps

80 char x 24 lines
DECtaps 8325
wordsfsec., paper
tape reader

papear tape punch

Assembler & macrc
assambler

BASIC,
FORTRAN,
COB8OL FOCAL
Aeal-timsa, interac-
tive ume-sharnng
Nao

No

$60,000 {128K
care}

$17,700 (64K
cora}

NA

NA

UJses same tach-
nalogy as PRP-
11/45 and in-
cludes 2048
bytes of cache
memary for in-
craasad perform-
anca, disk stor-
age & mag. tage
periphs availl in
packaged systam
catisd Datasvstern
570

SO0K-2M bytas
Pack & cartnidge
5-2400M Syres
Fixed head
256K-2M bytas
No

20-60 KBS

&40, 1009 com
10, 165 cps
200-600 lpm
75-9600 hps

80 char x 24 lines
T1Y, paper taps
units, card
punches A/D con-
vertars, digital
/0, plattars
Macro assembler

FORTRAN IV,
BASIC, COBOL
h
Barwch real-umae,
time-sharing

Nag

No

$8,980 (16K words}
$3,000 (16K words)

May 1975
400

Software and
1/Q compatible
wath SPC-16,
oriented toward
multi-user an-
viranmaeant

Pack & cartndgs
18-376M bytas
No

No

72 KBS

600 cpm

30 120 cps
200-12S0 Ipm

To 4800 hps, syn
80 char x 24 hnes
Paper tape units,
punched card
readar/punch

Assembler &
macro assembiar
CO80OL, RPG I,
FORTRAN IV,
BASIC

Bawch, raal-tma,
ume-sharing
Partally
Partially

$110 000 (64K
words}

June 1976
225 (3600 Serias)

Asynchronaous
COMMUuRICATions
spasds to 2400
bps, 3000 Serigs
1} 15 an upgrade
from previous
3000CX Serfes,
sold only as a
packaged system
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TABLE. 4-4.  MINICOMPUTERS
nterd Systams f Varan
nterdata Enginearing ar
MANUFACTURER & MODEL 2/32 52'3-33 Laboratorias 75
32/55
DATA FORMATS L 2 16 +2
Word length, bits 2+ 32+ 4
Fixsd-point operand lsngth, bits 32 16+20r+5 2, 18, 32, 64 2, 16, 32
Instruction langth its 16, 32, 48 16,32 16,32 16,32
16 32, 48
MAIN STORAGE
Storaga typa Care Core Core, MOS
Cycle nma, microseconds/word 03 MQS, bigoiar cacha 5 099, 0.66, 0.23
Access time, microseconds/word 0 4 g gsg 03 -
Mirimum capacity, words 32K 64!3 8K .| 84K
Maximum capacity, words 286K 2096K 266K 256K
Panity checking Optional d Standard Qptional
Crror corrction o Suandars s 0 ar
S1arage pratection Standard Std 3 lavals Standard
CENTRAL PROCESSOR
No. of aceumulators 32-256 1 (32-b12) 4 8
No. of indax reqistars 30-240 2 {32-tst) 3 7
No. of directly addressabla words 256K 4K 128K il 2K

Ng. of addressing modas
Control storags

Add time, microseconds
Hardware muitply/divide
Hardware floating point
Hardwarae byte mantpulatian
Battery backup

Real-timsa clock or tmer

INPUT/QUTPUT CONTROQL
Direct mamary access channal
Maxwnum [fQ rats, words/sec
No of axtarnal interrupt levels

PERIPHERAL EQUIPMENT
Floppy disk (diskette) drives
Disk pauk/cartridge drives

Drum/fixed-haad disk storage
Magnatic tapa cassettes/cartridges

Magnetic taps, Z=inch

Punchad card input

Sartal printer

Lina printar

Raty commumecations intarface
CRT

Other standard peripharal unrts

SOQFTWARE
Assemblar

Campiiers

Qperating systam

Languags implemanted in firmware
Operating system implemented 1n
firmware

PRICING & AVAILABILITY
Price of CPU, power supply, front
panel, and min mem 1n chassis

Price of mamary mncrament

Date of first dalvery
Numbar instalied o data

COMMENTS

7

ROM, 1240 x 32
tuts

.4

Standard
Optional
Standard

Na

Qptianat

Standard
1 25M
4-1024

Na
Pack & cartidge,
2.5-1024M bytes
Mo

Cassatte, 1 KBS

9-120 KBS

400, 1000 cpm
1Q-30 cps

60-600 lpm

To 9600 bps

80 char x 24 lines
fapar Tape ums,
A/D & D/A con-
vartars, graptuc
display

Assembler &
macro assembler
FORTRAN V,
BASIC, COBOL

Batch reai-time

No
No

$51,800 (32K
words}

$19 000 (64K
wards)

dune 1975
100

512 words of
writsbla control
store apuanat,
faatures 1nstruc
ton look-ahead
Tal saftwars
pravidas remate
batch termunai
emulators

4

PROM 2K x 64
bits

056

Standard
Standard
Standard

No

Standard

Standard
1 26M
B4

512K-2.0M bytes
Pack & cartndge,
2.9%-1200M bytes
Fixad-head,
512K-1M bytes
No

To 72 KBS

300 cpm

165 cps

To 600 lpm

To 56K bps

80 char x 24 hnes
Paper tape AfD
and O/A canv,
card readar/punch

Maero and miero
assemblers
8ASIC, FOAT
RPG I, COBOL
ALGOL
Real-time, multi~
usar virtual mem
Partially
Partially

548 700 (64K
words)

March 1975
13040 {ail madeis}

Basis for Creats/
4 2 packaged
business system
virtual memory
muanegamant sys-
tem parmits ad-
dressing up 1o
512M bytes per
user, 2K-byta
cacha memory
std , 2 t0 1
memary interfaave
ing std

$12 000 {32K wds )
$22 500 (64K wds )

8

PAOM 4K x 43
s

12

Standard
Standard
Standard

No
Standard

Standard
6 87M
16-128

No

Pack & cariridga
5-320M Lytas
Fixgd-head,
1-4M byxes

Ne”

25-120 KBS
300-1000 cpm

No

125-600 lpm

5QK bps synch
80 char x 24 lines
Paper tapae unIts,
card punech, TTY

assemblear
RPG, FORTRAN
v, BASIC

Batch, real-tumae,
time-sharing

No

No

$6,300 {8K words)

Qetabar 1875
NA

Asynch ¢ommu-
neznons to 9600
bps

Assembler & macra

$25,000 (8K words)

8
WCS, 4K x 64 hits

198,132,066
Standard
Optanal
Standard
Optional
Standard

Standard
™
2-64

No

Carmdge & pack,
2.34-373 5M bytes
Fixad-head;
123-492K bytas
No

20,30 KBS

300 cpm

10, 165 ¢cp3
300-2000 Ipm

To 50K bps

80 char x 24 linex
Statas line of peinter/
plotmrs, A/D & D/A
convertaers

Macro assembler &
micro assembler
FORTRAN, BASIC,
CcoOBOL, APG

Batch, real-ume,
multi-task

No

No - -

$39,000 (64K words)

516,000 (64K core},
S5 000 (8K MOS)
August 1975

NA

Singla- and dual-ported
memonas, cdd/even
interleaving for core
memarias standard
TOTAL data basa
managerent sysarm
availlable,
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TABLE 4-5 GRIGI
MAXTCOMPUTERS
DEC HONEYWELL IBM
MANUFACTURER & HODEL PDP 10/1088 64/60 370/168
DATA FORMATS *
Word length, bits 36 32 32
Fixed-point operand Tength, bits 36 or 18 (% word) 32 or 16 32 or i6
Instruction iength, bits 36 32 16,32,48
MAIN STORAGE
Storage type Magnetic core MOS M0S
Cycle time, microseconds/word 95/1 0 74/ 94 48
Access time, microseconds/word - - -
Minimum canacity, words 256X 196, 608 bytes 1,048, 576
Maxymum capacity. words 4096K 786, 432 bytes 8,388, 608
Pamty checking Yas Yes Yes
Error corraction Yes Yes Yes
Storage protection Yes Yes Yas
CENTRAL PROCESSOR
llo. of zccumulators 8 8 8
o of indag registers 8 8 8
Ho. of directly addressable words an 4M
No of addresssing modes 386 195
Contral storage 8 x 15
Add time, microseconds
Hardware multiply/divide Standard Standaid Standard
Hardware floating peint Std Std Std
Hardwarae byte manipulation Std Std Std
Battery backup to o o
Real-time clack or timer Std std Sid
INPUT/CQUTPUT CONTROL
Direct memory access channel Std Std Std
Maximum 1/0 rate, words/sec aM 4 25M 16M
No of external nterrupt levels Zn;%¥ﬁl%ion%35 trap
PERIPHERAL EQUIPMENT
Floppy disk {disketts) drives Yes Yas Yas
sk pack/cartridge drives Yes Yes Yas
Brum/fixaed-head disk storage Yes Yes Yas
Magnetic tape casseties/cartmdges Yes Yes Yes
Magnetic tape, k-inch Yes Yes Yes
funched card input Yes Yes Yes
Serial printer Yes Yes fes
Line printer Yas Yes Yas
fata communications inierface Yes Yes Yes
CRT Yes Yes Yes
Other standard peripheral umits Yes Yes Yes
SOFTWARE o1
s B A,
Operating system S *
Language implemented in firmware
Operating system impiemented n
f1irmware
PRICING & AVAILABILITY
Price_of CPU, power supply, front $1,760,700 $542 835
paneai, and min mem. in chasis
Price of memory increment (32¢ words) $40K
Date of first delivery Mat 1976 Aug 1973

Number 1nstailed to date
COMMENTS
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TABLE 4-6

MAXICOMPUTERS
UNIVAC CYBER
MANUFACTURER & MODEL 1100/40 172
DATA FORMATS .
Word length, bits 36 &0
Fixed-point operand Tenyth, bits 36 60 or 18
Instruction length, bits 36 15,30
MAIN STORAGE
Storage type Magnetic Core MOS
Cycle time, microseconds/ward 38 4
Access time, microseconds/word - -
Minimum capacity, words 32,768 32,768
MaxTaum capacity, words 524,288 262,144
Par1ty checking Yes ! Yes
Error corrsction Yes ' Yes
Storage protection Yes ) Yes
CENTRAL PROCESSOR 16 g
Mo of accumulators 15 7
No of indeX registers '
Ho of directly addressable words ,
Mo of addresssing modes i
Cantrel storage g
Add twme, microseconds i
Hardware multiply/divide Stzndard ! Standard
Hardware floating point Std ! Std
Hardwara byte manipulation Std | Std
Battery backup No Mo
Real-time clock or timar Std Std
INPUT/QUTPUT CONTROL
Direct memory access channel !
Maxtmum 1/0 rate, words/sec 4M
No. of external interrupt levels 1
PERIPHERAL EQUIPMENT
Floppy disk (diskette) drives Yes Yes
Disk pack/cartridge drives Yes Yes
Drum/fixed-head disk storage Yes Yas
Magnetic tape casseftes/cartridges Yes Yes
Magnetic tape, %-1nch Yes Yes
Punched card input Yes Yes
Serial printer Yes Yes
Line printer Yes Yes
Data communications interface Yes Yes
CRT Yas Yes
Other standard peripheral units Yesg Yes
SOQFTWARE
Asgembler
Compilers
Operating system
Language implemented in firmware
Operating system implementad 1n
firmwara
PRICING & AVAILABILITY
Price_of CPU, power supply, Tront §1,732,400
panei, and min mem. 1n Chasis
Price of memory increment
Date of Tirst delivery Jan 1972
fumber nstalled to date
COMMENTS
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TABLE 4-7
COMPUTER CLASS CHARACTERISTICS

COMPUTATION CLASS I IT 1II
COMPUTATIONAL UNIT NAME MICROPROCESSOR MINI C MAX C
DATA FORMATS
Hord Tength, bits 8 16,32 36
Fixed-point cperand length, bits 8 16,32 36
Instruction Tength, bits 8 16,32 36
MAIN STORAGE
Storage type RAM,ROM CORE ,MO3 CORE ,M0S
Cycle time, microseconds/word 5 7 6
Access time, microseconds/word 5 4 -
Minumum capacity, words 1K 16K 100K
Maximum capacity, words 64K 1024 2500K
Parity checking OPT Optional Yes
Error correction OPT Optional Yes
Storage protection 0PT Optional Yes
CENTRAL PRQCESSOR
Ho. of accumulators 1 12 10
No. ¢f Tndex, registers 1 8 10
No. of directly addressable words 64K 190K 44
Ho. of addrasssing modes 7
Contral storage Yas
Add time, microsaconds 2 7
Hardware multipiy/divide No Yes Yes
Hardware floating point No Yes Yag
Hardware byte manipuiation Na Yes Yag
Battery backup Yes Mo No
Real-time clock or timer Yes Yes Yes
INPUT/QUTPUT CONTROL
Direct memory access channel STh
Maxtmum 1/0 rate, words/sec 2M 2 5M aM
No. of extarnal interrupt levels 300
PERIPHERAL EQUIPMENT
Floppy disk {(diskette) drives Yes Yes Yas
Disk pack/cartridge drives No Yes Yes
Drum/f1xed-head disk storage No Yag Yes
Mazgnetic tape casseties/cartridges No Yes Yeg
Magnetic tape, %-1ncen No Yes Yes
Punched card input Yasg Yes Yes
Serial printer Yes Yes Yas
Line printer Yes Yes Yes
Data communications interface Yos Yes Yes
car Yes Yes Yes
Other standard peripheral umits Yes Yes Yes

SOFTWARE
Assembler
Compilers
Operating system
Language implemented 1n firmvare
Operating system implemented 1n
firmware

PRICING & AVAILABILITY
Price of CPU, power supply, iront
panel, and mp mem 1N chasis
Prica of memory increment
Date of first dalivery
Number 1nstalled to date

COMMENTS

Macro Assembler

46K
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4,1.3 Computer Peripherals

Table 4-8 presents the salient characteristics of those devices which
would (probably) be chosen 1n an SOPS design. Each row and column of the
table 1s indexed (1-12 and a-f), so that one may see (in Table 4-9) the ra-
tionale used for each data entry.
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TABLE 4-8
SOPS COMPONENTS

1 2 3 4 5 q 7 8 9 10 11 12
[Device [Sustained Instat. | Typical Data | Awerage | Typ. | Typ. [Typ. Typ. | Typ. }{Average|Average
Transfer | Transfer Block S1zes Block Reel Write [Rewind| Write| Rewd {Cost / | Cost /
Rate Rate (Bytes) Size Size | Speed |Speed | Time | Time {Device |Device
(Mb/s) (Mb/s) [Min. Max. (Bytes) | (ft) | (aps) [(aps) | {mn)| {min)} ($k) ($k)
HOT .5-220 520 180 1024 - 9200 { 3.75 180 15.3 | 10.2 70 40
per per - 120
minor [minor
frame |frame
6250
bp1 10.0 10.0 .5k 32k - 2400 200 640 2.4 .75 30 38.6
1600
bp1 2.56 2.56 .5k 32k - 2400 200 640 2.4 .75 30 38.6
56 Kb/s
Comm. -056 -056 128 | 512 128 n.a n.a, [ n.a n.a. n.a — -
Candidate
Mass 248
Store | 5.6 9.6 100K 130K 130K to | 3800 [{1000 | n.a — — $115M
System 100K search)
itel
7330
disk 2.6 N
7830 to 6.5 10k 13k |13k to n.a. n.a n.a n.a. {n.a. | 22.5 75.6
contr| 4.5 10k
(3330
Type
Disk)




TABLE 4-9
RATIONALE FOR DATA ENTRY ON TABLE 4-8

a-1 Typical HDT capability

a-2 Typical HDT capability

a-3 Typical HDT capability

a-4 Typical HDT capability

a-5 Any size between 180 and 1024 bytes 1s acceptable.
a-6 Typical large reel size

a-7 Typical HDT capability

a~8 Typical HDT capabiliity

a-9 (9200 ft/reel x 12 1n/ft)/120 ips = 920 sec/reel
a-10 (9200 ft/reel x 12 1n/ft}/180 ips = 613 sec/reel
a-11 Modified Martin-Marietta transport

a-12 Includes cost of Serial Controller Interface umt
b-1 For IBM 3420-8 equivalent (STC 3670): 1.25 Mb/s x 8 bits/byte = 10 Mb/s.
b-2 For IBM 3420-8 equivalent (STC 3670): 1.25 Mb/s x 8 bits/byte = 10 Mb/s.
b-3 Typical values

b-4 Typical values

b-5 .  Any size within range 15 acceptable,

b-6 Typical

b-7 Typical

b-8 (2400 ft/reel x 12 1n/ft)/45 sec = 640 ips

b-9 (2400 ft/reel x 12 in/ft)/200 1ps = 144 sec/reel

b-10 As given 1n specifications (2400 ft/reel x 12 1n/ft)/45 sec/reel = 640 1ps)
b-11 Typical costs
b-12 Up to 8 umits/controlier, typical costs

c-1 For IBM 3420-8 equivalent (STC 3670) 320 Kbytes/sec.
c-2 For IBM 3420-8 equivalent (STC 3670) 320 Kbytes/sec.
c-3 Typical values

c-4 Typical values

c-5 Any s1ze within range 1s acceptable.

c-6 Typical

c-7 (320 Kbytes/sec)/1600 bp1 = 200 ips

c-8 (2400 ft/reel x 12 1n)/45 sec = 640 1ps

c-9 Same as b-9
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TABLE 4-9 (CONT.)

¢c-10_ __As given 1n specifications (2400 ft/reel x 12 in/ft)/45 sec/reel = 640 1ps)

c-11 Use dual density tape units; same as 6250 bp1
c-12 Use dual density tape units; same as 6250 bp1
d-1 56K bits/sec.

d-2 56K bits/sec.

d-3 1024 bi1ts/(8 bits/byte)

d-4 4096 bits/(8 bits/byte)

d-5 Good size for easy error recovery

d-6 Not applicable

d-7 Not applicable

d-8 Not applicable

d-9 Not applicable

d-10 Not applicable

d-11

d-12

e-1 For Ampex TBM, given specification (9.6 x .58 = 5.6 mb/s)
a-2 1.2 M bytes/sec+ 8 bits/byte = 9.6 mb/s.

e-3 Assumed (based on system utilization history)
e-4 Given specification (approximately 10 x 13,030)
e-5 Given specification

e-6 Given specification

e-7 Given specification

e-8 Not avaiiable

e-9 Not available

e-10 Not avatlable

e-11 Based on 1.15 M dollars for basic system*

e-12 Based on 1.15 M dollars for basic system*

f-1 For software system that takes advantage of overlap disk operations:

.7 (efficiency) x 6.448 Mb/s=4.515 Mb/s
For non optimized systems. .4 {efficiency) x 6.448 Mb/s = 2.575 Mb/s

-2 806 K Bytes/sec x 8 bits/byte = 6.448 Mb/s
f-3 Assumed (based on F-5)
f—4 ] " 1, (%)

* Note Contains a System Controller Processor (with disk controller and two
disc drives), Data Channel Processor, Transpori Driver, Data Channel,
and a dudl transport
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TABLE 4-9 _ (CONT.)

f-5 For IBM 3330 or Itel 7330+7830 : 13,030 bytes/track (19 tracks/cyl.;
2 X 404 cyl/drive; 200 Mbytes/drive)
{For IBM 3350- 19,069 bytes/track (30 tracks/cyl.; 555 cyl/drive;
317.5 _@tes/drl\/e *
For a realistic util1zation of a 3330 type device, the following para-
meters are typically used: -
Data bytes/sector 2566
Sectors/track 42
Data bytes/track 10752
Tracks/cylinder 18
Data words/cylinder 204,288
Number of cylinders 411
Data words/disk unit 83,962,368
Rotation time 1/60 sec 2%
Head move time/cylinder 10.00 ms. (max)

f-6 Not applicable

-7 Not applicable

f-8 Not applicable

f-9 Not applicable

f-10 Not applicable

f-11 Itel 7330

f-12 Itel 7830

*Note. 3350 Characteristics presented for information purposes only.
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4.2 SOFTWARE

This section presents an overview of the software required to run the
SOPS facility. This presentation 1s functional 1n nature and defines the
requirements for one software system. Table 4-10 summarizes the estimates of
the number of instructions required to perform the activities required by the
specifications presented in Section 2,

It should be pointed out that Table 4-11 presents a first-order of
magnitude estimate for the sofiware that 1s envisioned to be 1mplemented on the
SOPS. It 1s worthwhile to include at this point (for information purposes only)
the software statistics from the HEAQ-A data processing system, The HEAQ system
was estimated to perform five tames as many operations per data point (1.e.,

8 b1t bytes) when compared to the SOPS system design. The data rate from Space-
lab 1s estimated to be 1.25x103 times greater than HEAQ.

Applying experience from HEAO, Table 4-12 is offered as another sofiware
estimate for the SOPS. When one uses this table, the figure of mer1t (operations
per data point) 1s computer to be "6". This 1s very close to the previously

estimated value to "5"

The following four computations project a "figure of merit" for the

SNPS:
® For all minor frames: i B
5 x 1012 bits
mission T 1.22 ¥ 109 minor frame
4095 bits mission
minor frame
. 9
oo 1275 Luwes x 122 x 107 mef. o g 56y 102 Tines executed
mission
s For all major frames {M.F.):
1.22 x 10° m. 1.
mission 7
= 1.2Z2 x 10° Magor Frame
(==} 100 m.f. mission
M.F.
. 7
500 Tines x 1.22 x 10° MF - 9
ﬁ??T- mssion - 6.10 x 107 Tines exectited

mission
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TABLE 4-10
SOFTWARE ESTIMATES

Estimated Lines of Code Executed Per:

FUNCTION DATA POINT MINOR FRAME MAJOR FRAME ORBIT GROUP EXPERIMENT FILE
.1 Input Data Accounting 50 100 1000 x E 10,000
.2 Output Data Accounting a0 100 5000 x E 50,000
.3 Quality Check 50‘295@?&;4200 50/200 500 x E 5,000
.4  Decommutate 50 per Exp. Per MP| O 0 0
.5 Data Store 0 0 5,000 x E 10,000
6.1 Time Validate 75 0 0 0
.6.2 Overlap Removal 0 0 20,000 x E 0
./ Ephemems 0 0 20,000 x E 0
.8  D%A 0 0 5,000 x E 0
.9 Merge Ancill. 0 0(?) 100 10,000 x E 0
Data Output 0 20 10,000 x E 10,000
Quick Look 500 50 (100,000 x E)AR] (100,000 X E} AR
GSFC POCC 500 50 (5,000 x E) AR |0
Approximate | 1275 Lines 500 Lines | (81,000 x E} {85,000 Lines
Sub-Total Minor Frame Major Lines Experiment
Frame Orb1t Group File

E = No. of Experiment

AR = As Required




TABLE 4-11.

ESTIMATED COMPUTER TIME TO PROCESS

ONE DAY'S HEAQO-A DATA

Total Time to Process
One Day's HEAO-A Data
Computational Process Percentage Data (Minutes)
EDIT 28.3 80
ATTITUDE 10.6 30
ORBIT 00.4 01
DECOM & TAPE CHECK 33.1 94
RAW ATTITUDE DECOM 08.1 25
RAW PRECISION TIME 00.4 01
FINAL PRECISION TIME 00.7 02
MASTER DATA TAPE 13.1 37
QUICK LOOK 04.6 13
100. 4 Hrs. 43 Min.
chu 10.6 0 Hrs. 30 Min.
1/0 89 4 4 Hrs. 13 Min.
100. 4 Hrs 43 Min.
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TABLE 4-12,

SPACELAB OUTPUT PROCESSOR SYSTEM SOFTWARE
ESTIMATES BASED ON THE HEAQ OUTPUT PROCESSING

FUNCTION

ESTIMATED LINES OF CODE PER TIME REQUIRED

Data point} Minor frame M1i§10n CPU (seconds) Days for
8 bits 4096 bits |5x10°° bits [00ns cycle 1 CPU

Accounting 10 6
and Quality 8.1 51 6.25 x 10 .0436x10 B.5
Checking
Edit and 10 6
Time Valida- 1.5 768 .37 x 10 .66 x 10 7.59
tion
Ephemeris/ 10 6
Attitude B.5 258 31.2 x 10 219 x 10 2.53
Decom/Merge/ 10 6
Remove Overlap 2.5 128 156 x 10 1.09 x 10 12.65
Transmission p.1 51 6.25 x 1010 .0436 x 106 8.5
Quick Loak 1.9 512 62.5 x 1010 |.437 x 10° 5.0
GSFC POCC 8.3 153 18.7 x 1010 |0.13 x 10° 1.52

TOTAL 6.0 3071 374.6 x 10%0]2.62 x 10° | 30.29
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For all orbit groups:

3
81 x 10™ l1ines
orb1t group x 100 orbits 8.1 x 106 Tines executed
mrssion mission

For all experiment files:

4
8.5 x 107 T1nes .
exp. files x 40 files X 109 OEPTtS = 3.4 x 108 Tines extended
orbit mission S570n

The sum of all lines executed = 1.57 x 1012 T1nes
missicn

Therefore, the system will have a figure of merit =
1.57 x 10'% Tines , 16 bits
mission data point
15 £ 5 Tines executed
5 x 107" bits data point
- ~_mission

—
——

The software 1s divided into two major 1tems, namely Data Base Management

and Query and Executive Sofiware.

4.2.1 Data Base Management and Query Software

A data base management system is defined as a software system that
manages and maintains data that 1s to be processed by multiple applications.
Such a system organizes data elements in some predefined structure, and retains

relationships between different data elements within the data base.
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The system encompasses a data management system, which 1s 1ntended
pr1mar11¥ to perm1t_§cce§§ to, and retrieval from, already existing files.

Data Base Management Systems should provide the following functions:

) Organize data 1n a predefined structure

] Maintain access to storage and retrieval of data
from multiple user programs

) Maintain file accounting data

Have a report/request language that is easy to
learn and use, and that will provide on-Tine inter-
active query and retrieval, as well as hardcopy
reports provided on demand.

° Make information in computer files directly
available to non-programmers

° Relieve.programmers of simple repetifive report
generation-and file maintenance tasks

e Rel1ewe users of the need to be concerned with '

device types, I/0 processing and control, and
file structures

e Have computational capabilities
] Support a varitety of file structures
. Handle multi-file processing
]

Provide for the batching of a number of report
requests during a single pass of the file(s)

¢  Supply ex1ts to the user's “own code"routines
? Supply error diagnostics

° Be available in special versions (e.g. auditing)
to meet s9ec1a11zed application requirements and
in a version that supports an 1interactive mode of
operation and produces routine special purpose
reports in predefined format
The remainder of this subsection 1s a table (Table 14-11) which
describes the characteristics of a number of commercially available Data Base
Managers. This table 15 1ntended to show typical capabilities of modern Data
Base Management systems without reference to the computer systems in which they .

are intended to be installed.
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Given the preceding DBM definitions, it appears that a conventional
DBM system may be excessively powerful for the data bases within the SOPS.
This unnecessary power would add significant overhead costs. The experiment
data files are known before data enters the SOPS; they are ordered, time-
tagged, and not shared by multipie experimenters. Only orbit and attitude
data are envisioned to be shared by multiple experimenters. The experiment
data "map" may be illustrated (figuratively) in Figure 4-1.

In Figure 4-1, the GMT time-tag runs continuously and uniquely
throughout the mssion. The assignment of storage locations may be done
dynamically as the data enters the system, or it may be predetermined by the
SOPS resource monitor. When non-chronological data enters the system (7.e.,
tape recorded data that 1s transmitted at a latter time), the time-tag
embedded 1n the data i1tself will be used in the EDIT function to reorder the
experiment data._ )
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4

REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR

System

DATA BASE FEATURES
Data base organization

Application languages :

Data base languages

Variable length segments
Data base security
System accounting faciities
RECOVERY FEATURES
Checkpoint/restart
Data base wntegrity
OTHER SYSTEM FEATURES
Concurrent batchfon line
Concurrent application program access

Ingetrvfretraval facehity

HReport generator

Data dictionary support -

Telecommunication interfaces

COMMENTS

TABLE 4-13
DEM CHARACTERISTICS -
1oMs IMSsS INQUIRE
Hierarchical, network Hierarchical (sequential Hierarchical network
and direct) refational

"COBOL, PL/T, ASM, COBOL PL/1, Assem- COBOL FORTRAN, PL/1,
FORTRAN, RPG 11 bler Assembler

DDL DNL Data Language/1 Inguire Comymand Language
¥ 1 -

. - I

Yes Yes, with VSAM ! Yes

Password protection Password and terminal Encryption and password
and subschema access hmitation protecttan

Automatic logging

of systern staustcs tape and ut

Utilitres supphed
automatic with TP
Vha prohibitive

delwery in 1876

CULPRIT,
EDP/AUDITOR

User defined

Most standard TP
monItors

)
CODASYL-type DBMS.
Compression feature
and user entry points
Foarms Approach re

trieval due in 1976 included

Systern Log Analysis

Wath IMIS/DC only None

Transzction backout

access lagging logging

Yes Yes Yes

Yes Yes, tn DB/OC mode Yeg

No one s planned for 1QF, GIS/VS INQUIRE Command

Gi5/vs, GIS-2

An FDP s avatlable
for IMS 2 users

CICS and IMS/DC

Up to 255 segment
types per logical
record with 15 levels,
Fine tuning utdities

Data base for usage

ilines accaunting rautines

Backout and 1mage

Language

Command Lanjuage

User-defined

CICS TSO IMS/DC,
CMS ane others

Data reterenceby mul
nple keys Multh Data
base Processor feature
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TABLE 4-13 {CONT'D.)

REPRODUCIBILITY OF THE
ORIGINAL PAGE IS POOR_

System '

MODEL 204

SYSTEM 2000

TOTAL

DATA BASE FEATURES
‘Data base organization

Apphcation languages

Data base fanguages

Variable-length segments
Data base security
System zccounting facifities
RECOVERY FEATURES
Checkpoint/restart
Data base integrity
OTHER SYSTEM FEATURES
Concurrent batch/on hine
Concurrent application program access

Inquiry/retrieval facility
Report generator
Data dicttonary support

Telecommuruczuon interfaces

COMMENTS

Hierarchical, network

COBOL, FORTRAN, PL/,
Assembler

IFAMAI

s

Yes

Password lockout,
leg=-In protection

Mults user acecunting
log and utilities

Yes

Roliback and zudit
trail

Yes
Yes

User Language

User Language

tser-defined

CICS, Intercomm and
self-contained DC

1

Supports 250 physical
files which can be

cross referenced by

a stngle user Multi
threadng and data
ingependence X

Hierarchical newwaork
FORTRAN, COBOL PLM,
Assembler

DDL, IMMEDIATE

Yes

Password lockout,
assigned authority

Logs, stanstics,

and estimation tools
Yes

Transaction log and
activity audit

Yes

Yes

System 2000 Query/
Update facility

Yes
DDL

TP 2000, CICS, TSO
fntercomm

Can handile up to 9
strings simultaneously
hwith Mult-Thread
option

Newwork

COBOL FCORTRAN, PL/M,
Assemnbler, RPG 1}

DEDL, DML

’

Physical~no
logical —yes
None

None

Yes {(with TP monitor}

Legaing, dump and
restore

Yes
Yes

For Honeywell systems
only

SOCRATES

Nane

ENVIRON/ CICS, TASK/
MASTER, Intercomm

! -

i

A CODASY L-Type DBMS
Supports up 1o 32 levels
of data elements and up
to 65,000 files
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GMT

EXPERIMENT NUMBER

INTERVAL

1 2 3 4 5 6 ceen 50
a-b none|{ none| none | none | none| none none
b-c A1 none!{ none {.E 1 Fl Gl Z 1
c-d Az none | none Ez P2 none Z2
d-e nons|{ B 1 C 1 E3 none none Z 3
e-i AS B 9 ] 9 none none none Z 4
f-g - nonej B 3 none | none F3 none Z 5
g-h none| B4 C 3 none | F 4 none none
h=-1 A 4 B 5 C 7 E 4 none | G 2 none
1=] A 5 none| C 5 none | none G‘:3 none

FIGURE 4-1. MASS STORAGE SYSTEM LOCATION INDEX
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4,2 2 Executive Software

This body of software should provide the capabi1lity for software
development as well as for system operation, resource allocation and
monitoring and failure detection.

For software development the following capabilities must be
provided:

Assemblers

Linkers

Loaders

Editor for debugging

File Managers

High Level Language Compilers
Desk Editor

Reassignment of Peripherals
Interactive Capability

2 ® & & & ® @ & ©

A full discussion of the requirements of exectuive system management
w11l be found in Section 6.2.4, which describes the Resource Monitor.
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5.0 DATA ANALYSIS

The following analysis. Tays the foundation for_ __ ___..._ ... _ ..
alternative architectures as presented 1n Section 6 of this study.

5.1 OPERATIONAL SCENARIOS

Under NASA/GSFCHEoﬁtract NAS5-23438, Mod. 31, ORI performed a tracking
and data satellite coverage study for the Spacelab. In the final technical re-
port {dated Sept. 16, 1977).numerous detailed mission timelines were constructed.
The Shuttie/Spacelab missions selected for that study included Solar Physics
(SP), three different Earth Observations (EQ) missions,and a High Energy
Astrophysics (HEA) mission. These missions provided a diverse set of time-
11nes and are representative of the Shuttle/Spacelab missions to be flown in
the early and mid-1980's.

The first mission scenario developed was for the Solar Physics (SP)
mission, one of the least complex of the missions studied. Twelve experiments
were projected to constitute the SP payload. The second mission analyzed was
Earth Observations {EQ). This mission presents a unique problem for the

Shuttle/TDRS system. because the targets for this mission are highly localized,
and any break 1n the Shuttle-TDRS T1ink could result 1n the irretrievable less

of data on a particular target. Therefore, because the EO mission 1s so critical
for the Shuttle/TDRS system, two additional EO missions were analyzed. The
third type of mission studied was a High Energy Astrophysics (HEA) mission
mvolving the viewing of celestial targets and a generally anti-solar orienta-
tion for the orbiter.

B High-rate data bursts were projected to last between 2 and 20 minutes

(w1tE an average of ;bout—S‘ﬁinutes per burst), the time prdjected between bursis
was typically in units of hours. Assuming a seven-day mission, about 8.9
hours of real-time for high-rate data transmissions (at.50 Mb/s) and 5

minute burst durations, approximately (8.9 x 60 / 5 = 106.8) 100 bursts per
mission would not be unlikely. If these bursts were equally distributed
throughout the seven day mission,then the average time between bursts (in-
cluding the 5 minutes of the burst 1tself) would be approximately (7 x 24 x 60 /
100 = 100.8) 100 minutes. ~—
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This projection and previous information suggests that data entering
the SOPS could be conveniently grouped 1n large units corresponding to orbits*
of the Spacelab. The distribution of data as a function of orbit 1s 1llustra--
ted 1n Figure 5-1. In this figure, the high-rate data transmissions are placed
1n the segments of the time 1ine that correspond to Tulls in Tlow-and medium-
data transmissions. These high-rate data bursts could contain those Tow-and
medium-experiment data that could not be transmitted via TDRS due to orbital
position. Therefore, 1t would be very wise to defer processing Tow-and medium-
rate data unt1l the next or succeeding orbit. As 1s shown in Figure 5-1, the
data captured during orbit 1 1s output processed while orbi1t 3 data is being

captured. Thus, the data from each orbit 1s processed at the best time. In
addition, normal high-rate data.(1.e.,.not nlayback) may consist of low-,medium-,
and high-rate data channels._ _ o ) -

Therefore, three operational scenarios are possible. These are 11lus-
trated 1n Figures 5-2 and 5-3. The first scenario shows that low and medium-rate
data is processed in real-time (between O+ days and D days). After real-time data
acquisition 1s completed, the high-rate data 1s processed. However, since Tow-
and medium-rate data gaps have a high probability of showing up in the form of
high rate-bursts, operationally no low-and medium-rate output products could be
fully processed until all high-rate data were searched and processed. Th1s
scenario can be discarded.

To compensate for the above scenario's deficiencies, scenario number 2
1s proposed {as 1llustrated 1n the Tower half of Figure 5-2). In this scenario,
one would process all data in pseudo-parallel; 1.e., low-and medium-rate with high-

rate f111. This scenario is acceptable on all counts except that quick-look
and near-real-time analyses are excluded.

*Note: A Spacelab orbit 1s projected to be 1n the nei1ghborhood of 100 minutes.

74



S/

DATA GROUP NO .

LOW & MEDIUM RATE

DATA TRANSMISSION IRUERRNARIN ¢ DUDMERRANE [ RANNNRERRNONY YHRERDMDD | ROREGEGRAND | GRRIRMAIRED | RENND
HIGH RATE DATA

TRANSMISSION | Iil i | | 1 |
DEFERRED GROUND DATA L1 o2 - N
OUTPUT PROCESSING I 11 L 1T 1

1 2 3 4 5 6 7
S ——— e, e et e s, oAbttt gttt et e, | it

(1) {2) {3} {4) (5) {6}

TIME (ORBIT NUMBE R'}

FIGURE 5-1. HYPOTHETICAL DISTRIBUTION OF LOW, MEDIUM, AND HIGH
RATE INCOMING DATA AND GROUND PROCESSING TIME



SL DATA
ACQUISITION TIME

MAX PERIOD TO
PROCESS ALL DATA

PROCESS LOW & MED
RATE DATA

PROCESS HIGH
RATE DATA

REWORK &
RETROSPECTIVE

SET-UP FOR
NEXT MISSION

PROCESS LOW & MED
RATE DATA

PROCESS HiGH
RATE DATA

REWORK &
RETROSPECTIVE

SET-UP FOR
NEXT MISSION

oD

9
I

2D

IHOI

PROCESSING SCENARIO #1
LRI,

T HgHnNn

PROCESSING SCENARIO #2
HUHEH

MISSION START
MISSION END, REPRESENTS A POST PROCESSING RATE OF 1 X AVERAGE DATA RATE

REPRESENTS A POST PROCESSING RATE OF 5X AVERAGE DATA RATE, LAST DAY OF
SCHEDULED DATA PROCESSING, AND FIRST DAY OF SET-UP FOR NEXT MISSION

0 B 2D

TIME {DAYS)

3D = END OF SET-UP FOR NEXT MISSION

FIGURE 5-2. OPERATIONAL SCENARIOS
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SL DATA
ACQUISITION TIME

MAX PERIODB TO
PROCESS ALL DATA -

PROCESS LOW & MED
RATE DATA

PROCESS HIGH
RATE DATA

REWORK &
RETROSPECTIVE

SET-UP FOR
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0D = MISSION START
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PROCESSING SCENARIO #3
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TIME (DAYS)

D = MISSION END, REPRESENTS A POST PROCESSING RATE OF 1 X AVERAGE DATA RATE
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]

REPRESENTS A POST PROCESSING RATE OF 5X AVERAGE DATA RATE, LAST DAY OF

SCHEDULED DATA PROCESSING, AND FIRST DAY OF SET-UP FOR NEXT MISSION

3D

"

END OF SET-UP FOR NEXT MISSION

FIGURE 5-3. OPERATIONAL SCENARIQS
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Thus, scenario number 3 is proposed (as jllustrated in Figure 5-3).
Th1s scenario has the advantage of supporting near real-time data processing,
POCC communications, very short data turn-around time, and & minimum amount of
personnel staffing since facilities have to be operational (3 shifts/day) during
the data acquisition period (0+ to D days).
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5.2 INCONSISTENCIES OF GIVEN DATA

On Table 2-1, there seems to be an inconsistency 1n the Tast column
Bit Rate (mission average): the total of the column is 4Mb/s, while the speci-
Tications indicate an upper bound of 8Mb/s, which 1s consistent with a volume
stated at 5 x 1012 bits.

This table can be amended in two ways. First, if the following
computation 1s performed on the exi1sting data:

Mission Average Bit Rate (MABR) = Average bit rate of experiment group
X number of experiments
x% of time on.

Thus, for group A
MABR

20 x 10° x 2 x 0.05
2 Mb/s

Performing this computation for all groups yields-

A 2 Mb/s
B _ 2 Mb/s
c 4 Mb/s
o}

E 4 Mb/s
F 1 Mb/s
TOTAL 8.5 Mb/s

The second method involves a complete recomputation, which affects
both the average bit rate per experiment group and the mission bit rate average.
This appears as follows

Given a b1t rate range (BR1 through BRZ) and assuming a uniform dis-
tribution of rates in this range, the average bit rate 1s:

Average group rate = BRI + BR2 bits/sec
2

Now, if N 1s the number of experiments in the group, and P 1s the
percentage of time, each 1s on then.

MABR = BR] + BRZ NP bits/sec

2

79



Table 5-1 15 a composite of the givens plus the amendments. Consider
the case where 1ncoming high-rate data must be slowed down to a point where the
SOPS can handle 1t. Considering a DMA rate of 2 5M words/sec, then 16 b1t words =
40 Mb/s, and allowing an overhead of 50% to handle the data, we will use 20
Mb/s as the peak availabie transfer rate.

If we now assume that all incoming rates are cumulative, then construct
2 table of the highest peak rates which can occur per group.

= highest rate x # of experiments

A 50 Mb/s This 15 the highest the S/C supports
B 40 Mb/s
c* 4 Mb/s
D" 8 Mb/s
E 1 Mb/s
F 0.2 Mb/s

*Note Either C or D

Now starting from F and summing backwards, we find that tﬁere 15 a
threshold at 13.2 Mb/s, which is F+ E+ D + C. It can also be seen that A
and B may not be summed as they would exceed the peak threshold. Therefore,
they must occur on separate 1ines. So, we will consider a singlie playback
slowed down such that A 1s at the defined SDPF peak rate of Mb/s, giving a
factor of 2.5 to 1, which makes the B playback at 16 Mb/s.

Reconsidering now the average rates for the mission,

C+D+E+F = 4.8 Mb/s

A = 2.0 = 0.8 Mb/s
7.5

B = 1.8 = 0.72 Mb/s
2.5 -

Total = 6.320 Mb/s

If one were to consider a serial chain of events, 1.e., low-rate data accumulated
first 1n real-time, and high-rate data next slowed down; then this process would
take (5 x 1012 b1ts/mission of 7 days) 9.157 days.
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TABLE 5.1 A TYPICAL EXPERIMENT PROFILE

AVERAGE BIT RATE OF

MISSION AVERAGE

BIT RATE RANGE

EXP RANGE NO. OF EXP GROUP Mb/S % TIME BIT RATE Mb/S
GROUP 8b/S PER GROUP GIVEN | MOD1 | Mop2 ON GIVEN | MoD1 | MOD2
A 10-30 1-2 20 20 20 2.5-5 1.0 {2.0 |2.0

B 1-10 1-4 5 4.5 2.5-10 5 12.0 |18

C 1-1 4 5 0.55 100 2.0 4.0 |2.2 -

D 1-1 8 0.55 50 2.2

E .01-.1 10 04 | .04 0.06 100 41 .4 1o

F .01 20 005 | .005 | o.01 100 1) 1o
TOTALS 4.0 8.5 9.00




It 1s 1nstructive now to assume that the mission average can be applied
to a per orbit scenario and to discuss what percentage of total data the high-
rate data can be per orbit.

We know that the orbit is a 100 minute orbit, with 70 - 80% of real-time
contact and 20 - 30% of black time when the high-rate data can be played back
for early missions only.

Now the average high-rate playback rate of A & B combined 1s 1.5 Mb/s,
and we will use 20% of the orbit as a worst case black time. This 1s 20 minutes.
Therefore, the number of bits which can be played back 1s:

20 mnutes x 60 secs/min x (1.5 x 106) bits/sec = 1.8 x 109 bits

And for the remaining 80 minutes, the average rate 1s 4.8 Mb/s. Therefore, the
number of bits of real-time Tow-rate data 1s:

80 minutes x 60 secs/min x (4.8 x 106) b/s = 23.04 x 109 bits plus
normal high-rate data

Therefore, the percentage of data/orbit which 1s high-rate data, that
can be made available 1s:

(ﬁ‘olﬁ@ﬁ_a) x 100 = 7 246%

Now 1t 1s shown elsewhere in this study that on the average, there w11l
be a burst of high-rate data once per orbit., and that this represents 5.21%
of the total data. ,

Therefore, because 5.21 <7.245 1t 1s shown that scenario number
3 can be accommodated with a high-rate slow down of 2.5:1 and low-rate reai-time
acquisition.
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53 INPUT DATA

We will now compute an approximation of the typical experiment data
file. Thi1s can be obtained from the previously given information as tabulated 1n
Table 5-1. Summing the BIT RATES 1n the last column of Table 2-1, an average
mission bit rate of 4 Mb/s is confirmed. Thus, group A experiments would consume
% of the total b1t volume. Group B experiments would Tikewise consume 0.5/4
of the total bit volume. These values are tabulated in the second column of
Table 5-2 under % OF MISSION AVERAGE BIT RATE. Since a total of 5 X 1012 bits
are collected per mission, applying the computed percentages, the NO. OF BITS
PER MISSION FOR THE EXPERIMENT GROUP 1s then derived {1.e , 25% of 5 x 1012 = 1.25
X 1012 for group A experiments). Dividing the number of bits per experiment
group by the number of experiments, yields the NO. OF BITS or BYTES PER EXPERIMENT
as shown 1n Table 5-2. It should be pointed out that the computed groups C and
D consist of 4 full-cr 8 part-time experiments and are equivalent 1n volume to
8 full-time experiments. Thus, each full-time experiment equals (approximately)
313 x 109 bits or 39 x 109 bytes. A half-time experiment 1s assumed to be half
of the volume of a full-time experiment. To visualize the relative voiumes of
experiment data, Figure 5-4 15 offered.
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Sum:

TABLE 5-2

A HYPOTHETICAL MIX OF EXPERIMENT DATA

FOR A 7-DAY MISSION

NO. OF % OF MISSION NO. OF BITS NO. OF BITS NO. OF BYTES
EXPERIMENTS AVERAGE BIT PER MISSION PER EXP. PER EXP.
& (gxp. Group RATE FOR EXP. GROUP
Designator) (%) (xlolz) (xlOg) (x109)

2 (A) 25.0 1.25 625 78
4 (B) 12.5 0.625 156 20
4 (cC -

(C) l 50.0 I 2.50 313 39
8 (D) f | 156 20

10 (E) 10. 0.50 50 6

20 (F) 2.5 0.125 6

48 100.0 5.00
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Since the average data rate for low-and medium-data rate experiments
(RLM) is assumed for the purposes of this analysis to be between 4 and 8 Mb/s,
the instantaneous average data rate for low-and medium-rate experiments (RLM)
can be (arbitrartly) defined as:

Ry = (4 + 4f(t)) Mb/s and
RLM = 6 Mb/s.
where-
ﬁ[ﬁ = average data rate for Tow-& medium-data rate experiments
RLM = instantaneous data rate for low-& medium-data rate experiments

f{t) = a random walk function that has 1ts mean value and sigma
defined as:

m=2
{55=2)
s=.4

Since the total data volume (DT) equals 5 X 1012 bit/mission, let-

DT = DLM + DH =5x 1012 bits/mission

where:
DLM = data volume due to the average steady state data rate ﬁ[h
DH = data volume due to high rate experiment data rate RH
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DLM can be computed to be.

- day hr. sec. 6y bits
DLM 7 mission © 24 day x 3600 hr x (6x107) sec.

D{Mz 3.63 x 1012 bi1ts/mission
Therefore DH can be computed by:
Dy = Dp - B

(5-3.63) x 1012 bits/mission

o
il

= 1.37 % 1012 bits/mission

L
I

The average data rate associated with the high~rate experiments
ﬁ; can be derived from the following expression:

Rp = Rm * Ry
where:
RT = highest SDPF 1nput data rate

E}h= average low and medium data rate contribution

Since:
RT = 50 Mb/s and
Fi.M= 6 Mb/s
Then:
_;[= 50-6 = 44Mb/s
Since:
RT = 50 Mb/s and

PLM = (4+4F(t)) Mb/s

Then the instanteous data rate for the high rate experiments (RH)
1s defined by:

=R

Ry = Ry = Ry
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RH = 50-(4+4F(T)) Mb/s
Ry = 46 - 4f(t) Mb/s
Therefore.
ﬁa'= 44 Mb/s
Since:

R, = RLM+ 44+6 = 50 Mb/s + R

H LM

The next task is to compute the contribution of the high-rate
data experiments to the total data volume. Since ﬂa'= 44 Mb/s and
DH = 1,37 x 1012 bits/mission, then the total time on (TH) would be
derived from the expression-

Ty =Dy / ﬁg
T =137 X 1012 bits/mission
a4 x 10° bits/sec

—i
I

y = 8.65 hours/mission

This amount of time, 1t should be noted, represents 5.21%
(8.65 /(7x24)) of the total mission time. This estimate checks with
earlier estimates 1n the study.

Because the 50 Mb/s data 1s captured 1n the DCS and the SOPS 15 sized
to handle 4-8 Mb/s, a slow down of 4/50 or 8/50 could soive the processing
problem. As high-rate data slows, so the processing time 15 correspondingly
multiplied. The high-rate data represents approximately 8.65 hours of real-time.
STowing down the data to 4-8 Mb/s would therefore mean the total time to process
this data (excluding physical stop, starts, mounting, etc.) would be (50/4) x
8.65 108.13 or (50/8) x 8.656 54,06 hours. This represents 4.51 or 2.25
twenty-four hour days of continuous data processing.
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5.4 OUTPUT DATA PRODUCTS

This section shall describe some general computations on the nature of
the output products generated by the SOPS. Four output media are envisioned

(1600 bpi, 6250 bpi, HDT, 56 Kb/s transmission Tine), their salient characteristics

(b1t capacity per reel and data transfer rates to create such products) are
tabulated 1n Tables 5-3 and 5-4. A useful computation 1s the number of reels
of magnetic itape that would be required to hold the entire mission data base
(5 x 1012 b1ts). These values are shown in the fourth column of Table 5-3.

Based on the given two-volume mix earlier stated (Section 2.1.1.2),
two-volume mixes are tabulated 1n columns 5 and 6 of Table 5-3. It will be
assumed for the sake of simplicity that these volumes support the 1ndicated
number of experiments and that the minimum number of reels to contain this data
15 at least as shown 1n columns 7 and 8 (Table 5-3). Table 5-5 provides a cross
reference to how many reels of 1600 bp1, 6250 bp1, HDT, or how many seconds on a
56 Kb/s Tine would be required to handle one experiment.

At this time, it 1s not known precisely how most of these output
products would be distmbuted, but one can tabulate the distribution as shown
in Table 5-6. Only the two "A" group experimenis are known to be transcribed
onto HDT.

The foregoing accounts only for experiment data, we must also add
attitude and ephemeris data. (Section 5.3.3 projects about four 1600 bp1 reels

or one 6250 bp1 reel for one complete set).
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TABLE 53"
TWO-VOLUME DISTRIBUTIONS

1 2 3 4 5 6 7 8
. Mintmum No. |Minimum No.
Media Data XPer |No. of Reels Vol. 1 Yol, 2
Bit Rate in to hold 12 12 }|of Reels of jof Reels of
Capacit b1ts/s 12 in 10 in 10 Tape for Tape for
MEDIA. pacity . 5x10"° bits B1ts Bits Vol. 1% Vol. 2%
1600 bpi 3 x 108 2.0 M 16,667 2.5 0.5 8334 1667
6520 bp1 1.2 x 109 10.0M 4,167 1.0 1.25 834 1041
HDT 1.4 x 1019 | 0.5.420.0 M 357 0.5 0.75 35. 53
Hours of CommfHours of Comm.
T1me over 1 [Time over 1
Comm. Lines N.A, 56 K N.A. 1.0 2.5 l1ne for Vol.liline for Vol. 2
55b6 13,889
sum = 5 x 1037 bits

*Note: These values are "minimum, 1.e., packed experiment data.



COMPARISON OF MAGNETIC TAPE SPECIFICATIONS

TABLE

5-4

: . Computer-Compatible Tape
Characteristics g}g@tﬁ$n§1ty
1gital lape 1600 ppi* 6250 bpix*
Nominal Length
(meters) < 2195 732 732
(feet) <7200 2400 2400
Data Capacity
(bits/reel) 1.4 x 1010 3 x 108 1.2 x 10°
Data Transfer Rates
(megabits/second) 0.5 - 20 2 10
Error Rates
(bits) 1/10° 1/10° 1/10°

*At 125 1nches per second; 3600 bytes

per block (80% packing efficiency).

**At 200 inches per second; 7500 bytes per block (80% packing efficiency).
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TABLE 5-5
ESTIMATED EXPERIMENT VERSUS MEDIA CROSS REFERENCE

- Experiment

No. of Reels of Tape

___ |Comm. _Time on

No. of Sec.of

Bro No. of To Hold 1 Experiment One 56 Kbps
_Group B1ts/Exp. Line to
Desi1gnator g Transm1t One

A 625 2083.3 | 520.8 | 4a.6 {1.12 x 107
B 156 520.0 130.0 | 11.1 |2.79 x 10®
C 313 1043.3 | 260.8 | 22.4 [5.59 x 100
D 156 520.0 130.0 | 11.1  [2.79 x 10°
| T E 50 166.7 41.7 1 36 8.93 x 10°
F 5 20.0 5.0 | 0.4 |1.07 x 10°
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TABLE 5-6

POSSIBLE DISTRIBUTION
OF QUTPUT PRODUCTS

Total Posstble Distribution
Experiment| WNo. of No. of Of Output Products.
Group Bits/Exp.] Exps. in
Designator| 159y | -Group 1600 bp1 | 6250 bp1 |  HOT E?’r’]"g
A 625 2 0 0 2 0
B 156 4 0 1 J 0
C 313 ; 4 0 k 1 0
D 156 g 0 m n 0
£ 50 10 p q 0 r
F 6 20 s’ t 0 u
|

Noites: 1 + 3
k +1
m+n
ptg+r
s+ t+u

non i
o I R

1]

10
20
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5.4.1 Tape Products

It would be worthwhile at this point to compute the approximate number
of tape recorders to output the required data volume. One can start this
computation by defining the

as5°

where

v

R

It

number of reels (nr) to contain the projected volume

vy (1)

Vp

number of reels of tape per mission
total volume of data on tape 1n b1ts per mission

volume of data on a reel in bits per reel

Using the linear expression D= RT (distance = rate x time) and the
fact that D also squals the product of n, times the Tength (L) of a reel, the
time (T} in seconds to record (at R oec ips) and rewind (at Rrwd) ips) on a
single tape recorder would be:

where

T=D =+

x o S - -

n

r
rec

ps] L

=p3 - Rrec + R rwd (2)
R

rec rwd Rrec - R

r | Rrec + R rwd (3)

Rrec . R rwd

time 1n seconds
Tength of a reel 1n 1nches
number of reeils

rwd

= Record speed 1n 1nches per second
= Rewind speed 1n inches per second

Since 1600 and 6250 bpi tapes are recorded and rewound at the same speeds, it
is legitimate to combine the number of reels of 1600 and 6250 bpi. At this
point, 1n a preceding table (Table 5-5.), 1t was stated that 2 volumes are

projected.

It was also computed that for the first volume, (8334 + 834) 9168

and (1667 + 1041) 2708 reels could be produced in the facility. This vepresents
the projected CCT tape volume only. To see what time would be consumed on only
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one (1) transport for these 9168 and 2708 reels, let:

L = 2400' = 2400 - 12"
n.= 9168 or 2708

r
Rrec = 200 ips
Rrwd = 640 1ps

Then for a continuous record and rewind on ONE tape transport with no

mount or demount considerations for 9168 reels-

~ 2400 - 12-9168 (640 + 200) - 6
= 640 - 200 % 1.73 x 10" seconds

~ 1.73 x 10° sec ~
T= 3600 sec = 481 hours
hr

~ 481 hr
2% hr.

day

= 20.1 days

For 2708 reels:

n

2400 - éibz?O? é%%O * 200) » .51 x 10° seconds

6
- 0.51 x 10" sec ~
T= 3600 sec = 142 hours

hr

T

From the above, 1t 1s obvious that multiple transports will be required.
With multiple units, the time lost due to rewinding disappears since a rewind
w11l take place during write operation.
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The task at hand is to determine how many tape transports would be

required to handle the programmed volume.
and operators required -for a-7-day-mission

Write time per tape

Rewind time per tape

ATllow 3 min for search
and mount

Total tape handling time
per tape =
1

To compute the number of tape drives

2400 feet x 12 secs

200 ips
144 secs = 0.024 hrs
0.75 min = 0.012 hrs
G.05 hrs

0.04 + 0.012 + 0.05 hrs

= 0,102 hrs,

No of tapes that can be handied 1n one day

-

For a seven-day operation, the number of tapes/day for each of the volumes

previously calculated is 1310 and 386.86.

number of drives for each volume 1s

24 hrs

235.29 tapes

0.102 mins/tape

1310 and 386.86

235.729 235.29

= 5.57 and 1.64
6 2

showing that we require one (1) operator per tape drive, allowing
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between mounts of 0.0025 hrs or 9 secs. But with 2 operators to attend a tape
drive, each would have 0.052 hrs (3.15 mins rest) with three operators per tape
drive 0.104 (6.30 mins), etc. Therefore the number of operators required to
handle tapes is entirely a function of real time.

Consider having 12 drives for volume #1

Then time to mount

12 x 0.05
0.600 hrs

u

i}

and time to run -

12 x 0.052
0.624 hrs

giving a resttime

0.024 hrs
1.44 mins

il

Performing this for 24 drives gives a rest time of 2.88 mins.
Thus, in this case the trade-off for similar rest times 1s the number
of tape drives versus the number of operators.

Note that in order to obtain about a 3 min average rest time we had
to ei1ther double the number of operations (in 6 drive case,from 6 to 12}, or
quadruple the number of drives (from 6 to 24).

Constder using the calcomp ATL system, which has a 15 sec retrieve and
mount time, 1i.e., 30 sec total tape handling time we have -

30 secs = 0.0083 hrs

i

0.04 + 0,012 + 0.008
0.06 hrs

Now, total tape time

Number of tapes which can be handied in one day = 400
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No. of drives= 1316 and 386.86

400 700
= 3,724 = 0,967
Or 4 Or 1

If we consider 25% down time, we get -

5 and 2

The cost of the ATL can now be traded off against the cost of operations.
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5.4.2 Communications

As can be seen from Table 5-5, a number of experiment file groups
are candidates for telecommunication transmission in 1ieu of tapes. These are
groups F, E, D, B, and C. Assuming one 1ine to each expertmenter, what are
the possibilities {in terms of time)}? Table 5-7 provides a quick reference to
how many seconds are 1n each full 7-day work week by 1, 2, and 3 full shifts.
Table 5-8 provides a cross matrix of the possibilities. As can be seen 1n the
table, only selected experiments groups E and F can be serviced.
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MAXIMUM NUMBER OF SECOMDS IN WORK WEEKS

TABLE 5-7

SHIFTS* TOTAL TIME
WEEKS PER IN

DAY SECONDS

3 6.05 x 10°

1 2 4.03 x 10°

1 2.02 x 10°

3 1.21 x 108

2 2 8.06 x 10°

1 4.03 x 10°

3 1.81 x 10°

3 2 1.21 x 10°

1 6.05 x 10°

3 2.42 x 10°

2 2 1.61 x 10°
A R RO 8.06 x 10°

* 8 hours continuous time per shft

100




101

TABLE 5-B

POSSIBLE EXPERIMENT COMMUNICATION COMBINATIONS

Exp. | No. of No. of Sec. 1-4 weeks @ 1-3 shift/day
Group |Exps. 1n to Xmt.
Group T Exp.
File on 1 56
Kb/s Line
Tw 2w 3w dw
3s | 25 | 1s 1 3 | 25 | 1s 1 3 | 25 | 1s | 3 | 25 | 1s
A 2 Lzx 1ol ||« N N N N N N N N N N 1
B 4 2.79 x 108 || « N N N N N N N N N N N
c 5 5.59 x 10° || w N N N N N N N " N N !
D 8 2.79 x 10% {| N N N N N N N N N N N N
E 10 8.93x10° || N N N Y N N y Y N Y Y N
(1.35) (2.03)! (1.35) (2.71)] (1.80)
F 20 1.07 x 10° ] v Y Y Y Y Y Y Y Y Y Y Y
(5.65)|(3.77)1(1.89) | (11.3)](7.53) | (3.77) | (16.9) | (11.3){(5.65) | (22.6) {(15.0) | (7.53
N = NO
Y = VES

( ) = LINE UTILIZATION TOTAL TIME IN SEC. DIVIDED BY ONE FILE SIZE
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5.4.3 Ephemeris & Attitude Data

Generally stated, the volume (v) of ephemeris and ancillary data that
will be computed and subsequently written into CCTs are-

Y = D days
mission X 24 hours x 3600 sec. x B bytes data

day hr. S sec.
or
Yv=D-+8B 4
—T X 8.64 x 10" bytes data
mission

where

No. of days for mission
No. of bytes per data point
No. of seconds per data point

Based on previous data 1n Section 2, D=7, B=400, and S=2.

Therefore
V= 7'300 x 8.64 x 107 bytes
mission
V= 1.21 x 10° bytes

mission

It shall be noted that this volume of data 15 projected to be recorded
on 1600 or 6250 bpt tape for each experimenter. A typical reel of 1600 bpi
tape holds ahout (3/8) 0.38 x 108 bytes and a reel of 6250 bpi tape holds
{12/8) 1.5 x 108 bytes. Thus, about (1.21/.38) 3.18 reels of 1600 bp1 tape or
(1.21/1.5) 0.81 reels of 6250 bp1 tape would be required to hold the volume of
data. It 1s envisioned that esach experimenter will get one 1600 bpi1 9-track
tape per day per experiment.
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6.0 ALTERNATE ARCHITECTURES

In order to arrive at a set of potentially feasible architectures which
will satisfy the mandatory requirements of the SOPS, the alternate flows of data
within the system must first be considered. The major functions in the system
are to decommutate experiment data, to archive 1t, and to present experimenters
with orderly and complete information. The following sections examine two pos-
s1ble data flows which accomplish these. FEach data flows positions the decom-
mutation function and the Mass Storage System (MSS) differently. The high-

level data flows are shown in Figures 6-1 and 6-2 respectively.
#

6.1 DATA FLOWS

In Figure 6-1, the data flow shows that the work units are assembied
and keyed to the (DCS) data 1ines rather than to the experiments. The opera-
tions performed on the data are executed after storing the data into the MSS.

in Figure 6-2, the data flow indicates that the decommutation function
15 performed 1n the front end of the system and the data 1s subsequently assem-
bled into work units which by definition are unigue for each experiment. Thus,
the data stored in the MSS would be in a format related to experiments {(as
shown 1n Figure 6-3 under DECOMMUTATED DATA), and would be ready for further data
operations and formatting into output experiment data files.

It can be readily seen that these two flows exhibit a difference not
only in the formats of the files in the MSS, but also in the allocation of
time 1n the performance of work on the data itself.

Table 6~1 shows that either of these data flows and their subsequent
implementations satisfy all of the mandatory requirements outlined in Section
2 of this study. From these data fiows, 1t was possible to derive two archi-
tectural families which w111 perform the required functions. Each architecture
will be analyzed 1n terms of each data flow.
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INPUT
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ASSEMBLE
WORK
UNITS
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STORE

¥

EDIT

}

EXTRACT AND
STORE
ANCILLARY

v

REFORMAT
ATTITUDE AND
ORBIT DATA

\-4

DECOMMUTATE

k 4

MERGE
ANCILLARY
DATA

v

FORMAT
AND
QUTPUT

5

COMMENTS _

ACCEPT ALL DATA RATES

ASSEMBLE CONVENIENTLY LARGE WORK UNITS (MAYBE IN
UNITS COMPATIBLE WITH THE MASS STORAGE SYSTEM)

STORE COMMUTATED DATA ON A DATA LINE BASIS
(CORRESPONDING TO DATA LINES FROM THE SIPS)
IN MSS

PERFORM TIME VALIDATION, OVERLAP REMOVAL, GENERATE
FILL,ETC

SEGREGATE ANCILLARY DATA IN EITHER LOCAL STORE OR
MSS FOR EASE OF DATA FLOW

REFORMAT ORBIT AND ATTITUDE DA'I"A AND PERFORM
COORDINATE TRANSFORMATIONS, OUTPUT O/A TAPES

DECOMMUTATE *|” EXPERIMENTS FROM “k” INPUT LINE
FILES AGAINST A KNOWN MAP

WHEN REQUIRED, MERGE ANCILLARY DATA WITH EXPERIMENT
DATA

WRITE TAPES, SETUP COMMUNICATIONS, ETC

NOTE

PERFORM ACCOUNTING AND QUALITY CHECK FUNCTIONS
AT EACH STEP

FIGURE 6-1  DATA FLOW NUMBER 1
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DECOMMUTATE *)"* EXPERIMENTS FROM “k” INPUT LINES
AGAINST A KNOWN MAP MAY BE DONE IN EETHER HARD-
WARE OR SOFTWARE ENVIRONMENT

SEGREGATE ANCILLARY DATA IN EITHER LOCAL STORE OR
ON MSS FOR EASE OF DATA FLOW. )

ASSEMBLE CONVENIENTLY LARGE WORK UNITS (MAY BE IN
UNITS COMPATIBLE WITH THE MASS STORAGE SYSTEM (M3S)

HAVE THE MSS PREDEFINED FOR EXPERIMENT FILE ALLOCA-
TION (THIS IS DONE WITH THE EXPERIMENT MAP)

REFORMAT ORBIT AND ATTITUDE DATA AND PERFORM
COORDINATE TRANSFORMATIONS, OUTPUT O/A'TAPES ™

WHEN REQUIRED, MERGE ANCILLARY DATA-WITH EXPERI-
MENT DATA

OVERLAP REMOVAL, {GENERATE FILL IF REQUIRED), _
GENERATE TAPES AND SET UP COMMUNICATIONS

NOTE

*PERFORM ACCOUNTING AND QUALITY CHECK FUNCTIONS
AT EACH STEP

FIGURE 6-2  DATA FLOW NUMBER 2
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EXPERIMENT DATA (E) 18§ STORED SEQUEN-
TIALLY BY THE FOLLOWING INDICES

EEXPERIMENT MO, DATA ELEMENT NO

LINE DATA (L) IS STORED SEQUENTIALLY BY
THE FOLLOWING INDICES____

Loes LINE NO , DATA ELEMENT'NO® =~ ~

TO CONSTRUCT AN EXPERIMENT DATA FILE,
A ONE-TO-ONE MAPPING OF THE ABOVE LINE
DATA SHALL BE PERFORMED... - -

FIGURE 6-3. SIMPLIFIED ILLUSTRATION OF DATA
ELEMENTS IN THE MASS STORAGE SYSTEM



TABLE 6-1

A CROSS REFERENCE TO THE FUNCTIONAL
REQUIREMENTS/SPECIFICATIONS IN CANDIDATE ARCHITECTURES -

STEP ARCHITECTURE ARCHITECTURE:
NUMBER NUMBER 1 NUMBER 2

3 2.1.2.1, 2.1.2.3. 2

a, 2.1.2.5 2.4

5 2.1.2.6 2.9

6 2.1.2.9 2.1; 22,3~
7 2.1.2.7; 2.1. .8 25 o

8 2.1.2.4 1.2.7; 2.1.2.8

9 2.1.2.9 .2.9

10 2.1.4; 2.1.5, 2.1.2.3; 1.6, 2.1.7, 2.1.2.3,

2.1.2.2 1.2.2
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The following alphabetic notations shall apply uniformly in the dis-
cussions of the proposed systems:

*

= Number of 1dentical incoming Work Assembler (WA) subunits

bytes of buffer in each WA buffer

buffers 1n each WA

= " " Buffer Analayzers (BA)

{not used)

{not used)

Number of Mass Storage Units (MSU)

= * bytes of storage 1n each MSU

(not used)

(not used)

Number of identical Computational Subsystems (CS)
! " Memories in (S

bytes of storage in each CS memory

n [}

I

o 1

(not usad)

Number of 1600 bp1 tape transports
Number of 6250 bp1 tape transports
= " HDT transports

= " " Communication modems
Number of Staging Disks (SD)
Number of bytes of storage per (SD)
(not used)

(not used)

(not used)

(not used)

(not used)

n

A
B
c
D
E
F
G
H
I
J
K
L
M
0
P
Q
R
s
T
U
v
W
X
Y
z
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6.2 ARCHITECTURE NUMBER 1

Architecture number 1 1s 11lustrated 1n Figure 6:4‘ This architecture
fully supports data flow number 1 (as previously i11lustrated in Figure 6-1).
A brief system utilization walkthrough 1s presented below.

Spacelab and GMT data enter the system via multiple SIPS output Tines.
It 15 assumed that all data on these l1ines are commutated (viz. Iines 1 through
18). The data enters a Work Assembler (WA) where conveniently large buffers are

butilt. When the appropriate Mass Storage Unit 1s available, a large buffer

load of data 1s written out. This process continues in time to roughly

correspond to one orbit (approximately I00 minutes). During this interval

precise information concerning the layout of experimenter data 1s collected

and sent to the Resource Monitor (RM). This data collection and temporary buffer-
ing of data continues 1n units of “orbits" until the end of the mission.

At some chosen point 1n time (1.6.; ¢ovresponding to ither the 2nd or 3rd
orbit), the output processing of data begins. The output subsystems receive
scheduling information from the Resource Monitor for editing the data, extract-
ing the ancillary data necessary for each experiment, reformatting and output-
ting ephemeris and attitude data, decommutating the data base, merging ancillavy
data, and final formating/outputting of data products. WPgr]phqga1s, as re-
quired, are selected from a pool (as shown 1n detail in Figure 6-5) and are
assigned to any of EHE-HE“‘SGSsystems (as shown 1n Figure 6-€}
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6.2.1 Work Assembler

The first major assembly of equipment 15 the Work Assembler (WA),
which is illustrated in Figure 6-7. As shown, i1t has 19 primary inputs -
18 data 1nput Tines (a one-to-one correspondence with the 18 SIPS output lines).
and one (1) GMT Tine from the SIPS. Associated with each SIPS data input line
1s an interrupt line which notifies the WA of incomplete data frames, error-- -
s1tuations, end of data frames, etc.

The magor function of the WA 1s to smooth the incoming data stream
s0 that data can be subsequently transferred to the Mass Storage System (MSS).
As part of this function, the WA also dispatches larger groups of data to the
MSS at a (MSS) compatible data rate. This is illustrated in Figure 6-8. At
the top of Figure 6-8 the 18 input Tines are shown in time sc that one can
see the 16 bit data words entering the system. This upper time slice 11iu-
strates the fact that input data are not necessarily periodic. However,

as the WA collects data, 1t will transmit the data to subsequent portions of
the system when larger groupings are advantageous (thi1s 1s shown in the
middle portion of the figure ). If one were to merge the individual WA out-
puts, they would appear as 11lustrated at the bottom of Figure 6-8.

In Figure 6-7, an 1ndividual WA consistsof C buffers and an assocciat-

ed Buffer Analyzer (BA, which may be either a dedicated CPU dedicated micro=—_ ..
processor or a shared CPU). Each WA subunit should be identical so that any
system reconfiguration can take place with the feast number of problems.

The BAS receives data from the SIPS and transmits 1t to the Resource Monitor. This
data exchange consists of "data maps", quality information, error-mgssages,

etc. . e

Stince quantities have to be estimated in order to size the entire
WA system, let:

A = The number of identical incoming WA subunits
B = The number of bytes 1n each WA buffer

C = The number of buffers in each WA subunit

D = The number of Buffer Analyzers {BA)

Based on given materials, 1t appears that A has to be set to at least
18. One cannot assume that certain Tines are going to be inactive during
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an orb1t at this point 1n time. Operational modes may change, and the system
must be capable of supporting the full SIPS output. The number of VA sub-
units (A) should have etther 1 spare unit or 5 to 10% spares as a good back-
up. Thus, either 1, .9, or 1.8 units could be designated Tor spares.

System or Device Utilization

The question that arises at this point is: “"What analytical ex-
pression 1S used to determine the capacity of a device to perform a known
un1t of work?". For example, a 1000 byte buffer that is only used to hold
500 bytes 1s intuitively said to be operating at 50% capacity. This capacity
or utiTization 1s swmply the ratio of the work load divided by the maximum
resources available. For a computational system, one can apply the same
basic concept, 1.e., divide the number of operations to be performed by the
maximum capability of the device to perform those operations. This approach
can be seen 1n the following examples.

Suppose that a computer were fb bé required to pe}form only load and
store operations on a closed data set. In a unit period of time (say one second)
the work load to be performed would be 106 operations., Suppose that the device
performing this work would be capable of operating at 107 operations per second,

-~ —=The expression ('IO6 H 107) x 100 would yield the information that the device 1s

-operating at only 10% of 1ts full capacity.

The preceding 1s an example of an uncomplicated situation. Suppose
that for the same work load (106 operations per second} the machine were only
capable of performing 10~ operations per second. The quotient then would indi-
cate a 100% utilization. The gquestion then is: "Does one rely on that single
device to perform that work?" The answer would be yes 1f, and only 1f, no
deviations were allowed in both load and device capability. But suppose
that a small number of other operations were to be present but not included

1n the computation. Then at Teast two devices would be required to perform
that work load.

Going one step further, suppose that a mix of operations were to be
performed over a unit period of time and the quotient indicated that the util-
1zation factor would be, for example, equal to 560%. First, the 560% asserts
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that 5.6 devices working in paraliel are required. Does one round up to 6
devices or some other number between 6 and 12? No general rule answers this
question; any answer has to be qualified as with all given and assumed data.

1t has been found (among a representative number of computer facility managers)
that for scientific applications, at a 40 to 50% utilization, ane device 1is
chosen. Between 50 to 100% two devices are usually used, because transient
changes in the work load, interrupts, and initiations usually consume the last

504 of a machine's capacity. .
For purposes of this short discussion, assume that the system should
support an input data rate of 8 Mb/s. For purposes of thi1s analysis, let the
minor frame size be set to 4096 bits. Thus, the number of minor frames per
second 15 {8 x 106 bi1ts/sec)/ (4096 bits/mnor frame). This product 1s 1953
minor frames per sec. Also, assume that there are 100 frames per major frame.
Thus, 195 3 major frames per second will also have to be processed by the WA.

Using the software estimates previously seen in Table 4-11, the BA
w11l perform approximately 100 operations {lines of code executed) on each minor
frame (1nput data accounting and quality checking) and approximately 200 operations
on each major frame. Thus, taking the products of the number of minor frames per
second (and major frames per second) times the number of operations per frame, we
have a total of:

mf op il 0Py - 5 operations
(1953 sec * 100 oF + {1953 sec X 200 i ) =2.34 x 10 <econd

The work load to perform the functions in the WA as a whole is approximately
2.34 x 10° operations per second {or 4.27 x 1076
typical minicomputer as profiled in Table 4-7 was shown earTier to be capable

of performing at a rate of 0.7 us per cycle (or 1.43 x 105 operations per second).
Since the operations to be performed are of the Load/Store type, one should

seconds per operation). A

multiply the cycle time by a factor of about 3 to make the cycle time effective.
Thus, the number of operations per second for the minicomputer 1s (3 x .7‘us)"1
which 1s 4.76 x 105 operations per second.

To formalize the above concept, it would be helpful to express analytically
the ratio of work to be done versus system capability, as "u". Thus, one of the
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tools to determine the acceptability of the candidate computation unit 1s a deter-
mination of the system utilization {u} factor. The relationship can be expressed

as:
r. r.

(2 x2) (5~ ¥

u =2 HF x 100

1
fxec
Where:
_u = computer ut1lization (%)

ri= input data 1n Mb/s.

S~ Size of a minor frame in bits

SME™ Size of a major frame in bits

j = total number of lines of code executed for each
minor frame of data

k = total numbew of 1ines of code executed for each
major frame of data

© f = multiplicative factor {to convert cycle time to

instruction time)

¢ = cycle time 1n seconds of candidate ©PU

And: SMF = n(smf)
Where: n-= inteéer number of minor frames per major frame T

For ease of data manipulation, the expression for u reduces to:
u = 100'C‘f°f‘i ( k )
—_— % J+ =
Suf n

Since the nature of the input data stream 15 not narrowly defined as
yet, it would be advisable to examine u with different factors being varied.
The above compact expression is obviously very sensitive to certain combinations
of driving factors. The objective 1s to determine the worst case which drives
up the system utilization. The factors that are relatively fixed are “c" at .7
us (from the minicomputer characterization section), "f" at 3 (to very closely

approximate load and store operations), “j* at 100 (best known approximation},
and "k" at 200 (best known approximation}.
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The expression for "u" can be simplified (just for the previous

case) to:
-6
g = (100) (7x10°7) (3)ry) (400 + 200y = 2351072 T4 .2
s n 5 _ (1)
mf : mf

Before searching for the worst case, u should be evaluated to establish
a baseline opverating point.

Typical values are as follows:®

Spf = 4096, 2048, 1024, 512 bits

ry = 8, 12, 20 Mb/s
n = 100, 50, 10

Table 6-2 provides a range of values for “u" as a function of s v,
and 1. As can be seen from Table 6-2, as the input data rate goes up, so
the number of processors to handle the work goes up, and as the buffer size
(the minor frame size) goes up, so the amount of work to be dons goes down.
Additionally, the number of minor frames to a major frame has relatively little
effect on changing the magnitude of utilization factor. (i.e., it takes the

form of 1/n). Table 6-2 is presented graphically 1n Figure 6-9.

The next step is to determine the size of the buffers in each WA
subunit. As will be seen 1n the next section, it will be wise to set the buffer
size to some value between 10 and 13K bytes. This range of buffer size w11l
permit the WA to interface easily with either disks, MSS' (1ike the Terabit},
or HDT. As shown earlier, disks operate efficiently when data 1s sent to-them -
in units as close to a data track. (The Terabi1t system uses disks to stage data
onto and off of its magnetic tape. Additionally, the Terabi1t system's best unit
of data transfer to magnetic tape is ten times a 3330 data track).

To summarize, the WA can be defined 1n terms of hardware and capital
expenditure as shown in Table 6-3. Using the information in Tables 6-2 and
6-3, an illustration showing the projected system (WA only) costs are presented
in Figure 6-10 as a function of input data rates. A detairled block diagram of
the WA 1s found on Figure 6-11.
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Evaluation of the expression.

u = 100-C-f-r'_i ( . _I_<_)
s 37 h
mf
where: ¢ = .7 us
f=3
J = 100 operations per minor frame
k = 200 operations per major frame
and.
Y5 | Swf n u s Sof n u
(Mb/s)| {b1ts) (%) |itMb/s) | (bits) - (%)
8 512 10 393.8 20 512 10 984.3
8 512 50 341.3 20 512 50 853.3
8 512 100 334.7 20 512 100 836.8
8 | 1024 10 196.9 20 1024 10 492.3
8§ |[1024 50 170.6 20 1024 50 426.5
8 1024 100 167.3 20 1024 100 418.4
8 2048 10 98.4 20 2048 10 246.0
8 |2048 50 85.3 20 2048 50 213.3
8 | 2408 100 83.7 20 2048 100 209.2
> 8.1409 10 49,2 20 40396 10 123.0
8 | 4096 50 42.7 20 4096 50 106.8
, 8 14096 100 41.8 20 4096 100 104.6
12 512 10 590.6
12 512 50 512.0
12 512 100 502.1
12 | 1024 10 295.4
12 | 1024 50 255.9
" 12 1024 100 251.0
12 | 2048 10 147.6
12 | 2048 50 128.0
.12 {2048 100 125.6
12 | 4096 10 73.8
12 | 4096 50 64.1
12 | 4096 100 62.8

TABLE 6-2. BUFFER ANALYZER UTILIZATION FACTOR
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Work Assembler Attribute: Parameter | Units Projeﬁffd Cost

- -

¢el

Number of Identical WA A 18 Not Applicable
Subunits

Number of Bytes in Each

WA Buffer B 3 Not Applicable
Number of Buffers in Each 1

WA Subunit C 10 to 13K Not Applicable
Number of Buffer Analyzers D 1 to 18 $46K ea.2

Total Buffer Costs® Not Applicable Not Applicable $5,616 to $8,9124
Misc. Hardware Not Applicable 1 $10,000

Total System Cost Not Applicable 1 20K+ (D)($46K)5
Notes:
1. Costs are based on 13K bytes

Average price for minicomputer surveyed
(3 buffers/unit) x (18 units/sys) X (13K bytes/buffer) = 702K bytes/system = 5.62 x 106b1ts/system

4, At .1 cents/bit (= $.001.b1t = $10_3/b1t): 5.62 x 106 X 10'3 = $5,616, If 4096 b1t RAM ICs were
used at $6.50 each; then (5.6 x 106 / 4096 =) 1372 x $6.50 = $8,912,

5, Total buffer costs (almost 5101<) + Misc Hardware ($10K) = 20K

TABLE 6-3. DETAILED WORK ASSEMBLER COSTS
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6.2.2 MSS Considerations

The next step is to consider what possibilities exist for the MSS. Under
NASA/GSFC contract NAS5-24033 Mod 51, ORI submitted a technical report on 28 June
1976, entitled "Interfacing a High Density Tape Recorder (HDTR) to a Disk Unit."
This report presented a detailed study of techniques for interfacing a synchron-
ous data device with a high capacity disk unit. The specific synchronous device
constidered was a nigh-density tape recorder (HDTR). An HDTR 1s not a stop/ o
start device such as a standard 7 or 9 track computer compatible tape (CCT) drive.
A CCT can stop and start within .6 i1nch interrecord gaps, thus greatly facilita-
ting buffer design and timing for the data transfers. However, an HDTR once
started continues to run and transfer data synchronously. It does not have the
fast stop/start capability of a CCT. Even though the study Tooks at the HDTR as
the 1nput data source, the technical thrust of the report concerns itself with
how a disk imposes 1ts requirements in buffering and timing. It is permissible,
therefore, to consider the HDTR as being equivalent to the Work Assembler. (WA)
since the WA was previously designed to drive a device 1ike a disk.

The disc unit considered was of the IBM 3330 type. A1l the disk para-
meters and example problems in the report were based on 3330 parameters, such
as rotation speed, head step times, etc. However, the characteristics of any
other moving head disk unit could be substituted in the developed equations 1f
the user wishes to use a different type disc unit.

Likewise, although the synchronous device considered 1n the study was an
HDTR, the material contained in the study 1s applicable to any synchronous
device. For example, this material would be useful in establishing a data
transfer system between a disk and a laser beam image recorder.

Specifically, the HDTR/disc interface consisted of a 3argé buffer con-
structed of computer memory. A computer with sufficient memory and software
to control the buffer operation 1s used to interface the HDTR controller and
the disk un1t controller.

Two buffer schemes were found to be practical:

] Double Buffer. Data is written into one buffer while
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data 15 read out of the other buffer. The
buffers are then interchanged.

s Ro111ng Single Buffer. Data 1s written into a read-
out of the same buffer continuously. Care must be
taken that the write and read data Tocations do not
overrun each other.

In general, a buffer wi1ll hold enough data for 2 or more disk tracks.
The data throughput rate w11l be maximized for 1increasing buffer size, increas-
1ng number of words per disk track, and increasing number of disk tracks per
buffer. For a fixed buffer si1ze, the maximum throughput rate results from

1ncreasing the number of words per disk track and reducing the number of disk
tracks per buffer.

The transfer system 1s transparent to the data format. Thus, there 1s
no need to make the number of words per disc track a multiple or submultiple of
the data magjor frame size, since the data major frame format 1s purely a soft-
ware format. (The HDTR data 1s fully synchronous.)

Data transfer 1in both directions was considered. The throughput rate
is independent of the direction of data flow.

Several different disc data formats were also considered; fixed-sec-
tor start and staggered sector start. The Tatter 1s usually preferable from
the point of view of throughput rate.

Table 6-4 summarizes the salient findings of this study.

If 3330 type disks were used in the SOPS, the most convenient scheme .
would be to collect "orbit" groups of data. Given 5 X 1012 bits/mission, assume
approximately 100 orbits/mission. This implies approximately 5 X 1010 bits/orbit,
or 0.63 x 1010 bytes/orbit. Since a 3300 disk unit holds about 83.9 x 106 bytes,
the product of (0.63 x 1010 bytes/orbit) / (83.9 x 10° bytes/un1t) yields 75.09

disk units/orbit. This, for obvious reasons, rules out 3330 type disks.

The next option centers on using HDT's as the MSS. Since an orbit's
worth of data 1s approximately 5 x 1010 bits, and since a reel of HDT can hold
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L21

TABLE 6-4. DISK & HBTR INTERFACE ATTRIBUTES

A | Total Buffer Size (Bytes) 32768 65536

B Bytes/Disc Track 4012 8024 10752 4012 8024 10752
c Disc Tracks/Buffer 8 4 3 16 8 6
D{ Data Throughput (Mb/s.) 3.39 3.54 3.64 3.82 4.02 4.14
E Disc Utitization (%) 84 84 95 84 84 95
Note:

A=Bx C (i.e., Total Buffer S1ze = (Bytes/Disc Track}*(Disc Tracks/Buffer)



approximately 1.4 x 100 bits, the product (5 x 1010 bits/orb1t) / (1.4 x 1010
bits/reel) yields 3.57 reels of HDT/average orbit. This option 1s further
enhanced when one considers that the HDT can handie a data rate of up to 20
Mb/s.

To determine the best way to handle bursts of high-rate data, assume a
worst-case burst at 50 Mb/s for 10 minutes. This hypothetical worst-case burst
represents (60 x 106 x 60 x 10) 3 x 1010 b1ts of high rate per orbit! This could
represent up to (3/5) 60% or an orbit data group. To transfer this volume of
data (originally entering the SIPS at 50 Mb/s ), a slow down of only (20 Mb/s)/
(50 Mb/s) 1 to 2.5 1s reguired to capture 1t from the DCS's tape recorder.
Thus, if the biggest burst of 10 minutes occurs, 25 minutes of SIPS playback
time 1s required. Since an orbit's worth of data will occur during 70 to 80%
of the projected 100 minute interval, aSIPS Tull period of between 20 and 30
minutes per orbit could easiiy be utilized for recording the high-rate data for
better use, and any unprocessed data could be eas1ly deferred until the next
Tull.

Operationally, 1t would be advantageous to keep the high rate data on
separate reels (3 x 1010 bits/orbit) / 1.4 x 1010 bits/reel) = 2.14 reels/orbit
SO0 that during deferred output processing, this data base can be merged.

-

Two parameters {viz. G and H) and the resulting costs have to be
der1ved before comparing HDTR to devices 1ike the Terabit System. The two
parameters are (G) how many MSS units are required and (H) how many bytes of
storage are 1n each unmit.

For the recording HDTR's it appears that G equals 3. Two units shouild
be on-line all of the time, and a third unit should serve as a spare on-line
unit. The data rates would be no probiem because each HDTR could handle up to
20 Mb/s. H would be equal to 1.4 x 1010 b1ts, as previously discussed. (For
the sake of completeness, 1t will be shown later that 2 HDTR's plus 1 spare
HDTR are required for playback. Thus, the total number of HDTR's w111 equal
5 (G=5).

With a device such as.the Terabit System, the primary limiting
factor restricting its easy utilization 1s the input data rate - at best 9 6 Mb/s,
(instantaneous} and realistically 5.6 Mb/s. If the average incoming data rate
were 9 Mb/s., at least two units would have to be connected to the WA. Operationally,
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this would not be any problem since the WA output 1s easily switched. Because
the Terabit system uses tapes that hold 46.8 x 109 bi1ts, one orbit's worth of
data would be held on (5 X 1010 bits/orbit) / (46.8 x 109 bits/reel) 1.07 reels.
(This 1s clearly an advantage over HDTs.). Therefore, one would have to have 2
units plus 1 spare on-line for recording. (As 1n the case of HDTRs, 1t would
be required to have 2 additional output units plus 1 spare--a total of 5 units.)

The tradeoff between the two appears to be straightforward in favor of
HDTRs. For the price of just 1 Terabit System (approximately $1.5M), one could
obtain at Teast 13 HDTRs plus 13 bidirectional SCIs (13 x (70 + 40)K = $1.43M).
The proposed intermediate MSS should contain five (5) HDTRs plus five (5} SCIs
(5 x (70 + 40) = $550K). It 15 also recommended that a small disk (the si1ze of
which has not been determined) be present to facilitate quick-look and future
POCC requirements. The proposed MSS 1s 11lustrated in Figure 6-12.
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6.2.3 Qutput Processor

At this point 1n the processing system we have the following:

9 A precise (byte-by-byte) map of all experiment
(and ancillary) data

0 Quality control information that may have come in
at some time after reception and intermediate storage
of experiment data

(] Uniform work units (same size)

9 High-rate bursts of data (both overlapped data
that was recorded and transmitted latter; and high
bit rate experiment data ) blocked 1nto uniform work
un1ts

A1l of the preceding allow for an output processor configuration as
illustrated in Figure 6-14. As shown, 1t 1s highly medular, flexible, and
resistant to singte-point failure. A general data walkthrough is presénted
in the following paragraphs, which are followed by detaiied design considerations.

Blocks (or work units) of data are transfered from the HDTRs (units
1 through G) to waiting memories (units 1 through L) via a DMA channel. Since
the exact decommutation map 1s known, ncoming data can e1ther be decommutated
upon entry, or the entire work unit can be buffered and decommutated as scon
as the CPU (units 1 through K) set up the memory-to-memory operations. The
decommutation process takes place with the creation or buildup of experiment
unique data buffers. As soon as a conveniently large experiment data file 1s
assembied, the experiment file 1s sent to a staging disk. When a sagnificant ——--
amount of expertment data is built up on the staging disk, an output data
product 1s written.

To set broad operations Timits, 1t shall be assumed that 5 x 1012 bits/
mission are to be processed. With approximately 100 orbits/mission, then
5 x 1010 bits/orbit is derived. If this data were to go through the facility,
{(viz. the output processor) in about 100 minutes (100 minutes/orbit), then the
statistical data note would be (5 x 10*0 bits/orbit)/(100 x 60 sec/orbit) =
8.33 Mb/s. It would therefore be prudent to design to at least 16 Mb/s
(on 20 mb/s.) to allow for adequate operator rest periods, repairs, etc.
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Detailed Data Flow

A set of HDB containing a set of orbit data are selected and mounted .
for playback. The data are on between 4 and 6 reels {normally 3.57 reels) All
of the reels except one or two contain the regular low and medium-rate experiment
data. The regular data for example would be played back on HDTR #1 and the high-
rate burst data on HDTR #G. The RM would set up the playback of high-rate data
so that 1ts data would be placed approximately 1n the GMT time slot and so that
the removal of cverlapping data and chronological ordering functions couid be
performed. This 1s 11lustrated 1n Figure 6-15. The intent at this point 1s to

“11ne up work units for processing so that a minimum amount of data handiing 1s
required.

For this study, 1t 1s not known how the experiment data will show up on
SIPS 11ines. To 1nsure a robust SOPS design, one must then formulate a reasonable
set of worst-case situations. In Table 2-1, & hypothetical experiment mix is
given. Line assignments can be made according to two different schools of
thoughts. The alternatives are:

I. - Assign all high-rate experiments to separate Tines
- Assign all medium-rate experiments to separate T1nes
- Assign Tow-rate experiments to separate Tines
- Spread out all remaining experiments uniforﬁ?y—aver
all used Tines.
I1. - Assign all experiments to the minimum number of 1ines

- so tong as the maximum bandwidth 1s not exceeded.

The advantages and disadvantages of each alternative need not be
presented here: the first option would have 48/18 = 2.67 experiments per 1ine
and the second could have as few as 3 or 4 Tines active and consequently up to
42 or 44 experiments on one Tine. Table 6-5 . presents a hypdthet1ca1 mix with
the worst attributes of both approaches, In this table, each Tine 1s active
at least 50% of the time, and since the two "A" experiments only occur at most
5% of the time, the very Tow-rate experiments {which collect data 100% of the
time) are also assigned to Tines 1 and 2. Even 1f all "E" and "F" experiments
were on at their highest rates, they would only represent [(10 x 0.1) + (20 x
0.01) = 1 + 0.2 =] 1.2 Mb/s. Thus the memory system would be illustrated as
shown 1n Figure 6-16.
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TABLE 6-5

A HYPOTHETICAL DISTRIBUTION OF EXPERIMENTS OVER

18 SIPS LINES

SIPS OUTPUT gﬁiﬁ?%“g o A TiE ON gﬁ%ﬁz%ﬁ%iﬁ?{mm
DATA LINE STPS LINE
CLASS EXPERIMENT (Hb/s)

1 1A + 10F ¢5 + 100 30 ;3 (10x.1=)1
2 1A + 20F <5 + 100 30, (20 x .01 =) .2
3 18 < 10 10

4 18 <10 10

5 18 < 10 10

6 18 <10 ° 10

7 1c 100 1

8 1c 100 1

9 1c 100 1

10 1c 100 1

11 1D < 50 1

12 1D < 50 1

13 1D < 50 1

14 1 < 50 1

15 1D < 50 1

16 1D < 50 r -
17 10 < 50 1

18 1D < 50 1
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The next step 1s to examine the attributes and functions of the "L"
memories as shown 1in Figure 6-14. If these memories are 1inked to the "K"
CPU's (K does not necessarily equal 1), the maximum I/0 Rate (as selected from
Table 4-7) 1s (2.5 M words/sec. x 16 bits/word = 40 Mb/s.) It should be
pointed out that this value 15 a computed coverage, and many mini-computers (for
example) could be faster.. In general, the I/0 rates can be expressed as.
R = R

+ R R

DMA IN T Sout T “ovERHEAD
where: Roma = DMA channel rate ( 40 Mb/s)
Ry = Input channel rate ( 20 Mb/s)
Ry = Output channel rate ( 20 Mb/s)

It has been found 1n past experiences that ROVERHEAD can amount to up

to 10% of RDMA 1 most good memory systems. Thus for a steady state situation,
RIN = ROUT = 18 Mb/s. This would appear to Timit the size of the memory subsys-
tems. So that the proposed design may accommodate this constraint, movement

of data in the memory subsystem must be understood.

Each buffer 15 fully packed with a "set” of data. Upon entry into
the memory (as shown 1n Figure 6-17), data elements a4 through a, are mitially
set Tnto buffer number 1 with data elements bl-bb2 and ¢ Coe These three
groups must be separated (decommutated) into their own separate buffers (1, 2,
and 3 as 11lustrated in Figure 6-17). The next data group may or may nok contain
the next buffer group. Therefore, 1t must take less time to process and
handle a data block than to eirther write or read these data elements. The

time to process a memory-to-memory operation can be defined as:

. 8
Tp N )
Tp = process time
f = multaplicative factor (to convert cycle
time to a memory to memory move instruction)
¢ = cycle time.
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Let =1, 1.5, 2, 25, or 3 and
¢ = 0.7 x 1076 sec
Then for f =1 and
c = 0.7 yps
b1t
T = bytfs sec = 11.4 x 107 pits/sec
1 x .7 x 10 m’é‘
for f=1.5 Tp = 7,62 Mb/s
for f=2.0 Tp = 5.21 Mb/s
for f=2.5 , Tp = 4,57 Mb/s
for f=3.0 ; T!:J = 3.81 Mb/s

It is evident from the above computations that the candidate memory/h
CPU must be as fast as possible on a memory-to-memory instruction. (For a
point of interest, if TP = 20 Mb/s, and ¥ = 2, then ¢ would have to equal
0.2 us). Another approach to this problem would be to have high-speed, solid-
state (RAM) devices as used 1n the WA.

It appears that the only safe way to be prepared for any mix experi-
ments 1s to double-buffer 18 Tines and triple-buffer each experiment to ensure
compatible HDTR - DISK 1nterfacing. At 10752 bytes/buffer then ((2 x 18) +
(3 x 48)) x 10752 bytes = 1.94 x 10° bytes (which also equals 15.48 x 10° bits).
At 0.1 cents/b1t this buffer would cost $15,480, and at .01 cents/bit, this
buffer would only cost $1,548.
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The output processor CPUs {1 through k) as 11lustrated 1n Figure 6-14
shall perform the following operations on data within the previously discussed
memories:

OQutput data accounting
Quality checking
Decommutation

Data Store

Time Validation
Overlap removal

Data f111

Memory ancillary

@ © o < & O & o

It would now be appropriate to consider the type of computational umit
used 1n the Work Assembler, i.e., the average minicomputer as specified n
Table 4-7.

The workload for the output processor was specified eariier 1n
Table 4-11 and 1s summarized below:

Estimated 11nes of code executed per:
Function m.f. M.F. Orb.G. Exp. File

Output data accounting 50 100 5000 x E 50,000

Quatlity check 50/200 }50/200 500 x E 5,000
Decommutation 50 0 0 0

Data store 0 0 50000 x £ | 10,000
Time Validation 75 0 0 0
Overiap removal 0 0 20000 x E 0

Data i1l 0 0 5000 x E 10,000
Merging ancillary data 0 0 5000 x E 0

Subtotals 275 200 40500 x E 75,000
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The above concept can be formalized analytically as "u", to

express the ratio of work to be done versus system capability. Thus, one

of the tools to determine the acceptability of the candidate computa-
tion unit 15 a determination of the system utilization (u)} factor. This rela-
tionship can be expressed as: )

Where-

And:
Where:

iox ok + Ei_ x 1 ) + (TE_ X m)
s 506 SEF x 100

=
5"~
—.'1
=
.
e
+
/'—-\
—

1

u = computer utilization (%)
r, input data 1in Mb/s.

S~ size of a minor frame in bits
Syp = S1ze of a major frame 1n bits

J = total number of Tlines of code executed for
each minor frame of data

total number of Tines of code executed for each orbit group
total number of 1ines of code executed for each experiment file
Soe” size of an orbit group in bits

SgE™ size of an experiment file 1n bits

k = total number of lines of code executed for each major frame
_of data .

1
m

f = multiplicative factor (to convert cycle time to instruction time)
c = cycle time 1n seconds of candidate CPU
SvF = " Spr

n = integer number of minor frames per major frame

For ease of data manipulation, the expression for u reduces to:

u=100-c-f-r1.1_<3+%>+;_ +%:\
St 0G EF

Because the nature of the input data stream 1s not narrowly defined

as yet, it would be advisable to examine u with different factors being

varied.

The above compact expression cbviously 1s very sensitive to

———
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certain combinations of driving factors. The objective 1s to determine the worst-

case which drives up the system utilization. The factors which are relatively
fixed are "c¢" at .7 us {from the minicomputer characterization section), "f" at
3 (to very closely approximate load and store operations), "3" at 275 (best
known approximation), "k" at 200 (best known approximation), "1" at 40,500

x E (best known approximation), and "m" at 75,000 x E (best known approximation).

The expression for "u" can be simplified (Just for the previous

case) to:

=
"

smf

il

+ 40500 x 48 x 75000x48

m

(100)(.7 x 107%)(3) r. []_ (275 + 200

)

5 x 3010

(21x10h v [1 (275 +200) + 7.3 x 107
Sm_f_- m

5x101¢/4

Before searching for the worst case, u should be evaluated to establiish

a baseline operating point.
Typical values are as follows:

S = 4096, 2048, 1024, 512 bits

"

n

8, 12, 20 Mb/s
100, 50, 10

Table 6-6 and Figure 6-x 11Tustrate these findings.
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TABLE 6-6.

OUTPUT PROCESSOR UTILIZATION FACTOR

i Smf n u i mf n u

(Mb/s) | {bits) (%} |(Mb/s) | (bits) (%)

8 512 10 968 20 512 10 2420

8 512 50 915 20 512 50 2239

8 512 160 908 20 512 100 2272

8 1024 | 10 454 20 1024 10 1210

8 1024 | 50 457 20 1024 50 1144

8 1024 | 100 | 454 20 1024 100 | 1136

8 2048 | 10 242 20 2048 10 605

8 2048 | 50 228 20 2048 50 572

8 2408 { 100 | 227 20 2048 100 | 568

8 4096 | 10 121 20 2048 10 605

8 4096 | 50 114 20 4096 50 286

8 4096 | 100 | 113 20 4096 100 | 284

12 512 10 1452

12 512 50 1373

12 1024 | 100 | 682

12 2048 | 10 363

12 2048 | 50 343

12 2048 | 100 | 341

12 4096 | 10 181

12 4096 | 50 172

12 4096 | 100 | 170
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TABLE 6-7. OUTPUT PROCESSOR TITLE COSTS

Projected Cost
($)

Attribute: Parameter Units
Number of Identical Buffers L Not Applicable
Number of Bytes in Each
Buffer 10K

Not Appiicable

Total Buffer Costs3

Not Applicabie

Not Applicable

(45,616 to $8,912%)
Approx. $10,000

Number of OQutput Processors K 2 to 241 $46K ea.’
Misc. Hardware Not Applicable 1 50,000
Total System Cost Not Applicabie 1 60K + (K) ($46K)5

Notes:

1. Estimated range

2. Average price for minicomputer surveyed
(3buffers/unit) x (18 units/sys) x (13K bytes/buffer) = 702K bytes/system = 5.61 x 106 bits/system
At .1 cents/b1t (= $.001.b1t = $1073/b1t): 5.62 x 10° x 1073 = $5,616. If 4096 bit RAM IC's were
used at $6.50 each; then (5.6 x 106/4096 =) 1372 x $6.50 = $8,912.

5. Total buffer costs (almost 10K) + Misc. Hardware ($50K) = $60K




Lyl

{NPUT DATA RATE {Mb/s )

]
[=]

i
o

=
[=2]

-2
Y

-
N

-
=]

FIGURE 6-19.

COST CURVES FOR OUTPUT PROCESSOR



Staging Devices

As 11lustrated earlier in Figure 6-14, a number (T) of devices are
required to stage the output data files for either 1600 bpi, 6250 bpi, HDT, or
communication 1ines. As buffers become ready from the "L" memories (as shown
in Figure 6-14), the buffers should be placed 1nto various staging positions
so that an experiment data file can be conviently built up. One major candi-
date for this role would be a Targe disk. It will be assumed that a good start-
1ng point would be to consider the type of disks as highlighted in Table 4-8.

Since the buffering of data and the operations on 1t are essentially
transparent when the output processor 1s 1n operation, the minimum number of
discs required to sustain the system throughput would be defined as-

R

T=_MR

Row

where:

T = number of disk units

RMR = Maximum total data rate from all MSS devices
being read into the output processor

RDw = Maximum sustained write rate of a single disk

where:

Ry =P

o = PMax - Por
RDR = Maximum sustained read rate of a single disk

RMAX = Maximum sustained total I/o rate of a singie disk

Based on data entries in Table 4-8, the range of sustained data rates
(RDw + RDR) for 3330 type of disks is between 2.6 and 4.5 Mb/s. If no overflow
or underflow is a set design goal, then RDN‘g 2,25 Mb/s E‘RDR. Figure 6-20
111ustrates the relationship between RMR and T. The figure does not reflect
consideration for spares.

As illustrated in Figure 6-20, two seis of curves are illustrated--
a computed "T" curve and a practical "T" curve. For example, at 8 Mb/s., the
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computed value of T 1s 3.56, thus requiring T to be rounded up to 4. Attention
1s drawn to the point when RMR equals 16 or 18 Mb/s. Due to rounding up at
16 Mb/s., one automatically obtains the capabil1ty to handle 18 Mb/s.

These values are translated n dollar amounts 1n Figure 6-21. For an
absolute minimum system curve, ABCDE could be considered. It uses the minimum
number of controllers and disk drives. It appears worthwhile to consider using
two controliers, especially when the 16 Mb/s. operating point is approached.
This cost-curve is FCDE, as shown 1n Figure 6-21.
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6.2.4 Peripheral Pool (Output)

Three sets of output peripherals are required:-

® Dual density magnetic tape recorders (1600/6250 bpi)
2 High dens1ty tape recorders
e 56 Kb/s. communication equipment

The cost and performance of these devices were presented earlier in Table 4-8.
Because of given output product distributions, 1t 1s probable that during
significant portions of time, only 1600 bpi tapes would be produced. This implies
an I/0 rate Timted to 2.56 Mb/s.

For a facility to sustain any constant I/0 rate, pairs of tape transports
are required. Figure 6-22 11lustrates the cost curves for all magnetic tape
transports as a function of data rates that can be supported. Table 6-8 tabulates
the costs and data rates that can be supported with 1600 bpi transports.

The cost curves for 56 Kb/s. communication devices are not shown because
they would not be discernable 1n Figure 6-22. At (approximately) $3,000 per
communication 1ine, even ten units would only represent $30,000.
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TABLE 6-8.

CONTROLLERS AND TAPE TRANSPORTS

No. of Data
No. of 1600 bpa Costs Rate
Controllers | Drives | ($ 100K)| (Mb/s.)

1 2 .986 2.56
1 4 1.58 5.12
1 6 2.18 7.68

1 8 2.78 10.24

2 10 3.77 12.84

2 12 4.37 15.36

2 14 4.97 17.92

2 16 5.57 20.40

3 18 6.56 23.04
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6.2.5 Résource Monitor (RM)Reguirements

The Resource Monitor performs the following functions:
1. Accepts input scenario data _
2. Accept;;jnpyt maps of TLM
3. Performs scheduling for all resources

- Work_Assemblers
- Storage

- Output Processor
- Output Switch

4. Allocates and monitors resources to maintain schedules
5. Collects and stores input accounting data
6. Collects and stores output accounting data
7. Logs hardcopy of all accounting data
8. Prints all necessary forms for transmittal
9. Provides a query capabili1ty for system status
Figure 6-23 shows g generic RM. A detailed analysis of 1ts functions follows

1) _Accepnts inoui scenarig data.

This data 1s_proV1ded és_tape 1nput and 1s detined a priori.
It can be provided on an orbit-by~orbit basis, or it can describe a series
of orbits. Bastcally the data contained on the tape are-

% The experiments which will be on for the scenarmo
# The DCS lines fto which they will be connected

® The start and stop times of the experiments

» The ancillary data to be used by the experiments

2)  BAccepts input maps of TLM

Thi1s data is again provided as tape input and 1s defined a
priori, It should be provided for the overall mission and updated
1n the event of a real-time TLM formatchange. The data should contain:
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@ A description of the experiment TLM frame format, for all
experiments.

® A description of the TLM formats for all other data.
NOTE: These data should be byte-oriented.

3) Performs scheduling for all resources

Using the two 1nputs just described, the RM performs the neces-
sary algorithms to allocate units of work to each of the resources ~
within the SOPS and to ensure that the use of resources 1s maximized
and that a smooth workflow takes place. This 1s performed for the
specific scenario 1nput. The RM typically allocates buffers, storage
and output devices.

4) Allocates and monitors resources

Once a resource 1s allocated, 1t must be continuously monitored
by handshaking with the various portions of the system. Typically
this involves the foliowing functions-

8 Allocate a Uork Assembler to a DCS 1ine
Allocate a storage unit to the work assembler

e Allocate an output processor to this data, and define
the work to be done, e.g., what experiments to segregate,
what anci1llary data to compile etc.

Allocate output processor media by experiment

Obtain an indication of full buffers within the time
expected

@ Obtain an indication of Work Assembler work units complete.

Obtain an indication of output processing completed, and
o/p media written

# Record and flag any failures of work incompiete within
expected time (watch dog)

5) Collects and stores input accounting data

As the nput data 1s collected in the work assembien 1t will
gather 1nformation concerning the nature of the data. This information
will be returned to the RM for storage and 1s used to track the
resource performance. This data includes:
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@ The GMT for each frame

@ The experiment ID for each frame

¢ The number of bytes collected per frame

¢ The number and position of missing or known incomplete
frames

© The number of detected errors in each frame

The number of frames collected per unit time
The total number of frames collected per scenario

6) Collects and stores output accounting data

As the data 15 processed 1n the output processor and passed
to the output media, the output processor collects information, which
15 then passed to the RM. This data includes:

Start and stop times in GMT

Number of frames processed for unit time

Total number of frames processed for an experiment
Number and position of overlapped frames found
Number and position of filled frames

Time vaiidation errors

Number of tapes written by experiment

Amount of data transmitted over 1inks per unit time

e & 2 & ® © 9 o

7) Logs hardcopy of all accounting data

A1l of the above data are made available in hardcopy.

System performance data 1$ also hardcopied.

8) Prints all necessary forms

Using the above data, any forms that must be transmitted on tape
to the experiment can be printed automatically.

9) Provides a query capability

A11 the data that 1s retained with the‘system should be made
dvailable interactively, via alphanumeric keyboard displays.
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6.2.5.1 Configuring the RM

+

The resource monitor performs three major functions

» Schedules resources
9 Monitors resource performance
] Collects and displays accounting data

Thus, the RM can be i1lustrated functionally in Figure 6~24. Each of
the three functions is shown as a separate box.

Figure 6-24 shows a schedule processor whose function 1s to allocatze
resources for the various scenarios. It uses the input data provided. The
resources allocated are then communicated to the schedule monitors whose function
1s to track the performance of the resources and to relay accounting data to the
data collection processor. The schedule processor also stores its telemetry format
data on the disc for use by the collection processor.

The collection processor maintains the accounting data, prints hard
copy, and provides interactive query capability. There are defined J schedule
monitors. The number of these required is a function of resources monitered, the
type of machine used, and the actual amount of information to be fed through
them.

It 1s necessary to compute the number and size of processors that would
be required to perform the RM functions for each of the data flows defined for
the main processing facility. Prior to this computation, the operations of the
RM must be described.

6.2.5.2 RM Operations

The scenario of operations for the RM 1s defined 1n the following way.
The scheduling of resources 1s performed statically. The data is provided to the
monitor "off 1ine", and resources and operations are scheduled before the opera-
tions begin. Figure 6-25 shows the order 1n which the data 1n 1nput, and Table
ﬁugﬂ shows the types of data used and the expected output products. This 1ndi-
cates that the system is not dynamically reconfigured but 1s mainly conficured
prior to mission start. It is within only the slacker processing times that a new
scenario 1s introduced.

159



091

SOURCE INFORMATION
e TELEMETRY FORMAT DATA

o SCENARIO DATA

s SOURCE DATA

e ACCOUNTING DATA

s SCHEDULE DATA

e SCHEDULE
DATA

e STATUS
REPORTS

o TRANSMITTAL
DATA

6250 bpt

SCHEDULE
PROCESSING

ACCOUNTING
DATA COLLECTION
AND QUERY

\_/_ |

[\

INTERACTIVE
QUERY CONSOLES

A SCHEDULE
MONITOR

SCHEDULE
MONITOR

J

j SCHEDULE MONITORS

FIGURE 6-24.

RM CONFIGURATION



191

MISSION

START
SYSTEM TELEMETRY SCENARIO SCENARIO SCEMARIO

‘ GENERATION MAP ONE Tié 1

N N

]

ORBIT N ____‘l

BLACK
TIME

FIGURE 6-25. TIMELINE FOR INPUT DATA TO RESOURCE
MONITOR, FOR USE IN SCHEDULING



TABLE 6-9. WORK ACCOMPLISHED AT RESOURCE MONITOR

CONFIGURATION STEPS

INPUT
DATA DATA QUTPUT DATA
TYPE CONTENTS
SYSTEM Describes and Quantifies Listing of System Components|
a11 Resources: with assigned labels.
o Computers (Addresses, etc.)
o Disks
8 Tapes
¢ Buffer Sizes, etc.
TELEMENTRY Describes the contents
MAP of all experiment and
TLM formats
SCENARIO Describes the experiments In combination with che
DATA and other data which will system data & TLi1 Map pro-

be on and coliected for

the desired orbit, orbits,

or other period of time

duces a schedule Tist 1n
hard copy, showing:

o Assignment of tapes
to experiments

9 Expected 11me of tape
compTletion 1n chronolo-
gical order

8 Work orders to operators
and assignments

¢ Transmittal orders for
completed tapes

s Data trace checkpoints
Non Hardcopy
e TLM Maps to Resources

o Assignment & Interconnec-
t1on of system components
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A scenario 1s defined as the description of an orbits' worth of data.
This 15 consistent with the SOPS facility scenarios previously described. How-
ever, such a definition 1s not mandatory. A scenario could be described as a
number of orbits, or as a time 1interval. The RM functions would remain unchanged,
only the parameter keys would differ, and that difference would have no 1mpact
upon system operation.

6.2.5.3 Sizing the RM

The RM must be capable of performing 1ts functions for both of the data
flows being considered. The heaviest workload imposed upon the RM 1s maintaining
resources and collecting accounting data. As previously explained, this 1s the
only real-time function undertaken. Thus, emphasis 1s placed upon this function.

To faci1litate a discussion of both data flows, the SOPS can be considered
as two parts, a front-end, and a back-end processor. {This 1s consistent with the
previous diagrams). Because both processors are considered to perform the same
type of work, a single set of computations will suffice for both. Computations will
therefore be performed only for the front-end processcr work. A multiplying
factor of 2 will translate the results into terms appropriate to the back-end.

In order to establish a base 1ine set of parameters, s1zing is performed
based on a variable number of bytes transferred per buffer, with a variable number
of operations being performed on each byte.

Thus, 1t 1s possible to derive utilization factors based on various
data rates. All that 1s required then 1s to pick an operating point for
processor utilization given an 1nput rate.

At the same time, the volume of accounting data required to be stored
on-Tine and archived, is computed for a chosen operating point. (A change of
operating point requires onily a simple recomputation of volume, and a decision
cancerning the cost-effectiveness of the storage media required to maintain this
volume). The computations follow.

For each buffer accounting, data is collected. We w11l collect N
Hytes of data.

R,
Buffer rate = g%-buffers per sec
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where R1 = input rate 1n MB/s
B = buffer size 1n bytes
8 = number of bits in a byte
Therefore, rate of collection of data =NR1 bytes/sec. Now let us perform P

operations on each byte. Therefore, wesﬁave %%B-operat1ons/sec.

The capability of a machine with 0.7 vs cycle time at an average of
3 cycles/operation is 2.1 vs per operation or 4,76 X 105 operations per second.

The utilization factor of a machine 1s described as

- Number of operations/sec to be performed
U= 100 x % .
capabil1ty 1n ops/sec

So that in this case we have

PNR.i
U = 100 x —g-g—' %

4.76 x 10°

1100 PAR_
%

88 x 4.76 x 10°

5

2.63 x 10~ PNR,

B
Now the buffer s1ze (B) is fixed at about 10 Kbytes

2563 x3107°
10 x 10°

[ wend

PNR,i %

2.63 x 1072

1

PNR1 %
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We will now compute U for various combinations of parameters, thus

P (number of ope\r*a’mcms)/byte =1, 5, 10, 20
N {number of bytes)/buffer =1,2,4,8
2, 12, 20 Mb/s.

R1 (1nput rate)
The following values are computed.

TABLE 6-10. RH UTILIZATION

N P o U {% ut1lization)
Bytes Ops 8 Mb/s 12 Mb/s 20 Mb/s
1 1 2.1 x 1072 3.16 x 1072 5,26 x 1072
5 1.05 x 1071 1.58 x 1071 2.63 x 107!
10 2.1 x 1072 3.16 x 1071 5.26 x 1071
20 4.2 x 107} 6.31 x 107} 1.05
2 1 4.21 x 107 6.31 x 107°  [7T.05 % 107
5 2.1 x 107 3.16 x 1071 5.26 x 1071
10 2,21 x 10°% 6.31 x 1071 1.05
20 8.42 x 107} 1.26 2.1
4 1 8.42 x 107° 1.26 x 107% 2,10 x 1071
5 4.21 x 107} 6.31 x 1071 1.05
10 8.42 x 107! 1.26 2.10
20 1.68 2.52 4.21
) 1 1.68 x 1071 2.52 x 107% 4.21 x 1071
5 8.42 x 1071 1.26 2.10
10 1.68 2.52 4.21
20 3.37 5.05 8.42

These values are plotted in Figures 6-  through 6- for the
various Ri'S with both P and N as parameters.
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These curves make it apparent that for either low byte rate or Tow
operations, a single processor is capable of performing both input and output
accounting functions.

If, for example, the 1nput data rate to the front-end processor was
8 Mb/s and we wished to collect 8 bytes per buffer and perform 20 operations
per byte, then the util1zation would be 3%. And if the back-end processor rate
were 20 Mh/s and we collect 8 bytes with 40 operations, the utilization is 10.5%
for a total of 13.54. Thus, from Figure 6-24, 3] reduces to one, which leaves
sufficient computing capability to handle the other functions within the same
machine.

In the above example, we:.collected a total of 16 bytes/buffer so that
the volume of data collected 1s:
v = # buffers/mission x Nbytes/buffer
= 6.25 x 107 x 8 bytes

= 109 bytes

Number of bytes collected or 5
per orbit 6.25 x 107 x 8 bytes

5 x 10° bytes

I

Now, 1f a 3330 disc 1s used for on-1ine storage, then we can maintain

200 x 106 orbits on 40 orbits and to retain this data on 6250 bpi tapes, we
"B x 100
will require:
109 bytes tapes/mission
1.5 x 168 bytes
= 6'6 tapes

The use of a single processor although possible, does have one major
disadvantage: single point failure, which can be catastrophic to the facility.
It is useful, therefore, to perform same computation directed towards 1mproving
processor processor utilization, and providing backup.

If there are two identical processors, one for 1nput accounting, and
one for output accounting and if the same buffer size is used in both cases, then
a redundant configuration can be arranged so that if one processor fails, the
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other could do both jobs. To achieve this, we will set the utilization at 50%.
This can be achieved by varying two parameters: work done per byte (P) and the
number of bytes extracted (N). Ultimately, the amount of data collected 1s
refiected 1n the amount of storage require to retain accounting data.

Therefore, let us use the P parameter curves, extract the various
values and N's 1nvolved, and then compute data volumes. The N values are
rounded to the closest multiplie of bytes.

p N = Number of bytes for 50% operation
0 8 12 20
ps Mb/s Mb/s Mb/s
1 2048 1536 1024
512 384 256
10 256 196 128
20 128 96 64
Now 1t 1s given that the missionvol- =5 x 1012 hits
ume 11
= 6,25 x 107" bytes/mission
¥ .25 x 10° bytes/orbit

3

Now the buffer'é{ie is given as 10 x 107 bytes. Therefore, the number

6.25 x 1011 bytes/mission
10 x 103 bytes/buffer

of bytes collected per mission =

6.25 X 107 buffars/mission

or 6.25 % 105 buffers/mission

Now the number of bytes collected per mission = N X number of
buffers/mission or N x number of bytes/orbit.

The values of N from Table 6-10 are now substituted, and the results
obtaines are tabulted 1n Tables 6-11 and 6-12. We w111 now consider
the number of bytes collected per mission in relation to the total
number of bytes per mission as a ratio, 1.e., number of bytes/mission
divided by the number of bytes called per mission. These results are
plotted 1n Figure 6-32.
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TABLE 6-11.

NUMBER OF BYTES COLLECTED

P 9 Mb/s 12 Mb/s 50 b/
ops | PER MISSTON PER MISSION | PER MISSION
1 1.28 x 102 | 9.6 x 1010 | 6.4 x 1010
5 3.2x 1000 | 2.8 x10% | 1.6 x 10%0
10 1.6 x101% | 1.2x10!0 | 8x10°

20 8 x 10° 6 x 10° 4 x 10°

TABLE 6-12. RATIO OF MISSION BYTES
> —RATTO
0PS 8 Mb/s 12 Mb/s 20 Mb/s

5 19.53 26.04 39.06

10 39.06 52.08 73.08

20 78.13 _104.17 156.25
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Let us suppose now that we choose a ratio of 500:1 (i.e., for every
500 data bytes, there 1s one accounting byte for both input and output). To cal-
culate the data values only for input, we have:

# b¥tes collected per mission

6.25 x 1011
500

= 1.25 x 10° bytes/mission

= 1.25 x 10’ bytes/orbit = 12.5M bytes/orbit

Now the capacity of a 3330 disk 1s 200 x 106 bytes, and on one
drive, we can collect-

6
fﬁElii;Ul_s orbits of data
12.5 x 10

= 16 orbits worth of data

And for scenario #3, we require to retain only 3 orbits worth on
line.

Now if all of the data 1s archived on 6250 bp1 tape, then we require
for a capacity of 1.2 x 109 bits = 1.5 x 108 bytes.

1.25 X 109 tapes/mission
1.5 x 10°

= 8.3 reels

say, 9 reels, which 1s a reasonable number.

And 1T we now also consider output accounting, then, for the same
operating point, we stmply double the number of tapes and halve the number of
orb1ts or amount of data that are retained on-Tine. The result of 18 tapes and
8 orbits 1s still within the scenario requirements.
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Referring to Figure 6-32,at a 500:1 ratio, we now discover that at 20
Mb/s we can perform 80 operations per byte and at 8 Mb/s we can perform about

140 operations per byte

Thus, full on-1ine redundancy can be obtained with the configuration
of Figure 6-33, which 1Tlustrates a four computer system.

The schedule computer and accounting computer could be collapsed 1nto
one, leaving full monitor redundancy, while possibly degrading either schedule
or data accounting functions or both.

Comparative costs for the three configurations are shown in Table
s

6-13.
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TABLE 6-13.

COMPARATIVE COSTS OF THREE RESOURCE MONITORS

PARTIALLY FULLY
SINGLE REDUNDANT REDUNDANT
ITEM COMPUTER {3 COMPUTERS.)} (4 COMPUTERS)
Computers at
$46K each r - $46K $138K $184K
Core Memory
At 10% of a Single
CPU 4.6K 4.6K 4.6¥
6250 bpi Tape and
Controller 68.6K 68.6K 68.6K
3330 Disc and
Controller 85.5K 95.5K 98.5K
Line Printer and
Controlier 10K 10K 10K
Display Terminal 5K 5K 5K
TOTAL $229.7 $321.7K $367.7K
% DIFFERENTIAL 0 +40% + 70%
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6.3 ARCHITECTURE NUMBER 2

Architecture number 2 is 11lustrated in Figure 6-34. This architecture
fully supports data flow number 2 {as previously 11lustrated in Figure 6-2).
A brief system utilization walkthrough 15 presented below.

Spacelab and GMT data enter the system via multiple SIPS output Tines.
It is assumed that all déta on these 1ines are commutated {viz., 1ines 1 through
18). The 1incoming data enters a Work Assembier (WA), where data is decommutated
and conveniently large experiment buffers are built. Additionally, ancillary
data are extractal from the appropriate data Tines. When the appropriate Mass
Storage Unit is available, a large experiment buffer load of data 1s written
out. This process continues to roughly correspond to the time of one orbit
(appr0x1mate1y 100 minutes). During this interval, precise information con-
cerning the actual decommutation of experimenter data is collected and sent to
the Resource Monitor (RM). This data collection and temporary buffering of
experiment data continues 1n units of "orbits" unti1l the end of the mission.

At some chosen point in time {(1.e., corresponding to either the 2nd
or 3rd orbit), the output processing of data begins. The output subsystems
recelve scheduling information from the Resource Monitor so that any required
data editing may be completed, the emphemeris and attitude data reformatted and
written, the ancillary data merged, and the data products finally formatted and
written. Peripherals, as required, are selected from a pool (as shown 1n
deta1l 1n Figure 6-5), and are assigned to any of the "K" subsystems (as shown
1n Figure 6-6).

6.3.1 Work Assembler

The first major assembly of equipment 1n the architecture 1s the Work
Assembler (WA). It 1s 11lustrated 1n Figure 6-35. As shown, 1t has 19 primary
nputs, 18 data input lines {a one-to-one correspondence with the 18 SIPS out-
put Tines), and one GMT 1ine from the SIPS. Associated with each SIPS data
mput 1ine is an 1nterrupt line which notifies the WA of incomplete data frames,
error s1tuations, end of data frames, etc.

In this architecture, the WA functions as 1n the previous architecture,
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1.e., 1t smoothes the input data stream so that large units of work can be
conveniently stored on an 1nterim MSS. At the center of this scheme 1s a three-
tier set of buffers (V, W, and X}. A logical layout of these buffers 1s pro-
vided 1n Figure 6-36. For SIPS 1ine number 1, for exampie, assume that i1ncoming
data 1s commutated {1.e., multiple experiments are interleaved) and that "a"
types of major frames of data are possible. The data stream enters the WA via
the V1 buffer. The associated Buffer Analyzer (BA) Tooks for information
1dent1fying the type of major frame, what experiments are 1nside the
major frame, what the GMT time tag 1s., etc. The length of this “V" buffer 1s
at a minimum, 4 minor frames (since the first four minor frames of any major
frame contain these data). Once the BA determines or confirms one type of the
major frame, the major frame is then shunted to a W (T through "a") buffer.
This "W" buffer is at least one major frame 1n length (a maximum of 4096 x
256 = 1.05 x 106 bits). If, for example, the major frame 1s a type "a" major
frame, then the data contained 1n it 15 exclusively experiment *C" {see
Figure 6-36). If, on the other hand, the major frame 1s a type "2" (as 1llus-
trated in Figure 6-36), then data elements belonging to experiments 2, 4, and 5
would then be shifted to output buffers XI’ X2 and XS. This 15 basically how
the three tier set of buffers decommutates the 1ncoming data stream. Output
buffers X] through Xd (d = 48 1n this study) fi11 up and when each fills, the
BA and the RM are notified that a Targe group of decommutated data 1s ready to
be written onto a MSS, (It may be possible to do away with the V buffers and
absorb 1ts functions inte W. As will be shown, X buffers account for only 1.4%
. of the total buffers.) As the WA collects data, 1t will transfer the data
to subsequent portions of the system when larger groupings are advantageous.

In Figure 6-36, an individual WA consists of V, W, and X buffers and an
associated Buffer Analyzer (which may be either a dedicated CPU, ded1cated micro-
]prqcessor or & shared CPU). FEach WA subumit should be identical so that any
sysz% ;ééghf1gurat1on can take place with the fewest number of prob1ems The -
BA recejves data from and transmits 1t to the the Resource Monitor. This data
exchange consists of "data maps" transmtted to the BA, quality information,

and error messages transmitted to RM, etc.

In order to s1ze the entire WA system, quantities have to be estimated:

"1 = The number of incoming “V* buffers
J
k

The number of bytes 1n each V buffer
The number of W buffers
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The number of hytes 1n each W buffer
The number of X buffers
The number of bytes in each X buffer

3
[}

!

Based on given materials, 1t appears that "1" has to be set to at least
18. One cannot assume that certain 1ines are going to be 1nactive during an
orbit at this point in time. Operational modes may change, and the system must
be capable of supporting the full DCS output.

The number of bytes in each V buffer (j) can be estimated as follaows,
Each 1nput Tine should be at least "double-buffered" to allow the BA enough time
to make a proper determination of frame type. If 1t takes a minimum of four minor
frames to obtain input statistics, 1t would be wise to hold at Teast five minor
frames. To accomodate any size major frame, each "V" buffer would be (4096 bits/
minor frame x 5 = 20,480 bits = 2,560 bytes). Therefore, & pair of equal-sized
V buffers would equal 5120 bytes.

To size the number (k) of W buffers, 1t appears that k is at least 18.
_The upper 17mit_of k is unknown becaduse 1t 1§ not known how many” types of major ~
frames w11l be present. To circumvent this situation, W buffer could be double
buffers of the maximum size, and then "k" and "1" could be easily computed. The
quantity "k" would be {2 x 18) 36 and "1" 1s simply (4096 bits/major frame x 256
Mnor frames/major frame) 1.05 x 106 bits or 1.37 x 105 bytes each.

As shown 1n Section 6.2.1, 1t would be best to set the last buffers (X) to
approximately some small multiple of a disk track. Depending on which disk 1s
chosen, the sizes would be bétween 13 and™10k bytés, TFor consistency, let the
__number_of X buffers (m) Be 48 {corresponding to 48 separate expériment buffers),
plus 3_(one for ephemeris, one for attitude, and one for miscellaneous ancillary
data), for a total of 51. As stated earlier, the number of bytes for each X
buffer should be set to 32,768 bytes.

Thus, the total buffer size 1n the WA 1s:

(1 x3)+(kx1)+ (m+n)
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Substituting previously determined values, then the above expression 1s:

(18 x 5120) + (36 x 1.31 x 10°) + (51 x 32,768) bytes

(9.22 x 10%) + (4.72 x 10%) + (1.67 x 109)

6.48 x 10° bytes

5.18 x 107 bits

At 0.1 cents/bit ($10-3/bit), th1s buffer would cost $51,834. If 4096
b1t RAMs at about $6.50 each weve used, then the 12,655 units would be required
at a cost of $82,257.

s
The ratio of work to be done versus system capability can be expressed

anaiytically as "u" of the BA used in the WA. This relationship 1s identical
to derivation as discussed in Section 6.2.1.

Tioxoa) o+ (fﬁ. X !i
u =\ °mf SMF x 100

Where:

u = computer utilization (%)

ry = mput data 1n Mb/s.

Spf = S128 of a minor frame 1n bits

Sue = size of a major frame 1n bits

J = total number of T1ines of code executed for each minor frame of data
k = total number of 1ines of code executed for each major frame of data
f = multiplicative factor (to convert cycle time to instruction time)

¢ = cycle time 1n seconds of candidate CPU

And: Syp = n(smf)

Where* n = 1nteger number of minor frames per major frame
For ease of data manipulation, the expression for u reduces to:

y=100-c-f-r (J . E)
S n
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Evaluation of the expression:

IOO.C.f.r1 K
U= —L @+ )
mf
where

c=.7us

f=3

J = 225 operations per minor frame

k = 150 operations per major frame

and
™ *mf n u ™ Smf n u
(Mb/s) | (bits) (%) Mb/s) | (bits) (%)
8 512 10 788.6 12 2048 10 295.7
8 512 50 749.0 12 2048 50 280.9
8 2512 | 100 744.0 12 2048 100 279.0
8 512 | 256 741.0 12 2048 256 277.9
8 1024 10 394.3 12 4096 10 147.9
8 1024 50 374.5 12 4096 50 140.4
8 1024 § 100 372.0 12 4096 100 139.5
8 1024 | 256 370 5 12 4096 256 138 9
8 2048 10 167 7 20 512 10 1971.9
8 2048 50 159.2 20 512 50 1872.4
8 2048 | 100 158.2 20 512 100 1860.0
8 2048 | 256 157.6 20 512 256 1852.6
8 4096 10 98.6 20 1024 10 985,7
8 4096 50 93.6 20 1024 50 936.2
8 4096 | 100 93.0 20 1024 100 930.0
8 4096 | 256 92.6 20 1024 256 926.2
12 512 10 | 1182.9 20 2048 10 492.9
12 512 50 | 1123.4 20 2048 50 468.1
12 512 | 100 | 1116.0 20 2048 100 465.0
12 512 | 256 | 1111.5 20 2048 256 463.1
12 1024 10 581.4 20 4096 10 246.4
12 1024 50 561.7 20 4096 50 234.1
12 1024 | 100 558.0 20 4096 100 232.5
12 1024 1 256 5b5.7 20 4096 256 231.6
TABLE 6-14, BUFFER ANALYZER UTILIZATION FACTCR
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Since the nature of the 1nput data stream is not narrowly defined as
yet, 1t would be advisable to examine u with different factors varied. The
above compact expression, obviously, 1S very sensitive to certain combinations
of driving factors. The objective 1s to determine the worst case which drives
up the. system utilization. --The factors which are relatively fixed are "¢" at .7
us (from the mnicomputer charactarization section), "f* at 3 (to very closely
approximate load and store operations), "j" at 225 (best known approximation:

50 for 1nput data accounting, 50 for quality checking, 50 for decommutation,
and 75 for time validation), and "k* at 150 (best known approximation: 100
for input data accounting, and 50 for quality checking).

The expression for “u" can be simplified (just for the previous case) to*

-6
_ (100) (.7 x107°) (3) (r.) 150 v _ -2 r
Smf mf m-

Before searching for the worst case, u should be evaluated to establish
a baseline operating point.

Typical values are as follows.

s ¢ = 4096, 2048, 1024, 512 bits
r. =8, 12, 20 Mb/s ’

n = 256, 100, 50, 10
Table 6-14 provides a range of values for "u" as a function of Smf> T2 and n

As can be seen from the table (Table 6-14), as the 1nput data rate goes
up, @ TumbeF 5f pracessors to Fandle fhe Work goes up, and a§ fhe Buffer "~
Size (the minor frame size) goes up, the amount of work Yo be dorié goes down. ™
Additionally, the number of minor frames to a major frame has relatively 1ittle
effect on changing the magnitude of utilization factor (1.e., 1t takes the
form of .67/n). Table 6-14 15 presented graphically i1n Figure 6-37.

To summarize, the WA can be defined in terms of hardware and capital
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expenditure as shown in Table 6-15. Using the information in Tables 6-14 and
6-15, an 11lustration showing the projected system (WA only) costs 1s presented
n Figure 6-38 as a function cf input data rates. A detaried WA 1s presented
1n Figure 6-39.
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Work Assembler Attribute: Parameter Units Projected Cost (%)
Number of Identical WA A 18 Not Applicable
Subunits

Number of Buffer Analyzers D 1 to 18 $46K ea.1

Total Buffer Costs? Not Applicable Not Applicable $52K to $83K3
Misc. Hardware Not Applicable 1 $20,000

Total System Cost Not Applicable 1 100K + (D) ($46K)4
NOTES:

1. Average price_for minicomputer surveyed

2. 6.48 x 106 bytes/system = 5,18 x 107 bits/system

3. At .1 cents/b1t (=$.001 b1t = $10° /b1t) 5.18 x 107 x 1073 = $51,834. If 4096

b1t RAM ICs were used at $6.50 each, then (5.18 x 107 /4096 = ) 12,655 x $6.50 = $82,257
4, Total buffer costs {approximately) + Misc. Hardware {$20K) = $100K

TABLE 6-15. DETAILED WORK ASSEMBLER COSTS
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6.3.2 MSS Considerations

The next step 15 to consider what possibilities exist for the MSS.
If 3330 type disks were used in the SOPS, the most convenient scheme would be
to collect "orb1t" groups of data. If there are 5 x 1012 bits/mission and
approximately 100 orbits/mission, then there will be approximately 5 x 10}0 bits/
orbit, or 0.63 x 1010 bytes/orbit. Since a 3300 disc unit holds about 83.0
x 108 bytes, the quotient of (0.63 x 1010 bytes/orbit)/(83.9 x 108 bytes/unit)
yields 75.09 disk units/orbit. This, for obvious reasons, ruies out 3330
type discs. However, 1f one were to use 167.8 X 106 byte removable disk packs,
then 37.54 disc packs per 100 minutes would be needed. Thus, large disk
units are not yet impractical.

The next option uses HDOTs as the MSS. Since an orbit's worth of
data 15 approximately 5 X 1010 bits, and since a reel of HDT can hold approxi-
mately 1.4 x 1010 b1ts, the product (5 x 1010 bits/orbi1t)/ (1.4 x ]010 bits/reel)
yields 3.57 reels of HDT per average orbit. This option becomes more attractive
when one considers that the HDT can handle a data rate of up to 20 Mb/s.

To determine the best way to handle bursts of high-rate data, assume
a worst case burst at 50 Mb/s for 10 minutes. This hypothetical worst case
burst represents (50 x 10° x 60 x 10) 3 x 1010 bits of high rate per orbit!
This could repreéent up to (3/5) 60% or an orbit data group. To transfer this
volume of data (originally entering the DCS at 50 Mb/s), a sTow-down of
only {20 Mb/s)/(50 Mb/s) 1 tc 2.5 1s required to capture 1t from the SIPS
tape recorder. Thus, 1f the biggest burst of 10 minutes occurs, 25 minutes
of SIPS playback time 1s required. Since an orbit's worth of data w11l occur
during the 70 to 80% of the projected 100 minute interval, a SIPS Tull period
of between 20 and 30 minutes per orbit could easily be utili1zed for recording
the high rate data for better use, and any unprocessed data could be easily
deferred until the next Tull.

Operationally, 1t would be advantageous to keep the high rate data
on separate reels of HDT (3 x 1010 bits/orbit}/1.4 x 1070 bi1ts/reel) = 2.14
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reels/orbit) so that during deferred output processing, this data base can be
merged.

Two parameters (vi1z., G and H) and the resulting costs have to be
derived before comparing HDTRs to devices Tike the Terabit system. The two
parameters are (G) how many MSS units are required and (H) how many bytes of
storage are 1n each unit?

For the recording HDTRs, 1t appears that G = 3 Two units should be
on-11ne all of the time, and a third un1t should serve as a spare on-line
un1t. The data rates would be no problem since each HDTR could handle up to
20 Mb/s. H would be equal to 1.4 x 1010 bits, as previocusly discussed. (It was
shown eariier that 2 HDTRs plus 1 spare HODTR are required for playback. Thus,
the total number of HDTRs would equal 5 (G = 5} ).

When considering a device such as the Terabit system, the primary
Timiting factor restricting its easy utilization is its wnput data rate - at
best 9.6 Mb/s (instantaneous), and realistically 5 6 Mb/s. If the average
1ncoming data rate were 9 Mb/s, at Teast two units would have to be connected
to the WA. Operationally, this would not be any problem, because the WA
output 1s easily switched. Since the Terabit system uses tapes that hoid
46.8 x 10° b1ts, then one orb1t's worth of data would be held on {5 x 1010
bits/orb1t)/(46.8 x 10° bits/reel), 1.07 reels. {This 1s clearly an advantage
over HDTs.) Therefore, one would have to have 2 units plus one spare on-line
for recording. (The HDTRs would be required to have 2 additional output units
ptus 1 spare -~ thus, a total of 5 units.) The tradeoff between the HDTs and a
Terabit appears to be straightforward. For the price of just 1 Terabit system
(approximateiy $1.5M), one could obtain at least 13 HDTR's plus 13 bidirectional
SCT (13 x (70 + 40)K = $1.43M). “A proposed ntermediate MSS could contatn  __
five (5) HDTRs plus five {5) SCI's (5 x (70 + 40) = $550K) It 1s also
recommended that a small disk (the size of which has not been determined} to
be present to facilitate quick-Took and future POCC requirements. However, it
may be unlikely that many submitted SOPS designs would incorporate HDT or
Terabtt because few designers have a good famiTiarity with them.
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The next step in examining candidate MSS centers 1s the use of 6250
bp1 tapes. At least 3 drives would be required for recording incoming data,
because 2 would be needed to maintain a 10 Mb/s 1nput data rate operationally’
_ {viz., a pingpong mode of operation). Four drives would represent a 20 Mb/s

capability, and would greatly simpli1fy tape operations. Since each 6250 bpi reel
can hold appreximately 1.2 X 109 bi1ts/reel, and since a hundred minute orbit
represents about 5 x 1010 bits, then approximately 41.7 reels (5 x 1010/1.2 X
]Ug)would be fi1lled. This medium 1s an attractive possibi1l1ty because the
quantity of tapes recuired is not too high. 41.7 reels every 100 minutes would,
on the average, be one reel every 2.4 minutes.)

As far as costs go, four 6250 bpi drives (at $30K each) represent
about $120,000 together with a single controller (at $38.6K), which only costs
$158,600. 6250 bp1 drives are clearly more cost-effective than HDTRs ($158.6K
for 4 drives versus $330K for 3 HDTRs).

To 1t 1nto the overall architecture which was 1llustrated earlier,
a separate set of 6250 bp1 drives would be required to output the i1ntermediate
archived data. These drives would have to be independent of the first four
drives so that scheduling of resources can be accomplished. Thus, the full
Configuration proposed for the MSS 1s illustrated in Figure &6-4G.

As 11lustrated, the MSS consists of 2 pairs (total of 4) 6250 bp1
drives that ping-pong operationally for the record mode. A spare umit is
used as a "wild card" 1n both the record and playback portions of the MSS.
The playback portion of the MSS is identical to record layout. A disk (of
undetermined size) Tinks the 1nput and output portions of the MSS to facilitate
quick-look capabilities.

Figure 6-41 illustrates the cost-curve for the basic hardware that was
11lustrated 1n Figure 6-39 {1ess the small disk). As a bare minimum, configura-
tion of drives (2 1n, 2 out, and dne spare) can sustain a continuous rate up
to 10 Mb/s. (10 Mb/s 1n and 10 Mb/s out). As shown, the next addition
{two pairs of drives) brings a step to the cost-curve.

As a conclusion to the MSS discussions, the subject of an automatic
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tape handling system (such as Calcomp's ATL) will be discussed brefly. Before
the trade-offs between operators and automatic tape handiing are considered, it
should be stressed that systems such as the ATL require a rather sophisticated
computer wanager (in the ATL, either an IBM 360 or 370, or an emulation). “The
choice of devices such as these must be considered only if an overwelming advan-
tage can be found. Figure 6-41 shows four curves, starting from the bottom of
the figure: - T oo oot T

(] The cost of one full-time operator and a 10% a year
raise over 5 years

) The cost of ten part-time operators and a 10% a year raise
over 5 years

] The cost of ten full-time operators and a 10% a year
raise over 5 years

» A preferred ATL configuration (2 controllers and slots for
8 drives)

Figure 6~42 clearly shows that 1t 15 profitabie (economically)
to use such a device.

6.3.3 Qutput Processor

At this point in the processing system we have the following:

] Blocks of experiment data (decommutated) on approximately
42 reels of 6250 bp1 tape
® Uniform work units (same size)

s A precise (byte-by-byte) map of ali experiment (and
ancillary) data

] Quality control information that may have come in at
some time after reception and intermediate storage of
experiment data

° High-rate bursts of data {both overlapped data that
was recorded and transmitted Tater, and high bit rate
experiment data) blocked 1ntec uniform work units. =
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The preceding allows for a simple and straightforward output
processor configuration as 11lustrated 1n Figure 6-43. As shown, 1t 1s highly
moduiar, fiexible, and resistant to single-point failure. A general data
walkthrough 1s presented in the following paragraphs. Detailed design consider-
ations follow that.

Blocks (or work units) of decommutated experiment data are transferred
from the 6250 bp1 transports (units 1 through G) to waiting memories (unmits
1 through L) via a DMA channel. The entire work unit is buffered, and these
blocks are Tinked to other blocks to form larger blocks. As soon as a conven-
ently Targe experiment data file 1s assembled, the experiment file 1s then
sent to a staging disk. When a significant amount of experiment data is built
up on the staging disk, an output data product 15 written. The CPU acts strictly
as a data manager in the task of linking data blocks. If missing data 1s not
1nput to the system, f111 data 1s substituted.

To set broad operational Timts, 1t shall be assumed that 5 X 1012

b1ts/mission are to be processed. With approximately 100 orbits/mission, then
5 x ]0]0 h1ts/m1ss1on 15 derived. If this data were to go through the facility
(viz., the output pFEEéssor) 1n about 100 minutes (100 minutes/orbit), then the
statistical data rate would be (5 x 1010 bits/orb1t)/{100 x 60 sec/orbit) =

8.33Mb/s. It would therefore be prudent to design to at Teast 16 Mb/s (or

--20 Mb/s) to allow for adequate operator.rest Der1ods,_repa1rs _efe.

Detailed Data Flow

A set of 6250 bpi tapes containing a set of experiment data are selec-
ted and mounted for playback. The guantities of tapes containing &n experiment's
_data could be between 1 and 42 pPeels.’ " Ordinar1ly, mo5t réels contain the regular_

Tow and medium-rate experiment data. The regular data, for example, would be

played back on transport #1 and the high-rate burst data on transport #G. The

RM would set up the playback of high-rate data so that 1ts data would be

placed in the appFoximate GMT time slot so_that the removal of overlapping data

“and chronological ordering functions could be easily performed. This is 11lus-
trated 1n Figure 6-44, The intent at this point is to Tine up work units for linkage
processing so that a minimum amount of data handling 1s required.

201



20¢

I
! |

. MEMORY 1 . [ 1600/6250
S BT EERTTTITREEHIT] i
LTSI TIITIvY

A

HHNHIBINg -
tHIHERRT . '
CPU1
1 »-{ 1600/6250
o Q
6250 bpi . 2
Uit 1 . U—IJ
.
E 77}
5 HHINEI & w D
- & I
: HIHHAINNN H
* ELH LT :
6250 bm ] a
Unit G '5
(@]

MEMORY L ' : on> ' . —p MODEM
__@-—b TR LG EL

* ? MODEM

CPU K —* s

FIGURE 6-43. OUTPUT PROCESSOR BLOCK DIAGRAM



TRANSPORT
. 1

FOR THIS EXAMPLE DATA ON LINE G CONTAINS DEFERRED TRANSMISE?OI‘I]

OF DATA THAT WOULD HAVE NORMALLY GONE QUT ON LINE 1

FIGURE 6-44. PLAYBACK OF BURST DATA
FROM 6250 hp1 TRANSPORTS

203

1-—*
MEMORYa |,
TRANSPORT
G
- 5
GMT TIME GMT TIME
T T2 T+3
GMT TIME

T+1

— J, + TIME



The next step is to examine the attributes and functions of the "L"
memories as shown in Figure 6-43, Assuming these memories are 1inked to the
"K' CPU's (K does not necessarily equal L), the maximum DMA Rate (as selected
from Table 4-7) is (2.5 M words/sec. x 16 bits/word =) 40 Mb/s. It should be
pointed out that this value 15 a computed average and many minicomputers (for
example) could be faster. In general, the DMA rates can be expressed as:

R

[}

R + R + R

DMA IN ouT OVERHEAD

where:

Royg = DMA channel rate {~ 40 Mb/s)

Rry = Input chamnel rate (~ 20 Mb/s)

R = Qutput channel rate (~20 Mb/s)
ouT

It has been found 1n past experiences that ROVERHEAD can amount
to 10% of RDMA in most good memory systems. Thus, for a steady state situation,
RIN = ROUT = 18 Mb/s. This appears to be entirely acceptable.

The output processors CPU (1 through k) as 11lustrated in Figure 6-
shall perform the following operations on data within the previously discussed
memoyries:

Qutput data accounting
Quality checking
Overlap removal

Data 111

Merging ancillary data
Data store

e o

It would now be appropriate to consider the same type of computational
un1t which was utilized 1n the Work Assembler, 1.e., the average minicomputer
as earlier specified 1n Table 4-7.

The work 1oad for the output processor was specified 1n Table 4-11

and 1s summarized:
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Estimated 1ines of code executed per:
Function m. f. M.F. Orb. G, Exp. File
OQutput data accounting 50 100 5000 x E 50,000
* *
Quaiity check 50/200 50/200 500 x E 5,000
Data Store 0 0 5000 x E 10,000
Overlap Removal 0 0 20000 x E 0
Data 111 0 0 5000 x E 10,000
Merging ancillary data 0 0 5000 x E 0
Subtotals 100 150 40500 x E 75,000

* Second value for deviant conditions

Thus, one of the tools to determine the acceptability of the candidate

Computation unit is a determination of the system utilization (u) factor. This
relationship can be expressed as:

Where:

r Y‘,l T‘i 1"_[
— X 3 + [ — x k + —_— X 1]+ s xom
u =\ mf Su 506 EF
kY / \ / \ 7 AY K

= : X

fac

u = computer utilization (%)
r, = input data in Mb/s

] = total number of 1ines of code executed for each minor frame of data

1 = total number of Tines of code executed for each orbit group

m = total number of lines of code executed for each experiment file

k = total number of Tines of code executed for each major frame of data
f= multiplicative factor (to convert cycle time to instruction time)

c = cycle time in seconds of candidate CPU

Suf = size of a minor frame in bits

ME = size of a maJor frame in bits

n
|
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Spg = S1ze of an orbit group 1n bits
SEF = g1ze of an experiment file in bits

And: Syp = R (smf)

Where: n = integer number of minor frames per major frame

For ease of data manipulation, the expression for u reduces to

u=100-c-for |1 (% . 5;> s+ 1, om
Smf n 506 SEF

Since the nature of the input data stream 1s not narrowly defined as
yet, 1t would he advisable to examine "u" with different factors being varied.
The above compact expression 1s very sensitive to certain combinations of driv-
ing factors., The objective 1s to determine the worst case which drives up the
system utilization. The factors which are relatively fixed are "¢" at .7 us
(from the minicomputer characterization section}, "f" at 3 (to very closely
approximate load and store operations), "J" at 100 {best known approximation),

_and "K" at 150 (best known approximation), "1" at 40,500 x E (best known approxi-
_mation),_and_"m" at 75,000 x E_(best known approximation).

The expression for "u" can be simplified (just for the previous case)
to:

N -6
u = (100) (.7 x10°7) (3) ry [ 1_ (100 + 150) + 40500 x 48 +
mf

s
n 5 x 3010

75000 x 48
(5 x 101248

= (2.1 x 1074 re |100

= (1 + 158} + 7. -5
smf ( T) 34 x 10

Before searching for the worst case, u should be evaluated to establish
a baseline operating point. Typical values are as follows:

Suf ~ 4096, 2048, 1024, 512 bits
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r. = 8, 12, 20 Mb/s
n = 256, 100, 50, 10

Table 6-16 and Fiqure 6-45 1llustrates these findings. Table 6-17 summarizes
the projected cost and Figure 6-46 17Tustrates the cost curves.
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T‘_i Smf n u
8 512 10 | 377
8 512 | 50 | 338
g8 | 512 100 | 333
8 512 256 | 330
8 | 10241 10 | 189
8 | 1024 { 50 | 169
8 1024 { 100 | 167
8 1024 | 256 | 165
8 2048 | 10 | 94
8 {20810 |84
8 |} 2048 | 100 | 83
8 | 2048 | 256 | 83
8 4096 | 10 | 47
8 | 4096 | 50 | 42
8 {409 | 100 | 42
8 {4096 t 256 | 42
12 {1 512 10 { 566
12 | 512 50 { 507
12 { 512 100 § 500
12 | 512 256 § 495
12 {1024 | 10 | 283
12 { 1024 | 50 | 253
12 { 1024 { 100 | 250
12 {1024 | 256 | 250
12 f 2042 10 | 142
12 | 2048 | 50 | 127
12 12048 | 100 | 125
12 | 2048 | 256 | 124
12 § 4096 | 10 | 7
12 | 4086 | 50 63
12 1409 | 100} 62
12 §4096 | 256 | 62

mf
20 512 10 943
20| 512 50 845
201 512 100 833
201 512 256 825
20 T024 | 10 472
20 10241 50 422
201 1024 100 416
20t 1024 256 413
20 20481 10 236
20) 2048% 50 211
20§ 20481 100 208
201 20481 256 206
20 40961, 10 118
20| 4096 50 106
201 49% 4§ 100 104
20 4096 256 103

TABLE 6-16. OUTPUT PROCESSOR UTILIZATION FACTOR
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ATTRIBUTE

PARAMETER

UNITS

PROJECTED COSTS ($)

Total Memor1es]

1 to 20

Number of Bytes 1n
Fach Memory

52

Total Buffer30r
Memory Costs

(52) (L)

(I) 46,000

Number of output
Processors

1 to 20

46,000 ea.

Mise. Hardwar‘e4

1

$20,000

Total System Costs

1

20,000 + K(1.1) (46,000)

01¢

NOTES:

Lo P —
. e+ o«

It 15 assumed L
4 huffers @ 13K
This cost would be core costs associlated with each CPU.

K; i.e., one memory to each
52K bytes

It w111 be

assumed that thi1s core cost 1s about (an additional) 10% of a CPU cost.

TABLE 6-17.

Projected cost; standard 1nterface electronics.

0P PROJECTED COSTS
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6.3.4 Peripheral Pogl

Same as 6.2.4

6.3.5 Resource Monitor

Same as 6 2.5
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7.0 SUMMARY OF ADVANTAGES AND DISADVANTAGES

This section of the study enumerates the significant advantages and

disadvantages of each of the proposed architectures.

These advantages and dis-

advantages are not necessar1ly diametrically opposed to one another.

Architecture Number 1:

Work Assembler

Advantages

Disadvantages

Errors in decommutation
map will not destroy 1in-
tegrity of data base.

A very effective data
rate smoothing effect 1s
performed.

A minimal amount of data
analysis and data manipu-
lation is performed.

® Possible problem when
one cnannel 1s greater
tnan 8 mp/s (up to
16 Mb/s)

Mass Storage System

HDTRs can eastly keep up
with data stream.

A minimum amount of reels
of tape are processed.

# Sequential blocks of
data are hard to
lTocate for playback.

s B1t error rate for
HDT is higher than
desirable.

Output Processors

Considerable confidence
can be placed on the
output data processing
because late incoming
status data can be easily
incorporated.

213

s OQutput processors may
be susceptible to un-
even work assignments
because captured data
is not grouped toge-
ther.

9 Staging of data from
MSS to output processor
could be hampered by
small number of source
tapes.

@ Data Decommutation map

has to be passed again
to Output Processor.



Architecturs Numbeyr 2

Work Assembler

Advantages

Disadvantages

No significant advantages
were identified.

8 Mistakes (due to faulty
decommutation data or
otherwise) could be
very hard to recover.

Mass Storage System

6250 bp1 tape drives are
amendable to Calcomp ATL
adoptation.

Large number (~45) of
tape reels simplify output
data processings

¢ Cost of an additional
ATL computer could
offset the cost advan-
tage of an ATL.

Output Processors

There 1s minimal amount of
data handling and manipu-
Tation.

Design can easily handle
decommutation if required
in error-recovery mode of
operation.

214

® No serious disadvantages

were identified.



8.0 RANKING OF ARCHITECTURES

In addition to the advantages and disadvantages as tabulated in Section
7, there are two additional ranking criteria: )

9 Point ratings of each architecture
. Total system costs

Table 8-1 provides a function-by-function rating of each architecture. Both
architectures were designed to earn the highest possible rating; and the points
assigned to each architecture proved to be quite similar. The normalized total
point scores reveal, therefore, that the two architectures are egquivalent 1in
terms of function. The projected cost differentials tell a different story.

System costs can be projected 1in terms of two (system) operating
points. A "full up" system would be best sized to handie up to 8 Mb/s for
the Work Assembler and first half of the Mass Storage System; and 12 Mb/s for
the second half of the Mass Storage System and the Output processors. A Tow-
high cost for each system block is provided 1n Table 9-2. The low-high costs are
based on 1004 and 50% confidence factors used 1n sizing the software portions
{specifically the “"estimated lines of code executed" as tabulated in Table 4-11)
of the system. Table 8-2 1ndicates that Architecture 2 1s less costly.

215



91¢

TABLE 8~1. RATINGS OF ARCHITECTURES
i
BRIEF STATEMENT ASSIGNED RATINGS
SECTION 2 oF WEIGHT
PAR. NO. SPECIFICATION {1-10) ARCHITECTURE 1 ARCHITECTURE 2
2.0 ¢ Modularity 8 10 10
e Expandability 8 6 10
Qutput Processors
2.1.1.1 e Data Characterization 9 8 Work Load 15 more 10
complicated than Arch,
2.
o Experiment Mix Profile 9 8 " 10
2.1.1.2 e Tapes 10 10 10
o Communications 7 10 10
o Data Volumes 10 10 10
2.1.1.3 o Throughput 10 10 10
2.1.2.1 e Update Input Accounting 10 6 0%8§?$E%89b5§1§e toni 6 Same as Architecture #1
2.1.2.2 o Update Output Accounting 10 7 Eg%:ﬁgf?gg% Eggwfﬂ?$5 7 Same as Architecture #1
2.1.2.3 o Quality Check 10 10 Accountabil1ty 10
2.1.2.4 ® Recelve and Sort TLM 10 8 Technique of data sto-| 8 Decommutation of Data
® Recetve and Sort Ephemeris 10 rage makes di1fficult on-the-fly 1s potential-
and Attitude retrieval for output ly riskly 1f error 1n
processing given info. 15 not
tmmed1ately passed onto
to SOPS
sFE & A Data 10 8 " 8




12

'
i

TABLE 8—1.{ RATINGS OF ARCHITECTURES, (CONT'D.)
I
BRIEF STATEMENT ASSIGNED RA f GS
SECTION 2 OF WEIGHT s
PAR. NO. SPECIFICATION (1-10) ARCHITECTURE 1 ARCHITECTURE 2
2.1.2.5 e Merge Ancillary 10 3 10
2.1.2.6 ® Creating and accessing files 10 6 Cumbersome way of stort 6 Same as Architecture #1
1ng data for access by
o Allocate, log, and record 10 the output processor | ;
7 &qghmﬂﬁh 1nteraction
2.1.2.7.1 o Twme Validation 5 10 10
2.1.2.7.2 e Remove overlapped data 10 8 Overlapped data may be|1p
an same_HOT
2.1.2.8 ¢ Coordinate Transformation 8 10 10
¢ Ancillary data 8 8 9
2.1.2.9 ¢ Interpolate attitude 5 10 10
¢ Coordinate transformation 8 10 10
® Ancillary Attitude computa-
tions 8 10 10
2.1.3 o Modularity 8 10 10
@ Capacity 10 10 .9
¢ Frror Rates 10 6 HDT error rate to highi 10
¢ Technology g 8 10
¢ Media 7 10 10
e Maintainability 9 8 HDT set up difficulties;q
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TABLE 8-~1. , RATINGS OF ARCH{TECTURES, (CONT'D.)
BRIEF STATEMENT ASSIGNED RATINGS
SECTION 2 OF WEIGHT
PAR. NO. SPECIFICATION (1-10) ARCHITECTURE 1 ARCHITECTURE 2
2.1.3, cont'dl e Availability 8 8 Both architectures have| 8
only one data bus shown
e Interface 8 10 which will effect 10
running 1n a degraded
¢ Persistance 8 10 mode, 1f a bus failure|l0
occurs

e Self-test 8 g

& Transfer rate 10 10 9
e Transferability 10 9 10
2.1.4 o Convert to experiment format 10 10 10
e Write to tape 10 10 10
2.1.5 ¢ Transmission Rate 10 10 10
® Switched Circuit 10 10 10
¢ Packet Switched 10 10 10
2.1.6 e Operations 9 8
o Personnel 9 8 8
e Reliability and Availability 9 9 10
¢ Maintenance Support 9 10 10

551 o Quick Look 3 5 Too difficult to accesg 9

data from HDTs.
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TABLE 8-1. 1 RATINGS OF ARCHITECTURES, (CONT'D.)
!
BRIEF STATEMENT ASSIGNED RATINGS
SECTION 2 OF WEIGHT :
PAR, NO. SPECIFICATION {1-10) ARCHITECTURE 1 ARCHITECTURE 2
2.2.2 ® Process data for GSFC POCC 3 5 Data will not be 9
available for gquickiook
® Retrieve data 3 6 processing, because off 8
HDT st111 storing
¢ Format data 3 10 1nput data. 10
¢ Transfer data to POCC 3 7 10
TOTAL POINTS 3660 3880
MAXIMUM POINTS 419 x 10 4190 4190
NORMALIZE 8735 L9260

POINT SCORES




TABLE 8-2. PROJECTED SYSTEM COSTS
(HARDWARE ONLY)

Architecture Costs For: Approx
Cost
SOPS (100 K $) D1str
Subsystems 1 2 bution
Low |High || Low | High || ()
Work Assemblers 204 | 388 468 836 25

Mass Storage System' | 330 {330 {347 | 347 || 15
Qutput Processors 765 | 1,470} 324 627 20
Qutput Staging Devices| 210 {290 210 290 16
Output Peripheral Poo®| 600 |600 |/600 | 600 || 20
Resource Monitor 228 | 322 228 322 10

TOTALS: 2,337 | 3,400{| 2,177 3,022|{100

1. MSS for Architecture 1 consists of HDTRs, Architecture 2 uses 6250
bp1 drive without the CALcomp ATL.

2. 56 Kb/s modem costs not included.
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LIST OF ACRONYMS AND ABBREVIATIONS



LIST OF ACRONYMS AND ABBREVIATIONS

BA Buffer Analyzer

bpi bits per 1nch

CCT Computer Compatibie Tape

DBM Data Base Management

DMA Direct Memory Access

E/A Ephemeris and Additude

ESA European Space Agency

FS Frame Synchronizer

GEI Geocentric Equatorial Inertial

GMT Greenwich Mean Time

GSFC Goddard Space F1ight Center

GSTDN Ground Spaceflight Tracking and
Data Network

HDT High Density Tape

HDTR High Density Tape Recorder

IC Ttegrated Circuit

IPD Information Processing Division

1ps inches per second .

JSC Johnson Space Center

Kb/s K1lobits per second

Mb/s Megabits per second

MCC Mission Control Center

MSS Mass Storage System

0&A Orbit & Attitude

0P Qutput Processor

POCC Payload Operations Control Center

Qc Quality Control

RAM Random Access Memory

RM Resource Monitor

SCI Serial Controller Interface

SDPF Spacelab Data Processing Facility

A-2



LIST OF ACRONYMS AND ABBREVIATIONS, (CONT'D.)

SEI Solar Ecliptic Inertial

SIPS Spacelab Input Processing System
SOPS Spacelab Qutput Processing System
TORS Tracking and Data Relay Satellite
TLM Telemetry

WA Work Assembler
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