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Abstract

A barotroplc model of the atmosphere is used to test varlous sources
of forecast error. These errors are classified as truncatlon error,
physical error, or Inftial error. It ls shown that growth patterns
due to each category differ significantly. Inftial er-ors are shom
not to grow in a barotroplc model contrary to reports of other studies
which Indicate that they baslcally do grow. Also, random Inlttal
errors are shown to decrease due to the flltering effect of the model
Itself, Results seem to indicate that Instablilitles are required fuor
error growth, be they barotroplc or baroclinle, and that random errors

are not representatlive of true Initlal conditlons.
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I+ INTRODUCTION
With the launching of Seasat In Spring, 1978, a signiflcant amount
of meteorologlcal data will be added to the forecasters inventory. Two
of the satellite's sonsors will provide much needed Informatlion on the
oceans' surface temperature and wind stress. These way be incorporated
into the inftial data sets of large numortcal forecasting models and
hopefully reduce errors In foracasting. Before estimotes ean be wmade,
however, on the affectiveness of these new data, or of any satelltte
observations, for that matter, it Is necessary to understand the nature
of forecasting errors, In general, and the role Incroased obsarvotions
cah play In reducing them,
Errors In weather forecasts are generally broken down Into three
maln categorfes:
1. Physiecal error due to poor representation of the actual
phenomena by the mathematlcal cquations.
2,  Truncatlon error due to fintte difference approximation of
the governing equations, and
3. Initlallzation error due te Inaccurate portrayal of the
Inftial condltlons.
The physleal error Is ganarally due to a lack of knowledge concern-
Ing the physieal processes of the atmosphera, or, because of computer
- limitations, certain phenomena are compromized with coarse parametor!za-
tlions. That Is to say, that processes, stch as radiatlon, for example,
may require fraguent calculatlon of small components such as absorption
by wavelength bands, but, because of tiwe Vimftatfons, the wavelengths
are broken Into only 3 or b bands and the absorption and transmission at
these bands treated with some stiple, bulk coefficlents. Because these

paraneterirzations are, by definftion, only approximatlions to the
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trug case, one would expect some error to result from thelr use., How

great this error may become zan only be approximated by simulations

where more preclse equations are used for a !Imited tlme. In processes
where no exact mathematical representation !s known, no real assessment
of the physfcal error can be furntshed.

Truncatlion errors are a general category embodylng all errors that
may result From the use of a coarse grlid for a finite difference solution
to the governing equatlions. In a mathematical sense, the crrors are due
solely to the use of finjte-dlfferences Instead of exact derivatlves.
From a phys!ical perspective, the use of a coarse grid Fllters many of
"the small scale phenomana which may still be Important to weather forecasting.
Mlvakoda, et al., (1971) have demonstrated the effects of increasing model
resolutlon by forscasting with several verslons of the Geophyslical Fluid
Dynamics Laboratory (GFDL} 9-level general clrculation model (GCM).

There are slgniflcant impacts on the Forecast when the grld spacing Is

decreased from 540 to 270 km but much smaller impacts when It s further

dacreased to 135 km. Apparently the processes which are omitted In the

vary coarse grid are quite important even for short-range forecasts,
while there 1s llttle contributfon to the short-range forecasts from the
smaller scale, The 135 km~grid did become signiflcant after about 5 to
6 days, however, proving that even small scale phenomena are [mportant . % f
for longer range forecasts.
Inftlal errors include all deviations of the model's Initlal state ?5
from the true Initlal state. These deviations can be caused by random ;5

Instrument error, human error, omission of large areas, and the sub-

sequent Interpolation errors Involved In applylng the sparse observa-

tions td the grid polnts. These various sources may hot all result In
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the same type of error distribution, In fact, the random Instrument

error Is generally of low magnitude and Independent of locatlon. The
other errors (exc¢luding human error) are geographically dependent,

with the oceans and uninhabited areas notortously lacking In meteorological
observations,

In practlce, It is difficult to separate the Influences of these
indtvidual error sources, although attempts have been made to stimulate
the various error patterns assoclated with each. Much of the concern
over error growth has baen stimulated by the necessity te Incorporate
satelllte data Into numerical models of the atmosphzre; Kasahara (1972)
presents a sumnary of varlous studles on the nature of data assimila-
tion Into numerical models and briefly reviews the progress in under=-
standing Inltial error growth. Bengtsson (1975), touv, discusses the
nature of errors In relation to the assimilation of satellite data Into
numerical models of the atmosphere as does Blumen (1976a) and Blumen
(1976b). The work here Intends to compar. the various sources of
error and thelr effects on a simplified, non~!inear model of the atmos-
phere. Understanding these varlous errors will help in the assessment
of Impacts on forecasts due to the assimllatlon of current and projected
satelllite data. Part of this study was assImilated Into the Seasat slmula-
tion experiments conducted at the Goddard Institute for Space Studies

(G1SS) and described by Cane, et al. (1977).

I1. DESCRIPTION OF THE EXPERIMENT

The mode]l ielected for studlies of error growth was the simple,
shallow water equatlons, which assumes a barotrople, inviscid, Incom-
pressible fluld with helght-independent velocitles. These equations
have been used for assimilation studies, In either their primitive
form or In thelr differentlated vortlcity form, by many researchers
including Blumen (1976a), Morel, et al., (1271), and Miyakoda and Talagrand
(1971), and Halberstam (1974). The governing equations are:



{1) a. du/dt + u 3u/ex + v dufdy = =g dh/Ox - fv
b, 3v/3t + u dv/3x + v 3v/3y = ~g 3h/3y + fu

c. 3h/at + u 3h/ax + v ah/dy = ~-h (du/3x + 3v/dy),

where u and v are the westerly and southerly wind components, h |s the
helght of the fluld, f is a coriolis parameter, and g is earth's (eon~ .
stant) gravitational acceleration. The boundarles were cycllical In the
x~dlrection and imgenetrable, yet frictlionless at y=0 and y=Y. f was
assumed equal to 8 = 7,2 x 10'“ s.". The latlitudinal varfation in

the mode! was From 20N to 70NW.

Most runs were made with a resojutfon of about 2-1/2° in the
merldional directlon and abaut 5° of longltude in the latltudinal direc-
tion. This employed 2 grid system of 42 x 21 points. The numerical
scheme featured a staggered grid (the ''¢"' scheme of Arakawa and Mintz,
1974} with u, v and h on separate grids. The North and South boundaries
were v-points with v set to 0, permanently. A centered difference time
step equal to 10 min. was used, except once every 2 hours, when a Matsuno
predfctor-corrector step was used, to Insure against separation into two
computatlional modes.

The simulated "perfect' run was made from prescribed Injtial
flelds of h, u, and v, where h varled sinusoldally, while u and v
were balanced geostrophically. The equations were integrated for 240
hours (10 days) and the fields stored every 2 hours. This run (hereto-
fore referred to as "nature') was used as the verification for atl

other runs. The Initial distributlon of h and the resultant 6-hour

fleld are shown In Figure 1.
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The “error" runs were desloned to taest the relative magnttude and
error growth patterns assoclated with each type of error, The first
of these was the “initial" error Including all effects of wrongly pre-
scribing the Inftial field, Many of the sinulatlon experiments men-
tioned proviously chose to perturb the initial fleld by the addition
of randowm orrors. But many of the errors prevalent in the objective
onalysis of the numerical prediction models are not necessarily random,
as mentioned ecarlier. The Yack of data over wide expanses of the globe
and the interpolation and assimilation of rare bits of Information over
large domains can easlly be a more serious source of cerror than randow
Instrument or human error, For this reason, both types of inftlal
error were tested separately here, The flirst type was generated by
adding random errors to h, u, and v ond allowing the mode! to predict
forward without furthor disturbance., This run will be deslgrated as
RE. The second {called DG for "data gap''), was generated by omitting
information from the centar of the field ord extrapolating linecarly
from the surrounding points. Figs. 2 and 3 show the helght con~
tours at inftial time and at 6 hours for RE and DG, respectively,

Thoese should be compared to Fig. 1 to assess the degree of departure
from nature, HNote that the Initfal field for RE Is badly mottled,
but semo recovery is noted by 6 hours., DG has an apparent 'hote" In
the middle of the Inttial fleld which seems to cause a distortion in
the fleld at 6 hours.

The second type of error Investlgated was physical error, which
can be stmulated tn numerous ways. In the real world, it Is difficult,
If not Impossible to ovaluate the true physical error assoclated with

incorract physical assumptions or mothewmatical parameterization. In



cases whore these can be tested, reosults are usually too setect to be
moaningful, Willtamson and Rasohara {1971) have attempted to show the
offoct of physical orror in relation to inlttial error by demonstrating
the effect of changing thelr boundary layer parameterization. But not all
types of physical errvor behave In the same way. Qbviously a ‘‘dry' model
does not produce the same forecast as one which includes the effects of
water vapor, tn this exparimant, we tested two types of physical ecror.
One tavolved linearizing the right=hand side of {1)c by substituting an
average valve of H for h, The other resulted from the Inctusion of a
heating term added to (1)c which effectively raised h In the lower part
of the field and decreased It in the upper part. The initial flelds were
the samo as . :uure in both cases. The six hour h=-fleld Is shown In Fig,
L for the iinearized case (dubbed PE) and is not much different from
nature; contours for the heated case are not avallable,

The third type of ervor !s a siwple truncatlon error produced by
decreasing the grld resoltution from a 42 x 21 network to 14 x 7 and
Increasing the grid spacing threofold, The new "error' will thus
reprosent a mathematical truncation relative to the fine resolution,

No phystcal changes were made in tho model to cowpensate for the

change in resolution and even tha time stop was not Increased, although
1tnear stability considerattons would have a!lowed for ft, The h
contours for O and & hours are shown in Fig., § fo.o the low resolution

{LR) run. Note that Initially there Is considerable swoothing of the
waves, with soma of the closed contours appearing fn nature missing in

LR. At 6 hours, the gradients ro wble wore the Inltial condlitions

than the 6-hour nature flald, with the tight gradients still occupying the
northern portion of the domaln rather than moving down to the southern

portion as found tn nature.



111, ERROR GROWTH PATTERNS .

A1l the error runs contlnued until 240 hours and the root moan
square (rms) error for the entira fleld was computed overy 2 hours
until 12 hours and every 6 hours thereaftor. A plot of h-rms vs. time
I's presonted tn Flfg. 6 and u=rms In thé 7 Tor PE, the heated case,

LRy, RE, and DG. They are obviously all quite different.

The physlcal errors show a consliderable range of possibiiities.

The PE run asymptotes at falrly moderate levels. After a rapld rise
during the flrst 6 hours, the error growth rate declines unti! 1t beglns
to oscillate at about 24 to 36 hours. Apparently the differences
between the flelds tend to remaln small but some waves may be slightly
out of phase. The heated case, on the other hand, shows a continued
growth of error Tor the entire 10 Jays, probably because the wmagnltudes
of the flelds are constiderably different In the heated case.

The LR case shows an almost predictable error growth pattern.
There Is an Inttlal spurt of error growth followed by a choppy os-
ctilatlon about some mean quantity. The oscillations are probably
due to phasing differences caused by the differences In resolution
betwaen nature and LR. In llnear wave equatlons, the truncation ervors
are also expectad tu osclllate since they are proportional to some order
derivative of the time sotution which conslsts of sinusoldal waves.

The InltTal errors present the mest intriguing growth patterns In
this study, RE shows a drop in error levels firom the Inltial time untl]
some asymptote is reached. The u=rms flrst Increases as It adjusts
to the error In h, but drops along with h fnmedlately afterwards. DG,
however, scems to malntain the same error level with a possible In-

crease towards the end of the period,




One can understand the behavior of the Initial errors from a dis-
cusston by Smagorinsky, et al., (1970} who blame the growth of [nitla!l
error on batroclinic Instabilities that amplify the infttal perturba-
tions unt!l the perturbed fleld resembles the original fleid only as would a
random climatalogical state . At the outset, the fleld goes through an
adjustment period, according to Smagorinsky, et al., (1970), when the
errors actually dip before rising. Thls dip was also mentioned by
Halberstam (1974) and Blumen (1976a) using the barotroplc equations.

This study seems to indicate that the "adjustment" is a

phenomenhon associated only with random initial error. Other modes

of error, similar to DG described here, may lead to different growth
patterns where the noted dip does not occur. Apparently the dip

ls associated with the filtering of high-frequency waves by the numerical
model. The noisy waves are a non-meteorological component which con-
taminate the fleld, and when they atre removed by the smoothing and
physics of the model, the field is brought into better agreement wfth
other model fields or, at times, even with nature.

The decrease of error with time in RE seems to support Smagorinsky's,
et al., (1970) contentlon that the barociinic instabllities are responsible
for error growth. In our study, a barotropic model was used, so that the
inifial errors elther dectease or remain fairly constant. One must
explain, however, why Miyakoda and Talagrand (1971} or Blumen (1978a) da
show error growth even with barotropic models. They all inslst that
the non-linearity of the model is necessary for error growth, but 1t
should not be a sufficient condition. In Mliyakoda and Talagrand's

(1971) study, a barotropic instability may have been created by proper




boundary conditlons preducing suffielent wind shoar. Blumen's model
separatoes the geostrophic from the ageostrophle components of tho
vorticity and his analysls shows that the expoctod voluc of the rms
error, assuming & random Inltlal distributfon, reaches an asymptotic
valuo after a number of days, similar to realistic tests done wlth the
Natlonal Center of Atmospheric Research (NCAR) model. Hls approach is
quite different From a stralghforward numerlical approximatlion to the
primitive equations or the vorticity form. Hls equations are, In
affect, llnear, with non=1incar components added to them, Thls may have
had an effoct on the rate of computed error growth, although parallels
to the primitive equations calcultatlons should still exist.

Morel, at al., (1971) also used the barotroplc case to study the
offect of data assimilatlion on the rate of error growth. The Initlal
econdltlons are alsoc pertirbed by random errors and simulated satelltte
data assimilated durfng an lterated forecasting-hindcasting cycle. The
errar Is seen to decline durlng the assimilation cycle, but the control
case (without the assimilatlon of data) Is omitted. The reader is lad
to beliaeve that the decrease in error is strictly due to the assimlla~
tlon of data, rather than to the adjustment process. In light of the
present study, thelr work may have to be reviewod wlth a non-assimlla-
ted run presented In comparison. |(Ff tha ass!milations are not totally
responsible for the reduction of errors, then the recommended, expen-
sive [terative process may not be worthwhile, especially with large

numerlical atmospheric models.

IV, SUMMARY AND CONCLUSIONS
A primitive equations barotropic wodel of the atmosphere has been
usad to test the effects of cortain errors on numarical forecasts.

The three types of errors investigated were physical errors, truncatlon




errors, and Initlal errors. The physlecal errors consnlsted of a change
In the model cquatfons by 1. substitut!ng a constant average value of H
For the varlable h In the divergent term of 1 (c) and 2. Including a
heatlng term which causes h to rise In the southern portlon and de-
crease In the northern portlon. The truncatfon error was generated

by reducling the resolution to 1/3 of the original 42 x 21 grlds. The
inltlal errors were divided into @ 1. random error and 2. sampling and
interpolation error created by omitting the center of the fleld and
filling the gap by Interpolation.

Results show that physlical errors have a large range, dependling
on the type of physlecs Involved. Resolution errors grow inftfally and
then osclllate about some mean quantity. Initial errors do not grow
In this barotreplc model. Instead, the random errors decrease unt}]
some asymptote is reached, while the interpolation error maintalns
a small osclllatlon about some mear value determined at the outset.

Indicatlions are that physical ervors are difflcult to assess and
probably more difficult to correct. The ones that are due to incorrect
representation of the phenomena are the product of elther unknown physics
or unavoldable parameterization due to computer consliderations.
Truncation errors will always exlist as long as finfte differences are
employed. Mlyakoda, et al., (1971) have clearly shown that there is a
critlcal resolutlon which must be surpassed fn order fur the forecast
to be meteorologically meaningful. Beyond that, very little Incremen-
tal benefit ls achleved by Increasing the resolution, at least for the
short-term,

Host efforts In fmproving observatlions, such as the launching of
satelllites, are geared toward reducing the inltial errors. This study

observes that not all inlttal errors behave In the same way, and that

they will not grow in the absence of instablllties, Simulation studies

10



that make use of only random inltial orrors, may not bo dolng justice to
tho problem of Inlttaltzatton, sinee random errors are generally fFiltered
out by the models themselves. On the other hahd, areas and seasons of
low baroclinfelty may not require concentrated !mprovement of Inftlal
flolds to tuprove forotasts.

Further Investigatlons are planned to study the nature of error
growth, espectally with regards to tnftial aerror. Experlments per-
formod at the Goddard Inst!tute for Space Studles (GISS) with a
reallstic inltlal Field are currently being documented by Cane, et al.,
(1977). A two-level haroclinlc model Is being developed at JPL to test
thoe effects of baroclinicity on crror growth, and whether arcas of

potentinlly serfous orrors can be predicted.
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