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CHAPTER I

INTRODUCTION

Nondestructive Testing

een one of the most rapidly
growing technical fields. Increasingly, design engineers are
specifying nondestructive evaluations of elements and are
accepting the additional cost of nondestructive testing (NDT)
particularly where there is danger to a structure of fatigue
stress, stress corrosion or catastrophic crack growth. Frac-
ture critical analysis of designs is an important area of
attention at NASA, in the armed forces, and in the nuclear
power industry. A fracture critical component is one where
premature failure would result in loss of the total structure
or shut~down of the total system. These components must be
designed and verified safe by two different design processes:
standard design and fracture mechanics design procedures.
An interest in improving the sensitivity, reliability and
ease of nondestructive testing methods accompanies the growth
of fracture critical analysis in designs (1).

Acoustic emission techniques are relatively new in the
field of nondestructive testing and promise to be among the
most reliable techniques for in situ determination of struc-

tural integrity. Following is a summary of the most
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important techmiques of nondestructive testing, including

their methods and their limitations.

X-ray. photography

This method utilizes electromagnetic radiation trans-
mission through the test piece. The resolution for detection
of a crack or void is limited by: 1) the grain size of the
x-ray f£ilm, 2) the orientation éf the crack relative to the
x-ray film plane, and 3) the thickness of the material
through which the x-rays pass. The sensitivity limit of
crack detection is approximately 3 mm. The 90 percent prob-
ability of detection with a 95 percent confidence level

(90/95 1limit) is a 12 mm crack length (2).

Dye penetrants

This method is used primarily for surface crack detec-
tion by applying a penetrating dye solution, wiping the ex-
cess off the surface, and then applying a developer solution
to draw the penetrating dye from the defect. The sensitivity
of this NDT method varies with the crack length, 2C, and the
crack depth, a. For an a/2C ratio of 0.5, the detectable
limit is on the order of a 2 mm crack length and the 90/95

limit is 4 mm.

Eddy currents
Eddy current methods detect flaws by permeability
changes on the surface and in the near subsurface. The

field of view is less than given by both the x-ray and



dye methods; it is limited to the diameter of the field pro-.
jected by the detector. The detectable limit of void length
is approximately 1 mm and the 90/95 limit is a 3 mm void

length.

Ultrasonic detection

This method of detecting flaws uses a high frequency
pressure radiation transmitted into the test piece; The
radiation may be received by the transducer as through
transmission or as reflected transmission. The flaws are
detected either by a loss of energy with respect to the
energy received on either side of the flawed area or by the
reflected energy. The detectable limit of cracks is 1 mm

and the 90/95 limit is approximately 2 mm.

Magnetized particles

A solution with a finely dispersed suspension of mag-
netic particles is used to detect surface flaws and near
subsurface flaws. The solution is poured over the surface
and a magnetizing field is applied to the specimen. At a
flaw location, there will be a perturbation of the flux lines
and the particles in solution will gather around the pertur-
bation. The detectable limit of cracks is approximately

1l mm and the 90/95 limit is 2 mm.

Acoustic emission
The acoustic emission (AE) method of NDT is used to

detect high frequency pressure waves emitted by the growing



defects. This method has been used to locate the area where
a crack is growing, but it has not beén used to estimate the
crack size. The sum of the acoustic emission bursts and the
time rate of the emissions has been correlated with crack
growth rate in many materials. The AE signals from crack
growth have been associated with dislocation movement as the
plastic zone is growing and is on the order of 2 to 60 x
10°® mm. & 90/95 limit has not been established for the
ability of this method to locate cracks. Location of cracks
within * one wall thickness of a pressure vessel has been re-
ported from overload proof tests (3).

There are several reasons why AE measurements are
preferable over other types of NDT tests. The AE signals
are detectable in both the working situation and during the
periodic proof testing. Also, the signals can be detected
remotely from the growing crack by using an array of trans-
ducers. Thus costly disassembly is deferred or even avoided
until it is necessary to view the defect directly with other
NDT tools. Additional reasons for selecting AE measure-
ments are the low cost of the equipment and results are
immediately available at the time of testing. Because of
the potential for this particular type of inspection, this
study concentrates on the AE method for flaw characteriza-

tion.




Background of Acoustic Emission Research

Researchers are continually developing new methods
for increasing the range of application of acoustic emission,
€.dg., in 'the fields of flaw detéction; indirect mechanical
measurement of flow and monitoring the performance of rotat-
ing equipment. Present acoustic emission emphasis has been
directed toward the understanding of pulses generatéd during
the propagation of material defects. The equipment, elec-
tronic techniques, and associated science can easily be ex-
tended to the study of acoustic pulses produced by other
types of generating mechanisms, such as rotating equipment
and wearing surfaces.

It has been established by prior research that acoustic
emissions result from slip-produced pressure waves during
dynamic processes within a material. In other words, the
acoustic emission is a transient elastic wave generated by
the rapid release of energy within the material from a local-
ized source.

The first serious investigation of the acoustic
emission phenomenon was performed by Kaiser (4). 1In 1950
he reported the results of his study on several metals, all
of which exhibited the acoustic emission phenomenon upon
loading. He attributed the acoustic emissions emanating from
polycrystalline specimens to slip originating in the grain
boundary interface. Stresses in the specimens were believed

to cause interactions at the interfaces of adjacent grains,



resulting in the emissions. He also observed that the fre-
qguency and amplitude of the emissions had characteristic
spectra and were related to the stress level for a given
material.

Investigation of the acoustic emission phenomenon in
the USA was begun by Schofield (5,6) who did extensive re-
search in the area of deformation mechanisms as sources of
emissions after 1955. Schofield did most of his work on
single crystals which were good producers of acoustic emis-
sions. Numerous sources of acoustic emission in metals have
subsequ%ntly been identified. Table 1 lists typical material
lfactors that influence acoustic emission generation. Studies
also indicate that there are no simple characteristic spectra
of frequency and amplitude emitted for a material, and that
these were not the important parameters to be used for study
6f a material.

Recently, studies have been conducted to again analyze
the frequency spectra of acoustic emissions in metals and
nonmetais (7-11) . Beattie (11l) suggests that the acoustic
pulse contains much more information than has been extracted
by conventional ring-down count analysis and that mofe re-
fined signal processing techniques can be applied to fhe
pulse to obtain additional information about the nature of
the signal.

In a recent special publication by the Acoustic

Emission Working Group, ASTM-STP 505, many authors presented



TABLE 1

FACTORS THAT INFLUENCE ACOUSTIC EMISSION GENERATION

Higher Amplitude AE Pulses

Lower Amplitude AE Pulses

Large grain size
Cleavage fracture
Anisotropy

Flawed material
Thick section
Twinning material

Martensitic phase
transformations

Low temperature
High strength

High strain rate

Small grain size .
Shear deformation
Isotropy

Unflawed materia}
Thin section
Nontwinning material

Diffusion controlled
transformations

High temperature
Low strength

Low strain rate

SOURCE: Dunegan Research, "Factors Affecting Acoustic
Emission Response from Materials," Materials Research and

Standards, Vol. 1ll, No. 3, NMarch 19

,ro P ‘s



state-of-the-art papers covering applications of acousfic
emission (12). The transient stress waves génerated-by'the
rapid release of energy within a material have been applied
to fundamental studies of the deformation of materials, mate-
rial evaluation, nondestructive testing, and evaluation of
structural integrity. Modern instrumentation, electronics,
and data processing techniques have overcome many of the dif-
ficulties encountered in the past so that it is no longer
necessary to isolate the mechanical loading system from the

specimens under study to obtain the significant AE signals.

Present AE measurement systems

In order to understand and identify the pulses gener-
ated by defects in materials and to associate the pulses with
specific phenomena within the material, an analysis of the
acoustic signal must be performed. Usually this analysis is
approached from one of two directions: signal {(or pulse)
counting or signature (or frequency) analysis.

Signal counting. Much of the research today in acous-

tic emission non-destructive testing is in counting pulses
emanating from a source undergoing plastic deformation (3).
All pulses whose amplitude is greater than some preselected
baseline noise signal level are counted as a function of
time. Either the total number of pulses or the pulse rate
is used as one variable, and stress or strain and/or some

other mechanical variable are recorded on an X-~Y-Y recorder



to get a characteristic curve. A family of characteristic
curves is collected and judged for the influence of the vari-
able under investigation, such as load or specimen geometry.

Liptai (3) has given a very useful summary of AE tech-

unflawed specimens of beryllium in a creep test, the follow-
ing relation has been found between the AE count rate, N,

time, t, and steady state applied stress, o:
N = D tM expBo (1)

where D, M and B are constants.

AE pulse counting has been shown to be useful for the
detection of growing cracks. Flaws and cracks act as stress
concentration zones, and plastic deformation will occur be-
fore the average stress reaches the yield stress. In frac-
ture mechanics theory it has been demonstrated that the.
stresses near the tip of a crack in an idealized solid are

completely controlled by a stress intensity factor K.
K = o /na (2)

where ¢ equals applied stress and 2a is the crack length,
i.e., central type of crack in infinite plate. Thus experi-
ments have been conducted to define the dependence of the
acoustic emissions generated in the plastic zone of a crack

tip and K. The relation found is:

sSN = C KA (3)
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where IN is the total number ¢f counts, and C and A are con-
stants. The exponent A varies from 4 for 7075-T6 aluminum
specimens (13) to approximately 8 for befyllium (14).

There ére many other examples where AE pulse counting
is being applied in research on materials failure. In the
bulk of this work the variables N and N are measured and
correlated with a physical measurement such as creep, corro-
sion, crack growth, etc.

Signature analvsis. In this procedure, the total

available frequency range of the signals is examined. Spe-
cific f;equency peaks are analyzed, after their preprocessing
(filtering and shaping) and their storage on a magnetic tape.
A 'typical’ frequency of the generating process is sought,
which can then be used for future identification.

Graham and Alers (8) developed an experiment for the
analysis of a single AE burst from a growing defect in metal.
The fregquency signature from 9 to 2 miz of a burst was com-
puted and found to be similar to acoustic 'white noise' with
slight perturbations from pulse to pulse. They reported dif-
ferences in signatures between tensile crack growth, stress-
corrosion induced crack growth, and plastic flow.

Fraguency analysis techniques used for signal identi-
fication and signature analysis present several fundamental
problems. Thers are two major sources of misinterpretation:
1) the frequency response of the transducer and 2) frequency

shifts and mode conversion wiithin the geometry of the
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.structure. It isltherefore important to consider alternative
methods of signal analysié. In particular, a signature. |
analysis_that models the nature of the pulse in the time
domain is desirable.

| One powerful technique for signature énalysis is called
pulse testing (15). In this process Fourier transfer func-
tions are developed from the Fourier transforms of both the
input amplitude (disturbance source) and the output amplitude
of the measured signal. If the transducer transfer function
could be described adequately, it is anticipated that noise
and errors produced by the measuring system and exéernal

generators could be minimized.

The Present Study

This dissertation is an investigation of acoustic
emission (AE) measurement methods for use in nondestructive

evaluation. The primary objective is to develop a technigque

for examining AE pulses which could reliably discriminate

between AE pulses from noncritical sources and AE pulses from

a growing crack.

Different methods for analyzing individual pulses by
examination of signatures in the frequency domain and in the
time domain are developed and examined. The time domain
signature uses a deconvolution method which effectively re-
moves the dynamic contributions of the transducer measure-

ment system.
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This study also investigates the ideal characteristics
for a transducer and filter measurement system. The optimum
coefficients for the AE system described were not tested
experimentally because 1) the means for manufacturing an
optimum transducer are not available and 2) the results ob-
tained with the deconvolution method appear to minimize the
need to optimize the system for this study.

Experimental tests were conducted and the results from
the different AE pulses examined. Mathematical models for
the components of the measuring system are presented in the
equation form and in a Bode frequency plot. Four experiments
were conducted to:

l. evaluate the reproduceability of the pulse record-
ings

2. test the relative performance of different trans-~
ducers

3. test the ability of one transducer to distinguish
between different AE sources, and

4. test the performance of an AE transducer on a ball
bearing test rig for bearings with and without
defects.

The following chapters present the analysis, findings

and conclusions of this study. Suggestions for further re-

search and improvements in the deconvolution method of AE

measurement are also presented.
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CHAPTER II

Introduction

The principal methods for analysis and evaluation of
acoustic emission stress waves are the following: 1) fre-
guency spectrum, 2) total number of acoustic emission counts
from a transducer ringdown, 3) count rate, 4) amplitude
distribution and 5) rise time of initial burst.

The count rate and the total number of counts are the
most widely used. They have been correlated with stress
intensity factors, applied stress, number of fatigue cycles,
and applied strain (12). The present state of the analysis
of acoustic cmission signals similar to the one shown in
Figures 1 and 2 has been primarily in the area of simple
signal statistics such as the number of pulses above a given
pulse amplitude.

Several of the available methods for dealing with pulse
analysis have been tested for their relative sensitivity in
distinguishing between different types of pulses. The work
reported ig this chapter is a theoretical analysis of the
pulse analysis methods with idealized geometrical pulses
substituted for actual test pulses. The study described

herein was conducted to find an analysis method selective
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Fig. 2. Acoustic emission pulse from electrical spark.
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enough to distinguish between separate acoustic emissions
associated with 1) an actively growing crack and 2).extrane-
ous signals of short duration.

A phase of this study was initiated to determine how
effective the available pulse analysis methods are in segre-
gating pulses of different types after they have passed
through an acoustic emission transducer and filter measure-
ment system. Since no adequate model was available to
describe the dynamic behavior of an acoustic emission pick-
up, a simple single-degree-of-freedom model of an acceler-
ometer was used for the computer model. PFilters in the meas-
uring system are modeled as a single-pole passive high-pass
filter and low-pass filter. The system is shown in Figure 3.

The pulse shapes, which any pulse analysis methods must
deal with, were considered to be 1) large changes in the
shape as represented by a triaﬁgle, square, and displaced
cosine pulse as well as 2) small perturbations on the pro-
file of a large pulse. The criteria for judging the accuracy
of each pulse analysis method is how well each method identi-
fied differences in pulse shapes.

The pulse analysis techniques tested on a triangular
pulse with small perturbations are: 1) Fourier spectrum;

2) Fourier transfer function; 3) shock spectrum; 4) shock
spectrum ratio.

The influence of the measuring system on the pulse

analysis was tested with three different analytical pulses:
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displaced cosine, square and triangle. Fourier spectrum was
used to analyze the pulse at different locations in the meas-

uring system. Several deconvolution methods were also used.

)

Spectrum Analysis Methods

Four techniques follow for signature analysis performed
in the frequency domain. Signature analysis in the time do-
main are rise-time analysis and deconvolution. Rise-time
analysis is simply a study of the shape of the leading edge
of a pulse. Deconvolution is described later in this clup-

ter.

Fourier spectrum

The Fourier transform of a pulse is the most common

<

means for characterization of a signature in both destructive
and nondestructive testing. The transform of a signal, f(t),

into the frequency domain as F(jw) is:
F(jw) = ‘f f(t) exp(-jwt) 4t (4)
[0}

where w equals frequency, rad/s and j equals the square root
of minus one. The advantage of this frequency transform is
that it can treat one unique pulse. A requirement in using
this transform is that the detector of the pulse not exhibit
tran;ient decay during the period of the pulse measurement.

When there is a transient decay problem in the measurement

system, then the Laplace transform equation is used.

il
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Samples of the Fourier spectra that are generated by
a square pulse of duration Tp are shown in Figure 4(a).
Figure 4(b) is a typical experimental frequency signature of
an actual short duration shock measured with an accelerometer
transducer.
To permit rapid visual comparison of pulses, the fol-
lowing normalization process was used.
1. When the pulse width is clearly defined, the
frequency scale was normalized by multiplication
of each frequency (F) by the pulse width in
seconds (Tp).
2. The Fourier spectrum magnitudes (Y) were normalized
with respect to the size of the pulse by division
of the Fourier mragnitude by the absolute value of

the area between the pulse and the zero line.

3. The shock spectrum magnitudes were normalized by
division by the maximum value of the pulse.

A variety of test computations were conducted on pulses
of similar shape but with different heights and pulse widths.
For a particular pulse, whether it be a symmetrical triangle,
an unsymmetrical triangle or a rectangle, the signatures are
always the same without regard to the pulse height or pulse
width when the above normalization procedure is used.

Figure 5 presents the Fourier spectrum for a simple
triangular pulse and for a triangular pulse with a 17% per-
turbation on the trailing side of the pulse. The sensitivity
of the Fourier analysis technigue to distinguish between the
square pulse and the triangular pulse is relatively high, but

the technique does not deal effectively with the presence of




%—‘ T ] T |
1
0,6 i B
‘_1¢
T
\
0.3 ]
o .4
0 1 2 3 4
(2) FXTP
[ 1 ‘ !
.00 N
f
Y
0.0005 - y
0 1 L :
0 2.5 5.0 7.5 10
(b} FxTy
“ig. 4. Fourier spectrum of two pulses: &) square

Fulac Toput wnd by ounknown AR pulse input.



21

0-5"’ —
i
C)o 2 4 (S 8
(2) FaTp
I ]
178
4 " 6 8
(h) FaTy

Fig. 5. a) Fourier spectrum for triangular pulse and
b) triangular pulse with a 17% perturbation on trailing edge
of pulse.
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a small perturbation. The only significant shifts are at

the null magnitude frequency FxTP = 2, 4 and 6 where small
amplitude signals are present in the perturbated frequency
spectrum. It is probable that small amplitude signal dif-

ferences such as this could be masked by system noise.

Fourier transfer function spectrum

A transfer function is defined as a mathematical re-
lationship that relates the output signal to the input signal
of a system and presumes a linear relationship © = GI. When
an experimental output variable can be measured for a known
input variable, it is then possible to derive an approximate
transfer function that is representative of the system. This
approach to pulse measurement situations was suggested by
Clements and Schnelle (15}, and has been used on a number of
nondestructive testing projects {16, 17). The equation that
is used for derivation of a Fourier transfer function is as
follows:

_{0 f(t)Out exp(=~jut)dt
(5}

G(jw)

f f(t)in exp (-jeot)dt

Q

Samples of the magnitude of the Fourier transfer func-
tion as a function of frequency are shown in the plots of
Figure 6. The output signal is a triangular pulse with a 2%
perturbation of the peak height on the leading edge for the

top plot, and a triangular pulse with two perturbations for
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the lower plot. The input signal in both cases was a tri-
angular pulse. |

The signature analysis method demonstrates high sensi-
tivity for detection of these small perturbations. If the
input and output signal are identical, the transfer function
is a straight horizontal line of magnitude 1. The stréiqht
horizontal portions of the plots in Figure 6 are in the fre-
quency ranges where there was a significant magnitude shown
on the Fourier spectrum plots of Figure 5. Thus the transfer
function is shown to amplify differences in yj and y; at Fpr
of 2, 4 and 6 which is where yj; and yj; are gquite small.

The two plots of Figure 6 show the influence of the lo-
cation and number of perturbations on the main pulse by Fou-
rier transfer function analysis. For the example given, the
second minimum of the Fourier spectrum at Fpr = 4 appears to
be the most sensitive to small changes. No analysis has been
made that would predict this behavior. The Fourier transfer
function signature is altered significantly when the height

of the perturbation is increased from 2 to 15%.

Shock spectrum
A shock spectrum is defined as follows (18).

The application of an. acceleration shock pulse to the
base of a single-degree-~of-freedom vibration system
results in a time response of the mass. The maximum
value of the time response for a given pulse shape de-.
pends on the natural frequency and the damping of the
vibrating system. The plot of the maximum response of
the oscillator against the natural frequency of the
oscillator is the shock spectrum of the pulse.
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The'equaticn of an undamped system initially at rest is:

S t . :
(x~ Z)max = [ - %.'( Z(€E) sin w(t-g) dg ] max (6)

o

AT, T

The relatlve displacement between oscillator mass and
the base for a shock 1nput is normally calculated by Du—

~hamel's lntegral for linear systems (18). A pseudo-relative

g et G uey

acceleratlon is. then found by multiplying the displacement by

i (naturalrfrequency) . An improvement on the Duhamel's inte-
i gral apércach has been developed recently (19) where the dif-
;”ferentlal equatlon of moction is solved directly for the par-
ticular pulse input using the Runge-Kutta-Nystrom method
(20) One of the advantages of the Runge-Kutta shock spec-
trum is that the relative acceleration peak values are found
}directly and different damping models may be used. The
?Runge—Kutce method is similar to setting up the differential
éequation cﬁ an analog computer and picking off the peak am-
%plitude at each natural frequency selected in the frequency
;band for the épectrum.
éw The shock spectrum was derived for a damping: ratio of
%.0001. T;e resultant shock spectrum for a triangular-shaped
Ecceleration pulse and the spectrum for a triangular pulse
‘;lth a 5% perturbation are shown in Figure 7. This method of
tepresentaticn of a pulse signature shows only a slight
‘change in shape between the two pulses for freguencies above

Fx'I!_P = 3. . Other perturbations resulted in only minimal dif-

ferences in shock spectrum, and it was concluded that the
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shock spectrum signature does not produce an improvement on

the Fourier spectrum signature.

Shock spectrum ratio

" Fbllqﬁing the approach suggested by the Fou:ier transg-
fer function method, a pseudo-transfer function was derived
by dividing the shock spectrum of the output function by the
shock spectrum of the input function as shown in Figure 8.
A sketch of the shape of the acceleration pulses used and
their relative positions in the ratio is shown in the upper
left corner of each plot. It is apparent from the plots that
the shock spectrum ratio is sensitive to a small perturbation
and when more than one perturbation is present the plot is
significantly different. An advantage of this method for
signature derivation is seen in the broad peak and low magni-
tude of the deviation, i.e., from 1.0 to 1.6, as contrasted
with the sharp peaks over a narrow frequency band for the
Fourier transfer function seen in Figure 6. Also, note for
FxTp = 2 and 4 where the shock spectrum is low (Figure 7),
that the shock spectrum ratio plots (Figure 8) is a well-"
behaved function.

One application of the Fourier transfer function and

the shock spectrum ratio signatures is the definition by
size and loéation of the perturbation on a larger pulse. A
series of five test computations for different perturbation

heights at the same location on a triangular pulse are shown
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in Figures 9 and 10. The highest peak withvthe Foufier
transfer function, Figure 9, occurred at FxTP =.4.5, and the
peak decreased as the perturbation height_increasedr The
changes in the peak height with.perturbation'height-was-not
linear. The peak seen at FxTp = 2.0 did increase lineérly
with perturbation height. The shock spectrum ratio_results,
Figure 10, showed a peak at FxTp = 2 and 4. These peaks in-
creased linearly with the perturbation height. The shock
spectrum ratio results are considered to be more useful for
the analysis of perturbations. Five additional computations
were made with the 15% perturbation moved across the width of
the pulse from 7.5 to 17.5% of Tp- The results are shown in
Figure 11 and it appears that the features of the signature

above FxT, = 2.3 are influenced significantly by the location

p
of the pulse.

Influence of the Transducer on
Pulse Shape Analysis

Graham and Alers (9) have determined the frequency.
spectrum of AE pulses. Their results suggested that' it was
possible to detect variations in the pulse shape for pulses
from different acoustic emission sources, but the frequency
spectrum approach is hampered by an inability to classify how
much the original acoustic signature was mgdified by filter-
ing and attenuation in the measurement system. Typical
charactistics of commerically available AE transducers are

as follows.
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1. ‘Natural frequency: between 100 and 500 kHz,
. primarily because of the good transmission
" through the material of pulse information in
' -this frequency range.

2,;-Transducer damping: low for extended periods
f.fgfrringing (z=0.01).

e 3;17Fiitering. high-pass for frequencies abové
SN | tapprox1mately 50 kHz to mask out unwanted back-
PR Tlground noise.
An . analy51s of the modifying influence caused by the
: measurement system was made by modeling the transducer as a
ﬂ simple 51ngle-degree-of ~freedom accelerometer and a filter
. as a SLngle-pole passive filter. This simple model is not
;lﬁully representative of an AE transducer, since laboratory
?)méasuremepts indicate that AE transducers have many modes of
f xeéonahce7as would be expected from a distributed'parameter
H;syétem.

He

‘Mathematlcal Definition of the System

: The system is shown schematically in Figure 3. To

; avoid obscuring the overall issue and following conventional
usage (21), the transducer will be modeled by a simple
single-degree-of -freedom lumped parameter piezoelectric

;;aqqelerometer. For this study the filters are simple single-

{fpolé and 72ef§ passive networks. Higher order representa-

'}tions of filters and transducers will be used in later

;.studies._
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Model development

Figure 3 shows séhematically the maés of the transducer
plus the mass effect of the piezoelectric material (M), sup-
ported by an effective spring stiffness (K) of the piezoelec-
tric material, and internal plus external damping within the
transducer, modeled by an equivalent viscous damper (C). The
transducer is designed to respond to an input acceleration
(force) at the base, il(t)f. The force transmitted through
the 'spring' corresponds to a shear or compressive stress in
the piezoelectric material. A voltage Z, is generated pro-
portional to the strain between the mass and the foundation

(or base), i.e.,

Z3 = Kpy(x-Z3), volts (7)

where Kpu is a constant.

The signals of interest are Z,, the transducer output;
Z4, the system output; and Zg the reconstructed (deconvolut-
ed) input. Generation of Zg(t) is considered later. 1In
operation form Z, and Z,4 are given respectively by
Z,(t -K
2(8) U )

Zl(t) D2 + 2cwnD + w 2

n

and

TLIn general the argument (t) expressing the time de--
pendence of the signals will be suppressed for convenience;
retention will be for clarity or for emphasis, as in Zs(t)
below.
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g8 _ ~*pu®1p® ' _ (9)
7, (€) (0® + 2zw.D + wnz) (D + wp )0+ )
"I where: | N
D= oberator for'd/dt
¢ =C/2 /KM | _
w, = vE/M, transducer natural.fréquency (2%£)
whp = corner frequency of first-order high-pass fil-

ter (2nf;, )

wlp = corner frequency of first-order low-pass filter

is redefined to include M, KP“ -+ Kpu/M.

The solution of equation (9) is relatively straight-
forward when the input signal Zl(t) is simply described
mathematically. When the pulses are irregular in shape and
occurrence, solutions may be impossible (or at least imprac-
tical) to obtain analytically. Accordingly, it is useful to
also employ numerical integration in such cases, and even-
tually in general. After some algebraic manipulation of

equation (9), the system differential equation is:

_._..%. = - (2;wn+whp+wlp) g -wn2+2Cwn(whp'l'(ulp)-l'mhpwlp—-%
dt dt dt
“dz,

le

2
-mhpmlpmn Z4-Kpu(ﬂlp —-a? (10)
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One advantage of this form is that 'initial conditions'
(residual values from previous pulses) can be Handled_without
difficulty, thereby facilitating treatment of arbitrarily
shaped and spaced signals.

Preliminary system design studies using equation (10)
to generate Z, for given inputs 21 showed the low-pass filter
to be redundant, since the transducer already acts as a low-
pass filter. Therefore a modified transfer function exclud-
ing the low-pass filter was used in the studies presented
here. The modified system operator form and differential

equation are, respectively

Zg _ “XpuP (11
oo - 2 2 +
Zl (D< + ZZ;wnD + wn ) (D mhp)
and

a3z a2z az

) = =-(2cw_. + w )———i -{w 2 + 2cw_w )—-—i

dt3 n hp dt2 n n"hp’ 4¢

(12)

5 dz,

~wn* “’hpz 4—KPUT(-_'

Equations (11) and (12) (or (9) and (10)) are used to

determine the fidelity of the data signal Z, to the test in-

puts il by comparing the frequency spectra. To solve equa-
tions (10) or (12), a fourth-order predictor-corrector

Runge-Kutta integration scheme is used (20).
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Several pulse shape configurations were used to demon-

strate the influence of the measurement system on the pulse

shape. Three pulées of different shaﬁes with egual pulse
widths were selected for testing. The square, cosine and
triangular pulse are shown in Figure 12. Thé damping ratio
for the transducer was 0.0l and the'high-pass filter corner
th/Fn = 0.1 are reasonably representative of present pulse
counting designs.

The pulse shapes that come out of the transducer-filter
system are shown in Figure 13 in the same relative positions
as their input pulses. The Fourier spectrum of each output
signal Z4 were computed and are shown in Figure 14. The Fou-
rier spectrums for the input-signals would be similar to
those shown in Figures 4 (a) and 5(a) for the square and tri-

angle. The distingquishing characteristics of the Fourier

spectrum for these simple pulse shapes are modified signifi-

cantly by passage of the pulse through the measurement sys-—

tem. The output signal pulse shapes for a triangle and a
cosine can have nearly the same Fourier spectrum. Hence, it

can be concluded that the transducer and filtrating systems

presently used for AE pulse signature analysis are a major

deterrent in the search for a unigue signature from AE sig-

nals coming from defects.
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Deconvolution method . S 4

An alternative to pulse counting and f:eéuengy spectra
analysis is time domain reconstruction of the pulse or pulse
train; It would be a step forward if the_ﬁrqnsducer and its
modiﬁ&ing effects on the signal could be eiiminated by comé
puting ;he shape of the signal before it entered the trans-
ducer. That ;s, utilizing recently-developed laboratory-
compatible digital storage units; if one had the correct com-
puter routine, the digitized transducer output could be man-
ipulated (deconvoluted)H to determine the approximate orig-
ina} shape of the pulse at the base of the transducer. Al-
though intriguing, this approach does not appear to have been
reported. To implement the deconvolution idea, a computer
routine is required to manipulate the data signal Z, in terms
of the assumed or known dominant instrumentation system
parameters. The result, Z5 in Figure 3, is then a reshaped
time-domain !pulse' based on the recorded output shape. To
implement this approach equation (12) is expressed in suit-
able finite difference form:

zwhpz4(i)+(wn2+2;wnwhp)(Z4(i+l)

Z5(i) = 25(i-1)- 25 fw,
. pu

~24(1-1))/28t + (2guptuny) (B, (1+1)-22, (1) +2, (i-1)) at?

+ o _

Deconvolution is defined as identifying an input in
the time domain, given the output and the system transfer
function.
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(24 (1+2) =234 (1+1)422, (i-1) -2, (i-2) /24t3) (13)
where i, i+l1, ..., i-1l, etc. represent values at present,
future and past discrete times. At is the sampling period.
Thus Zs(i) is the estimate of the corresponding Zl(t), based
on Z4(i), which is the signal actually recorded and the only
true knowledge available when real signals are treated.

A typical output from the deconvolution program is
shown in Figure 15. This figure illustrates the deconvoluted
signals that were generated from the original filtered sig-
nals shown in Figure 13. They can be compared favorably to
the original signals that went into the transducer filter

system, Figure 12. Thus, it appears that the deconvolution

process can produce recognizable signals that are identical

to those that input to the transducer-filter-recorder, and

can effectively eliminate the signature identification dif-

ficulties caused by the measurement system.

Summary of Evaluation of Signa-
ture Analysis Methods

Four frequency domain signature analysis methods have
been examined and evaluated for their ability to distinguish
features associated with acoustic emission pulses. The Fou-

rier transform method and the shock spectrum method are

shown to be relatively insensitive as to their ability to
distinguish between square, triangular and cosine pulses,
and even less sensitive when asked to distinguish between

simple pulses and the same pulse with a small perturbation.
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Fourier transfer function and the shock spectrum ratio tech-

niques have also been evaluated, in which ﬁhe dutput trans-
form is divided by the input transform at each value of fre-
quency. It is shown that the Fourier transfer function does
amplify the difference between the simple input signal and
small perturbations on the simple signal, but does so only at
the particular frequencies associated with the near-zerc
values of amplitude in the Fourier spectrum. The shock
spectrum ratio does distinguish between different types of
pulses, between perturbed pulses and between different types
of perturbations of the original pulse. A significant fea-
ture of the shock spectrum is that it does not go to zero at
any frequency. Thus the shock spectrum ratio does not shift

dramatically as seen with the Fourier transfer function. Of

ing the experimental pulses.

The transducer-filter system was shown to have a sig-
nificant influence on the Fourier spectrum, such that the
input pulse shape could not be discernable nor could the
primary output Fourier transform be used to characterize
acoustic emission bursts, even from simple inputs. A decon~-
volution system was demonstrated as a means to generate a

new signal that closely represents the input signal sghape.
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CHAPTER III

OPTIMAL DESIGN OF THE TRANSDUCER AND

FILTER MEASUREMENT SYSTEM

Introduction

"An important consideration in pulse data recording is

the selection of filters (corner frequencies) and transducers

(natural frequencies and damping).

This maximizes the infor-

mation output relevant to the input signal and minimizes the

extraneous information in the signal. When commercial AE

transducers are used for sophisticated frequency analysis

experiments, the transducers are built primarily to meet the

specifications listed in Chapter II. Accordingly, this

chapter proposes to consider the following questions.

l.

Can modern optimal design techniques be used to
determine the best AE transducer natural fre-.
quency, system damping, and filter frequencies
(high-pass and low-pass) for the frequency
analysis of an acoustic emission pulse?

What design criteria should be used? Are there
other methods which could be employed for fre-
guency domain or time domain examination of the
pulses?

How .much information is lost if a nonoptimal sys-
tem such as the pulse counting system is used for
the collection of pulse data?

Four methods for spectrum analysis of input and output

pulses described in Chapter 1II can be considered for signa-

ture analysis. The first is the Fast Fourier Transform
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approach, which is primarily used in this chapter. The sec-
ond is.a Fourier transfer function of the output pulse rela-
tive td the input pulse. The third is to calculéte the shock
spectrﬁm at zero damping of input and output pulses. The ra-
tio of the output and input shock spectra is a fourth method.
Time domain reconstruction of the pulse may be even more en-
lightening than the spectral analyses. This method is to de-
convolute the output pulse information to the approximate
shape of the original input pulse at the base of the trans-
ducer by differentiation using finite difference techniques.

The method used for quantification of the differences
between the spectra of the input and output pulses is the
statistical standard error of estimate, which is the root-
mean~-square differences of a set of data and a reference set.
(Explicit forms are given below in equations (14) and (15).)
Thus, the objective function for the optimal design of the
transducer-filter-measurement system is to minimize the dif-
ference between two pulse spectra by selection of the system
design variables; these may be functions of pulse shape, mag-
nitude, and duration. To study the questiop (1) above, ana-
lytical pulses (e.g., square, triangular, etc.) are used.
Among other things, it is shown that pulse duration does
affect the optimum.

In the following, the criterion is mathematically ex-
pressed. , Results are obtained using an optimal design tech-

nique, described later.
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Desggn_Strategy and Criteria - = : e ERCIRR

The variables influencing the system response and which
‘are, to some extent, under the influence of a designer have
already been suggested in the model develoément and were re-~
lated to the system variables following equation (10). They
are:

£ transducer natural frequency (mn/Zn = l/Tn)

14 transducer damping ratio
fnp high pass filter corner frequency (whp/27=1/Tpp)
flp low pass filter corner frequency-(wlp/2n=l/Tlp)

where T is the equivalent time constant.

The independent variables are input pulse width and
shape. Height and rates of occurrence are not considera-
tions, since at this time perfect resolution, etc. are
assumed. One of the variables can be eliminated and the
solutions made more general by normalizing the filter corner
frequencies and pulse width (time) with respect to the trans-
ducer natural frequency f_.

A suitable function for evaluating the performance of a
transducer-filter system is the statistical standard error of
estimate, since analytical signals of the general type
expected are used for thelinput Z;. This measure is also
suitable as a criterion for determining the feasibility and
value of optimal syétem design. With reference to Figure .3,
the statistical standard error of estimate may be expressed

in the frequency and time domains as:
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" 1 *
FDEV = [% fg (¥4-¥1)° dm] (14)

for the frequency domain where

Y, = ¥,(ju), the Fourier transform of the output Z4(t)

Y1 (jw), the Fourier transform of the input El(t)

Y1
Typically @ is 50/pulse width. The time domain (defining

e = Zs(t) - Zl(t)) is expressed as

TDEV = [% f e_zdt] g (15)
0

In digital form, with

e; = 25(i) - Z (i),
5
I(t) 2
TDEV = [ 1 e ] . (16)
I 34 i

T and n relate to pulse duration. I(t) corresponds to the
time t + « until any substantial contribution to the value of
TDEV dissappears (typically 50T). The values of these cri-

teria are directly comparable: the lower the value, the

"better the performance. A flow chart showing the frequency

and time domain evaluations is shown in Figure 16 (including
the entry points for the optimal design phase). The sequence
for a frequency spectrum solution is:

.l. tnput an acceleration pulse, El(t)

2. solve for the system response, Z4(t)

3. normalize the pulses to a maximum height of 1.0
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Companion
Subroutine

PICKUP
Runge-Kutta Solution
of System Differentiai
Equation"

+Z-|

4-24

FREQSP
Fourier Transform
Solutfon

Y(jw)= Z(t)exp(-Jjuwt)d

RESHAPE
Deconvolution of
output signal,
eqn (7).

+> Z4
+ Zs re

Flow chart for frequency domain and time



4. fast Fouri.erltrarisform_'z'l andvz4

5. evaluate FDEV, equation (14). ‘ '
Thé'sequence for the time doﬁain solution (sécond stage)‘is:

1. input an accéleration pulse, El(t) | | |

2. solve for the system response, z4(t)

3. solve for the deconvoluted pulse, Zs(t)

4. evaluate TDEV, equation (15).

Results

The initial thrust of this study was to investigate
frequency spectrum characteristics as a criterion for evalu-
ating acoustic emission data as suggested by the cited ihves-
tigators. As will be shown, frequency spectrum comparisons
and straightforward integration of the data signal Z4-were in
many instances inconclusive, even when treated in an optimal
design mode. At this point the deconvolution idea emerged
and was implemented.

To compare the various approaches, initially a compre-
hensive study was made of a 'typical' system design with
representative input pulse shapes and pulse durations. These
were then followed by an optimal design study based upon the
frequency domain criterion, FDEV. These resuits are pre-
sented to clearly identify the attributes of frequency domain
criterig (characterized here by the Fourier spectrum) vis-
a-vis time domain (deconvolution) criteria and the effects of
signal shape and duration. 1In so doing, frequency spectrum

and deconvolution results appear simultaneously, although it
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is to be emphasized that the deconvolution approach was ini-
tiated after viewihg the'frequency domain results. These re-
sultéfprovided a basis for an optimal sysﬁem design,approach

and results evéluation, which are described in the appréf

. priate section.

Genera; system study results

Results from the frequency domain and time domain pro-
grams are shbwn in Figures 17 through 22. The design vari-
ables for these figures, =0.01; fhp/fn=°-1r are reasonably
represéntative of present pulse-counting designs. As it
turns out, these tests show a 'bad' design point for fre-
quency spectrum analysis, due to a significant underdamped
vibration of the transducer. Figures 17-19 are for short
pulses, andrFigures 20-22 are for long pulses, relative to
the transducer time constant 1/fn. The pulse shapes here and
throughout are rectangular, triangular and cosine (l-coswt),
respectively. The figures N(a) show the input acceleration
pulse Zl with the transducer-filter system response Z, and
the deconvoluted signal Zg superimposed. The figures”ﬁ(b)
show the frééﬁéncy spéctrum Y; of the input signal 21 and the
frequency spectrum Y, of the output signal Z,- The values of
the objective functions in both domains are shown in the
figures.

For short pulses (kan=0.3), Figures 17-19, there is

very little difference in the systems' outputs Z4(t).and
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.- frequerncy -spectra Y, for the three different inputs. The

deconvoluted signal (Zs in the (a) figures) fairly well re;
produces each input, although for unknown signals, this
reconstruction may still be inadequate. This is investigated
in the optimal design section.

Figures 20-22 show similar results for long (Txf =8)
rectangular, triangular and cosine pulses respectively. The
system outputs Z4 and Y, are noticeably distorted, but they
do not show any resemblance to each other as with the short
pulses. Here the deconvolution gives very good reproduction
of the triangular and cosine pulses. The effect of ringing
of the transducer is clearly seen in Figures 20 and 21. The
deconvoluted signal is much less sensitive to this than the
transmitted signal and Fourier spectrum.

In all cases the values of the deconvolution criteria
TDEV are substantially less than the frequency spectrum cri-

terion FDEV. - As these measures are directly comparable, it

"is clear that deconvolution approach can provide a more sig-

nificant-representation of the excitation. 1Incidentally, in
all these studies, the rectangular pulses were the hardest to
treat mathematically, due to the greater high frequency con-

tent.

Optimal design of transducer-filter system. Because

of the predisposition to investigate the frequency domain

characteristics and the rather disappointing results as

R e = §
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indicated by Figures 17-22, the determination of optimal sys-
tem design parametefs to minimize the frequency domain cri-
ﬁeriﬁh FDEV of equation (14) was undertaken.

Accordingly; FDEV is now a design objective function to
be minimized.by selection of some combination of the system
design variables, for a givgn input signal ﬁl characterized
by shape and duration (ratioed to £,)- The necessary rela-
tionship (model) is determined by the appropriate dynamical

equation, one of equation (10) through (13). From-before,

.the design variables are:

£, transducer natural frequency (dominant)
4 transducer damping ratio (dominant)

fhb high-pass filter corner frequency

flp low-pass filter corner frequency.

The optimization procedure used here is the.Davidon-
Fletcher~-Powell (DFP) variable-metric algorithm for minimiza-
tion of an unconstrained function (22). Thus, any con-
straints must be treated in an indirect manner, e.g., by pen-
alty functions. The DFP method was selected because of a.
good reputation for rapid convergence to a minimum value of
the objective function in a large number of cases. Since the
objective function calculation for the transducer-filter sys-
tem is rather lengthy, rapid convergence to a good answer is
irportant from an economic point of view. .

From practical considerations, there may be constraints

upon the design variables, e.g., non-negativity, reasonable
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limits, etc. A practical concern in transducer-filter sys-
tems is the attenuation of the signal. Accordingly, a mini-
mum tolerable output/input signal ratio in the range con-

cerned is specified. After observing several design solu-

ily decided that any solution with a signal ratio below 10%
would be unacceptable.

The design limits and associated penalty functions,-g,,
were expressed as follows:

fo.o for 0.0<z< 2.0 N\

0
et

1;4, otherwise

0.0 for 0.05<fp,/fh<2.0

g2 = 4 (17)
(fhp/fn) otherwise r

0.0 for 0.5<fy./f
1p/*tn

(£1p/£) ? otherwise
In the studies, the input pulse shape and time duration

were fixed for each optimization run. A range of pulse

shapes and durations were run. The flow chart of Figure 16

shows the general approach.

Results for frequency domain criterion. Minimizations

of FDEV of equation (14) with the appended penalty functions
of equations (17) using the DFP algorithm with short and long
square pulses -T = .3/f, and 8.0/f, respectively, were under-

taken. However, the objective function field was essentially
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flat with no clear minima. Furthermore, FDEV was large
indicating a poor fit. This can be inferred from the (b)
plots in Figures 17-22, and is seen éven more clearly in Fi-
gure 23, which shows the objective function variation for
three lines drawn through the field of FDEV for a short
duration square pulse, Txf, = 0.3. The field is quite flat
with a slight gradient towards higher values of the design
variables. To a slight extent this is a £
pulse shape. The results for longer pulses and di}ferent
shapes showed similar patterns. Figure 23 also shows the
ineffectiveness of the low-pass filter which was still in the
system.

Consequently, these. approaches were not considered to
give better sgolutions to the problem. Trials with the other
frequency domain analysis approaches mentioned previously did
not appear to be substantially more definitive than the Fou-
rier spectrum analysis and were not pursued. Some general
study results akin to Figures 17-22 for other frequency
domain measures were presented in Chapter II with the same
overall conclusion.

It may be premature to dismiss all such procedures for
AE pulse analysis, but there seemed no reason to pursue them
here as design criteria. Aas is well known, selection of
meaningful design criteria is vital to achieving valid opti-

mal design and performance.
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Optimal design for deconvolution criterion.
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Chrono-

logically, it was at_this point that the deconvolution ap-

proach emerged and that the composite results of Figures 17-

22 were completed for that set of transducer variables.

Optimal system design for deconvolution used TDEV of

equation (15) as the objective function (to be minimized) and

the penalty functions of

annotations) and Figures

and durations. The more

equations (17) to

wm o om ] o mmmm et ww
results are given

24-25 for ,a range

reflect the con-

7. 1~

of pulse shapes

exhaustive studies of Figure 24 were

made with triangular and cosine input pulses, lengths from

0.3/f, to 20/f,. Because of generally similar results and
the relatively éreater computational effort required with
rectangular pulses, fewer studies were made with long rec-
tangular pulses.

The design strategy was to initiate the search using
known typical designs and signals, for which the results of
Figures 17-22 provided the basis. Because of the lengthy
computations, subsequent searches were initiated at these
'better' points using finer criteria for locating t£e opti-
mum. The general trend of coarse vs precise optima can be
seen in Table 2. Note that in Table 2 and in Figures 17-22,
25, that the magnitude of the objective TDEV are low for non-
optimized designs, the possible exception being the short

square pulse and very lightly damped system in Figure 17.
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Fig. 25. Summary of optimal designs for triangular (a),
square (0O) and cosine (o) pulses of various lengths.
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-Nevértheless, in some instanées_the relative‘changé is quite
éubstantial. As it turns out and as migHt-be aﬁﬁicipated,
numerical implementation of the deconvolution algorithm also
can affect the magnitudes of the results, but ggg the rela-
tive values.

The extremely low values of TDEV for the optimal de-

signs are desirable. It is seen in Figures 24 and 25 that

- signal and can therefore be chosén to maximize information-
relevant to the signal type expected or sought. It is
notable that the optimal transducers are generally quite
overdamped and the high-pass filter frequency corner is
above the transducer natural frequency (or low-pass cutoff)

for all céses, i.e., £ > fn. Accordingly, significant

hp
attenuation results, but it is a known quantity and never
exceeds the attenuation constraint. This also minimizes the
'ringing' and possible false counts of other methods. 1In
Table 2, it is seen that poor results are obtained if the
pulse length is about equal to the transducer time constant;
‘;'this.is the only case in which a lightly;damped tfénsducer
(z =.01) shows to advantage. It would appear that this is a
situation to be avoided. -

A comparison of the objective fuhctiOn fields for the
frequency domain and time domain objectives in Figure 23 and

Figures 24 and 25 respectively gives some indication of the

degree of success one can expect using the,optimél design



68

approach (within our ability to ‘graphically display the
results). That is, although deconvolution for systems with
a wide rénge of. transducer damping ratio and time constant
and high frequency filter corner gives very good results for
the simple known test signals of this study, optima do exist
and may be essential in aealing with unknown signals where
the only known data is transducer system output Z, (in Fig-
ure 3). The objective function field shape for the time
domain solutions is shown in Figure »24 for the long cosine
pulse Txf, = 8.0. Calculated points are indicated by
circles, and contours indicated are as suggested by a number
of trial points. The existence of a long narrow trough with
a relatively flat valley floor is interesting. Such valleys
have been observed to cause design problems in most texts on
optimal design.

Figure .26 shows a specific example which is represen-
tative of the general situation: an optimal transducer-
filter system for deconvoluting a long rectangular pulse
Txf, = 8.0. (This is also a 'difficuit' case.) The optimal
design has ¢* = 1.66,'fhp/fn* = 1.43, with TDEV* = 0.0262.
The search was initiated with the design of Figure 20. The
design is within the region described by the penalty func-
tions. This is significant, since it can be assumed that at
least one minimum is not limited by the constraints, i.e.,
the practical constraints do not exclude all relative minima.

Comparing Figures 20(a) and 26(a) one can see a significant
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improvement in the 'optimally' deconvoluted pulse even tﬁough
the value of.objective'function only changeslfrom 0.0314 to
0.0262; that is, the human eye perceives a better match of
the deconvoluted pulse and the original pulse. Figures 20(b)
and 26 (b) show the Fourier spectra for these two systems. 1In

Figure 26 (b), the output Y, clearly shows a reduced tendency .

- for 'ringing' of the transducer and false counts as pointed

out above. The transducer damping predictably influences the
f,xTp = 8 region. Also, note that FDEV (the frequency spec-

trum criteria of equation (14) has increased for the optimal

deconvolution solution.

As further tests of (a) fregquency vs deconvolution cri-
teria and (b) the optimal design approach, Figures 27-30 are
presented. Figﬁres 27 and 28 compare deconvoluted results
for a sequence of different long pulses (relative to trans-
ducer time constant), with the system output Z, superimposed.
Figures 29 and 30 show the same comparison for a sequence of
short pulses. Figures 27 and 29 are for the 'conventional'
system described above; Figures 28 and 30 are for the
'optimal' system.

Figures 26-30 clearly show the significance of the
deconvolution approach to transient pulse signal analysis,
regardless of optimization. These clearly corroborate the
previous figures for cases where there may be residual
effects of different pulses and unknown times of occurrence.

The transducer output Z, is obviously useless as a means for

Sy

e
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distinguishing the height and shape of pulses. Deconvolution
of the transducer signal closely reproduces the shapes in the
pulse train.

Within the accuracy of the figures, the differences be-
tween the conventional and the optimai deconvolutions afe
almost imperceptible. In general, most current acoustic
emissidn transducers are for pulse counting and are described
as having 'high Q' resonance (i.e., low damping ratio), and
their associated filters are set to pass only the fundamental
resonant frequencies. Thus, pulse-counting pickups can be
used for pulse deconvolution in the time domain with a slight
degradation of the information. However, the optimal design
studies show that for best pulse shape deconvolution, the
damping of the transducer should be greater than critical
damping, and the high-pass filter corner should be above the
resonant frequency. The differences may be signifiéant when
dealing with real signals, as previously suggested. -

Comparison of Figures 1 and 2, the sample AE record-
ings, with Pigure 29, suggests that a pulse counting acoustic
emission system would count significantly more than the ac-
tual number of defect acoustic events. Note that if the
natural frequency of the transducer is greater than or less
than the £, used for the derivation of Figure 29, then the AE
counting system wouldlindicate a correspondingly higher or
lower count respectively. Hence, the intuitive lack of cor-

relation of AE counts and the number of defect events is



76

theoretically verified and is shown to be due primarily to
the resonant response of the system rather than a response to
the actual defect.

Summary of Optimal Design for
Measurement System

Deconvolution of a pulse has been demonstrated to be a
superior approach for transient pulse analysis. Reshaping of
a transducer output back to the original input pulse is pos-
sible and gives an accurate representation of the generating
pulse in the time domain. If the transducer response curve
has a low frequency cut-off or if high-pass filters are used
in the measurement system, then the DC components of a pulse
will be absent from the output signal. This characteristic
of AE measurement systems frequently makes the pulse shape
virtually unrecognizable in the time domain. Frequency
analysis methods have been tested and shown to be similarly
ambiguous for segregation of different pulse shapes. Using
deconvolution, in principle any definable transducer and
filter system can be used to reconstruct pulse characteris-
tics, i.e., to generate time domain signatures.

The following major points about the selection of de-
sign variables have been demonstrated.

1. Any definable transducer and filter system can be
used for measurement of pulses by means of the de-
convolution method. The time domain signature
thus generated becomes the basis for analysis.

2. The use of a low~-pass filter for frequencies above
the transducer natural frequency is unnecessary.
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3. The output pulse shape (23 in Figure 1) for a pulse
duration shorter than half the transducer natural
period is relatively insensitive to the shape of
the input pulse.

4. The frequency spectrum of the signal output from a
measurement system with filtration of low fre-
quency components relative to the frequency spec—
trum of the original pulse is significantly dif-
ferent such that most criteria for comparison of
these spectra may not be meaningful.

5. The deconvolution method can 'bring back' informa-
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A NLD QLI U - il Ui J'B diCA A PuJ—Dc SVl Al Lol Add WOl Llivy e

This method was operational for the pulses of short
duration for which the fregquency spectra of all
pulse shapes were similar. Optimization can im-
prove these results, but may not be necessary.

6. There is a wide and relatively level plateau for
the relative standard error between an input pulse
and the deconvoluted output pulse, per Figure 24.
Within this area designers will be nominally suc-
cessful for many choices of the design variables.
In general the shapes of the input pulses do not
have a significant influence on the determination
of the optimum design location.

7. Item 5 and 6 above notwithstanding, there are
families of optimal selections for transducer and
filter system parameters which give superior decon-

voluted output signals. These may be significant
when working with actual hardware and unknown
characteristics.

The optimal design results (¢*, fhp/fn*) are certainly
new and different from the expectations of engineers accus-
tomed to working in the field of signal conditioning. In
obtaining t?ese results modern rational design techniques on
a rather complex design problem have been demonstrated.
Acoustic emission transducer manufacturers describe their
pickups as having a high Q resonance, or low-damping ratio,
and their filters are set to pass only the fundamental res-

onant frequencies. The optimal design study has shown that
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acoustic emission pickups can be used for pulse deconvolution

in the time domain with a slight degradation of the informa-

tion, but that for best pulse shape deconvolution the damp-

ing of the transducer should be larger than critical damping

and the high-pass filter corner should be above the resonant

frequency.
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CHAPTER IV
DECONVOLUTION OF EXPERIMENTAL PULSES

Introduction

Deconvolution of experimental data requires that an
acceptable mathematical model for each of the components in
the measurement system be created. When commercial equipment
is available, a frequency response curve is frequently pro-
vided or, at a minimum, a specification is given for the
bandwidth (x 3 db magnitude limit). Response information
such as this or experimental frequency response curves can
be used to create component models of arbitrary complexity.
After reasonable models have been developed for the trans-
ducers, filters, tape recorder and digital event recorder,
deconvolution calculations can address the following ques-

tions.

1l. Can a simple source be found that will produce
acoustic emissions with a repeatable shape?

2. Assuming a source with repeatable shape is avail-
able, will the output of a given transducer have
signals of repeatable or similar shape? If yes,
then the deconvolution of the signals should show
a repeatable shape representative of the source.

3. When different transducers are used to record AE
signals from the same source, will the deconvolu-
tion signatures be recognizeable as having come
from the same source?
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4. When more than one AE source is recorded with the

: same measuring system can the deconvolution sig-

natures be distinguished from each other?

5. Can a major defect, e.g., on a thrust ball bear-

' ing race, be detected using the present level of

deconvolution signature analysis?

In the following sections, a description of the model
equations that were used for the components of the measuring
systems are presented. Four sets of experiments are per-
formed in order to evaluate: 1) the reproduceability of the
pulse recordings; 2) the relative performance of the trans-
ducers; 3) the ability to distinguish between AE sources; 4)
the performance of an AE transducer on a ball bearing test
rig. The ball bearing tests were conducted using bearings
with small slots (defects) cut in the race by electro-dis-
charge machinery, and compared to an undamaged bearing.

Techniques for Testing Transducer
Reproduceability for Pulse Recording

The search for an experiment for the evaluation of AE
transducers leads to the area of transducer calibrations at
high frequencies. Calibration of AE transducers is an un-
finished area in the AE industry today. The Acoustic Emis-
sion Working Group, a subsection within the American Society
of Testing and Materials is actively concerned that the cali-
bration methods should be worked out and eventually published
as a proposed standard. Experiments in the literature use
different approaches to evaluate an AE transducer or an AE

experiment. These are summarized as follows.
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Grinding of glass powder

Graham and Allers (8) described an experiment they used
to simulate an AE source similar to growing cracks. An elec-
tric drill was used to grind and break small glass fragments
1eld in a socket. This was a repeatable source and the fre-

quency response curves were similar to that of an AE from a

gowing defect in metals.

Capacitive transducer as a standard

Graham (8) and Breckenridge (23) have described experi-
ments in which a highly sensitive capacitor plate directly
above the specimen surface has been used to detect single-
shot AE signals. The capacitive transducer output can be
compared to a piezoelectric transducer's output, and a cali-
bration curve for different frequencies can be derived. The
disadvantages of this experiment are: the pulses mpst be
large to get a significant signal from the capacitiwve trans-

ducer, and the AE measurements are usually of through trans-

missions, i.e., longitudinal waves, whereas the significant

AE signals picked up by AE transducers are thought to be

predominantly surface waves or Rayleigh waves.

Electric spark discharge

Bell (24) discharged a high-voltage electric spark from
an electrode to the metal test specimen. This experiment was
considered a similar excitation as in AE crack growth situa-

3
tions and produces the required Rayleigh waves. The major
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advantage is that the AE event was individual and unique.
Feng (25) improved on the spark discharge experiment by
adding a second electrode. Thus the pulse from the dis-
charge is only acoustically coupled to the specimen and from
there onto the transducer. Dr. Feng's experiment is used
by Dunegan/Endevco for the frequency response curve provided
with each AE transducer. The spark discharge can be a short
Dirac-type pulse when it leaves the electrode area, but the
mechanical medium of the plate used for transmitting the
wave to the transducer can have several resonant frequenciés
and some mode conversions. The wave that passes under the
transducer cannot be expected to be a short-duration pulse,
but it can be shown to be repeatable.
Ultrasonic transducer driven as a
steady state energy source

Prior to spark discharge, Dunegan/Ende&co used the
ultrasonic driver directly coupled back-to-back with an AE
transducer for their calibration experiment. This experi-
ment excites an entirely different set of resonant frequen-
cies, and the frequency response curves are significantly
different than the response curves from an electric spark
discharge. The longitudinal coupling was thought to be
responsible for some of the major differences. This obser-
vation may also hold true for the capacitive transducer

calibration.



"One of the significant problems in AE transducer cali-

through a very high frequency window, typically 50-350 kHz
The frequency range is well above the first and seéond‘reson—
ant frequencies of the mounting block and transducer case.
The frequencies are also well beyond the upper limit, approx-
-imately 20 kHz, of laboratory verifiable sine-wave steady
state acceleration.

Of the various evaluation experiments described above,
the spark discharge method of Feng seems to be the best for
the purposes of this study. It is portable; it has a demon-
strated repeatability and it can be used for on-the-site
calibrétion of the transducer.

Electrical Spark Discharge for Acoustic
Wave Calibration

Two spark calibration probes were built and tested for
this project. The first had 12-inch leads from the capacitor
to the electrodes and the electrodes were mounted 180° from
one another. This design prodﬁced considerable electromag-
netic interference in the area of the experiment and appeared
to have multiple discharges during each event. A discussion
with engineers working on spark-discharge experiments in the
Vanderbilt Chemical Engineering Department revealed that
there can be a problem with fields interacting with the dis-
charge when the electrodes are mounted at 90° and at 180°.

Thus, to avoid reverberations during the discharge, the
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electrodes should be mounted at an angle between 89° and 85°.
The second spark-probe design was constrdcted with much
shorter leads from the capacitors to the electrodes, and the
angle between the tungsten electrodes was approximately 88°.
The capacitance was 0.025 uF, and the power supply was
current-limiting to provide 10 mA at 3500 volts. A photo-
graph of the spark probe over a specimen and of the experi-

mental setup with the power supply is shown in Figure 31.

Setup of spark probe and data
collection procedure

The procedure for collection of spark discharge data

was as follows.

1. Set the spark gap at 0.5 mm, the power supply volt-
age at 3,500 volts and place the probe over the
fatigue crack tip on the compact tensile specimen.

2. Record the transducer output signals as they come
in at a frequency of approximately ten per minute.
The recorder tape speed was 60 ips for a 100 to
300,000 Hz recording band.

3. Play the recorded signals back and identify the AE
burst on the oscilloscope, noting the footage
counter value at each pulse.

4. - Replay the pulse with the tape speed at 1 7/8 ips
and capture the leading edge of the burst with the
digital event recorder at 100,000 samples per
second.

5. Play back the captured pulse on the X-Y-T plotter
to determine if the stored pulse is satisfactory
and complete. For the best results the digital
event recorder should be used over the full ampli-
tude range of *+ 5 volts on + 128 steps.

6. Assign the pulse an identification and record it
by punching it on paper tape. The identification
code is N.TOOP where N is the number of pulses



Fig.

31.

Photograph of the spark discharge setup.
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recorded in this mode, T is the type of test iden-
tification and P is the transducer identification.

7. Convert the binary words on the paper tape to ASCI
code with a special computer program worked out on
a PDP 8 minicomputer, and teletype punch a new
tape.

8. Feed the ASCI coded tape for the particular pulse
via a teletype terminal into the DISC storage of
the larger computer in preparation for the decon-
volution computation and Fourier frequency analy-
sis.

Mathematical Models for Digital Event
Recorder, Tape Recorder, Amplifier and
Transducer Components

The deconvolution equations used in the computational
routines were built up from a differential equation of the
component, or from a Bode Diagram curve fitting procedure.
The Bode Diagram approach makes it possible to recreate a
differential equation of the model from the experimental
frequency responsé'curve of the component.

The deconvolution model was originally conceived of as
a single inverse transfer function that would take the signal
in one mathematical step back to the original, or starting,
shape. 1In the 'précéss of the ‘évolution of this experiment,
the differential equation model went well beyond an eighth-
order differential equation, which meant that the finite dif-
ference derivatives were taking data from time intervals
greater than five data points on each side. See Appendix I,

Table Al. The approach now is to deconvolute stage-by-stage

through each component in turn. This modular approach makes
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it posSible to change the model for each compqnent as the

PR R S, SR
etier rreguency

component is switched for another, or a

0
o

rgspbnse information becomes available and the user thinks
that there is justification for chénging the mathematical
model. } |

A photograph of the laboratory is shown in‘Figure 32.
The flow of signal information starts on the near end of the
bench on the left side and progresses down to the tape
recorder and digital event recorder at the far end of the
bench. A flow chart of an acoustic emission from the spark
discharge probe through all of the system components that
were considered to have a dynamic effect on the pulse infor-
mation is shown in Figure 33. Selected closeups of some of
the components are shown in Figure 34.

The equations used to represent the forward-looking
transfer function, i.e., the conventional input/output
representation, and a brief discussion of the model are
presented below. A series of frequency response figures
of each component are presented and they include the
following information:

1. the manufacturer's response plot for the component,
if available

2. experimental check points when they have been made
in the Material Science Department's NDT Laboratory

3. the plot for the mathematical model

4. the coefficients used for the mathematical model.
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Fig. 32. Photograph of the laboratory setup for
acoustic emission research.
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Fig. 33.

Flow diagram of the components used for the

spark discharge measurements with four different transducers.
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a)- Closeup of ball-bearing rig

d) Digital event recorder, x-y
plotter and paper tape punch

c) Tape recorder

Fig. 34. Photographs of selected components used in
the acoustic emission experiments.
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The transducer models received the most attention and,
in each case, a different model was selected than that sug-
gested by the. manufacturer's 1iterature; The reascn for this:
dlscrepancy may be the way in whlch .the manufacturer derlves
his natural frequency data for publlcatlon or it may be due
to. the way in which the transducer 1s mounted on the struc-
ture. As w111.be explalned later 1n,thls chapter, the
natural frequenCies,used for tne'modei were eelected by
examination of the Fourier spectrum of the pulses recorded
during the spark calibration experiment. A summary of the
transducer parameters are shown in Table 3 with the manufac-
turer's values in the first column and the final model values
in the second column. Each of the models for the transducers
used had two resonant frequencies and one of these usually
fell near the natural frequency given by the manufacturers

except for the Dunegan/Endevco AE transducer which is speci-

fied by the manufacturer in a different manner.

Digital Event Recorder -

This component was responsible for a cluster of high
frequency signals.around.the,digitization frequency (3.2 mHz)
in a region at half the digithation frequency (1.6 mHz), and
at one-fifth digitization frequency 0.64 mHz. The model
shown below was used for deconvolution purposes to eliminate
the one~fifth digitization frequency. The two higher fre-

gquencies were present but did not interfere in the results
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significantly. The equation for the digital event recorder
is

3

2(D+w )

N

6 _ 'p1°D3 D2

3 P ]
5 (D+le)(D +ZZ;DwD3D+wD3 )

(18)

[
(8]

“p

The signal location Z5 and Z4 are indicated in Figure 33 and

a plot of the frequency responsé is shown in Figure 35.

Tape Recorder

2
Z F wo.D
5 _ "RECORD T2 (19)

2 2
Z4 (D+le)(D +2;TwT2D+mT2)

A plot of the frequency response and identification of the
coefficients used for the particular solution of (19) is
shown in Figure 36. A simple check of the frequency response

was made in the laboratory and these results are also shown

on the plot.

Amplifier and Filter

24 _ Frrurer® (20)
Z3 (D + wFl)

The coefficients and the frequency responsé plot for the two

filters used are shown in Figures 37 and 38.
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Figure 35 Digital event recorder characteristics and model.
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2
MODEL. EQUATION: Z F L w D
4 record T2
= 5 2
zZ (D+w )(D +2¢ w D+w )
3 T1 T T2 T2
where F = 1.0
record
w = 100.0x 2w
T1
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~

Figure 36 Tape recorder characteristics and model. -
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Figure 37 Amplifier and filter characteristics and model for Bruel and
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Figure 38 Amplifier and filter characteristics and model for Dunegan/Endevco

Model 2649 system.
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Transducer

The first transducer model had a single degree of free-
dom as used in the analyticél development in Chapters II and
IITI and the value for fn was taken from the manufacturer's
literature. When the spark discharge repeatability experi-
ments were conducted (discussed in detail in the next sec-
tion) , the Fourier spectrum of the recorded trace was seen
to have two or three predominate frequencies near the trans-
ducer fn value. See Figures 47 and 52. The deconvolution
plots using the manufacturer's value for f, were not con-
sidered acceptable and a better value for f, was located from
the Fourier spectrum plots. After several trials two of the
predominate frequencies on these plots were selected as
representative of the transducer and were used for the mathe-
matical model coefficients. The model equation is as follows:
_ Fpyupy “0p2° (21

2 2 2 2 )
Z, (D°+2g3wpD+wp1®) (D®+2L 3wpoD+uwpr”)

The coefficients and frequency response plots for the models
of the three transducers used are shown in Figures 39 to 41.
The response curve suggested by the manufacturer's informa-

tion is also included on each plot for reference purposes.

Compact Tensile Test Specimen

The model developed for the aluminum plate compact

tensile specimen is an approximation arrived at as follows.
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Figure 39 Transducer characteristics and model for Bruel and Kjaer
Model 4339 accelerometer.
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40 Transducer characteristics and model for Bruel and Kjaer Model
4344 accelerometer.
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Figure 41 Transducer characteristics and model for Dunegan/Endevco Model
D9202 acoustic emission transducer.
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- 1. All of the test traces recorded on the compact ten-
sile specimen with the Dunegan/Endevco transducer
were deconvoluted to the base of the transducer
(Z5 in Figure 33). These included traces from the
repeatability experiment, different transducers ex-
periment and discrimination between AE sources ex-
periment.

2. A frequency spectrum of each deconvolution trace
was computed.

3. Dominant frequencies were identified which appeared

in most of the frequency spectra. These were as-
sumed to be resonant frequencies excited by differ-
ent experiments and thus inherent frequencies in
the plate.

4. Another deconvolution step was performed with a
model using the frequencies selected. If the fre-
quency spectrum of this deconvolution trace ap-
proached the pattern of the frequency spectrum sig-
natures shown in Chapters II and III for analytical
pulses, then it was considered to be a viable model
for the test specimen.

-

This model was not considered to be developed enough to give
the true deconvolution of the wave shape at the initiation
site, but it does serve as an approkimation. The model egqua-
tion for an approximation of the specimen is as follows:

2 2
2 Ys1 Ys2

2 2 2
Zl (D +2;Slwle+wsz ) (D +2;SZwSZD+mSZ

(22)
2)

The frequencies used for the model and the response curves

are shown in Figure 42.

PR
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2 2
MODEL EQUATION: Z 0w o
2 o Sl 82 -
= 2 2 2 2
Z (D + 2t w D+w )(D +2z w D+ w )
| Sl sl Ssi S2 82 S2
where w = 300,000 x 2 =
Sl
w = 348,000 x 2 «
S2
r = 0.01
Sl
z = 0.01
S2

Figure 42 Flat plate model and characteristic curve derived from the
Fourier frequency spectrum curves.
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Discussion of the Influence of
Deconvolution Procedure with
Experimental Traces '

Deconvolution is similar to passing a signal through a
transfer function that is the iﬂverse of the frequency plots
shown in Figures 35 to 42. When this is done, the areaé that
are attenuated are amplified and vice versa. Thus any noise
that is on the tape recording of the pulse will be magnified,
particularly if it is at 1 Hz or below. The corrections pro-
vided by deconvolution modeling are as much as 200 4B at 1 Hz.

High frequencies such as the digitization frequency and
its submultiples are well above the frequency range of the
measuring system components, but the deconvolution process
picks them up and amplifies these signals by 100 dB or more
for frequencies above 2 mHz. This accumulation of high-
frequency 'information' was detected during the present work
and the low-pass filter was added to attenuate signals above
300 kHz. |

As the fall-off rate on the high frequency end of a
model and the rise rate on the low fréquency end are given
steeperfslopes in the more complex models to match the exper-
imental response curves, the consequences are an increase in
the very higﬁ frequency 'information', and an effect similar
to DC drift in the very low frequencies. Until these prob-

lems are overcome it seems prudent to stay with the simpler

models.
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Low—-Pass Filter

Clusters of high frequency were obsexrved above 400 kHz
in the traces after deconvolution through the modules-listed'
above; To kecep these from masking possible lower freqguency
information, a low-pass filter staéé Qas introducéd{ An

sxtremely rapid roll-off filter was used,

12
Z
“lp . filggm____m__ s g (23)
+ +
Zl (D ;mlpzD mlpZ ) (D+wlP2)

It should be noted that this step was not a deconvolution but
a means of clcaring out frequency information above 300 kHz
that was considered to be superfluous. The freguency re-
sponse of the low-pass filter at one-~-third the roll-off rate
shown in Figure 43.

A block diagram of the executive section of the compu-

tational routine 1is shown in Figqure 44.

Construction of models which will duplicate the dynamic
behavior of measurement systems_is complicated, anq the
models can become very complex. Models were created that
were better fits to the Bode plots shown in the previous
figures, but they were not used because of the adverse ef-

fects on the pulse information.



106

40 . l 1 ] 4 ]
w 20 |
[—)
==
f—
=
[ 4]
- )
= O L.
f- «]
N‘l-
20 L
~d
-40- -
- 60 1 ] T T =7
10 100. 1K 10K 100K 1M 10M

FREQUENCY Hz
COMPONENT: Filter for Digitization Frequencies

4
MODEL, EQUATION: Z w

1P 1P

= 2 ' 2 2
vA (D + 22 w D+w )(D+ow )
1 1P LP LP LP

where w = 300,000 x 2 =

LP
t = 0.2
LP

Figure 43 Llow-pass filter characteristics and model used for attenuation of
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Repeatability Experiment

The objective of this experiment.was to determine if
the output of a transducer has a similar shape when éxcited
by one type of AE generator (Question 2, Chap. II, p. 79).
Several records were made of the same event with three dif-
ferent transducer systems. As an example of how repeatable
the input pulses were, a set of spark discharge data from the
D/E transducer measurement system was computed and the re-
sults are shown in Figures 45 to 48. The first figure is of
three traces as they are received and the following figures
are the frequency spectrum of the as-received traces and the
deconvoluted signature of the same traces. Comparing the two
figures one would say that the as-received pulses are more
alike than the deconvoluted pulses. The overall image of the
pulses in Figure 47 is similar and the small disparities are
attributed to the fact that no two of the spark discharge in-
puts are exactly alike. A Fourier spectrum of the deconvo-
luted signatures is shown in Figure 48 and a shock spectrum
ratio relative to Run No. 3.1002 is shown in Figure 49. The
shock spéctrum ratio results is a straight horizontal line
for identical pulses and in Figure 49 one can see some hori-
zontal sections in the curve. The frequency band from 0 to
250 kHz is representative of signatures from pulses from a
similar AE source. The signatures above 250 kHz show large

variation and will be ignored for the present.
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Fig. 45. As-received time domain trace for three
spark discharges from the Dunegan/Endevco transducer.
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In.generél, the spark discharge equipment was found to
be very repeatable within the first 60 to 100 us from the
1eadihg edge of the pulse recording.' For the sake of close
examination of the best information about the AE soufcé, it
was necessary to confine the signature to the first 40 us of
the pulse. It seems that after this time, large signals ap-
pear which dwarf the initial information of the pulse signa-
ture. These large signals may be higher energy packages
traveling in a different mode of vibration, or they may be
built-up reflections.

Deconvolution with Different
Transducers Experiment

The objective of this experiment was to answer the
question: ;"Will deconvolutions through transducers with
different designs have a signature shape which indicates a
common AE source?" Four transducers were selected and
cemented to a compact tensile specimen used for fracture
mechanicé crack-growth studies. This specimen type was
selected because it could be used for the experiment that
followed this one as a generator of AE signals as a crack
that is growing. A fatigue crack had already been grown in
the specimen used, and the spark discharge probe was
mounted at a location just above the crack tip. The trans-

ducers were mounted in a radius approximately 25 mm from -
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the crack tip as shown in the photograph in Figure 50.  They
are identified more specifiéal}y in Table 3. |
Samplés of the leading edge of pulses from a spark.dis-
charge AE souice for.three_different transducer megsuring
systems are shown in Figure 51. Thelpﬁlsé recordiﬁé frém the
PCB 392A transducer is not shown, because the transistor cir-
cuit mounted in_the transducer's éase behaved as if it were
overloaded by the electroﬁaénetic waves that were broadcast
from the spgrk discharge probe. Thus it was disqualified
from this experiment. The pulse outputs from the B & K Type
4339 accelerometer, the D/E D9202 acoustic emission pickup
and the B & K Type 4344 accelerometer are shown in Figure 51,
plots (a), (b) and (c) respectively. The natural frequencies
of the transducers are the major waves that are seen in these
recordings. The Fourier frequency spectrum of the three
pulses are shown in Figure 52, and the major high points of
the spectrum are noticed at the natural frequencies. Decon-
volutigp of g@ch”of_thg pulses from the three transducers
through the médel for the specimen iF shqu.ipdfégfure“fi;iT .
Figureé 53(55“$£d'k¢5 éf.£ﬁe-£fanéduéer deconvoluti§n sig-
natures could be attributed to a similar AE source. Figure
53(a) looks different and this.is attributed to the low
natural frequency of the transducer. This conclusion could
not have been made on the basis of Figure 51 aone. The
frequency spectrum of the deconvolution signatures in Figure

53 is shown in Figure 54. Judging from the deconvolution
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plots presented in Figure 53(b) and (c), the method of analy-
sis can give approximately equivalent shapes in the time do-
main, and the AE transducer appears to give good results.
Thus, for the remaining experiments discussed in this chapter,
the AE (D/E) transducer was selected for recording the pulses

and for computation of a deconvolution signature.

Discrimination between AE Sources
Experiment

The objective of this experiment was to determine how
sensitive an AE transducer and the deconvolution signature
method are in detecting differences between pulses from
different AE generators. The three sources of acoustic
emissions were: 1) the electrical discharge probe; 2) a
steel ball impacting the specimen surface; 3) a crack grow-
ing within the specimen. The steel ball impacting on the
specimen was accomplished by rolling a 1.01 gm ball down a
slight incline; at the end of the channel the ball fell
10 mm, struck the specimen near the tip of the fatigue crack
and then bounced off the-edge of the specimen. A émaller
ball (see Figure 50(a)) was also dropped on the specimen,
but the signals from the transducers were small, so that
this data was not prepared for examination. Acoustic emis-
sions from a growing crack were obtained by pulling the spec-
imen apart in an Instron screw-driven tensile testing mach-
ine. The rate of deformation in the testing machine was

0.013 mm/minute.
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‘ :Sample plots of the as-received doté from (a) a .spark
discharge, (b) a ball impacting the plate ana (c) a growing
crack are shown in Figure 55; the frequency spectrum of the
respective pulse is shown in Figure 56. The deconvolution
of the AE data and their frequency spectrum are shown in
Figures 57 and 58 respectively.

Figure 57 clearly demonstrates that there are three
different pulse trains for three different AE sources.
Figure 57(c) is similar to 57(a) which is not unexpected,
since a crack growing is a pulse of short duration similar
to the sound wave from the electric spark discharge. Yet
there are enough differences that one can say that the AE
generator for (a) is not the same as for (c). The frequenoy
spectra shown in Figure 58 are heipful in that they point
out the difference between the three differeﬁt AE sources.

Discrimination between Sound
and Defective Ball Bearings

A test rig.design was selected for this experiment

that would load thfust ball bearings and would have a mini-

-mum number of moving parts. The configuration of the com-

pleted rig is shown in the photographs in Figure 34 (a) and
(b). An axial force on the bearings is controlled with the
hydraulic cylinder seen on the right side of the loading
frame in Figure 34(a). Of the two bearings that are operat-
ing during a test, the smaller bearing is the one expected

to fail, and it is located on the right side of the rotating
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cylindrical block. ' The 1argér.bearing on the left side is a
bearing to balance the thrust forces and allow the
middlg block to rotaté'freely. The torque to rotate the mid-
dle biock comes through 5'12.5 mm shaft on the central axis
of the system. The motor is on the right side of the assem-
bly. Two motors were uéed to run the ball bearings. A 1/3
horsepower 1875 xrpm motor was used for fatigue damaging bear-
ings. A variable speed motor was used for recording AE data
in order to spread out the time between AE bursts by running
at low speeds.

The test bearings were Nice Type 1009. These bearings
have twelve 1/4 in diameter balls and the ball race diameter
is 1% inches, ID is 1 inch, and OD is 1.95 inches.

For the experiments reported here one test bearing was
artificially damaged by cutting a slot at right angles to the
direction of ball travel in the race. Another bearing was
artificially damaged by cutting a slot in one of the balls.
Each slot was made with an electric discharge machine and was
0.15 mm wide. The backing or support bearing was a Dixie
Beéring, Inc., GT 18. This bearing has eighteen 1/4 inch
diameter balls and the ball race diameter is 2.1 inches,

ID is 1 and 5/8 inches and OD is 2 and 5/8 inches. The de-
sign load for the small diameter thrust bearing is 2475 1lbs
and the design load for the larger diameter bearing is

3243 1lbs.
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The model for the ball bearing support structure which
transmits the AE signal from the bearing to the Dunegan/
Endevco transducer was derived following the procedure de-
scribed earlier for the compact tensile specimen. The
model equation and the frequency response are shown in
Figure 59.

The results of the bearing test experiments are shown
in Figures 60 through 72. The figures for individual signal
recordings are presented in three formats as follows. Figure
(a) is the digitized signal from the tape recording, ZG(t).
Figure (b) is the deconvoluted output for the signal shown in
(a) , Zl(t). Figure (c) is the Fourier spectrum of the deqon—
volution signal, Yl(f). The background noise for the elec-
tronic equipment recorded with the bearing stationary is
shown in Figure 60.

The scale on the ordinate axis of (a) is digital steps
and the scale on (b) is proportional to the calibration fac-
tors of the different components in the measurement system.
The units for the Z, axis may be assumed to be 0.1 M/s2 times
the number shown. The frequency spectrum of the background
noise appears to be random and high frequency as is expected
for electronic noise. There is a large component above
400 kHz. This large component seems to be a consistent fea-
ture of the deconvolution model in all of the bearing experi-

mental results, and it may be attributable to the digitizer
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Fig. 61. Acoustic emission from a clean well lubri-
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and its interaction with the high frequency glect;onic'noise
plﬁs bearing noises. N

The first moving bearing tests were for a good bearing
running with an axle load of 700 lbg. This load is eqﬁiva— 
lent to a Bl0 life of 8.8 x 106 cycles. Several AE type ;
bursts could be detected above the steaay ;tate ieVel of
vibration signals coming from the bearing. Two of these
signals have been presented in Figures 61 and 62. The
steady state running signal level can be seen as well as the
electronic noise in Figure (é). The deconvolution signal in
(b) is larger than Z1 in Figure 60 and the same large 450 kHz
component is dominating the picture.

The second test was for a bearing with a slot cut in
the race and the results for two AE signals taken from that
test are shown in Figures 64 and 65. These tests were also
conducted with a 700 lbf axle load on the bearing. Noﬁice
in Figure (a) that the AE signal is significantly higher but
the signature of the pulse in either Figure (b) or (c) is not
particularly different from the undamaged bearing.

The last test was for a bearing with one ball cut and a
load of 700 lby. Figures 66 and 67 show two AE signals,
selected from the tape recording and the results are about
as uninformative as the other tests.

It was pointed out in Chapter IT that when there were
small perturbations superimpqsed_onla larger_pulse,.pﬁen the

Fourier transform or the shock spectrum ratio might show the
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presence‘of:thé perturbation. This téchnique of pulse signa-
ture analysis waé'fried on ﬁhe ball bearing experiment and
the results are shown in ?igures'68 to 70. The first pair of
shock spectra shows what might be e#pected for a good bearing
AE signals; The spectrum seems to be uniform and approxi-
mately flét from 0 to 200 kHz. The shock spectrum ratio for
the bearings with a crack in the race is shown in Figure 69
and there is a distinctive hump in the spectrum between

120 and 200 kHz. The shock spectrum for the tests of a crack
in a ball relative to a good bearing acoustic emission is
shown in Figure 70. The hump is in the same frequency band
as was seen with the crack in the race but significantly
higher.

To-compléte the argument, a computation of the shock
spectrum ratio similar to the Figures 69 and 70 was made for
the inpu£ signals Zg and the results are shown in Figures 71
and 72. From these results it is clear that deconvolution
methods are necessary for cleaning up the signal before the
methods of spectrum-analysis -can be applied.to.obtain mean-
ingful results. |

The contrast in the shock spectrum ratios for the de-
convolutéd traces and the as—-received traces 1is significant.
The shéck spectrum ratios of the as-received pulses, Figures
71 and 72, show a high magnitude in the 200 kHz region which
is near one of the transducer resonant frequencies, 180 kHz,

but, other than this, none of the signatures is similar to
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another. The shock spectrum ratios of the déconvoluted
traces, Figures 69 and 70, are similar in shape and show
enough individuality to indicate one type of AE source from
another. |

The significance is apparent when the shock spectium
ratio plots are supérimposea.as shown in Figure 73. The (a)
part of Figufe 73 is the shock spectrum ratios of the as~
recorded acoustic emissions from the ball bearing experi-
ments. A clean bearing result, 3.71, is also included in the
(a) plot. Part (b) of Figure 73 is the shock spectfrum ratios
of the deconvoluted traces from the bearing experiments. The
symbol identifications are the test numbers shown in the
upper left corner of the plots, Figures 68 to 72.

There is a noticeable increase in the orderliness of
the plots in Figure 73(b) compared to the plcts in Figure
73 (a). The most important feature about (b) is the peaks
that occur at approximately 170 kHz. In this fregquency zone
there ‘is a noticeable commonality of plots from the same
experimental condition.and :there »is =achange 11 the "péak "
height for different conditions. The two plots with the
highest peaks are from tests with a cut in the ball; the two
dotted plots with intermediate peak heights are from tests
with a cut in the race; the two plots with- -low pedks are from
the clean bearing. Note that there was some source of acous-
tic emissions from the clean bearing tests. It is signifi-

cant that the shock spectrum ratio plots preserted in
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Figure 10 of Chapter II indicated similar shapes for s 1all
perturbations on the side of a triangular pulse. The peak of
the shock spectrum ratio changed in proportion to the pertur-
bation height. It appears that the signature analysis of
experimental pulses from known defects within the ball bear-
ing is approaching the level of performance seen in the
analytical studies.

In summary, the experimental studies have demonstrated
that a technigue for signature analysis has been developed
that is capable of distinguishing between experimental

acoustic emission sources.
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CHAPTER V

CONCLUSIONS AND RECOMMENDATIONS

Based on the analytical and experimental program, the
following conclusions can be drawn.

1. The output signal from a transducer-filter-
measurement recording system for a family of differently
shaped AE pulses cannot distinguish the height and shape of
the pulses. The distinguishing characteristics of the Fou-
rier spectrum for simple pulse shapes are modified signifi-
cantly by passage of the pulse through the measurement sys-
tem; thus the transducer-filter system is the major deterrent
to the development of a definitive signature from AE signals
emanating from defects.

2. For simple pulse shapes and measurement systems,
the deconvolution process produces recognizable signals that
relate to the input signals. Fourier transforms, shock spec-
tra, Fourier transfer functions and shock spectrum ratios of
deconvoluted pulses were useful methods for analysis of
pulses. The shock spectrum ratioco of deconvecluted pulses 1is
the most useful for analyzing and comparing experimental

pulses of all the signature analysis techniques ecxamined.
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3. Optimal design ot transaucer natural fregquencies
and filter corner freguencies d1a not appear to be essential
fr:x the particular deconvoluvtion studies done for this
rescarch using the Dunegan/Endeveo transducezr for pulse
analysis. However, the improvenents that would@ occur in the
deconvoluted traces when an optimal system is used are pre-
dicted to be significant. ‘fhe c¢ptimal design study has shown
that, for the best pulse shape deconvolution, the damping of
the transducer should be substantially overdamped, the high-
pass filter corner should be above the resonant frequency,
and the transducer natural freguency should be more than six
times the pulse width. At the present time, there is no
manufacturer that can make an acoustic emission transducer
to meet the coptimized speciticatioas.

4. With differcnt transducers, deconvolution will dis-
play 1f the AE signals racorded are from a similar source.
The lowest natural frequcuacy of the transducer should be
above approximately 50 kHz.

5. The spark discharge piobe produces repeatable

daeconveluted AF sigrals frer +srvaacducer ~reoitarjion Variaous

lengths of signal time frem 10 i 2 ve were tried for
examination of the deconvoloted w1gusls. Tl applCaimately
40 ps from the ipitia? +is- tle -ieaal Fodght auddenly be-

came two OoF more LIMCS Ldlycl . deweowecitly from reinforcement
of vibrations internal! to tie piate. After thes. lucge sig-

ial s appeared, e simiidclL, . e @a - Yodtne vader
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examination was lost. Thus it was concluded that the sig-
nificant signature information is found in the first 40 ps
of the spark discharge generated pulse.

6. Discrimination between different AE sources is
possible when deconvolution of the signal trace is used. A
steel ball dropping on a plate can be distinguished from a
growilng crack. A spark discharge AE signal has features that
look like those of a crack growing. This may be due to the
short time period which is common to these two AE sources.
Without deconvelution, all three AE sources appear to be the
same due to the dominant influence of the resonant frequen-
cies in the transducer.

7. The ball bearing experiments demonstrated the prob-
lems with detecting an AE signal hidden in background noise.
The deconvolution traces from different AE sources were all
very similar. Signature analysis of the deconvoluted traces
with the shock spectrum ratio method was shown to be capable
of showing up the significant difference between the indi-
vidual sources of AE. By superimposing the traces, a signi-
ficant peak was found at one frequency which indicated the

severity of the defect in the bearing.

Recommendations for Future Research

Experimental verification of models
A carefully controlled frequency response analysis of

the different components in the measurement system needs to
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be conducted. With a Bode amplitude, and phase angle plot, it
would be possible to select the number of poles and zeros re-
quired and the location of the corner frequencies. Square
wave input signals copld also be usgd.and the ougput signal
could be recorded on the digital event recorder. Then the
deconvolution model could be fine-~tuned to recreate the input
wavé ‘shape. - - o T E e |
Experiment with é known input
pulse shape

A measurement of the displacement wave form at the
point where the acoustic emission transducer is located could
be set up with a capacitance transducer as in Reference (23).
Then the deconvoluted wave shape at the base of the trans-
ducer could be verified and the model parameters modified as
indicated.

Finite element model of the : s
structure

A visco—-elastic finite element model of the plate used
for receiving acoustic emissions from a growing crack should
be developed. The dynamic response of the plate with known
boundary interactions could then be solved and a dynamic
model could be created to approximate the results. This is
a necessary step in building a model that will describe how

a crack grows.
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-: Optimization to find a model of

the structure

A set of arbitrarily selected poles, zeros, and complex
JaBEE “ ; 8 ; sl \

poles could be hypothesized as a structural model. -Then,

with a defined input pulse shape and a well-defined output

pulse shape, the_coefficients of the model_could be moved

around until an optimum is found. The degree of complexity
of the model could be increased and/or decreased until the
lowest standard error of estimate was located. This may be
the method that will need to be perfected for use in deconvo-
lution signature analysis in nondestructive testing applica-

tions.

Décon&olution by analog computer

With an analog computer model of the deconvolution
equations, it should be possible to see the deconvolution
signature in real time. A digital memory oscilloscope is re-
guired to hold acoustic emission pulses for examination of
the leading edge of the pulse package. As soon as a pulse is
examined, the screen is cleared for the next available pulse.
This type of development will be valuable for practical ap-
plications in nondestructive testing.

Evaluation of digital event
recorder '

More work is needed to determine the amplitude dis-
tortions and the additional frequencies that have been added

to the data by the presence of a digital event recorder.
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Would there be a significant improvement in the deconvolution
result if an analog to digital converter of increased accur-
aéy is used? Can the influence of the digitizer steps be
modeled and deconvoluted adequately out of the data? These
are some of the qguestions about digitizétion'of data that
have been partially addresssed in this work, but'é more dé-

tailed study should be conducted.

Transducer for pulse recording

Design and build a transducer with the optimum damping
and natural frequency. Test this transducer alongside of an
acoustic emission pulse counting transducer and determine if
the results would justify another transducer for pulse signa-

ture analysis.
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APPENDIX 1.

SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS
' BY NUMERICAL METHODS
The construction of a mathematical model for most

dynamic processes begins with the formulation of the dif-

motion or a pulse-like signal, ordinary differential equa-
tions are sufficient for the model for the description of
the system. The solution when transients are the inputs to
dynamical systems is known for many second and third order
~differential equations when the pulse is reduced to simple
geometrical segments. But, in general, the solution of a
differential equation for the dynamic outputs given a random
input pulse shape is difficult to obtain by classical cal-
culus techniques. Fortunately there are numerical methods
which can be used to solve ordinary differential equations,
and there is no restriction on the configuration of the
input forcing function.

Numerical solutions of differential equations are
approximations and the results will be subject to trunca-
tion errors, stability of the solution and step size selec-
tion. The numerical technique used for this work on pulse

analysis is a predictor-corrector version of the Runge-Kutia



156

method. It was developed to provide accuracies equivalent to
using the higher order terms of Taylor's expansion of a dif-
ferential equation with less computation.

A Runge~-Kutta ﬁethod attributed to Gill (20) was used
with a modification by the author. Gill's equations are a
single step method with an intermediate calculation at half
way across the step. The Runge-Kutta subroutines in many
computer-program libraries employ the eguations with Gill
constants. The equation for calculation of Zi+l(t,X,Z) at
one step ahead of Zi(h and dt are the step increment) is as

follows:

N
i

zi + h/6 (Kl + 2G1K2 + 2G2K3 + K4) (24)

i+l
where:

h = step size along t axis, dt

Gl = first Gill constant

=1-1/(2)"
G2 = gecond Gill constant
=1+ 1/()%
Kl = f(ti, Xi, Zi)' functional expression for the

highest derivative in the dif-
ferential equation to be solved

K, = f(ti + h/2, Xi+%' Z; + th/2)

K3 = f(ti + h/2, X Z., + (G2 - 3/2) th + Gleh)

i+’ ‘i
Ky = £(t;-+ h, X, .1, Z; - th/z% + G,K3h)

X, = forcing function at beginning of step
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Xi+1

forcing function at end of step

X

ivy = Xy +X5.9)/2

| In the first trials with numerical solutions of dif-
feréntial equations with a_forcing functionf.tﬁg ya}ue_qf_x
in tﬁelfunction f(t}x,z) was fixed at the beginning of the
step. Tﬁat is to say, as the next sﬁep i+l was,calcgléted,
the driving function term X in the Kj, K3, K3 and Ky terms
defined above was fixed at the X; value. Trial rﬁns were

made on the following differential equation:

Z p" (25)
(D% + 2CwD + w2) (D + “hp)n

where:

D = the differential operator d/dt

n = integer powers, i.e., 0, 1, 2, ...
L0, 0hp = constants of the equation.

Deconvolutions of the differential equation were calculated
next, and the results were compared with the input‘driving
function shape X. The comparison was made by calculating

the standard error of estimate, TDEV, as mentioned in Chapter
III;:.These trial runs were made for squafe, triangular, and
cosine shaped input pulses with the differential equation
shown in equation (25). The equations that were selected for
numerical differentiation weré the centrai difference form,

and they are listed in Table 4. Note that for the eighth
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TABLE 4

EQUATIONS FOR DIFFERENTIATION OF INPUT FUNCTIONS
FOR RUNGE-KUTTA ALGORITHM

e — T

Equation (Derivative centered around point i)

Derivative
ax/dt (Xi41 — Xj-1)/20t

a2x/at? (x;+l“i‘2i£"+ xl;i)/at21

a3x/at3 (Kj4p = 2Xy47 + 2X4.1 - Xj_p)/2at3

a%x/act (Xi42 = 4Xj01 + 6X4 = 4%;_7 + X;_5)/at?

a’x/at” (Xj43 - 4Xj4p + 5%34] - 5Xj-1 + 4Xjo
- X;_4)/28¢°

a%x/atb (Xi43 = 6X540 + 15X{47 ~ 20X; + 15X5.7 = 6Xj.p
+ X, _5) /05

a’x/at’ (Ripq = 6%gy + 14Xy, 5 = 14X, + 14X, ;-
- 14X, + 6X, . - Xi_4)/2At7

a®x/at® (Xi44 = 8Xj43 + 28Xj,.p - 56Xi4q + 70X

- 56X;.7 + 28X;_, - 8X;_3 + X;_»)/at8
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derivative, the function needs to be defined four steps in
front of the point i and four steps behind. The results of
the first trial for six cases are shown in Table 5.

The modification that was incorporated into Gill's
equations is the changes in the driving function term X.
Examination of the terms Ky, K, etc. indicates that the dif-
ferential equation and its integrals are solved at four loca-
tions as follows: 1) at the preéénflsfép i, Ky; 2) at a step
half way across the increment length with a correction to Zl'
K,; 3) at the same half-way location with a second correction
to Z K3; and 4) at the next step location i+l with a third
correction to z2;, K4. After considerable data analysis it
became clear that the calculation of Kp, K3 and K4 would be
better predictions of the values at the i+% and i+l locations
if the forcing function part, X;, of Z; was permitted to

change. The changes were the~average value of xi and xi+1 at

the i+% location and the Xj,j value in the K, calculation.
It was noted that the time term,-t, changes in a similar man-
ner in the Ky, K3 and K4 calculations. This relatively
simple change in point of view as to how the driving function
is treated had a dramatic effect on the results. |

The results of the final runs with the modification of
the Gill's equations is shown in Table 6 for selected cases.
With the changing of X in the calculation-of the K's in.equa;

tion (24), the TDEV calculation for a cosine pulse input
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TABLE 5

STANDARD ERROR OF ESTIMATE FOR DIFFERENTIAL EQUATION SOLVER
AND DECONVOLUTION ALGORITHM WITH GILL'S EQUATIONS

S 1 ) 21 A

n r fhp/fn Cosine Sguare Triangle
0 0.01 0.1 0.0€6238 0.03709 0.005640
1 0.01 0.1 0.01250 0.05588 0.01119
2 0.01 0.1 0.01243 0.05579 0.01256
3 0.01 0.1 0.01247 0.05539 0.01117
5 0.01 0.1 0.01253 0.05537 0.01123
6 0.01 0.1 0.01254 0.05350 0.01120
0 1.66 1.45 0.005894 0.02606 0.005273
1 1.66 1.45 0.01276 0.06212 0.01144
2 1.66 1.45 0.01239 0.05797 0.01109
3 1.66 1.45 0.01256 0.05546 0.01123
5 1.66 1.45 0.01253 0.05509 0.01121
6 1.66 1.45 0.01251 0.05660 0.01122

Note 1. Pulse length, £,Tp = 8.0; increment size,
Atf, = 0.1.

Note 2. All calculations for n greater than 2 must be

done in double precision.



TABLE 6

le6l

STANDARD ERROR OF ESTIMATE FOR DIFFERENTIAL EQUATION SOLVER
AND DECONVOLUTION ALGORITHM FOR EQUATION (25)

_ TDEV

n 4 fhp/fu Cosine Square Triangle
0 0.01 0.1 0.0001060 0.02049 0.0006679
1 0.01 0.1 0.0002916 0.03138 0.001067
2 0.01 0.1 0.0004053 0.03417 0.001100
3 0.01 0.1 0.0005310 0.03719 0.001470
5 0.01 0.1 0.0007273 0.03927 0.001661
6 0.01 0.1 0.0006546 0.03810 0.001593
0 1.66 1.45 0.0001216 0.01537 0.0005176
1 1.66 1.45 0.0002335 0.02625 0.0008320
2 1.66 1.45 0.0003152 0.03020 0.0009995
3 1.66 1.45 0.0004904 0.03467 0.001295
5 l1.66 1.45 0.0005937 0.03596 0.001438
6 1.66 1.45 0.0005330 0.03610 0.001380

Note 1. Pulse length, £,Tp = 8.0; increment size,
atf, = 0.1.

Note 2. All calculations for n greater than 1 must be

done in double precision.



162 -

imp&oved by a factor of 56:1, and, for a‘ttiangular and a_
squaie.pulse, the improvement ﬁas 12:1 and 2:1 respectively.

One dignificant reason for the improvement in the re¥
sults is the influence of phase shift oh the TDEV results.
This modification of Gill's equations has solved most of the
phase shift probiems.between the input pulse and the deconvo-
lution pulse and thus there was a significant lowering of the
TDEV results for the cosine and the triangular pulses.

The séuare pulse test did not show as good an improve-
ment in TDEV with the modified equations because of the large
error of estimate in the t2 increments on either side of the
step changes. Thus, for square pulses, the TDEV is primarily
a function of the increment step size of the computation.

A sample of the computer subroutines used in Fortran
IV language to solve a differential equation is shown in

Figures 74 and 75.
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SUBRUUTINE RKGILL(le"h!.V'xlNCR.P!NDC'I'lxleUNc"ll,
INTEGER LPCR

DIMENSION CC13,X¢1),22(2),¥C(10},F (20} .YISDOGB)
COMMON LP,CR,DT, TPLLSE

J =2

XC = xt1)

OO0 & I = 14N

YCti) = v(1,1}

IF (XC ~ XMAX ) 636,57 '

CALL RUNGE (N,YC, FvXCleNCR M,K}

GO 1O (lOcZO)cK

CONTINUE

G0 TO (101, 102'1031104'105)'IFUNCT

- CALL FUNCTI‘JQNvC1YCOFH(GHDQZ!ol"AX'

G0 1O 30

CALL FUNCIZlJvHoC,YCoFHlGHD.Zl'lﬂAXl
G0 10 30

CALL FUNCT3lJyM,C Y0 FHIGHD +Z1 ,TMAX]
G3 10 3¢

QUTPUT *FLCTION 4 MISSING?®

CALL EX1Y

CALL FUNCTS5{J,MeCoYCFHIGHD,Z1 5 TMAX]
CONTIRYE

FUL1) = FHIGHD

00 15 1 = 24N

F{L) = YCLI~1)

GO 10 6

D0 25 [ = 1,N

YiJdedy = YCUI)D

X(J) = XC

J =3 + 1

GO Tu &

CONTINUE

RETURN

END

SUBRUUTINE RUNGE (N, Y oFyXeH oM K)
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THIS RIUTINE PERFURMS RUNGE~KUTTA CALCULATICNS BY GILLS METHOD

A= l.

A= 1.

DIMENSION Y{1),F{1),Q(10}

M =M+ ]

GO TO (1v4eS5¢3,7) M

0O ¢ 1 = 1N

Q(l)=Q.C

A = (0,5

GO Tw S

* 1./7¢2)%%0,5 —~~~SECCND GILLS CONSTANT
A = 1.70T1C6TBL18654T5244

X = X + 0.5*H

PO & 1 = 1,

YUIY) = Y(I) # AS(F(i)*H -~ Q(11 )}

O(1) x 2.5A%HEF({T) + (1. ~ 3.*A)I*Q{I)
- 1e/SQRT{2.) ==== FIRST GILLS CONSTANT
A = (.292832188134526756

GG 10 9

DO €I = leN

Y{I) = YUL) + HeF(1)/76. ~ GQ(1) /3.

M = C

K = 2

GO 1O 1G

K = 1

RETURN

END

Fig. 74. Subroutines, R.K. Gill and Runge
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0036
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0038
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40

SURRULUTINE LPFILT(C,N,X,2Z+2DECCN)
INTEGER CR,LP

DIMENSIGON C(1),X{1),22(1),2Z0ECCN(L)
COMMUIY LP4yCRDT,TPLLSE,y Y(500,6)
FLPASS = 3(CCCCC.C

WL = FLPASS*6,2831€5

WLTH = S.%Wi

ILP = C.(CS

ILP = Q.2

Cll) = 2.,%(1.+ILP)/(%L*nL*nL)
Cl2) = 2.%81,+2.%2LP) /{nL%hl)
Cl3) = zo*{L.+ZLP) /Ll

Cl4a) = 1.C

ClES) = whknlL*wWl*wWl

Clé) = lo/(WLTH*%4,)

C(?, = ‘0./("LTH**3.,

Cl8) = Eo/{NLTH®*WLTH)

ClS) = 4./WLTH

IFUNCT = &

DO 1 = 1,10

IDECON(]I) = C.C

NME = % - &

PO &€ I = NM3,N

IDECON(I) = C.C

XMAX = X{(N)

M = C

NVAR = 4

D0 1C J=1,NVAR
Yil,J) = C.C

CALL RKGILL{Xy XMAXsYsDT,M,NVAR,C,N,IFUNCT,22)
DO 26 1 = 1,N
ZDECON(1) = Y{[,4)
NM2C = N - 2C

DO 4C I = NMZO,N
ZDECION(I) = C.C
JUTPUT FLPASS  ZLP
RETURN

END

75. Subroutine low-pass filter
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SUBRUUTINE FLNCTS(JsMyC s Y F 22 9M)
DIMENSION CL1)YLL),22(1)

INTEGER LP,CR

COMMGN LP,CR,DT

IF{1.LE.5) | = §-

IFU1.GE.NME) | = NMS

22D1Cs (Z2(1+1) ~ Z22(I-1)1/(2.%DT)

22D2C=(2200i+1) - 2.%22([) +22(1-1))7(0T+DV)

L203C= (Z2(1+2)-2.%221]1+1)142.%22(1~1)~22(1-2))/(2.%DT #53,)
Z204C= (Z2([42)=4,%22(1+1)+6.%22(1) =4 %22(1~1)+221[-2})/CT9%%,
22D1C1 = (Z22([+2) - 22(1))/(2.%DT)

2202C1 = (Z22(1+2) - 2.%22(1+1) +221t))/(CT*0T)

Z203C )1 ={Z2{[+3)~2.,%22({+2)42.%22(1)=22(]~1))1/(2.%D7 893,)

2204C1 = (Z2(I143)=4.%22([+2)+6.322(1+1)-4.%22(1)+12(1-1)1)/0DT%%s,
DIFFERENTIAL STEPS FOR KR-rLTTA

22Mie = 22D4C *Clo) + 2203C *#C(7)+2202C *C{B)I+22C1C *C(9) + Z2( 1)
22TFRE =Z204CL1*C(6) + 22D3C1#C(7)+2202C1#C(B)+22C1C19C(9)+22( [+})
2208E = 22(1)

Z2TrRE = 22(1+1)

22Twlh = (Z20NE ¢ Z2THRE)*(,5

GO {0 (192029308

F = CU5)%(220NE  —-C(1)®Y(1) — CL2)8Y(2) - CU3)8Y(3) - CLa)eY( 4))
GO J0 35 ’

F o= CU5I={22Twd -Cll)*v{l) - C(2)%Y(2) - C(3)ev{3) - Cl4)8V(4))
GO Tu 5

F = CU5)#(Z2THRE ~Cl1)*Y(1) - Cl2)8Y(z) - CU(3)eY(3) - ClA)OY(4))
RETURN

ENO

Fig. 75. Continued.
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