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## 1. Introduction.

Let $\pi_{1}, \ldots, \pi_{m}$ be populations whose multivariate observations in $\mathbb{R}^{n}$ are distributed with respective normal density functions

$$
P_{i}(x)=\frac{1}{(2 \pi)^{n / 2} \mid \Sigma_{i}^{0} 1^{1 / 2}} e^{-\frac{1}{2}\left(x-\mu_{i}^{o}\right)^{T} \Sigma_{i}^{o-1}\left(x-\mu_{i}^{o}\right)}, i=1, \ldots, m
$$

If $\pi_{0}$ is a given mixture of members of these populations, then observations on $\pi_{0}$ are distributed in $\mathbb{R}^{n}$ with density function

$$
p(x)=\sum_{i}^{\sum_{i}} \alpha_{i}^{0} p_{i}(x)
$$

for an appropriate set of proportions $\left\{\alpha_{i}^{0}\right\}_{i=1,-, m}$. These proportions necessarily satisfy $\sum_{i=1}^{m} \alpha_{i}^{0}=1$ and $\alpha_{i}^{0} \geqslant 0, \quad i=1,-$, m. In this note, we also assume that each $\alpha_{i}^{0}$ is strictly positive.

We address here the problen of numerically approximating the maximumIikelihood estimates of the parameters $\left\{\alpha_{i}^{0}, \mu_{i}^{O}, \Sigma_{i}^{0}\right\}_{i=1, \ldots, m}$ determined by samples of two types. Samples of both types consist of sets $\left\{x_{1 k}\right\}_{k=1, \ldots, N_{i}}$
of independent observations on $\pi_{i}$, $i=0, \ldots$, m. (The sets $\left\{x_{i k}\right\}_{k=1, \ldots, N_{i}}$, $i=1, \ldots$, m, comprise the identified observations of such samples, and such samples are said to be partially identified.) We distinguish samples of the two types according to whether the numbers $N_{i}$ of identified observations contain information about the proportions $\alpha_{i}^{0}, i=1, \ldots, m$. If the numbers of identified observations contain no information about the proportions, then the sample is of the first type; otherwise, the sample is of the second type. The following are examples of how samples of the first and second types, respectively, wight be obtained:
(1) For $i=0, \ldots m$, numbers $N_{i}$ are arbitrarily choosen and independent observations $\left\{x_{i k}\right\}_{k=1,-, N_{i}}$ are obtained from $\pi_{i}$.
(2) A number $K_{0}$ of observations are obtained from $\pi_{0}$. For some $N_{0}<K_{0}$, $N_{0}$ of these observations are left unidentified, while the remaining $K_{o}-N_{o}$ observations are identified. For $i=1, \ldots, m$, a subset $\left\{x_{i k}\right\}_{k=1, \ldots, N_{i}}$ of the identified observations is determfed whose member observations cone from $\pi_{i}$.

In the following, we consider likelihood equations determined by the two types of samples which are neçessary conditions for a maximum-likelihood estimate. These equations, which were derived by Coberly [1], suggest certain successive-approximations iterative procedures for obtaining maximun-likelifuod estimates. These procedures, which are generalized steepest ascent (deflected gradient) procedures, contain those of Hosmer [2] as a special case. Using argument: that parallel those of [3], we show that, with probability 1 as
$N_{o}$ approaches infinity (regardless of the relative sizes of $N_{o}$ and $N_{i}, i=1, \ldots, m$, these procedures converge locally to the strongly consistent maximum-1ikelihood estimates* whenever the step-size is between 0 and 2. Furthermore, the value of the step-size which yields optimal Iocal convergence rates is bounded from below by a number which always lies between 1 and 2 .

## 2. Samples of the first type.

We first assume that numbers $\left\{N_{i}\right\}_{i=0}, \ldots, m$ are given and that, for $i=0, \ldots, m, N_{i}$ independent observations $\left\{x_{i k}\right\}{ }_{k=1}, \ldots, N_{i}$ are drawn on $\pi_{i}$. The log-likelihood function for a sample of this type is

$$
L_{1}(0)={ }_{i} \sum_{\underline{=}}^{\mathrm{m}}{ }_{k}{ }_{k}^{N_{1}^{i}} \log p_{i}\left(x_{i k}\right)+\sum_{k=1}^{N_{0}} \log p\left(x_{o k}\right)
$$

In this expression, the parameter vector $\theta$ (with components $\alpha_{i}, \mu_{i}, \Sigma_{i}$, $i=1, \ldots, m)$ belongs to the vector space $\alpha O X(Q)$ defined in [3], and

- the density functions on the right-hand side are evaluated with the true parameter vector $\theta^{0}$ (with components $\left.\alpha_{i}^{0}, \mu_{i}^{o}, \Sigma_{i}^{0}, i=1, \ldots, m\right)$ replaced by 0 .

[^0]Differentiating $L_{1}(\theta)$ and setting its partial derivatives to zero gives the likelihood equations
(1.a) $\quad \alpha_{i}=A_{i}(0) \equiv \frac{\alpha_{i}}{N_{0}} \sum_{k=1}^{N} \frac{p_{i}\left(x_{o k}\right)}{p\left(x_{o k}\right)}$
(1.b) $\mu_{i}=M_{i}(\theta) \equiv\left\{\sum_{k=1}^{N_{i}} x_{i k}+\sum_{k=1}^{N_{0}} x_{o k} \frac{\alpha_{i} p_{i}\left(x_{o k}\right)}{p\left(x_{o k}\right)}\right\} /\left\{N_{i}+\sum_{k=1}^{N_{0}} \frac{\alpha_{i} p_{i}\left(x_{o k}\right)}{p\left(x_{o k}\right)}\right\}$


$$
\left\{N_{i}+\sum_{k=1}^{N_{o}} \frac{\alpha_{i} p_{i}\left(x_{o k}\right)}{p\left(x_{o k}\right)}\right\}
$$

for $i=1, \ldots, n$.
We set

$$
A(\theta)=\left(\begin{array}{c}
A_{1}(\theta) \\
\cdot \\
\cdot \\
\cdot \\
A_{m}(\theta)
\end{array}\right) \quad, \quad M(\theta)=\left(\begin{array}{c}
M_{1}(\theta) \\
\cdot \\
\cdot \\
M_{m}(\theta)
\end{array}\right) \quad, \quad S(0)=\left(\begin{array}{c}
S_{1}(0) \\
\cdot \\
\cdot \\
S_{m}(0)
\end{array}\right)
$$

and define an operator $\Phi_{E}$ on $\left.\left.Q \oplus\right]\right\}(\Theta)$ by

$$
\Phi_{\epsilon}(\theta)=(1-\epsilon) \theta+\epsilon\left(\begin{array}{l}
A(\theta) \\
M(\theta) \\
S(\theta)
\end{array}\right)
$$

Clearly, for any non-zero $\epsilon$, the likelihood equations are satisfica by a vector $\theta$ c $G(\theta) K\left(\theta \lambda\right.$ if and only if $\theta=\Phi_{\epsilon}(\theta)$.

We consider the following iterative procedure: Beginning with some starting value $\theta^{(1)}$; define successive iterates inductively by

$$
\begin{equation*}
\theta^{(j+1)}=\Phi_{\epsilon}\left(\theta^{(j)}\right) \tag{2}
\end{equation*}
$$

for $j=1,2,3, \ldots$. Our local convergence result for this iterative procedure, as stated in the introduction, follows immediately from the theorem below.

Theorem 1: With probability 1 as $N_{O}$ approaches infinity, $\Phi_{\epsilon}$ is a locaily
 maximum-1ike1ihood estimate whenever $0<\epsilon<2$.

In saying that $\phi_{\epsilon}$ is a locally contractive operator near a point
 a number $\lambda, 0 \leq \lambda<1$, such that

$$
\left\|\Phi_{\epsilon}\left(\theta^{\prime}\right)-\theta\right\| \leq \lambda\left\|\theta^{+}-\theta\right\|
$$

whenever $\theta^{\prime}$ lies sufficiently near $\theta$.

Proof of Theorem 1: Let:

$$
\theta=\left(\begin{array}{c}
\bar{\alpha} \\
\bar{\mu} \\
\bar{\Sigma}
\end{array}\right)=\left(\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{m} \\
\vdots \\
\mu_{1} \\
\vdots \\
\mu_{m} \\
\Sigma_{1} \\
\vdots \\
\Sigma_{m}
\end{array}\right)
$$

be the strongly consistent maximum-1ikelihood estimate. We assume that
$\alpha_{i} \neq 0, i=I, \ldots, B$. (As $N_{0}$ approaches infinity, the probability is 1 that this is the case.) As in [3], it suffices to show that, with probability 1, $\nabla \Phi_{\epsilon}(\theta)$ converges to an operator which has operator norm less than 1 with respect to a suitable vector norm on $\pi \oplus \mathscr{O}(\theta)$.

Now

$$
\nabla \Phi_{\epsilon}(\theta)=(1-\epsilon) I+\epsilon \nabla\left(\begin{array}{l}
A(\theta) \\
M(\theta) \\
S(0)
\end{array}\right)
$$

and we write

$$
\nabla\left(\begin{array}{l}
\mathrm{A} \\
\mathrm{M} \\
\mathrm{~S}
\end{array}\right)=\left(\begin{array}{ccc}
\nabla-\mathrm{A} & \nabla-\overline{\mathrm{A}} & \nabla \overline{\bar{\nu}^{\mathrm{A}}} \\
\nabla \bar{\alpha} & \nabla-\overline{\mathrm{M}} & \nabla \overline{\bar{\nu}} \mathrm{M} \\
\nabla \bar{\alpha} & \nabla-\mathrm{S} & \nabla \overline{\nu^{S}}
\end{array}\right)
$$

Define inner products $<,>_{i}^{\prime}$ on $\gamma J f,<,>_{i}^{\prime \prime}$ on $\mathcal{S}$, and $\leqslant,>$ on $a \oplus) T(\oplus 8$ as in [3]. Setting
$B_{i}(x)=\frac{p_{i}(x)}{p(x)}, \gamma_{i}(x)=\left(x-\mu_{i}\right), \delta_{i}(x)=\left[\sum_{i}^{-1}\left(x-\mu_{i}\right)\left(x-\mu_{i}\right)^{T}-T\right], K_{i}=N_{i}+\left(i_{i} N_{0}\right.$ for $i=1, \ldots, \pi$, one calculates

$$
\begin{aligned}
& \nabla-A(\theta)=I-\left(\text { diag } \alpha_{i}\right) \quad \frac{1}{N_{0}} \sum_{1}^{N_{0}}\left(\begin{array}{c}
\beta_{1} \\
\vdots \\
\beta_{m}
\end{array}\right)\left(\begin{array}{c}
\beta_{1} \\
\vdots \\
\beta_{m}
\end{array}\right)^{T} \\
& \nabla_{\mu} A(\theta)=-\left(\operatorname{diag} \alpha_{i}\right) \quad \frac{1}{N_{0}} \sum_{1}^{N_{0}}\left(\begin{array}{c}
\beta_{1} \\
\vdots \\
\beta_{m}
\end{array}\right)\left(\begin{array}{c}
\left\langle\beta_{1} \gamma_{1}, \cdots>_{1}^{1}\right. \\
\vdots \\
\left\langle\beta_{m 1} \gamma_{m}, \cdots{ }_{n 1}\right.
\end{array}\right)^{T}
\end{aligned}
$$

$$
\begin{aligned}
& \nabla_{\alpha}-M(\theta)=\left(\text { diag } \frac{1}{K_{i}} \sum_{1}^{N} \sum_{i}^{N} \gamma_{i}\right)-\left(\operatorname { d i a g } \frac { \alpha _ { i } } { K _ { i } } \left\{\left\{\begin{array}{l}
N_{0} \\
i
\end{array}\left(\begin{array}{c}
\beta_{1} \gamma_{1} \\
\vdots \\
\beta_{m} \gamma_{m}
\end{array}\right)\left(\begin{array}{l}
\beta_{1} \\
\vdots \\
\beta_{m}
\end{array}\right)^{\mathrm{T}}\right\}\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& V_{\alpha}^{-S}(0)=\left(\operatorname{diag} \frac{\Sigma_{i}}{K_{i}} \sum_{1}^{N_{0}} \beta_{i} \delta_{i}\right)-\left(\operatorname { d i a g } \frac { \alpha _ { i } \Sigma _ { i } } { K _ { i } } \left\{\left\{\begin{array}{c}
N_{0} \\
\Sigma_{1} \\
1
\end{array}\left(\begin{array}{c}
\beta_{1} \delta_{1} \\
\vdots \\
\hat{\beta}_{m} \delta_{m}
\end{array}\right)\left(\begin{array}{c}
\beta_{1} \\
\vdots \\
\beta_{m}
\end{array}\right)^{T}\right\}\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& -\left(\text { diag } \frac{\alpha_{i} \Sigma_{i}}{K_{i}}\right)\left\{\begin{array}{c}
N_{0} \\
\sum_{1}
\end{array}\left(\begin{array}{c}
\beta_{1} \delta_{1} \\
\vdots \\
\beta_{m} \delta_{m}
\end{array}\right)\left(\begin{array}{c}
\left\langle\beta_{1} \gamma_{1}, \cdot>1\right. \\
\vdots \\
\left\langle\beta_{m 1} \gamma_{m 1}\right. \\
,>_{m}^{\prime}
\end{array}\right)^{T}\right\}
\end{aligned}
$$

Here, the argunents of $\beta_{i}, \gamma_{i}$ and $\delta_{i}$ can be determined from the indices of sumuation, e.g.,

$$
\sum_{i}^{N_{o}} \beta_{i} \gamma_{i}={ }_{k=1}^{N_{0}} \beta_{i}\left(x_{o k}\right) \gamma_{i}\left(x_{o k}\right)
$$

## Setting

$$
V=\left(\begin{array}{c}
\beta_{1} \\
\vdots \\
\beta_{m} \\
\beta_{1} \gamma_{1} \\
\vdots \\
\beta_{m} \gamma_{m} \\
\beta_{1} \delta_{1} \\
\vdots \\
\beta_{m} \delta_{m}
\end{array}\right)
$$

one obtains at $\theta$
where
$B_{21}=\left(\operatorname{diag} \frac{1}{K_{i}} \sum_{1}^{N_{0}} \beta_{i} \gamma_{i}\right)$
$B_{22}=\left(\operatorname{diag} \frac{\alpha_{i}}{K_{i}} \sum_{i}^{N_{O}} \gamma_{i} \gamma_{i}^{T} \sum_{i}^{-1} \beta_{i}\right)$
$B_{23}=\left(\operatorname{diag} \frac{1}{K_{i}} \sum_{1}^{N_{O}} \beta_{i} Y_{i}<\delta_{i}, \cdot>_{i}^{t \prime}\right)$
$B_{31}=\left(\operatorname{diag} \frac{\Sigma_{i}}{K_{i}} \sum_{1}^{N_{0}} \beta_{i} \delta_{i}\right)$

$B_{33}=\left(\operatorname{dtag} \frac{\Sigma_{i}}{K_{i}}:_{1}^{N_{O}} \beta_{i} \delta_{i}<\delta_{i}, \cdot>_{i}^{\prime \prime}\right)$.

## REPRODUCIBILITY OF THE <br> ORIGINAL PAGE IS POOR

We have assumed that $\theta$ is the strongly consistent maximum-likelihood estimate. Then, regardless of the relative sizes of $N_{i}$ and $N_{o}$, one can show as in [3] that, with probability $1,\left\{\nabla \Phi_{\epsilon}(\theta)-\mathbb{E}\left(\nabla \Phi_{\epsilon}\left(\theta^{\circ}\right)\right)\right\}$ converges to zero as $N_{o}$ approaches infinity. Now

$$
\begin{aligned}
& E\left(\nabla\left(\begin{array}{l}
A\left(0^{0}\right) \\
M\left(0^{\circ},\right. \\
S\left(\theta^{\circ}\right)
\end{array}\right)\right)=\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & \left(\operatorname{diag} \frac{\alpha_{i}^{O_{0}}}{K_{i}} I\right) & 0 \\
0 & 0 & \left(\operatorname{diag} \frac{\alpha_{1} N_{0}}{K_{i}} 1\right)
\end{array}\right) \\
& -\left(\begin{array}{ccc}
\left(\operatorname{diag} \alpha_{i}^{o}\right) & 0 & 0 \\
0 & \left(\operatorname{diag} \frac{\alpha_{i}^{o} N_{0}}{K_{i}} I\right) & 0 \\
0 & 0 & \left(\operatorname{diag} \frac{\alpha_{i}^{o} N_{0}}{K_{i}} \Sigma_{i}^{o}\right)
\end{array}\right) \begin{array}{l}
\left\{\int V(x)<V(x), \cdots p(x) d x\right), \\
\mathbb{R}^{n}
\end{array} \\
& =B(I-Q R) \text {, }
\end{aligned}
$$

where

$$
\begin{aligned}
& B=\begin{array}{ccc}
I & 0 & 0 \\
0 & \left(d i a g-\frac{\mathrm{N}_{0}}{K_{i}} I\right) & 0 \\
0 & 0 & \left(d i a g \frac{\alpha_{i}^{0} N_{0}}{K_{i}} I\right)
\end{array} \\
& Q=\begin{array}{ccc}
\left(\operatorname{diag}\left(\alpha_{j}^{0}\right)\right. & 0 & 0 \\
0 & I & 0 \\
0 & 0\left(\operatorname{diag} \Sigma_{i}^{0}\right)
\end{array} \\
& R=\int_{\mathbb{R}^{n}} V(x):<V(x), \cdot p_{Q}(x) d x .
\end{aligned}
$$

It was shown in [3] that $Q R$ is positive-definite and symmetric with operator norm less than 1 with respect to the inner product $\left\langle\cdot, Q^{-1} \cdot\right\rangle$ on $\left.\mathcal{X}_{\oplus} \oplus\right)(\oplus \mathcal{B}$. It follows that $\mathrm{I}-\mathrm{QR}$ is positive-definite and symmetric with norm less than 1 with respect to $\left\langle\cdot, Q^{-1} \cdot\right\rangle$. Since $B$ and $Q$ commute, $<\cdot, Q^{-I_{B}-1} \cdot>$ is an inner product on 0 ocoric $S$, and one sees that $\left\langle W, Q^{-1} W\right\rangle \leq\left\langle W, Q^{-1} B^{-1} W\right\rangle$ for $W \in O \oplus O D(\Theta)$. Consequently, $B(I-Q R)$ i:s positive-definite and symmetric with nozm less than 1 with respert to the inner product $<*, Q^{-1} B^{-1}$. . One concludes that

$$
E\left(\nabla \Phi_{\epsilon}\left(\theta^{\circ}\right)\right)=(1-s) I+\epsilon E\left(\nabla\left(\begin{array}{l}
A\left(\theta^{0}\right) \\
M\left(0^{\circ}\right) \\
S\left(\theta^{\circ}\right)
\end{array}\right)\right)
$$

has norm less than $I$ with respect to $\left\langle\cdot, Q^{-1} B^{-1}\right\rangle$ whenever $0 ., 2$. This completes the proof of the theorem.

We remark that, reasoning as in [3], one may determine a particular value of $c$ (the "optimal $\epsilon^{\prime \prime}$ ) which yields, with probability 1 as $N_{0}$ approaches infinity, the fastest asymptotic uniforn rates of lacal convergence of the iterative procedure (2) near $\theta$. This optimal $\epsilon$ is given by

$$
\epsilon=\frac{2}{2-(\tau+\rho)}
$$

where $\rho$ and $\tau$ are, respectively the largest and smallest eigenvalues of $B(I-Q R)$ regarded as an operator on $\mathcal{E} \oplus 0 \% \rho$ ( $\varepsilon$ is the subspace of $C t$ whose components sum to zero.) Since $\rho$ and $\tau$ lie between zero anl 1 , one sees that the optimal $c$ is always greater than 1 . If the empoment populations ate "widely separated," then $\rho$ and $\tau$ are near zero and,
hence, the optimal $\epsilon$ is near 1 . If two or more of the component populationts are nearly indistinguishable and if $N_{0}$ is large relative to the $N_{i}{ }^{\text {is }}$, then $\tau$ is near zero, and the optimal $\in$ cannot be much smaller than 2.

## 3. Samples of the second type.

We now assume that $K_{o}$. observations are obtained from the mixture population $\pi_{0}$, and that, for some $N_{0}<K_{0}$, $N_{0}$ of these observations are left unidentified, while the remaining $K_{o}-N_{o}$ observations are identified. For $i=1, \ldots, m$, let $\left\{x_{i k}\right\}_{k=1, \ldots, N_{i}}$ denote the subset of the identified observations which come from $T_{i}$, and let $\left\{x_{o k}\right\}_{k=1, \ldots, N_{O}}$ be the set of unidentified observations from $T_{0}$. The log-1ikelihood function for this sample is
$L_{2}(\theta)=\log \left\{\frac{\left(\sum_{i} \sum_{1} N_{i}\right)!}{N_{1}!\ldots N_{m}!} \alpha_{1}^{N_{1}} \cdots \alpha_{m}^{N_{m}}\right\}+\sum_{i=1}^{m} \sum_{k=1}^{N_{i}} \log p_{i}\left(x_{i k}\right)+\sum_{k=1}^{N_{0}} \log p\left(x_{o k}\right)$
$=\log \left\{\frac{\left(\sum_{i=1}^{m} N_{i}\right)!}{N_{1}!\ldots N_{m}!}\right\}+\sum_{i=1}^{m} \sum_{k=1}^{N_{i}} \log \left[\alpha_{i} p_{i}\left(x_{i k}\right)\right]+\sum_{k=1}^{N} \log p\left(x_{o k}\right)$.

Differentiating $L_{2}$ and setting its partial derivatives to zero gives tire likelihood equations
(3.c)

$$
\begin{gather*}
\alpha_{i}=\tilde{A}_{i}(\theta) \equiv \frac{N_{i}}{K_{0}}+\frac{\alpha_{i}}{K_{0}} \frac{N_{k}}{\sum_{1}} \frac{p_{i}\left(x_{o k}\right)}{p\left(x_{o k}\right)}  \tag{3.a}\\
\mu_{i}=M_{i}(\theta)  \tag{3.b}\\
\Sigma_{i}=S_{i}(\theta)
\end{gather*}
$$

for $i=1, \ldots, n$.
We set

$$
\tilde{A}(\theta)=\left(\begin{array}{l}
\tilde{A}_{1}(\theta) \\
\vdots \\
\tilde{A}_{m}(\theta)
\end{array}\right)
$$

and define an operator $\tilde{\Phi}_{\epsilon}$ on $\operatorname{ctanfl} \theta \rho$ by

$$
\tilde{\Phi}_{\epsilon}(\theta)=(1-\epsilon) \theta+\epsilon\left(\begin{array}{l}
A(\theta) \\
M(\theta) \\
S(\theta)
\end{array}\right)
$$

Our iterative procedure is the following: Beginning with some starting value $\theta^{(1)}$, define successive iterates inductively by

$$
\begin{equation*}
\theta^{(j+1)}=\tilde{\Phi}_{\epsilon}\left(\theta^{(j)}\right) \tag{4}
\end{equation*}
$$

for $j=1,2,3, \ldots$. As before, the desired local convergence result fot this iterative procedure follows from the theorem below.

Theorem 2: With probability 1 as $N_{0}$ approaches infinity, $\tilde{\Phi}_{\epsilon}$ is a locally contractive operator (in sone norm on $0(\oplus)(\oplus$,$) near the strongly consistent$ maximum-likelihood estimate whenever $0<\varepsilon<2$.

Proof of Theorem 2: Tf $\theta$ is the strongly consistent maximum-1ikelfhood estimate, then, as before, it suffices to show that, with probability l, $\nabla \tilde{\Phi}_{\epsilon}(\Theta)$ converges as $N_{0}$ approaches infinity to an operator which has operator norm less than 1 . with respect to some vector norm on $0010,(0$, Proceeding as before, one sees that

$$
\begin{aligned}
& \left.\nabla_{\alpha} \tilde{A}(\theta)=\left(\operatorname{diag}\left(1-\frac{N_{i}}{\alpha_{i}{ }_{0}}\right)\right)-\left(\operatorname{diag} \frac{\alpha_{i}}{K_{0}}\right)\left\{\begin{array}{l}
N_{0}^{o} \\
\sum_{1}^{o} \\
\vdots \\
\beta_{m}
\end{array}\right)\left(\begin{array}{l}
\beta_{1} \\
\beta_{I} \\
\vdots \\
\beta_{m}
\end{array}\right)^{\mathrm{T}}\right\}
\end{aligned}
$$

The remaining Fréchet derivatives, i.e., the derivatives at 0 of $M$ and $S$ with respect to $\bar{\alpha}, \bar{\mu}$, and $\bar{\Sigma}$, are unchanged, except that $k_{i}$ must be replaced by $\alpha_{i} k_{o}$ wherever it appears.

One obtains at $\theta$
(4) $\quad \nabla\left(\begin{array}{l}\tilde{A} \\ M \\ S\end{array}\right)=\left(\begin{array}{ccc}\left(\operatorname{diag}\left(1-\frac{N_{i}}{\alpha_{i} K_{0}}\right)\right) & 0 & 0 \\ \tilde{B}_{21} & \tilde{B}_{22} & \tilde{B}_{23} \\ \tilde{B}_{31} & \tilde{B}_{32} & \tilde{B}_{33}\end{array}\right)-$

$$
\left(\begin{array}{ccc}
\left(\operatorname{diag} \frac{\alpha_{i}}{K_{o}}\right) & 0 & 0 \\
0 & \frac{1}{K_{0}} I & 0 \\
0 & 0 & \left(\text { diag } \frac{\Sigma_{i}}{K_{0}}\right)
\end{array}\right)\left\{\begin{array}{c}
\sum_{k=I}^{N_{0}^{o}} V\left(x_{o k}\right)<V\left(x_{0, k}\right) \cdots
\end{array}\right\}
$$

In this exprestion, each $\widetilde{B}_{\mathrm{B}} \mathrm{k}$ is the same as the corresponding $B_{j k}$ dutia+t
previously, except that each $K_{i}$ in the latter is replaced by $\alpha_{i} K_{0}$ in the former. One verifies that, with probability 1 as $N_{0}$ approaches infinity, (4) has the same limit as $\tilde{B}(I-Q R)$, where $Q$ and $R$ are as before and $\tilde{B}=\frac{N_{0}}{K_{0}}$ I. Repeating our earlier reasoning, one verifies that $\tilde{B}(I-Q R)$ is positive-definite and symmetric with norm less than 1 with respect to the inner product $\left\langle\cdot, Q^{-1} \tilde{B}^{-1} \rightarrow\right\rangle$. Hence

$$
\nabla \tilde{\Phi}_{\epsilon}(\theta)=(1-\epsilon)+\epsilon \nabla\left(\begin{array}{l}
\tilde{A}(\Theta) \\
M(\Theta) \\
S(\Theta)
\end{array}\right)
$$

converges to an operator which has norm less than 1 with respect to $\left\langle, Q^{-1} \tilde{B}^{-1}\right\rangle$ whenever $0<\epsilon<2$. This completes the proof of the theorem.

The remarks concerning the "optimal $\epsilon^{\prime \prime}$. at the conclusion of the preceding section are valid here verbatim.
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ABSTRACT
We develop a procedure fur calculating a kxn rank k matrix $B$ for data compression using the Bhattacharyya bound on the probabllity of error and an iterative construction using Householder transformations. Two sets of remotely sensed agricultural data are used to demonstrate the application of the procedure. The results of the applications give some indioation of the extent to which the Bhattacharyya bound on the probability of error is affected by such transformations for multivariate normal populations.

1. INTRODUCTION
$\vdots$ For $n$-dimensional normal classes $N\left(\mu_{1} \Sigma_{i}\right) i=1, \ldots$, ill, the Bhattacharyya coefficient (Andrews, 1972) for class $i$ and $j$ is
given by:

$$
\rho\left(i_{s} j\right)=\left(q_{i} q_{i}\right)^{\frac{1}{2}} \int_{R^{n}}\left[p_{i}(x) p_{j}(x)\right\}^{\frac{1}{2}} d x
$$

and the Bayes probability of error (Anderson, 1958) (Andrews, 1972) by

$$
P_{e}=1-\int_{R^{n}} \max _{1<i \leqslant m}\left\{q_{i} p_{i}(x)\right\} d x
$$

where $P_{f}(x)$ denotes the conditional density of the random variable $X$ given that $X \sim N\left(\mu_{i} ; \Sigma_{i}\right)$ and $q_{1}, \ldots, q_{1 a}$, respectively, denote the (known) a priori probabilities of the classes $\mathbb{N}\left(\mu_{i} \Sigma_{i}\right)$ $i=1, \ldots, m$.

It has been shown (Andrews, 1972) (Kaileth, 1967) that

$$
P_{e} \leq \sum_{i=1}^{m-1} \sum_{j=1+1}^{m}\left[q_{i} q_{j} j^{\frac{1}{2}} \int_{R^{n}}\left[p_{i}(x)_{j}(x)\right\}^{1 / 2} d x\right.
$$

If one considers a kxn rank $k$ linear transformation $B$ of the random variable X (i.e., Y $\equiv \mathrm{BX}$ ), then the Bhattacharyya coefficient for class $i$ and $j$ for the clases $N\left(B \mu_{i}, B \Sigma_{i} B^{T}\right)$, $i=1, \ldots$, ill is:

$$
\left.\rho_{B}(1, j) \equiv\left\{q_{i} q_{y}\right\}^{\frac{1}{2}} \int_{R} k^{\left[p_{i}\right.}(y, B) p_{j}(y, B)\right\}^{\frac{1}{2}} d y
$$

and the Bayes probability of error for the classes $N\left(B \mu_{i}, B \sum_{i} B^{T}\right)$, $\mathrm{f}=1, \ldots$, m is:

$$
\vdots \quad P_{e}(B)=1-\int_{R} \max _{1 \leqslant i \leqslant m}\left\{p_{i}(y, B)\right\} d y
$$

where $p_{i}(y, B), i=I, \ldots, m$ denotes the conditional density of the random variable $X=B X$ giverl that $Y \sim N\left(B \mu_{i}, B \sum_{i} B^{T}\right)$. It follows,
since $P_{e} \leq \rho \equiv \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} \rho(i, j)$, thai.

$$
P_{e}(B) \leq \rho(B) \equiv \sum_{i=1}^{m-1} \sum_{j=1 \neq 1}^{m} \rho_{B}(i, j)
$$

and moreover, (Decell and Quirein, 1973) (Kaileth, 1967), that
(1) $\mathrm{P}_{\mathrm{e}} \leqslant \mathrm{P}_{\mathrm{e}}(\mathrm{B}) \leqslant \rho(\mathrm{B})$.
(2) $P_{e}=P_{e}{ }^{(B)}$ if and only if $\rho=\rho(B)$.

## 2. THEORETICAL PRESTIMINARIES

Let $k$ be an integer $(0<k<n)$, and $N\left(\mu_{i}, \Sigma_{i}\right) i=1, \ldots$, m be n-variate normal populations with a priori probabilities $q_{1}, \ldots, q_{m}$. We would like to construct a kxn rank $k$ matrix $B$ that will minimize $\rho(B)$. The theoretical extent to which this is possible and the basis for the construction (Decell and Smiley, to appear) is summarized in the followink theorem. Let $C=\left\{u \in R^{\mathfrak{n}}:||u||=I\right\}$ and $T(H)=\left\{H=I-2 u u^{T}: u \varepsilon c\right\}$ denote the set of Householder transformations on $\mathrm{R}^{\mathrm{n}}$ (Householder, 1958).

Theorem. For each positive i, Iet $H_{i}$ : $T(H)$ be chosen such that

$$
\rho\left(\left(\mathrm{I}_{\mathrm{k}} \mid \mathrm{Z}\right) \mathrm{H}_{1}\right)=\underset{\operatorname{HET}(\mathrm{H})}{\mathrm{g} .1 . \mathrm{b}} \rho\left(\left(\mathrm{I}_{\mathrm{k}} \mid \mathrm{Z}\right) \mathrm{H}\right)
$$

and

$$
\rho^{\prime}\left(\left(I_{k} \mid z\right) H_{i+1} H_{i} \cdots H_{1}\right)=\underset{H E T(H)}{\text { g.l.b. }} \rho\left(\left(I_{k} \mid z\right) H_{i} \cdots H_{1}\right)
$$

then,
(I) $\rho\left(\left(I_{k} \mid Z\right) H_{i+1} H_{i} \cdots H_{1}\right) \leq \rho\left(\left(I_{k} \mid z\right) H_{i} \cdots H_{1}\right)$.
(2) $\rho\left(\left(I_{k} \mid Z\right) H_{i+1} \cdots H_{I}\right) \leq \rho\left(\left(I_{k} \mid Z\right) H_{i} \cdots H_{I} H, H \in T(H)\right)$.
(3) $\rho\left(\left(I_{k} \mid Z\right) H_{i+1} H_{i} \cdots H_{1}\right) \leq \rho\left(I_{k} \mid Z\right) H_{i} \cdots H_{1}$, H $\left.\in T(H)\right)$.
(4) $\rho\left(\left(I_{k} \mid Z\right) H \cdots H_{i-(p-1)} H_{i-(p+1)} H_{i}\right) \leq o\left(\left(I_{k} \mid Z\right) H_{i+1} H_{i} \cdots H_{i}\right), H \varepsilon T(H)$
and $p=0, \ldots, i-2$.
(5) The monotone sequence of real numbers $\left\{\rho\left(B_{i}\right)\right\}_{i=1}^{\infty}$ where

$$
\begin{gathered}
\mathrm{B}_{i}=\left(\mathrm{I}_{\mathrm{k}} \mid z\right) \mathrm{H}_{i} \cdots \mathrm{H}_{1} \text { is bounded below by } \mathrm{P}_{\mathrm{e}} \text { and hence } \\
\\
\lim _{i \rightarrow \infty} \rho\left(B_{i}\right)=g \cdot 1 . b \cdot\left\{\rho\left(\mathrm{~B}_{i}\right)\right\}
\end{gathered}
$$

We know (Decell and Quirein, 1973) that there is some kxn rank k matrix, say $\widehat{B}$, that minimizes $\rho(B)$. If $\rho(B)<\frac{\text { g. I. }}{i}$. $\left\{\rho\left(B_{i}\right)\right\}$ we will call the sequence $\left\{B_{i}\right\}_{i=1}^{\infty}$ sub optimal (uptimal in the case of equality). There are several results (Decell and Smiley, to appear) that lend credibility to the conjecture that the sequence is optimal and cofinally constant beyond the index $i=m i n\{k, n-k\}$. We will proceed with the develupment of an iterative procedure 'for constructing the subject sequence and, finally, tabulate results of applicatinns to remotely sensed agricultural data with equal a priori class probabilities. The approach (and its merit) will depend upon tile bound provided by the inequality $P_{e} \leq \rho\left(B_{i}\right) i=1,2, \ldots$, the non-increasing nature of the sequence $\left\{\rho\left(B_{i}\right)\right\}_{i=1}^{\infty}$, and the ability to manipulate the expressions for$\rho\left(B_{i}\right), i=1,2, \ldots$ in the cane of nomal populations.
3. THE GRADEENT OF $\rho\left(\left(I_{k} \mid Z\right) H\right)$

We will develop an expression (for the case of normal n-variate populations $\left.N\left(\mu_{i}, \Sigma_{i}\right), i=1, \ldots, m\right)$ for the gradient of $\rho\left(\left(I_{k} \mid Z\right) H\right)$ where $H_{\varepsilon} T(H)$ has the form $H=I-2 \frac{x x^{T}}{x^{T} x}, x \neq \theta$. This expression will be used "n a steepest descent procedure to càlculate each Householder trunsformation $H_{1}, H_{2}, H_{3}, \ldots$ described in the preceding theorm. For m populations $N\left(\mu_{i} \Sigma_{i}\right)$, $1=1, \ldots$, II it is easy to establish that in order to calculate ${ }_{i+1}$ ', one need only apply the steepest descent procedure to the Bhattacharyya coeffictent detfrmined by the populations


The expression for $\rho_{\left(I_{k} \mid Z\right) H .}(i, j)$ is given by (Andrews, 1972) (Kaileth, 1967) (for the case of equal a priory probabilities $\left.q_{i}=1 / m, i=1, \ldots, m\right):$

$$
\rho_{\left(I_{k} \mid Z\right) H}(i, j)=\frac{I}{m} \exp -\frac{1}{4} \delta_{i j}^{T}\left(\Sigma_{i}+\Sigma_{j}\right)^{-1} \delta_{i j}-\frac{1}{2} \ln ^{(n}\left(\frac{\left|\hat{\Sigma}_{i}+\hat{\Sigma}_{j}\right|}{2^{k}\left|\hat{\Sigma}_{i}\right|^{\frac{1}{2}}\left|\hat{\Sigma}_{j}\right|^{\frac{1}{2}}}\right)
$$

where $\hat{\delta}_{i j}=\left(I_{k} \mid Z\right) H\left(\mu_{i}-\mu_{j}\right)$ and $\hat{\Sigma}_{i}=\left(I_{k} \mid Z\right) H_{\Sigma_{i}} H\left(I_{k} \mid Z\right)^{T}$, in which case,

$$
\rho\left(\left(I_{k} \mid z\right) H\right)=\sum_{i=1}^{m-1} \sum_{j=i+1}^{m} \rho_{\left.\left(I_{k} \mid z\right) H^{(i, j}\right) .}
$$

If we define

$$
F_{i j}=-\frac{1}{4} \hat{S}_{i j}\left(\hat{\Sigma}_{i}+\hat{\Sigma}_{j}^{-1} \hat{\delta}_{i j} \quad \text { and } \quad G_{i j}=-\frac{1}{2} 1 n\left(\frac{\left|\hat{\Sigma}_{i}+\hat{\Sigma}_{j}\right|}{2^{k}\left|\hat{\Sigma}_{i}\right|^{\frac{1}{2}}\left|\hat{\Sigma}_{j}\right|^{1 / 2}}\right)\right.
$$

we have that the differential or $\rho_{\left(I_{k} \mid Z\right) H}(i, j)$ is

$$
d\left(\rho_{\left(I_{k} \mid Z\right) H}\left(i_{i}, j\right)\right)=\frac{1}{m} \operatorname{ex}\left(F_{i j}+G_{i j}\right)\left(d\left(F_{i j}\right)+d\left(G_{i j}\right)\right) .
$$

from whence it follows that

$$
d\left(\rho\left(\left(I_{k c} \mid Z\right) H\right)\right)=\frac{1}{m} \sum_{i=1}^{m-1} \sum_{j=i \neq 1}^{m} \exp \left(F_{i j}+G_{i j}\right)\left(d\left(F_{i j}\right)+d\left(G_{i j}\right)\right) .
$$

In order to simplify the notation, define $\Sigma_{i j}=\Sigma_{i}+\Sigma_{j}$ and $\Delta_{i j}{ }^{\vdots}=\left(\mu_{i}-\mu_{j}\right)\left(\mu_{i}-\mu_{j}\right)^{T}$.

Let $\operatorname{tr}(\cdot)$ denote the trace of ( $\cdot)$ and $|\cdot|=\operatorname{det}(\cdot)$. With a bit of matrix algebra it follows that

$$
\left.F_{i j}=-\frac{1}{4} \operatorname{tr}\left(\left(I_{k} \mid z\right) H Z_{i j} H\left(I_{k} \mid z\right)^{T}\right)^{-1}\left(I_{k} \mid z\right) H \Delta_{i j} H\left(I_{k} \mid z\right)^{T}\right\}
$$

and

$$
\begin{aligned}
G_{i j}= & \frac{1}{2} \ln \left|\left(I_{k} \mid Z\right) H \Sigma_{i j} H\left(I_{k} \mid Z\right)^{T}\right|+\frac{1}{4} \ln \left|\left(I_{k} \mid Z\right) H \Sigma_{i} H\left(I_{k} \mid Z\right)^{T}\right| \\
& +\frac{1}{4} \ln \left|\left(I_{k} \mid Z\right) H \Sigma_{j} H\left(I_{k} \mid Z\right)^{T}\right|+\frac{k}{2} \ln 2 .
\end{aligned}
$$

We will now develop expressions for $d\left(F_{i j}\right)$ and $d\left(G_{i j}\right), i, j=1, \ldots, \pi$. According to Decell and Quirein (1973)

$$
\left.\mathfrak{d}\left(F_{i j}\right)=-\frac{1}{2} \operatorname{tr}\left\{d\left(I_{k} \mid z\right) H\right) Q_{i j}\right\}
$$

where $B=\left(I_{k} \mid Z\right) H$ and

$$
Q_{i j}=\left[\Delta_{i j} B^{B^{2}}-\Sigma_{i j} B^{T}\left(B \Sigma_{i j} B^{T}\right)^{-1} B \nabla_{i j} B^{T}\right]\left(B \Sigma_{i j} B^{T}\right)^{-1}
$$

Since $H=I-2 \frac{x x^{T}}{x^{T} x}$ it follows that

$$
\begin{aligned}
d\left(\left(I_{k} \mid Z\right) H\right) & =d\left(\left(I_{k} \mid Z\right)\left(I-2 \frac{x x^{T}}{x^{T}}\right)\right)=-2\left(I_{k} \mid Z\right) d\left(\frac{z x^{T}}{x^{T} x}\right) \\
& =-2\left(I_{k} \mid z\right)\left\{\frac{x^{T} x d\left(x f^{T}\right)-x x^{T} d\left(x^{T} x\right)}{\left(x^{T} x\right)^{2}}\right\} \\
& =\frac{-2\left(I_{k} \mid z\right)}{\left(x^{T} x\right)^{2}}\left\{x^{T} x\left(d(x) x^{T}+x d(x)^{T}\right)-x x^{T}\left(d(x)^{T} x+x^{T} d(x)\right)\right\} \\
& =\frac{-2\left(I_{k} \mid z\right)}{\left(x^{T} x\right)^{2}}\left\{\left(d(x) x^{T} x x^{T}+x x^{T} x d(x)^{T}-x x^{T} d(x) x^{T}-x d(x)^{T} x x^{T}\right\}\right. \\
& =\frac{-2\left(I_{k} \mid z\right)}{\left(x^{T} x\right)^{2}}\left\{\left(d(x) x^{T}-x d(x)^{T}\right) x x^{T}-x x^{T}\left(d(x) x^{T}-x d(x)^{T}\right)\right\} .
\end{aligned}
$$

Substituting the latter in the expression

$$
\left.d\left(F_{i j}\right)=-\frac{1}{2} \operatorname{tr}\left\{a^{( }\left(I_{k} \mid Z\right) H\right) Q_{i j}\right\}
$$

and using the fact that $\operatorname{tr}(A B)=\operatorname{tr}(3 A)$, we have

$$
\begin{aligned}
d\left(F_{i j}\right) & =\frac{I}{2} t r\left\{\frac{-2\left(I_{k} \mid z\right)}{\left(x^{T} x\right)^{2}}\left[\left(d(x) x^{T}-x d(x)^{T}\right) x x^{T}-x x^{T}\left(d(x) x^{T}-x d(x)^{T}\right)\right] Q_{i j}\right\} \\
& =\frac{1}{\left(x^{T} x\right)^{2}} \operatorname{tr}\left\{Q_{i j}\left(I_{k} \mid z\right)\left[\left(d(x) x^{T}-x d(x)^{T}\right) x x^{T}-x x^{T}\left(d(x) x^{T}-x d(x)^{T}\right)\right]\right\} \\
& =\frac{1}{\left(x^{T} x\right)^{2}} \operatorname{tr}\left\{x x^{T} Q_{i j}\left(I_{k} \mid z\right)\left(d(x) x^{m}-x d(x)^{T}\right)-Q_{i j}\left(I_{k} \mid z\right) x x^{T}\left(d(x) x^{T}\right.\right. \\
& \left.\left.-x d(x)^{T}\right)\right\}
\end{aligned}
$$

With a little matrix algebra (and some patience) it follows that

$$
\begin{aligned}
d\left(F_{i j}\right)= & \frac{1}{\left(x^{T} x\right)^{2}} \operatorname{tr}\left\{\left[\left(x x^{T} Q_{i j}\left(I_{k} \mid Z\right)-Q_{i j}\left(I_{k \mid} \mid Z\right) x x^{T}\right)^{T}\right.\right. \\
& \left.\left.-\left(x x^{T} Q_{i j}\left(I_{k} \mid Z\right)-Q_{i j}\left(I_{k} \mid Z\right) x x^{T}\right)\right] x d(x)^{T}\right\}
\end{aligned}
$$

We now find an expression for $d\left(\epsilon_{i j}\right)$. First, recall (Kullback, 1968) that

$$
d\left(\ln \left|B \sum B^{T}\right|\right)=2 \operatorname{tr}\left\{d(B) \sum B^{T}\left(E \sum B^{T}\right)^{-1}\right\}
$$

so that

$$
\begin{aligned}
d\left(G_{i j}\right)= & \left.-\operatorname{trr} d\left(\left(I_{k} \mid Z\right) H\right) \Sigma_{i j} H\left(I_{k} \mid Z\right)^{T}\left(\left(I_{k} \mid Z\right) H \sum_{i j} H\left(I_{k} \mid Z\right)^{T}\right)^{-1}\right\} \\
& -\frac{1}{2} \operatorname{tr}\left[d\left(\left(I_{k} \mid Z\right) H\right) \Sigma_{i} H\left(I_{k} \mid Z\right)^{T}\left(\left(I_{k} \mid Z\right) H_{i} H\left(I_{k} \mid Z\right)^{T}\right)^{-1}\right. \\
& +\frac{1}{2} \operatorname{tr}\left(d\left(\left(I_{k} \mid Z\right) H\right) \Sigma_{j} H\left(I_{k} \mid Z\right)^{T}\left(\left(I_{k} \mid Z\right) H E_{j} H\left(I_{k} \mid Z\right)^{T}\right)^{-1}\right\} .
\end{aligned}
$$

Obviously, the summands in the expression for $d\left(G_{i j}\right)$ differ Erom the expression

$$
\mathrm{d}\left(F_{i j}\right)=-\frac{1}{2} \operatorname{tr}\left\{d\left(\left(I_{k} \mid Z\right) H\right) Q_{i j}\right\}
$$

only by multiplicative constants and the matrix $\mathrm{Q}_{\mathrm{ij}}$. Hence, we may use the final expression for $d\left(F_{i j}\right)$ to obtain the expression for $d\left(G_{i j}\right)$ by simply adjusting the multiplicative constants and replacing $Q_{i j}$ (in each sumand in $d\left(G_{i j}\right)$ ) with the expressions

$$
\begin{aligned}
J_{i j} & =\Sigma_{i j} H\left(I_{k} \mid Z\right)^{T}\left[\left(I_{k} \mid Z\right) H \Sigma_{i j} H\left(I_{k} \mid Z\right)^{T}\right]^{-I} \\
K_{i j} & =\bar{\Sigma}_{i} H\left(I_{k} \mid Z\right)^{T}\left[\left(I_{k} \mid Z\right) H \Sigma_{i} H\left(I_{k} \mid Z\right)^{T}\right]^{-I} \\
\vdots & = \\
L_{i j} & =\Sigma_{j} H\left(I_{k} \mid Z\right)^{T}\left[\left(I_{k} \mid Z\right) H \Sigma_{j} H\left(I_{k} \mid Z\right)^{T}\right]^{-1}
\end{aligned}
$$

At this point we winl simplify the notation. Let

$$
\hat{Q}_{i j}=\left(x x^{T} Q_{i j}\left(I_{k} \mid z\right)-Q_{i j}\left(I_{k} \mid z\right) x x^{T}\right)^{T}-\left(x x^{T} Q_{i j}\left(I_{k} \mid z\right)-Q_{i j}\left(I_{k} \mid z\right) x x^{T}\right)
$$

and let $\hat{J}_{i j}, \hat{K}_{i j}$, and $\hat{L}_{i j j}$ be similarly defined by substituting, respectively, $J_{i j}, K_{i j}$, and $L_{i j}$ for $Q_{i j}$ in the expression for $\hat{Q}_{i j}$, $1, j=1, \ldots$, 四. It'follows that

$$
\begin{gathered}
d\left(F_{i j}\right)=\frac{1}{\left(x^{T} x\right)^{2}} \operatorname{tr}\left(\hat{Q}_{i j} x d(x)^{T}\right) \\
d(G i j)= \\
\frac{2}{\left(x^{T} x\right)^{2}} \operatorname{tr}\left(\hat{J}_{i j} x d(x)^{T}\right)-\frac{1}{\left(x^{T} x\right)^{2}} \operatorname{tr}\left(\hat{K}_{i j} x d(x)^{T}\right) \\
-\frac{1}{\left(x^{T} x\right)^{2}} \operatorname{tr}\left(\hat{( }_{i j} x d(x)^{T}\right) .
\end{gathered}
$$

In order that x be extremal, it is sufficient that x satisfy

$$
G(x) \equiv \frac{1}{m} \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} \frac{\exp \left(F_{i j}+G_{j i j}\right)}{\left(x^{T} x\right)^{2}}\left(\hat{Q}_{i j}+2 \hat{J}_{i j}-\hat{K}_{i j}-\hat{L}_{i j}\right) x=0 .
$$

Of course, the function $G(x)$ is the gradient of
$\rho\left(\left(I_{k} \mid z\right)\left(I-2 \frac{x^{T}}{x^{T}}\right)\right)$ with respect to $x$.
With $G(x)$, we use a steepest descent technique to construct $\mathrm{H}_{1}$. The process is repeated for the construction of $\mathrm{H}_{2}$ since, given $H_{1}$, the problem of constructing $H_{2}$ is identical to that of constructing $H_{1}$ provided the populations are taken to be $N\left(H_{1} \mu_{i}, H_{1} \Sigma_{i} H_{1}\right) i=1, \ldots, m$.

Test results are presented in the following tables for nine twelve channel, $\mathrm{C}-1$ flight line agricultural classes: soybeans, corn, oats, red-clover, alfalfa, rye, bare soil, and two types of wheat. The Hill County data is sixteen channel data for five agricultural classes: winter wheat, fallow crop, barley, grass, and stubble.

C-I FLICHT LINE DATA

$$
n=12, m=9, k=6, \rho=.024
$$

| Iteration | ${ }_{H_{B_{7}}}$ | $\mathrm{H}_{\mathrm{B}_{2}}$ | $\mathrm{H}_{\mathrm{B}_{3}}$ |
| :---: | :---: | :---: | :---: |
| 0 | .327 | .109 | .134 |
| 1 | .223 | .060 | .034 |
| 2 | .171 | .062 | .033 |
| 3 | .135 | .068 | .032 |
| 4 | .116 | .058 | .031 |
| 5 | .1157 | .055 | .0309 |
| 6 | .1150 | .054 | .0303 |

HILL COUNTY DATA

$$
\mathrm{n}=16, \mathrm{~m}=5, \mathrm{k}=6, \rho=.107
$$

| Iteration | $\mathrm{H}_{\mathrm{B}_{1}}$ | $\mathrm{H}_{\mathrm{B}_{2}}$ | $\mathrm{H}_{\mathrm{B}_{3}}$ |
| :---: | :---: | :---: | :---: |
| $: 0$ | .872 | .336 | .299 |
| 1 | .785 | .310 | .287 |
| 2 | .525 | .286 | .232 |
| 3 | .439 | .273 | .227 |
| 4 | .576 | .267 | .226 |
| 5 | .386 | .265 | .294 |
| 6 | .363 | .264 | .223 |
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## ABSTRACT

Classifying large quantities of multidimensional data (e.g., remotely sensed agricultural data) (Remote, 1968) requires efficient and effective classification techniques and the construction of certain transformations of a dimension-reducing, informationpreserving nature. This paper will deal with the construction of transformations that minimally degrade information (i.e., class separability). We will only consider the construction of linear dimension-reducing transformations for multivariate normal populations and information content will be measured by divergence (Kullback, 1968).

## 1. INTRODUCTION

For n-dimensional normal classes $N\left(m_{i}, V_{i}\right) \quad i=1, \ldots, m$, the divergence between class $i$ and $j$ (Kullback, 1968) is given by

$$
D_{i j}=\frac{1}{2} \operatorname{tr}\left[\left(v_{i}-v_{j}\right)\left(v_{j}^{-1}-v_{i}^{-1}\right)\right]+\frac{1}{2} \operatorname{tr}\left[\left(v_{i}^{-1}+v_{j}^{-1}\right)\left(m_{i}-m_{j}\right)\left(m_{j}-m_{j}\right)^{T}\right]
$$

Let $\quad \delta_{i j}=m_{i}-m_{j}$. Then

$$
\begin{aligned}
D_{i j} & =\frac{1}{2} \operatorname{tr}\left[\left(v_{i}-v_{j}\right)\left(v_{j}^{-1}-v_{i}^{-1}\right)\right]+\frac{1}{2} \operatorname{tr}\left[\left(v_{i}^{-1}+v_{j}^{-1}\right)\left(\delta_{i j}\right)\left(\delta_{i j}\right)^{T}\right] \\
& =\frac{1}{2} \operatorname{tr}\left[V_{i}^{-1}\left(V_{j}+\delta_{i j} \delta_{i j}^{T}\right)\right]+\frac{1}{2} \operatorname{tr}\left[v_{j}^{-1}\left(v_{i}+\delta_{i j} \delta_{i j}^{T}\right)\right]-n .
\end{aligned}
$$

The interclass divergence (Decell and Quirein, Oct. 1973) for m populations is given by

$$
D=\sum_{i=1}^{m-1} \sum_{\substack{m \\ i \neq j}}^{M_{i j}}
$$

and it follows that

$$
\begin{aligned}
D & =\frac{1}{2} \operatorname{tr}\left[\sum_{i=1}^{m} V_{i}^{-1}\left(\sum_{\substack{j=1 \\
i \neq j}}^{m}\left(V_{j}+\delta_{i j} \delta_{i j}^{T}\right)\right)\right]-\frac{m(m-1)}{2} n \\
& =\frac{1}{2} \operatorname{tr}\left[\sum_{i=1}^{m} V_{i}^{-1} S_{i}\right]-\frac{m(m-1)}{2} n
\end{aligned}
$$

where

$$
s_{i}=\sum_{\substack{j=1 \\ i \neq j}}^{M}\left(v_{j}+\delta_{i j} \delta_{i j}^{T}\right) .
$$

If $B$ is $a k \times n$ rank $k$ matrix, the $B$-interclass divergence (Decell and Quirein, Oct. 1973) is given by

$$
D_{B}=\sum_{i=1}^{\pi-1} \sum_{\substack{j=1 \\ i \neq j}}^{\pi M} D_{B}(i, j)
$$

$$
\left.D_{B}=\frac{1}{2} \operatorname{tr} I \sum_{i=1}^{m}\left(B V_{i} B^{T}\right)^{-1}\left(B S_{i} B^{T}\right)\right]-\frac{m(m-1)}{2} k
$$

As in the case of average interclass divergence, the B-interclass divergence is a measure of the "separation" in the classes $N\left(\mathrm{Bm}_{i}, B V_{i}{ }^{\mathrm{B}}\right)$ i $=1, \ldots, \mathrm{~m}$, and is a useful tool for constructing rank $k$ linear transformations that preserve "class separability". It has been shown (Decell and Quirein, Oct. 1973) that whenever $D=D_{B}$, the probability of misclassification (Anderson, 1958) for the classes $N\left(\mathrm{Br}_{\mathrm{i}}, \mathrm{BV}_{\mathrm{i}} \mathrm{B}^{\mathrm{T}}\right)$, $i=1, \ldots$, in the same as the probability of misclassification for the classes $N\left(m_{i}, V_{i}\right), i=1, \ldots, m$.

## 2. THEORETTCAL PRELIMINARIES

We will assume that $k$ is an integer ( $k<n$ ) and develop a procedure for selecting a $k \times n$ rank $k$ matrix $B$ such that $D_{B}$ is maximum. The procedure will be based upon the following theorem (Decell and Smiley, to appear). We will let $C=\left\{u \varepsilon R^{n}:||u||=1\right\}$ and $T(H)=\left\{H=I-2 u u^{T}: u \in C\right\}$ denote the set of Householder transformations defined on $\mathrm{R}^{\mathrm{n}}$ (Householder, 1968).

Theorem. For each positive integer i let $H_{i} \in T(H)$ be inductiveIy chosen such that

$$
\left.{ }^{D}\left(I_{k} \mid z\right) H_{i} H_{i-1} \cdots H_{1}=\underset{H \varepsilon T(H)}{1 . u . b .[D}\left(I_{k} \mid z\right) H H_{i-1} \cdots H_{1}\right]
$$

where

$$
{ }^{\mathrm{D}}\left(I_{k} \mid \mathrm{Z}\right) \mathrm{H}_{1}=\operatorname{l.u.b.}_{\operatorname{HET}(\mathrm{H})}^{\mathrm{D}}\left(I_{\mathrm{k}} \mid \mathrm{Z}\right) \mathrm{H}^{0}
$$

The following hold:
(1) ${ }^{D}\left(I_{k} \mid z\right) H_{i} H_{i-1} \cdots H_{1} \leqslant{ }^{D}\left(I_{k} \mid z\right) H_{i+1} H_{i} \cdots H_{1}$.
(2) $\left.{ }^{D}{ }_{\left(I_{k}\right.} \mid Z\right) H_{i} H_{i-1} \cdots H_{1} H \leqslant D_{\left(I_{k} \mid Z\right) H_{i+1} H_{i} \cdots H_{1}}$, for every H $\varepsilon T(H)$.
(3) ${ }^{D}\left(I_{k} \mid z\right) H_{i} H_{i-1} \cdots H_{1} \leqslant D_{k}\left(I_{k} \mid z\right) H_{i+1} H_{i} \cdots H_{1}$, for every HET(H).
(4) ${ }^{D}\left(I_{k} \mid Z\right) H_{i} H_{i-1} \cdots H_{i-(p-1)}{ }^{H H_{i-(p+1)}}{ }^{\cdots} H_{1} \leqslant D_{\left(I_{k} \mid z\right) H_{i+1}} \cdots H_{1}$,
for every $H \in T(H), P=0,1, \ldots, i-2$.
(5) The monotone sequence

$$
\left.\left\{D_{B_{i}}\right\}_{i=1}^{\infty} \equiv\left\{D_{\left(I_{k}\right.} \mid Z\right)_{H_{i}} \cdots H_{1}\right\}_{i=1}^{\infty} \text { is bounded above, }
$$

and hence

$$
\lim _{I \rightarrow \infty} D\left(I_{k} \mid z\right) H_{i} \cdots H_{I}=I . u . b .\left\{{ }_{i}\left(I_{k} \mid Z\right)_{H_{i}}^{\prime} \cdots H_{1}\right\}
$$

We would, of course, be pleased if it were the case that 1.u.b. ${ }_{i}{ }^{D}\left(I_{k} \mid z\right) H_{i}^{\prime} \cdots \cdot \overline{H_{1}}=D$. This, unfortunately, is not always the case for some choice of $k<n$ and is not possible, in general, for any $k<n$. We do know that there is some $k \times n$ rank $k$ matrix $B$ for which $D_{B}$ is maximum and, in general, that $D_{B} \leqslant D$ (Decell and Quirein, oct. 1973). It follows, moreover, that since the matrices of the form $\left(I_{k} \mid Z\right) H_{i} \cdots H_{l}$ have rank $k$,

$$
{ }^{D}\left(I_{k} \mid z\right) H_{i} \cdots H_{1} \leqslant D_{B} \leqslant D \text { for every integer .i. }
$$

We will call the sequence $\left.{ }^{\{D}\left(I_{k} \mid z\right) H_{i} \cdots H_{1}\right\}_{i=1}^{\infty}$ suboptimal
whenever

$$
\underset{i}{\text { 1.u.b. } \left.\left\{D_{\left(I_{k}\right.} \mid z\right) H_{i} \cdots H_{1}\right\}<D_{B}, ~}
$$

(and optimal in the case of equality).
There are several open theoretical questions that deal with thè conjecture that the sequence is, in general, optimal and cofinally constant beyond the index $i=\min \{k, n-k\}$ (Decell and Smiley, to appear). In what follows we will develop a procedure for constructing the subject sequence and demonstrate its application to agricultural data.

## 3. THE GRADIENT OF $D_{B}$

It has been shown (Quirein, Nov. 1972) that the differential $\mathrm{dD}_{\mathrm{B}}$ of $\mathrm{D}_{\mathrm{B}}$ (regarded as a function of the $\mathrm{k} \times \mathrm{m}$ matrix B ) can be expressed in the form $d D_{B}=F+G$, where, when the indicated inverses exist,

$$
\begin{aligned}
F= & \frac{1}{2} \operatorname{tr}\left[\sum_{i=1}^{m}\left(B V_{i} B^{T}\right)^{-1}\left(d B S_{i} B^{T}+B S_{i} d B^{T}\right)\right] \\
= & \frac{I}{2} \operatorname{tr}\left[\sum_{i=1}^{m}\left(d B S_{i} B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\right] \\
& +\frac{I}{2} \operatorname{tr}\left[\sum_{i=1}^{m}\left(B S_{i} d B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\right] \\
= & \operatorname{tr}\left[\sum_{i=1}^{m}\left(d B S_{i} B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
G & =-\frac{1}{2} \operatorname{tr}\left[\sum_{i=1}^{M}\left(B V_{i} B^{T}\right)^{-1}\left(d B V_{i} B^{T}+B V_{i} d B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\left(B S_{i} B^{T}\right)\right] \\
& =-\frac{1}{2} \operatorname{tr}\left[\sum_{i=1}^{T M}\left(d B V_{i} B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\left(B S_{i} B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\right] \\
& \therefore-\frac{1}{2} \operatorname{tr}\left[\sum_{i=1}^{m}\left(B V_{i} B^{T}\right)^{-1}\left(B S_{i} B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\left(B V_{i} d B^{T}\right)\right] \\
& =-\operatorname{tr}\left[\sum_{i=1}^{M}\left(d B V_{i} B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\left(B S_{i} B^{T}\right)\left(B V_{i} B^{T}\right)^{-1}\right] .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
-\mathrm{dD}_{\mathrm{B}} & =\operatorname{tr}\left[\sum_{i=1}^{\mathrm{m}} d B\left\{S_{i} B^{T}-V_{i} B^{T}\left(B V_{i} B^{T}\right)^{-1}\left(B S_{i} B^{T}\right)\right\}\left(B V_{i} B^{T}\right)^{-1}\right] \\
& =\operatorname{tr} \sum_{i=1}^{m} d B Q_{i}
\end{aligned}
$$

where

$$
Q_{i}=\left[\left\{S_{i} B^{T}-V_{i} B^{T}\left(B V_{i} B^{T}\right)^{-1}\left(B S_{i} B^{T}\right)\right]\left(B V_{i} B^{T}\right)^{-1}\right]
$$

We are, of course, interested in extremizing $D_{B}$ over the particular subclass of $k \times n$ rank $k$ matrices of the form ( $I_{k} \mid Z$ ) $H$ where ${ }^{\text {H }} \varepsilon \dot{T}(H)$ (e.g., for $i=1$ we find $H_{1}$ that maximizes ${ }^{D}\left(I_{k} \mid z\right) H$ ). Actually, one need only consider what is required to compute $H_{1}$. The computation of $H_{2}$ is accomplished by the same procedure as that for $H_{1}$. It is simply a matter of, after selecting $H_{1}$, redefining the $m$ classes to be $N\left(H_{1} m_{i}, H_{1} V_{i} H_{1}\right)$, $i=1, \ldots, m$ and proceeding as in the selection of $\mathrm{H}_{1}$.

With these facts in mind we will simply calculate the gradient of $D_{B}$ where $B$ is restricted to having the form $B=\left(I_{k} \mid Z\right) H, H \in T(H)$. The restrictions $H \in T(H)$ can be accomplished by considering those $k \times n$ rank $k$ matrices of the form $B=\left(I_{k} \mid Z\right)\left(I-2 \frac{W W^{T}}{W_{W}}\right), \quad w \in R^{n}(w \neq \theta)$

It follows that
$\vdots$

$$
\begin{aligned}
d B & =d\left[\left(I_{k} \mid z\right)\left(I-2 \frac{w w^{T}}{W_{w}}\right)\right]=-2\left(I_{k} \mid z\right) d\left(w^{T} / w^{T} w\right) \\
& =-2\left(I_{k} \mid z\right)\left[\frac{w^{T} w d\left(w w^{T}\right)-w w^{T} d\left(w^{T} w\right)}{\left(w^{T} w\right)^{2}}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =-\frac{2\left(I_{k} \mid z\right)}{\left(w^{T} w\right)^{2}}\left[w^{T} w\left(d w w^{T}+w d w^{T}\right)-w w^{T}\left(w^{T} d w+d w^{T} w\right)\right] \\
& =-\frac{2\left(I_{k} \mid z\right)}{\left(w^{T} w\right)^{2}}\left[d w w^{T} w w^{T}+w w^{T} w d w^{T}-w w^{T} d w w^{T}-w d w^{T} w w^{T}\right] \\
& =-\frac{2\left(I_{k} \mid z\right)}{\left(w^{T} w\right)^{2}}\left[\left(d w w^{T}-w d w^{T}\right) w w^{T}-w w^{T}\left(d w w^{T}-w d w^{T}\right)\right]
\end{aligned}
$$

Substituting the latter in the expression for $d_{B}$,

$$
\begin{aligned}
{d D_{B}}= & \operatorname{tr} \sum_{i=1}^{m}\left[-\frac{2\left(I_{k} \mid z\right)}{\left(w^{T} w\right)^{2}}\left\{\left(d w w^{T}-w d w^{T}\right) w w^{T}-w w^{T}\left(d w w^{T}-w d w^{T}\right)\right\} Q_{i}\right] \\
& =\operatorname{tr} \sum_{i=1}^{M}\left[-\frac{2 Q_{i}\left(I_{k} \mid z\right)}{\left(w^{T} w\right)^{2}}\left\{\left(d w w^{T}-w d w^{T}\right) w w^{T}-w w^{T}\left(d w w^{T}-w d w^{T}\right)\right\}\right] \\
& =\operatorname{tr} \sum_{i=1}^{T} \frac{-2}{\left(w^{T} w\right)^{2}}\left[w w^{T} Q_{i}\left(I_{k} \mid z\right)\left(d w w^{T}-w d w^{T}\right)\right. \\
& \left.=-Q_{i}\left(I_{k} \mid Z\right)_{w w}^{T}\left(d w w^{T}-w d w^{T}\right)\right] \\
& =\frac{-2}{\left(w^{T} w\right)^{2}} \operatorname{tr} \sum_{i=1}^{M}\left[M_{i} d w w^{T}-M_{i} w d w^{T}-N_{i} d w w^{T}+N_{i} w d w^{T}\right]
\end{aligned}
$$

Where $M_{i}=w w^{T} Q_{i}\left(I_{k} \mid Z\right)$ and $N_{i}=Q_{i}\left(I_{k} \mid Z\right) w w^{T}$.

$$
\begin{aligned}
d D_{B} & =\frac{-2}{\left(w^{T} w\right)^{2}} \operatorname{tr}\left[\sum_{i=1}^{M}\left\{w^{T} M_{i} d w-w^{T} N_{i} d w+N_{i} w d w^{T}-M_{i} w d w^{T}\right\}\right] \\
& =\frac{-2}{\left(w^{T} W\right)^{2}} \operatorname{tr}\left[\sum_{i=1}^{m}\left[d w^{T} M_{i}^{T} w-d w^{T} w_{i}^{T} w+N_{i} w d w^{T}-M_{i} w d w^{T}\right\}\right]
\end{aligned}
$$

$$
\begin{aligned}
d D_{B} & =\frac{-2}{\left(w^{T} w\right)^{2}} \operatorname{tr}\left[\sum_{i=1}^{M_{i}}\left\{M_{i}^{T} w d w^{T}-N_{i} w d w^{T}+N_{i} w d w^{T}-M_{i} w d w^{T}\right\}\right] \\
& =\frac{-2}{\left(w^{T} w\right)^{2}} \operatorname{tr}\left[\sum_{i=1}^{m}\left\{\left(M_{i}-N_{i}\right)^{T}-\left(M_{i}-N_{i}\right)\right\} w d w^{T}\right] .
\end{aligned}
$$

The necessary condition that $w$ be extremal is then,

$$
G(w)=\frac{-2}{\left(w^{T} w\right)^{2}} \sum_{i=1}^{m}\left\{\left(M_{i}-N_{i}\right)^{T}-\left(M_{i}-N_{i}\right)\right\}_{w}=\theta \quad \text { (the zero vector). }
$$

We note that $G(w)$ is the gradient of ${ }^{D}\left(I_{k} \mid Z\right)\left(I:-\frac{W^{T}}{W^{T}}\right)$ and use a steepest descent procedure for finding the extremal w. The process is repeated for each sequential index until corresponding values of divergence "stabilize." Test fesults are presented in the following tables. The C-1 flight line data is twelve channel data for nine agricultural classes: soybeans, corn, oats, redclover, alfalfa, rye, bare soil, and two types of wheat. The Hill County data is sixteen-channel data for five agricultural classes: winter wheat, fallow crop, barley, grass, and stubble.

The starting value $w_{o}$ for the steepest descent procedure for selecting each successive Householder transformation $H_{1}, H_{2}, H_{3} \ldots$ was arbitrarily chosen to be $w_{0}=\left(\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}, \ldots, \frac{1}{\sqrt{n}}\right)^{T}$ : Choosing starting values in this arbitrary fashion is certainly not the most clever thing to do in the presence of the monotone
 example, that the starting values for tha selection of $H_{i+1}$ should depend upon the unit vectors previously selected as generators of $H_{i}, H_{i-1}, \ldots, H_{1}$ in such a way as to guarantee that the starting value $W_{0}$, for the descent procedure for selecting $H_{i+1}$,

## satisfies

$$
\left.\left.D_{\left(I_{k}\right.} \mid Z\right)_{i} \cdots H_{1} \leq D_{\left(I_{k} \mid Z\right)\left(I-2 \frac{W_{0}^{W}}{T}\right.}^{W_{0}^{T}}\right) H_{i} \cdots H_{1}
$$

This rather arbitrary selection of the starting vector does, as the examples demonstrate, violate the latter inequality. The question about how to choose starting vectors, according to the latter inequality, is still an open one and its answer would certainly decrease computation time.

| C-I Flight Line Date$\begin{gathered} \mathrm{n}=12, \mathrm{k}=6, \mathrm{~m}=9, \frac{\mathrm{D}=10,660}{} \\ \vdots \quad \therefore \\ \text { Iteration for } \mathrm{H}_{1} \end{gathered}$ |  | Hill County Data $\mathrm{n}=16, \mathrm{k}=8, \mathrm{~m}=5, \mathrm{D}=636 .$ <br> Iteration for $H_{1}$ |  |
| :---: | :---: | :---: | :---: |
| No * | Divergence. $\mathrm{D}_{\mathrm{B}}$ |  | Divergence $\mathrm{D}_{\mathrm{B}}$ |
| 1 | 1982 | 1 | 114.58 |
| 2 | 3536 | 2 | 136.66 |
| 3 | 4533 | 3 | 152.27 |
| 4 | 5781 | 4 | 179.69 |
| 5 | 6910 | 5 | 223.81 |
| 6 | 7522 | 6 | 247.42 |
| 7 | 7710 | 7 | 252.78 |
| 8 | 7790 | 8 | 257.12 |
| 9 | 7838 | 9 | 260.74 |
| 10 | 7865 | 10 | 263.95 |
| 11 | 7881 |  |  |
| 12 | 7892 |  |  |

[^1]
## REPRODUCBILITY OF THE ORIGINAI PAGE IS POOR

C-1 Flight 'Line Data (cont.) Iteration for $H_{2}$

| $\mathrm{NO}^{*}$ | Divergence $\mathrm{D}_{\mathrm{B}}$ |
| :---: | :---: |
| 1 | 7815 |
| 2 | 8797 |
| 3 | 9542 |
| 4 | 9785 |
| 5 | 9901 |
| 6 | 9966 |
| 7 | 10,005 |
| 8 | 10,031 |
| 9 | 10,048 |

Iteration for $\mathrm{H}_{3}$

| $\mathrm{NO}^{\mathrm{F}}$ | Divergence $\mathrm{D}_{\mathrm{B}}$ |
| :---: | :---: |
| 1 | 7582 |
| 2 | 8705 |
| 3 | 9809 |
| 4 | 9947 |
| 5 | 9995 |
| 6 | 10,020 |
| 7 | 10,037 |
| 8 | 10,049 |
| 9 | 10,058 |

$=$

```
#
```

*Iteration counter

Hi:1 County Data (cont.)
Iteration for $\mathrm{H}_{2}$

| $\mathrm{No}^{*}$ | Divergence D |
| :---: | :---: |
| B |  |
| $\mathbf{I}$ | 269.00 |
| 2 | 280.48 |
| 3 | 293.32 |
| 4 | 300.68 |
| 5 | 304.07 |
| 6 | 306.19 |
| 7 | 307.74 |
| 8 | 303.95 |
| 9 | 309.93 |

Iteration for $H_{3}$

| ${ }^{\text {No }}{ }^{*}$ | Divergence | $\mathrm{D}_{\mathrm{B}}$ |
| :---: | :---: | :---: |
| 1 | 312.18 | $\therefore$ |
| 2 | 344.52 |  |
| 3 | 380.83 |  |
| 4 | 387.20 |  |
| 5 | 391.70 |  |
| 6 | 392.96 |  |
| 7 | 394.58 |  |
| 8 | 399.47 |  |

Iteration for $\mathrm{H}_{4}$

| $\mathrm{No}^{*}$ | Divergence | $\mathrm{D}_{\mathrm{B}}$ |
| :---: | :---: | :---: |
| 1 | 371.12 |  |
| 2 | 394.75 |  |
| 3 | 398.62 |  |
| 4 | 400.69 |  |
| 5 | 402.03 |  |
| 6 | 402.98 |  |
| 7 | 403.74 |  |
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## Computation of the Total and the B-average Bhattacharya Distance:

(Univac 1108, Univ. of Houston).
This program consists of 3 subroutines to be executed in the following sequence:
(1) Subroutine BHATT
(2) Subroutine BHATB1.
(3) Subroutine BHATB2

## 1. SUBROUTINE BHATT

ABSIRACT
This subroutine calculates the total Bhattacharyya Distance, BDIST, using all N channels. The output of this program, BDIST, will be used in comparing the difference $\delta_{H}=H_{B}-$ BDIST where $H_{B}$ is the B-average Bhattacharyya Distance computed in the subroutines BHATB1, BHATB2.

## User's Information:

(Double Precision Version Only).
In order to use this subroutine the following FORTRAN cilling sequence must be given:

CALL BHATT (COVAR, XMEAN, M,N, BDIST)
where:
$\operatorname{COVAR}$ (input) is a real 3-dimensional array ( $\mathrm{M} \times \mathrm{N} \times \mathrm{N}$ ) and contains the $M$ N×N class covariance matrices (positive definite symmetric) used as input.


## SUBROUTTNES USED:

Subroutine BHATT in turn calls the following subroutines

1. Subroutine MATMUL. This subroutine computes the product of 2 matrices: It calls subroutines SUPSUM and ORDER.
2. Subroutine CHLSKY. This subroutine computes the inverse of a positive definite symuetric matrix.
3. Subroutine DET. This subroutine computes the determinant of a positive definite symmetric matrix.

NOTE: (1). The format statements for input, output are dependent upon the dimensions of the input uata and corresponding adjustments have to be made to formats when different sets of data are run.
-(2). The variables declared in the DIMFNSION statements have to similarly correspond to the dimensions of the input data.

## ALGORITHM:

Subroutine BHATT computes the value of the total Bhattacharyya Distance using the covariance matrices and mean vectors as inputs.

The total Bhattacharyya Distance, BDIST, is computed by the formula

$$
\dot{\operatorname{BDIST}}=\frac{1}{m} \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} H(i, j)
$$

where $H(i, j)$, the interclass Bhattachaxyya Distance between classes $i$ and $j$ is given by

$$
H(i, j)=\exp \left[-\frac{1}{4} \delta_{i j}^{T}\left(\Sigma_{i}+\Sigma_{j}\right)^{-1} \delta_{i j}-\frac{1}{2} \ln \frac{\left|\Sigma_{i}+\Sigma_{j}\right|}{2^{N}\left|\Sigma_{i}\right|^{1 / 2}\left|\Sigma_{j}\right|^{I / 2}}\right]
$$

where $\delta_{i j}=\mu_{i}-u_{j}$ and $\mu_{i}$ is the mean vector corresponding to class $i$ and $\Sigma_{i}$ is the covarlance matrix corresponding to class $i$.

## 2. SUBROUTINE BHATBI:

## ABSTRACT

This subroutine attempts to calculate the minimum B-average Bhattacharyya Distance using 1 Householder transformation to construct the B-matrix.

USER'S INFORMATION:
(Double Precision Version Only)
In order to use this subroutine the following FORTRAN calling sequence must be given:

CALL BHATBI (COVAR, XMEAN, M,N, K, ITE, ALPHA)
where
COVAR (input) is a real 3-dimensional array (M ${ }^{\prime}$ N $\times N$ N containing the $M N X N$ covariance matrices.

| XIEAN (Inpuit) | Is a real 2-dimensional array ( $M \times N$ ) and contains |
| :---: | :---: |
|  | the $M$ N-dimensional mean vectors used as input. |
| M(input) | Is the number of classes under consideration (i.e. |
| N(Input) | the no. of covariance matrices and mean vectors). |
|  | is the dimension of the covariance matrices and the |
|  | mean vectors. |
| K(input) | is the number of rows desired in the transtiormation matrix $B$ (which is $K \times N$ ) ${ }^{\text {f }}$ |
| ITE (input) | is $1+$ (the no\% of iterations required) |
| ALPHA (input) | is a varying parameter in the iteration formula, |

## OUTPUT OF SUBROUTINE BHATBI

This subroutine has the following output:

1. The transformation matrix $B$ (which has dimension $K \times i)^{\text {i }}$ corresponding to a particular value of the Householder generator $F$ *
2. The value of the B-average interclass Bhattacharyya Distance $H_{B}(i, j), i=1, \ldots, \ldots 1 ; j=i+1, \ldots, \ldots$
3. The N-dimensional F-vector which is the generator of the Householder transformation $H=I-2 F F^{T}$ used in constructing the B-matrix $B=\left(I_{K} \mid Z\right)$ H.

3
4. The value of the $B$-average Bhattacharyya Distance, $H_{B}$ corresponding to the matrix $B$.
5. The partial derivative vector $\frac{\partial H_{B}}{\partial F}$ which contains the partial derivatives of $H_{B}$ with respect to the vector $F$.
*See 'ALGORITHM'

## Subroutines Used

The following subroutines are in turn callediby subroutine BHATB1:

1. Subroutine MATMU - calls SUPSUM and ORDER.
2. Subroutine CHLSKY.
3. Subroutine DET.

## AIGORITHM

Subroutine BHATBI attempts to compute the mininum B-average Bhattacharyya Distance using one Householder transformation to compute the $B-m a t r i x$. The B-average Bhattacharyya Distance is given by the formula

$$
H_{B}=\frac{I}{\text { II }} \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} H_{B}(i, j)
$$

where

$$
H_{B}(i, j)=\exp \left[-\frac{1}{4} \hat{\delta}_{i j} T \hat{\Sigma}_{i}+\hat{\Sigma}_{j}\right)^{-1} \hat{\delta}_{i j}-\frac{1}{2} \ln \left(\left|\hat{\Sigma}_{i}+\hat{\Sigma}_{j}\right| / 2^{k}\left|\hat{\Sigma}_{i}\right|^{1 / 2}\left|\hat{\Sigma}_{j}\right|^{1 / 2}\right]
$$

where $\delta_{i j}=B\left(\mu_{i}-u_{j}\right)$ and $\sum_{i}=B \Sigma_{i} B^{T}$ and $B$ is a Kxij matrix of rank $K$ of the form $B=\left(I_{K} \mid Z\right) H$ where $H=I-2 F F^{T},\|F\|=1$. An initial guess for $F$ is taken to be $F_{0}^{T}=\left[\frac{1}{\sqrt{N}}, \ldots, \frac{1}{\sqrt{N}}\right]^{T}$ and the corresponding matrix $B=\left(I_{K} \mid Z\right)\left(I-2 F_{O} F_{o}^{T}\right)$ is computed. The corresponding value of

$$
H_{B}=\frac{1}{m} \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} H_{B}(i, j)
$$

is also computed.

The steepest descent iterator is then applied to alter the value of $F$

$$
\text { i.e. } \quad F_{p+1}=F_{p}-\dot{\alpha} \frac{\partial H_{B}}{\partial F_{p}} \cdot H_{B}
$$

where $\alpha$ is a varying parameter and is one of the inputs to the program,

- $\frac{\partial H_{B}}{\partial F_{p}}$ is the partial derivative vector (derived analytically). The value of : $\quad \mathrm{P}_{\mathrm{p}+1}^{\prime}$ is then normalized so that $\|_{\mathrm{F}}^{\mathrm{F}+1} \boldsymbol{H}=1$. The B -matrix is recomputed with the new value of $F$. The corresponding value of $H_{B}$ is computed. This procedure is repeated (ITE - 1) number of times ( 8 seems to be a good value for ITE). Two points should be: noted:
(1). Whether $\frac{\partial H_{B}}{\partial F} \approx \theta$.
(2). Whether $\delta_{H}=H_{B}-B D I S T$ (the total Bhattacharyya Distance) is sufficiently small.

The values of $\alpha$ and ITE (which are both inputs to this subrotitine) should be altered accordingly in order to achieve the above 2 objectives. The value of. $F$ at which the minimum value of $H_{B}$ occurs is saved. Call it E1.

- 3. Subroutine BHATB2

Tḩis subroutine attempts to compute the minimum B-average Bhattacharyya Distance using 2 Householder tansformations.

## USER'S INFORMATTON:

(Double Precision Version)
(1) In order to use this subroutine the following FORTRAN calling sequence must be given:

CALI BHATB2 (COVAR, XMEAN, M, N, K, ITE, ALPHA)

where

$$
\text { COVAR, XMEAN, M, } \mathrm{N}, \mathrm{~K}, \mathrm{ITE}, \mathrm{ALPHA}
$$

have the same meanings as in SUBROUTINE BHATB1.
(2) This subroutine reads in the value of $F 1$ computed in the previous program (subroutine BHATB1). The data cards for FI should have the format 5F16.8 (e.g. if F1 is 12 -dimensional then 71 is punched on 3 data cards; the first 2 cards contain 5 components of $F 1$ and the last card contains 2 components of F1).

These data cards for $F I$ are placed following the data cards for the covariance matrices and the mean vectors.
(3) The volue of $B 1$ that is read in is then used to compute the Householder transformation $H_{1}=I-2 F 1 F I^{T}$. The covariance matrices $\Sigma_{i}$ and the mean vectors $\mu_{i} i=1, \ldots, m$ are transformed into - $\mathrm{H}_{\mathrm{I}} \mathrm{E}_{\mathrm{i}} \mathrm{H}_{1}$ and $\mathrm{H}_{1} \mathrm{H}_{\mathrm{i}}$.

The number of Householder transformations by which the covariance matrices $\Sigma_{i}$ and the mean vectors $\mu_{i}$ have to be transformed is denoted by the variable IJ.

For subroutine BHATB2. we require one Householder transformation to obtain $\mathrm{H}_{1} \Sigma_{i} \mathrm{H}_{1}$ and $\mathrm{H}_{1} \mu_{i}$.

The FORTRAN statements "IJ = 1 " appears after the comnent:
"C--_---IJ Eq. No. of Householder Transformations Required---".

OUTPUT OF SUBROUTINE BHATB2

1. The vector $F 1$, which is the generator of the Householder transformation $H_{1}=I-2 E 1 F 1^{T}$.
2. Same as subroutine BHATB1.

## ALGORITHM:

Here each $\dot{\Sigma}_{i}$ is replaced by $H_{1} \Sigma_{i} H_{1}$ and each $\mu_{i}$ is replaced by $H_{1} u_{i}$. The $B$ matrix is then taken to be $B=\left(I_{K} \mid Z\right)\left(I-2 F F^{T}\right), F=1$. An Initial guess for $F, F_{0}^{T}=\left[\frac{1}{\sqrt{N}}, \ldots, \frac{1}{\sqrt{N}}\right]$ is made and the same procedure as in subroutine BHATBI is applied. The value of $F=F 2$ at which the minimum value of $H_{B}$ occurs is saved.

USING MORE THAN 2 HOUSEHOLDER TRANSFORMATIONS TO CONSTRUCT THE B-MATRIX:
If more than 2 Householder transformations are required to compute the transformation matrix $B$ i.e. if $\delta_{H}=H_{B}$ - BDIST is not small enough, then subroutine BHATB2 can be modified in the following way. For the $B$-matrix requiring 3 Householder transformations do the following:
: (1) Place the data cards containing the vector F2 (computed in the previous program) following the data cards containing FI.
(2) The statement following the comment "C... Ij Eq. NO. OF HOUSEHOLDER TRANSFORMATIONS REQUIRED ..." should be "IJ = $2^{\prime \prime}$ "

For $\mathrm{J} \geq 4$ Householder transformations required in computing the $B$-matrix:
(1) the data cards for $71, \ldots, F(J-1)$ should be placed after the data cards for the covariance matrices and mean vectors;
(2) the statement "IJ = $2^{\prime \prime}$ shouid be changed to ${ }^{n \prime} I J=(J-1)^{1}$.

## References

I. H.P. Decell, Jr. and W.G. Smiley, III, "Householder Transformations and Optimal Linear Combinations", Dept. of Mathematics, University of Houston.
2. Salma K. Marani, Masters Thesis, "Bhattacharya Distance, Householder TransFormations and Dimension Reduction in Pattern Recognition ${ }^{\text {TH }}$.

## Useris Guide: DATEXT

by

William A. Caborly, university of Tulsa, University of Houston Jack D. Tubbs, NRC Postdoctohal Fellow-ISC/MPAD Larry Hínman, Aetonutronic Ford, Universitey of Houston
(0S/360 Dependent)

## I. INTRODUCTION :

This program reads multispectal scanner data from a Universal format tape and outputs an intermediate data set in card image fonmat for use as an input data set in various data analysis development programs. The general capabilities are sumnarized as follows:

1) decode the header record of the universal format tape.
2) extract all or part of the channels on the universal format tape. (The channel numbers are relativel.
3) extract a rectangular region defined by first line (ISTART], last line (ISTOPT, and a line skip factor [ISKIP] and analogous columit or pixel values JSTART, ISTOP, AND ISKTP. [TSKIP or ISKIP $=1$, means no lines are skipped. I
4) extract and label any region dedined by a non-rectangular field on fields which is a subregion of .
5) randomly select a percentage SAMPCT of the regions or , which were defined in 3 or 4.
II. INPUT PARAMETERS:

| SAMKEY -1. | -only header record is decoded |
| :---: | :---: |
| 0 | -deterministic sample is extracted |
| 1 | -random sample is extracted |
| SAMPCT | -if SAMKEY $=1$, percent of data to be randomly sampled |
| SEED | $-i f$ SAMKEY $=1$, initial seed for random number generator. (must be a positive add integer) |
| ISTART | -beginning line for sample (absolute line number) |
| ISTOP | - last line for sample |
| ISKIP | -line skip factor (if ISKIP $=1$, no lines are skipped) |
| JSTART | -beginning pixer for sample (relative pixel number) |
| JSTOP | - last pixel for sample |
| JSKIP | -pixel skip factor (if JSKIP = 1, no pixels are skipped) |

NCHOUT -number of channels to be output
NCHLST -atray of relative channel numbers of NCHOUT channels to be output
NFLDS -number of non-rectangulan fields to be defined lif $N F L D S=0$, then the rectangular region defined by ISTART etc, is outputl
FID
NV
-array containing 8 chakceter bield ID for each field

- array containing number of vertices for each nonrectangular field (id the field is a quadralateral, then $N O=4$ )
MINLIN
- artays containing the minimum line number for each field
-artay containing the maximum line number for each field
- two dimensional array containing the line coordinates of the $J$ th vertex of the Ith field for $J=1, \ldots, \ldots+1$ [the first coordinate is repeated as the $N V+1$ coordinate a la ERIPSI
IF(J, I) -a two dimensional array contairing the pixel coordinates of the Jth vertex of the 1 th oield for $J=1, \ldots$ $N V+1$ the first coordinate is repeated as the $N V+1$ coordinate a la ERIPS)
[the above vertices must be given in sequence such that the interior of the field lies to the right. See Appendix A for the ERTPS documentation for the FOLNTM routine)
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IV. INPUT FORHAAT FOR PARAMETERS


## V. FORMAT OF TNPLT DATA SET

The Input Data Set is read from Fortran unit ( $F$ T01F001) by the READ routine. The Input Data Set has the format of a Universal Format Image Data Tape described in NASA Earth Resources Data Format Control Book. (TR-543). VI. FORMAT OF OUTPUT DATA SEI

For each NCH dimensional pixel $(X \mid I), I=1, \ldots$, , NCH $)$ selected for output, the following record ( 80 bytes) is written onto Fortran unit 3 (FT03F.31).

LINE number
PIXEL NLMBER $-$
有
FID (if not applicable d blank is whitten)
X(NCHLST (1))
$X$ (NCHLST (2))

```
        \bullet !
X(NCHLST (NCHOLT))
```

The format is [214, A8, 16141. The logical record length is 80 bytes and the BLKSIZE is determined by the JCL card defining Forthan unit 3 (FT03F001).
VII. SUBROUTINES

MIX -arranges data by pixel rather than by channel
RANDU -random number generator (IBM SSP)
FDLNIN -determines intersection of a non-rectangular fires for a scan line. (Fortran version of PLT ERTPS utility routinel
READ -assembly language ( 360 oS) binary read routine (Hinman)

APPENDIX A

SV 0002 INTEGER SEEO
INTEGER BEGVI DORECLNG REC END, AACLNG, INDX (16), XXXX(2500),


$\qquad$

read header record anc decode the follohing variables
NCH NCH NUMBER CF CHANNEES UN FIRST RECORD OF BAND
NCH2 - AUMBER OF CHANNELS ON OTHER RECORDS OF BAND
RECLNG - RECOFD LENGTH
RRIX = NUMBER OF RECORDS PEREGAND PERER BAND

INDX




## IIAXPFLI-ICAXPFLI

Program Name - FDININT
2. Programer - R. J. Decker

REPRODUCIBIITY OF THE ORIGINAL PAGE IS POOR
3. Language - PL/1
4. IINKEDIT Attributes - NCAL
5. Inputs - Scan Line Number
6. Outputs - Intercepts (pixel numbers) of scan line and field sides
7. Speciel Items - Calling sequence:

CALL FILNNINT $(P, I)$;
where $P=$ pointer to field definition teble
$I=11$ element vector declared
FIXED BIN (15)
L(11) should be loaded with the scan line number

On return, the $E$ vector will contain the ordered pixel intercepts. (e.g., a return of | 5 | 7 | 12 | 20 | $0 \longrightarrow 0$ | $\longrightarrow 0$ |
| :---: | :---: | :---: | :---: | :---: | :---: | indicates pixels 5 through 7 and pixels 12 through 20 are contained in the field.)

## FUNCITONAL DESCRIPTION

This subroutine will return the pixel numbers of those pixels on a given line that are contained within the boundaries of a field.

## DETAILED LOGIC DESCRIPTION

IIAXPFLI examines the number of vertices of the input field to determine if the field is a line-field or a polygon. If the input field is a line-field, then the intercepts, re determined as follows:

The intercept of the line-field and L-0.5 is calculated as $P=\left(X_{2}-X_{1}\right)$
$\left(L-0.5-Y_{1}\right) \mid\left(Y_{2}-Y_{1}\right)+X_{1}$. Nhis calculation determines the projection of the intercept of the line-field and $L+0.5$ is calculated as $P=\left(X_{2}-X_{1}\right)\left(I+0.5-Y_{1}\right)$ $\mid\left(Y_{2}-Y_{1}\right)+X_{1}$. This calculation determines the projection of the intercept of L+0. 5 onto $L$. These projections are examined to determine which is the left one $\left(P_{L}\right)$ and which is the right one $\left(P_{R}\right)$. $P_{L}$ is set to the integral value of $P_{L}+0.5$ and $P_{R}$ is set to the integral value of $P_{R}+0.4999$.

| Approval | Approval |
| :---: | :---: |
| K'A. $K_{\text {ares }} 5 / 26 / 5^{-}$ |  |

## Large Area Crop Inventory Experiment (LACIE)

Book: Program Documentation

3.IIAXPFLI-ICAXPFII

Date 9/11/75
Rev
Page 2

If the field is a polygon, then IIAXPFII finds the pixel intercepts of a scan line and the sides of the input field.

There are three distinct cases and each is handled separately; (1) the scan line intersects a side but not at the endpoints (i.e., vertices), (2) the scan line intersects a vertex that is not an end of a horizontel line, and (3) the scan line is concurrent with a horizontal side of the field.

FUNCTIONAD FLOWCHART
See Figure 1.
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```
LEVEL 21.8(-JUN-74) CS/3EO FORTRAN H
OATE ;
```



```
1540002
ISV 0003
ISN 0304
\begin{tabular}{l}
\(I S N\) \\
150005 \\
\(I S y\) \\
\hline
\end{tabular}
ISV 0008
ISN 0008
ISN 0009
```


## CUMPILER OPIIOXS - NAMEF MAIA,OPT=O Z LINECNT=50, SIZE=0000K $1 . \gamma=1 X+65539$ <br> $5 \mathcal{I} Y=1$ <br> $Y E=Y Y$ <br> VF $=\bar{Y}=1=4656613 E-9$ <br> RETURN <br> END



```
\(\stackrel{\square}{\square}\)
```

COMPILER CPTIONS - NAMEE, NAIAQOPT=OZAINECNT=5ORSIZEOOOOK,


REAL PTS(10)
nvi=Nu+1
DNTID $1=1,20$
10
NTM)=0
DG 10 LTAMNLIN.CR.L.GT. NAXLIN: RETURA

PTS (I)=C.
$001.2 \quad 1=2$, NV1

IPT=IPT+1
SN 0016
SY 0317 $\quad$ PPT=IPT+1

ISY 0018--12- CONTINEE



14 PTSETPMI=P(SIIPT-1)
$50 \quad J=1$
$J=J+1$
IF (J.Gr.NV) GG TC 100


$20 \quad$ IF 1 Y(J) 1
$21 \quad \underset{J}{\mathrm{P}}=\mathrm{S}=1 \mathrm{~T} P \mathrm{P}=\mathrm{X}=\mathrm{J}+1 \mathrm{~L}$
RIMITNAI PAGII IS PQOR THE
RIMITNAI PAGII IS PQOR THE


ISY 0002
ISN 8303
ISN 0004
ISN 3050
ISN 0006
ISV 0308
ISN 0010
ISN 0011
ISN 0912
ISN 0013
ISN 0014
LP $\mathrm{r}=\mathrm{D}$
$\longrightarrow{ }^{-}$
${ }^{+}$




```
DUM=مT(GE. FTS(K)) GCTE 30
PTS(1)=PTS(X)
PTS (K) =DUN:
    30 CONTINL
    CONTINLE
    IF (EPTEEQ 28 GC TO 103
\(1 P T 2=1 P T-2\)
```



```
    \(\operatorname{PTS}(1)=-1\)
    40 - CONTINIE
    \(103 \quad k=0\)
```




```
    105 CONTINLE
    IF (PTS(I+1)-EGb-1) GQ TC 110
    \(\mathrm{K}=\mathrm{K}+1\)
    \(I N T(K)=P T S(I+2 L+.500\)
    \(\begin{array}{ll}110 & \text { CONTINLE } \\ 120 & \text { DPTZ IPT-2 }\end{array}\)
```



```
        INTE =0.
    60- CONTINLE
    CONTINLE
    \(\mathrm{DG} 70 \quad \mathrm{K=1}\); PT 1
    \(K 1=K+1\).
```



```
    IFUM=NOT:(I)
    INT \((\mathbb{L})=\) INTIK
    65 CONTINLE
    CONTINGE
    RETURN
```


$\qquad$



ERRMSG DS OF XOY, CLI32.**READ ERRCF, FECCRD ICMOREC**:
$\qquad$
$\qquad$
$\qquad$
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# Characterizations of Linear Sufficient Statistics <br> By B. Charles Peters, Jr!, Richard Redner, 1 and Henry P. Decell; Jx. I <br> University of Houston 

We develop a necessary and sufficient condition that there exist a continous linear sufficient statistic $T$ for a dominated collection of totally finite measures defined on the Borel field generated by the open sets of a Banach space $X$. In particular, corollary necessary and sufficient conditions that there exist a rank $k$ Iinear sufficient statistic $T$ for any finite collection of probability measures having n-variate normal densitites are given. In this case a simple calculation; involving only the population means and covariances, determines the smallest integer $k$ for which there exists a rank $k$ linear sufficient statistic $T$ (as well as an associated statistic T itself).

[^2]1. Introduction. If $W$ is a Banach space, $\gamma 8(\mathrm{~W})$ will denote the Borel field generated by the open sets of $W$. The totally finite measures defined on $\mathcal{B}(W)$ will be denoted by $7(W)$. For $\mu, \lambda \in \neq 7(W)$ we will write $\mu \ll \lambda$ provided $B \varepsilon \beta(W)$ and $\lambda(B)=0$ implies $\mu(B)=0$. Whenever $\mu \ll \lambda,[d \mu / d \lambda]$ will denote the equivalence clast of RadonNikodym derivatives of $\mu$ with respect to [2] [3]. If $\mathcal{O} \subset M(\mathrm{w}), \mathscr{\infty}$ will be called a domfnated (by $\lambda$ ) set of measures provided there exists $\lambda \in 7(W) \quad\left(\lambda\right.$ not necessarily in $\left.\mathcal{O}^{\prime}\right)$ such that $\mu \in \mathcal{O}^{\prime}$ implies $\mu \ll \lambda$. We will call $\mathcal{A}^{\prime} \subset \neq(\mathrm{M})$ equivalent to $\lambda \quad\left(\theta^{\prime} \equiv \lambda\right.$ ) provided $\varnothing$ is dominated by $\lambda$ and $\mu(B)=0$ for each $\mu \varepsilon \mathcal{D}$ implies $\lambda(B)=0$.

If $X$ and $Y$ are Banach spaces and $T: X \rightarrow Y$ then, following the notation in [3], we write $f(\epsilon) \mathrm{T}^{-1}(B(Y))$ provided $f: X \rightarrow R(=$ Reals) and $f$ is $\left(T^{-1}(B(Y), B(R))\right.$ - measurable (as well as $(B(X), \mathcal{B}(R))$ - measurable). In [3], Halmos and Savage develop an approach to sufficient statistics. Their results provide an alternate definition, within a very general mathematical framework, of statistical sufficiency for dominated sets of measures. This alternate definition is particularly suitable to the development of the results in this paper. We will require the statement (Theorem 1.) of the alternate definition in the setting of Banach spaces.

In all that follows $X$ and $Y$ will be Banach spaces, $T$ a linear continuous mapping of $X$ onto $Y$, and $O \subset 7(X)$ dominated set of measures.

Theorem 1. (Halmos-Savage [3]) A necessary and sufficient cundition that $T$ be a sufficient statistic for $\mathcal{O}$ is that there exist $\lambda$ e $\mathscr{P}(x)$ such
that $\mathcal{D} \equiv \lambda$ and $g_{\mu} \varepsilon[d \mu / d \lambda]$ such thit $g_{\mu}(\varepsilon) T^{-1}(B(Y))$ for each $\mu \varepsilon D^{\prime}$

In this paper our particular concern will be that of developing necessary and sufficient conditions that a linear continuous mapping $T$ of $X$ onto $Y$ be a sufficient statistic for a dominated set of measures $\theta^{\circ} \Rightarrow M(x)$.

In Theorem 2. we will require an additional condition on $T$ which, to the best of our knowledge, is generally unavoidable. We will require that the kernel of $T(=k e r T)$ be complemented, in the sense that there exists a closed subspace $S$ of $X$ such that $X=$ ker $T \oplus S$ (e.g., if $X$ is a Hilbert space, take $\left.S=(\operatorname{ker} T)^{\perp}\right)$.

In Theorem 4. we will show that the condition $X=$ ker $T \oplus S$ may be relaxed whenever $[d \mu / d \lambda]$ contains a continuous representative. The results we develop are finally used to establish necessary and sufficient conditions that a linear statistic $B: R^{n} \rightarrow R^{k}(k \leq n)$ be sufficient for a finite collection of probability measures having n-variate normal densities.
2. Principal Results. In all that follows we will assume that $X$ and. $Y$ are Banech spaces, $T: X \rightarrow Y$ is a linear continuous mapping of $X$ onto $Y$, and $\mathscr{O} \subset \neq(X)$ is a dominated set of measures.

Theorem 2. Let $X=\operatorname{ker} T \oplus S$ for some closed subspace of $X$. A necessary and sufficient condition that $T$ be a sufficient statistic for


$$
\text { ker } T \subset\left\{y: g_{\mu}(x+y)=g_{\mu}(x), x \in X\right\}
$$

for each $\mu \in \mathcal{O}$ and some $g_{\mu} F[d \mu / d \lambda]$.

Proof. If $T$ is a sufficient statistic for $\sigma$ and $\mu \in \theta$ then there exists (Theorem $1 \lambda \equiv \varnothing$ and $g_{\mu} E[d \mu / d \lambda]$ such that $g_{\mu}(\epsilon) T^{-1}(B(Y)$. Suppose $y$ eker $T$ and, without loss of generality, there exists $x_{0} \in X$ such that $g_{\mu}\left(x_{0}+y\right)<g_{\mu}\left(x_{0}\right)$. Choose $r \in R$ such that $g_{\mu}\left(x_{0}+y\right)<r<g_{\mu}\left(x_{0}\right)$. Since $g_{\mu}^{-1}(-\infty, r)$ and $g_{\mu}^{-1}(r, \infty)$ are elements of $\gamma 3(X)$ and $\left.g_{\mu}(\epsilon) T^{-1}(B X)\right)$ it follows that there exist $B_{1}$ and $B_{2} \in B(Y)$ such that $x_{0}+y \varepsilon g^{-1}(-\infty, r)=T^{-1}\left(B_{1}\right)$ and $x_{0} \in g^{-1}(r, \infty)=T^{-1}\left(B_{2}\right)$. Now, since $T$ is linear and $y \in$ ker $T, T\left(x_{0}\right) \in B_{1} \cap B_{2}=\phi$, which is absurd.

Conversely, suppose $\mathcal{O} \equiv \lambda, ~ \mu \varepsilon \mathscr{O}$ and ker $T \subset\left\{y: g_{\mu}\left(x+y=g_{\mu}(x)\right.\right.$, $x \in X\}$ for some $g_{\mu} \varepsilon[d \mu / d \lambda]$. We need only show (according to Theorem 1 ) that $g_{\mu}(\epsilon) T^{-1}(B(Y)$. It will only be necessary to show that for $r \in R$ there exists $B_{r} \varepsilon ß(Y)$ such that $g_{\mu}^{-1}(-\infty, r)=T^{-1}\left(B_{r}\right)$. We will show first that $g_{\mu}^{-1}(-\infty, r)=T^{-1} \cdot T\left(g_{\mu}^{-1}(-\infty, r) \cap S\right)$ and then that $B_{r} \equiv T\left(g_{\mu}^{-1}(-\infty, r) \cap S\right) \in B(Y)$.

If $x \in T^{-1}\left(T\left(g_{\mu}^{-1}(-\infty, r) \cap S\right)\right.$ then $T(x) \in T\left(g_{\mu}^{-1}(-\infty, r) \cap S\right)$ and hence $T(x)=T(z)$ for some $z \varepsilon g_{\mu}^{-1}(-\infty, r) \cap S$. Since $T$ is linear $x-z E$ ker $T$ so that $g_{\mu}(x)=g_{\mu}(x-z+z)=g_{\mu}(z)<r$ and $x \in g_{\mu}^{-1}(-\infty, r)$.

If $X \in g_{\mu}^{-1}(-\infty, r)$ then, since $X=k e r T \oplus S, x=k+s$ for $k \varepsilon$ ker $T$ and $s \in S$, It follows that $T(x)=T(s), s-x \in$ ker $T$, $g_{\mu}(s)=g_{\mu}(s-x+x)=g_{\mu}(x)<r, s E g_{\mu}{ }^{-1}(-\infty, r), T(x)=T(s) E T\left(g_{\mu}{ }^{-1}(-\infty, r) \cap S\right)$ and, finally, that $\left.x \in T^{-1}\left(\mathrm{~T}_{\mathrm{H}} \mathrm{g}^{-1}(-\infty, r) \cap \mathrm{S}\right)\right)$.

We now show that $T\left(g_{p}^{-1}(-\infty, r) \cap S\right) \in B(Y)$. Let $T_{S}: S+Y$ be the restriction of $T$ to $S$ and observe that $T_{S}$ is a one to one continuous
mapping of the Banach space $S$ onto the Banach space $Y$. Since $T_{S}$ satisfies the hypothesis of the open mapping theorem $T_{S}$ is a homeomorphism of $S$ onto $Y$. Since such mappings take elements of $\mathcal{B}$ ( $S$ into elements of $\mathcal{B}(\mathrm{Y})$ and $\mathrm{g}_{\mu}$ is measurable, $\mathrm{g}_{\mu}^{-1}(-\infty, r) \cap S \in \mathscr{B}(X) \cap S=B(S)$. It follows that $T\left(g_{\mu}^{-1}(-\infty, r) \cap S\right)=T_{S}\left(g_{\mu}^{-1}(-\infty, r) \cap S\right) \in B(Y)$ and the proof of the theorem is complete.

Theorem 3. Let $\mathscr{\mathscr { O }} \equiv \lambda, \lambda(B)=\lambda(B-y)$ for each $y \in$ ker $T$ and $B \in \not \subset(X)$ such that $\lambda(B)=0, \lambda(C)>0$ for each non-empty open subset $C$ of $X$ and let [d $\mu / \mathrm{d} \lambda]$ contain a continuous representative element $f_{\mu}$ for each $\mu \in \mathscr{O}$.

A necessary and sufficient condition trat $T$ be a sufficient statistic for $O$ is that

$$
\operatorname{ker} T \subset\left\{y: f_{\mu}(y+x)=f_{\mu}(x), x \in x\right\}
$$

Proof: In order to see that the condition is sufficient we need only show (according to Theorem $1_{.}$) that $F_{\mu}(E) T^{-1}(B(Y))$, or equivalently, if $r \in R$ that $f_{\mu}^{-1}(-\infty, r)=T^{-1}\left(B_{r}\right)$ for some $B_{r} E(B(Y)$. In fact, since $T$ is an open mapping and $f_{\mu}$ is continuous, $T\left(f^{-1}(-\infty, r)\right) \in B(Y)$. We take $B_{r} \equiv T\left(f^{-1}(-\infty, r)\right)$ and conclude the argument by showing that $f_{p}^{-1}(-\infty, r)=T^{-1} T\left(f_{p}^{-1}(-\infty, r)\right)$. We clearly need only establish that $T^{-1} T^{\prime}\left(f_{\mu}^{-1}(-\infty, r)\right) \subset f_{\mu}^{-1}(-\infty, r)$. If $x \in T^{-1} T\left(f_{\mu}^{-1}(-\infty, r)\right)$ then $T(x)=T(z)$ For some $z \in f_{\mu}^{-1}(-\infty, r)$. Since $x-z \in$ ker $T$ it follows that $f_{\mu}(x)=f_{\mu}(x-z+z)=f_{\mu}(z)<r$ and hence that $x \in f_{\mu}^{-1}(-\infty, r)$.

## REPRODUCIBILITY OF THE ORIGINAL PAGE IS POOR

In order to prove the necessity of the condition, recall the proof of the necessity of the condition in Theorem 2, and observe that the hypothesis $X=$ ker $T \oplus S$ for some closed subspace $S$ of $X$ was not essential. We may concIude that if $\mu \in \mathscr{O}$ there exists $g_{\mu} E[d \mu / d \lambda]$ such that ker $T \subset\left\{y: g_{\mu}(y+x)=g_{\mu}(x), x \varepsilon X\right\}$ and $F_{\mu}=g_{\mu}$ except on a set $B \in \mathcal{B}(X)$ such that $\lambda(B)=0$.

Fix y E ker T. Since $\left\{x: f_{\mu}(y+x) \neq g_{\mu}(y+x)\right\}=B-y \quad$ and $\lambda(B-y)=\lambda(B)=0$, we may conclude that $f_{\mu}(x)=f_{\mu}(y+x)$ except on $C=B u(B-y)$ and $\lambda(C)=0$. Moreover, since the mapping $x \rightarrow y+x$ is a homeomorphism of $X$ onto $X$ and $f_{\mu}$ is continuous, $C$ is an open subset of $X$. According to the hypothesis, $\lambda(C)=0$ and $C$ open imply $C$ is empty so that $f_{\mu}(y+x)=f_{\mu}(x)$ for each $x \varepsilon X$.
3. Normal Families. In what follows we will assume that $\theta=\left\{P_{i}\right\}_{i=0}^{m-1}$ is a family of m probability measures defined on $\beta\left(R^{n}\right)$ having normal densities

$$
p_{i}(x)=(2 \pi)^{-n / 2}\left|\Omega_{i}\right|^{-1 / 2} \exp \left[-\frac{1}{2}\left(x-\eta_{i}\right)^{T_{\Omega_{i}}}\left(x-\eta_{i}\right] ; i=0,1, \ldots, m-1 .\right.
$$

where $n_{i}$ and $\Omega_{i}$ are known and $\Omega_{i}$ is symmetric and positive definite. We will derive necessary and sufficient conditions that $a \operatorname{k} \times \mathrm{n}$ matrix B ( $k \leq n$ ) mapping $R^{n}$ onto $R^{k}$ (i.e., rank $(B)=k$ ) be a sufficient statistic for $\left\{P_{i}\right\}_{i=0}^{\mathrm{n}-1}$. We first prove a Lemma.

Lemma 1. If $1 \leq i \leq m-1$ and $f_{i}(x)=p_{i}(x) / p_{0}(x)$ then

$$
\left\{y: f_{i}(y+x)=f_{i}(x), x \in x\right\}=\operatorname{ker}\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right) n\left\{\Omega_{i}^{-1} \eta_{i}-\Omega_{0}^{-1} \eta_{0}\right\}^{1}
$$

Proof: Fix $y \in \mathbb{R}^{\mathrm{n}}$. After a little matrix algebra (which we will omit) we find that $f_{1}(y+x)=f_{1}(x)$ for each $x \in R^{n}$ if and only if

$$
2 x^{T}\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right) y-2 y^{T}\left(\Omega_{i}^{-1} \eta_{i}-\Omega_{0}^{-1} \eta_{0}\right)+y^{T}\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right) y=0
$$

for each $x \in R^{n}$. For $x=-y / 2$ we see that $y^{T}\left(\Omega_{j}^{-1} \eta_{i}-\Omega_{0}^{-1} \eta_{0}\right)=0$ so that $y \in\left\{\Omega_{i}^{-1} \eta_{0}-\Omega_{0}^{-1} n_{0}\right\}^{\perp}$. In addition, it follows that $2 x^{T}\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right) y+y^{T}\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right) y=0$ and, writing $x=(z-y) / 2$, that $z^{T}\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right) y=0$ for each $z \in X$. This clearly implies $\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right) y=\theta$ so that $y \varepsilon \operatorname{ker}\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right)$. The remaining containment follows easily.

Theorem 4. A mecessary and sufficient condition that a $k \times n$ rank $k$ matrix $B$ be a sufficient statistic for $\left\{P_{i}\right\}_{i=0}^{m-1}$ is that $\operatorname{ker} B \varepsilon_{i=1}^{m-1}\left[\operatorname{ker}\left(\Omega_{i}^{-1}-\Omega_{0}^{-1}\right) \cap\left\{\Omega_{j}^{-1} \eta_{i}-\Omega_{0}^{-1} \eta_{0}\right\}^{\perp}\right]$.

Proof: Sfnce the preliminary conditions of Theorem 3. are clearly stisfied for $\lambda=P_{0}$, Lemma 1 insures the necessity and sufficiency of the condition.

Theorem 5. A necessary and sufficient condition that a $k \times n$ rank $k$ matrix $B$ be a sufficient statistic for $\left\{\mathrm{P}_{\mathrm{i}}\right\}_{\mathrm{i}=0}^{\mathrm{m}-1}$ is that, for $j=1, \ldots, m-1$,
(a) $\Omega_{j} B^{T}\left(B \Omega_{j} B^{T}\right)^{-1}=\Omega_{0} B^{T}\left(B \Omega_{0} B^{T}\right)^{-1}$
(b) $\quad \eta_{j}-\Omega_{j} B^{T}\left(B \Omega_{j} B^{T}\right)^{-1} B \eta_{j}=\eta_{0}-\Omega_{0} B^{T}\left(B \Omega_{0} B^{T}\right)^{-1} B \eta_{0}$
(c) $\Omega_{j}-\Omega_{j} B^{T}\left(B \Omega_{j} B^{T}\right)^{-1} B \Omega_{j}=\Omega_{0}-\Omega_{0} B^{T}\left(B \Omega_{0} B^{T}\right)^{-1} B \Omega_{0}$.

Proof: Let $(x \mid y)=x^{T} y$ and $(x \mid y)_{i}=x_{a}^{T T_{i}^{-1}} y \quad i=0,1, \ldots, m-1$. For $S \in R^{n}, S^{\perp}$ and $S^{\perp 1}$ will denote, respectivelv, the orthogonal. complements of $S$ relative to the inner products (.1.) and (.|.) $)_{i}$. If $A$ is an $n \times n$ matrix $A^{k}$ will denote the adjoint of $A$ relative to the inner product ( $1 \cdot)_{i}$ on $R^{n}$. If $A$ is a $k \times n$ matrix $A^{*}$ will denote the adjoint of $A$ relative to the inner products $(\cdot 1 \cdot)_{i}$ on $R^{n}$ and (.1.) on $R^{k}$. It follows that $B^{*}=\Omega_{i} B^{T}$.

If $B$ is a suffictent statistic for $\left\{P_{i}\right\}_{i=0}^{m-1}$ then, according to Theorem 3., $\operatorname{ker} B \subset \operatorname{ker}\left(\Omega_{j}^{-1}-\Omega_{0}^{-1}\right) ; j=1, \ldots, \operatorname{m}-1$ and hence $(\text { ker } B)^{\perp_{j}}=(\operatorname{ker} B)^{\perp_{0}}$. Since this implies range $\left(B^{*}{ }^{*}\right)=$ range $\left(B^{*} 0\right.$ ) we have that $\left.B^{*} 0{ }_{\left(B B^{*}\right.}{ }^{*}\right)^{-1} B_{B}{ }^{*} j=B^{*} j$ and hence that $\Omega_{j} B^{T}\left(B \Omega_{j} B^{T}\right)^{-1}=\Omega_{0} B^{T}\left(B \Omega_{0} B^{T}\right)^{-1}$ which is (a).

Now let $Q=\Omega_{0} B^{T}\left(B \Omega_{0} B^{T}\right)^{-1} B$ and observe that $Q^{*_{j}}=Q=Q^{2}$ for $j=1, \ldots, \operatorname{m}-1$. It follows that $\operatorname{ker} Q=\operatorname{ker} B \subset \operatorname{ker}\left(\Omega_{j}^{-1}-\Omega_{0}^{-1}\right)$ and that $Q\left(\Omega_{j}^{-1}-\Omega_{0}^{-1}\right)^{*} 0=\left(\Omega_{j}^{-1}-\Omega_{0}\right)^{*} 0$ and hence that $Q\left(\Omega_{j}-\Omega_{0}\right)=\Omega_{j}-\Omega_{0}$ which, recalling the definition of $Q$, is equivalent to (c).

Since $\operatorname{ker}\left(\Omega_{j}^{-1}-\Omega_{0}^{-1}\right) \cap\left(\Omega_{j}^{-1} \eta_{n}-\Omega_{0}^{-1} \eta_{0}\right) c\left(\eta_{j}-\eta_{0}\right)^{L_{j}}$ and $\eta_{j}-\eta_{0} E(\operatorname{ker} B)^{\perp j}=$ range $\left(B^{*}{ }^{*}\right)=$ range $(Q), \quad$ it follows that $Q\left(\eta_{j}-\eta_{0}\right)=\eta_{j}-\eta_{0}$ which, recalling the definiton of $Q$, is equivalent to (b).

Since all of the preceeding arguments are reversible, (a), (b) and (c) imply $B$ is a sufficient statistic For $\left[p_{i}\right]_{i=0}^{m-1}$, completing the proof of the theorem.

In the next theorem we will use the fact that there exists a non singular matrix $M$ such that $M_{0} M^{T}=I$ and hence that the affine transform-
ation $x \rightarrow M x-\eta_{0}$ provides a change of variables that allows (without loss of generality or the ablifty to recover the sufficient statistic relative to the original variables) one to assume that $\eta_{0}=\theta$ and $\Omega_{0}=I$.

Theorem 6. If $\eta_{0}=0$ and $\Omega_{0}=I$ then a necessazy and sufficient condition that a $k \times n$ rank $k$ matrix $B$ be sufficient for $\left\{P_{i}\right\}_{i=0}^{m-1}$ is that there exist a rank $k$ orthogonal projection $Q$ such that, for $i=1, \ldots, m-1$,

$$
\begin{aligned}
& \quad(I-Q)\left[\eta_{1}\left|\eta_{2}\right| \ldots\left|\eta_{m-1}\right| \Omega_{1}-I\left|\Omega_{2}-I\right| \ldots \mid \Omega_{m-1}-I\right]=Z \\
& \text { where } Z \text { is the } n \times(n+1)(m-1) \text { zero matrix. }
\end{aligned}
$$

Proof: If $B$ is a sufficient statistic for $\left\{p_{i}\right\}_{i=0}^{m-1}$, we may assume without loss of generality that $B B^{T}=I$ since $B$ is a sufficient statistic for $\left\{P_{i}\right\}_{i=0}^{m-1} \quad$ if and only if $K B$ is a sufficient statistic for each nonsingular $k \times k$ matrix $K$. One may indeed choose $K$ such that $K B B^{T} K^{T}=(K B)(K B)^{T}=I$.

For $1=1, \ldots, m-1$ Theorem 5. inplies that

$$
\Omega_{i} B^{T}\left(B \Omega_{i} B^{T}\right)^{-1}=I B^{T}\left(B I B^{T}\right)^{-1}=B^{T}
$$

so thet

$$
\left(B \Omega_{i} B^{T}\right)^{-1}=B_{i}^{-1} B^{T} \text { and } \Omega_{i} B^{T}\left(B \Omega_{i} B^{T}\right)^{-1} B=B^{T} B
$$

Right multiplication of the latter equation by $\Omega_{i} B^{T} B$ will establish that

$$
\Omega_{i} B^{T} B=B^{T} B \int_{i} B_{B}^{T}
$$

from whence it follows, using synmetry, that

$$
\Omega_{i} B_{B}^{T}=B^{T} \Omega_{1}
$$

Since $\eta_{I}=0$ and $\Omega_{1}=I$, Theorem 5. further implies

$$
\eta_{i}-B_{B}^{T}=0
$$

and

$$
\Omega_{i}-B^{T} \mathrm{Ba}_{\dot{i}}=I-\mathrm{B}^{\mathrm{T}} \mathrm{~B}
$$

Since $\mathrm{BB}^{T}=\mathrm{I}$, it follows that $\mathrm{B}^{\mathrm{T}}=\mathrm{B}^{+}$(where $(\cdot)^{+\boldsymbol{t}}$ denotes the generalized inverse of ( $\cdot$ )) and hence that $Q \equiv B^{T} B=B^{+} B$ is the orthogonal projection on the range of. $B^{T}$ [5]. Clearly $Q$ has rank $k$ and we conclude that

$$
(I-Q) \eta_{i}=\theta
$$

and

$$
(I-Q)\left(\Omega_{i}-I\right)=Z
$$

and the condition follows. Conversely, if the conditon holds let $B$ be any $k \times n$ rank $k$ matrix such that range $\left(B^{T}\right)=$ range ( $Q$ ). Clearly $B^{+} B^{\prime}=Q$, $\mathrm{BB}^{+}=\mathrm{I}$ and $\mathrm{B}^{+}=\mathrm{B}^{T}$. Using the symmetry of $\mathrm{I}-\mathrm{Q}$ and $\Omega_{i}-\mathrm{I}$ we conclude that

$$
\Omega_{i} B^{T} B=B^{T} B \Omega_{i}
$$

and hence that

$$
\begin{aligned}
Q=B^{+} B & =B^{+} B \Omega_{i} B^{T}\left(B \Omega_{i} B^{T}\right)^{-1} B=\Omega_{i} B^{+} B B^{T}\left(B \Omega_{i} B^{T}\right)^{-1} B \\
& =\Omega_{i} B^{T}\left(B \Omega_{i} B^{T}\right)^{-1} B .
\end{aligned}
$$

In addition,

$$
\Omega_{i} B^{T}\left(B \Omega_{i} B^{T}\right)^{-1}=B^{T}
$$

The obvious substitution for $Q$ guarantees the satisfaction of the conditions of Theorem 5.

Definition 1. We will say that a rank $k$ orthogonal projection q generates a sufficient statistic for $\left[P_{1}\right\}_{i=0}^{m-1}$ provided $Q$ satisfies the condition in Theorem 6.

Corollary 1. If $M=\left[\eta_{1}\left|\eta_{2}\right| \ldots\left|\eta_{m-1}\right| \Omega_{1}-I|\ldots| \Omega_{m-1}-I\right]$ then a) $Q=\mathbb{M} \mathbb{M}^{+}$generates a sufficient statistic for $\left\{p_{i}\right\}_{i=0}^{m-1}$ and
b) $k=\operatorname{rank}\left(\mathrm{Mm}^{+}\right) \equiv \mathrm{tr}\left(\mathrm{MM}^{+}\right)$is the smallest integer for which there exists a rank $k$ orthogonal projection generating a sufricient statistic for $\left\{P_{i}\right\}_{i=0}^{m-1}$.

Proof: Let $k$ be the smallest integer for which there exists a rank $k$ orthogonal projection $P$ generating a sufficient statistic for $\left\{P_{i}\right\}_{i=0}^{m-1}$.

According to the definition of $\mathrm{K},(\mathrm{I}-\mathrm{P}) \mathrm{M}=\mathrm{Z}$ so that $\mathrm{PM}=\mathrm{M}$ and $P M^{+}=M^{+}$. Since $\left(I-M^{+}\right) M=Z, M^{+}$generates a sufficient atatistic for $\left\{P_{i}\right\}_{i=0}^{T-1}$. However, $\mathrm{PMM}^{+}=\mathrm{MM}^{+}$implies that range $\left(\mathrm{MA}^{+}\right)$c range ( P ) so that the minimality of k and the fact that $\mathrm{MM}^{+}$is an orthogonal projection imply that range $\left(\mathrm{MM}^{+}\right)=$range ( P ) and hence that $\mathrm{MM}^{+}=\mathrm{P}$.

Corollary 2. If $B$ is a sufficient statistic for $\left\{p_{i}\right\}_{i=0}^{m-1}$ then

$$
\left(B \Omega_{i} B^{T}\right)^{-1}=B \Omega_{i}^{-1} B^{T} \quad i=0,1, \ldots, m-1
$$

Proof: The conclusion is an immediate consequence of line 6 in the proof of Theorem 6.
4. Concluding Remarks. Theorems 4 and 5, although not so stated, are valid for arbitrary families of n-variate normal probability measures. Corollary 1. formally gives the construction for a sufficient statistic for finite families of n-variate normal probability measures solely in terms of the known parameters that determine the densities. In fact, if $k=r a n k$ (M) (mrank $M H^{+}$) then any rank $k$ matrix $B$ for which range ( $B$ )=range (M) is a sufficient statistic for the family. Moreover, in terms of the dimension of the range of a sufficient statistic, k=rank $M$ is the smallest Integer for which there exists a sufficient statistic.

Several open questions concerning the "appropriate" definition of a "almost" sufficient statistic using the characterizations given in Theorems 4. and 5. will be the subject of a later paper. In this connection the results of Le Cam [4], al.though the approach is different, should be of significant value-
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1. Summary. A stochastic approximation algorithm for estimating the proportions in a mixture of normal densities is presented. The algorithm is shown to converge to the true proportions in the case of a mixicure of two normal densities.
2. Introduction. Let $A=\left\{\alpha \in R^{\text {mi }}: \alpha_{i}>0\right.$ and $\left.\sum_{i=1}^{m} \alpha_{i}=1\right\}$. For each $i$, $i=1, \ldots, m$, let $\mu_{i}$ be an element of $R^{n}$ and $\Sigma_{i}$ be a positive definfte real symmetric $n \times n$ matrix. Let $X$ be a random variable with values in $R^{n}$ and with density function.

$$
p(\hat{\alpha}, x)=\sum_{i=1}^{m} \hat{\alpha}_{i} p_{i}(x), \quad \text { for } x \in R^{n}
$$

where $\hat{\alpha} \in A$ and

$$
p_{i}(x)=(2 \Pi)^{-n / 2}\left|\Sigma_{i}\right|^{-1 / 2} \exp \left\{-\frac{1}{2}\left(x-\mu_{i}\right)^{T} \Sigma_{i}^{-I}\left(x-\mu_{i}\right)\right\}
$$

for each $i=1, \ldots, m$.
We assume that $\hat{\alpha}$ is not known but that $\mu_{i}$ and $\Sigma_{i}$ are known for $i=1, \ldots, m$. An algorithm for estimating $\hat{\alpha}$ will be presented in part 3 of this paper and in part 4 the algorithm will be shown to converge to $\hat{\alpha}$ in mean square and with probability 1 in the case where $m=2$.
3. The Algorithm. Let $\left\{\mathrm{x}_{\mathrm{k}}\right\}_{\mathrm{k}=0}^{\mathrm{m}}$ be a sequence of observations on x . Let $x^{\circ} \in A$. For $n \neq 0$ define $a^{n+1}$ by

$$
\alpha_{i}^{n+1}=\alpha_{i}^{n}-c_{n}\left(\alpha_{i}^{n}-\frac{\alpha_{i}^{n} p_{i}\left(x_{n}\right)}{p_{a^{n}}\left(x_{n}\right)}\right),
$$

where

$$
p_{Q} n\left(x_{n}\right)=\sum_{i=1}^{m} \alpha_{1}^{n} p_{i}\left(x_{n}\right)
$$

and $\left\{c_{k}\right\}_{k=0}^{e}$ is a secuence of positive numbers such that

$$
\sum_{0}^{\infty} c_{k}=\infty \quad \text { and } \quad \sum_{k}^{\infty} c_{k}^{2}<\infty
$$

We note that each iterate is in $A$ and that, since $X$ is a random variable, each iterate may itself be considered a random variable.

## 4. Gonvergence of the Algorithm.

Theorem: If $\hat{\alpha} \varepsilon R^{2}$ then the algorithm described in part 3 converges zo $\hat{Q}$ In mean square and with probability 1.

Proof: We refer the reader to the algorithm described in [1,Pp. 332-333] and to the proof of convergence given in [1, pp. 350-352]. The applicability of the theorem given there is clear if we let $f(\alpha)=E\left(Z_{\alpha}\right)$, for each $\alpha \in A$, where

$$
\left(Z_{\alpha}\right)_{i}=\alpha_{i}-\frac{\alpha_{i}\left(p_{i} 0 \mathrm{X}\right)}{p_{\alpha} 0 \mathrm{X}}
$$

In order to show convergence we must show that conditions (A1)-(A3) in [1 ,Pp. 332-333] are satisfied. First we note that

$$
f(\alpha)=\left(\alpha_{1}-\alpha_{1} g_{1}\left(\alpha_{1}\right), \alpha_{2}-\alpha_{2} g_{2}\left(\alpha_{2}\right)\right)
$$

where

$$
g_{1}\left(\alpha_{1}\right)=\int_{R^{n}} \frac{p_{1}(x)}{\alpha_{1} p_{1}(x)+\left(1-\alpha_{1}\right) p_{2}(x)} p_{\hat{\alpha}}(x) d x
$$

and

$$
g_{2}\left(\alpha_{2}\right)=\int_{R^{n}} \frac{p_{2}(x)}{\left(1-\alpha_{2}\right) p_{1}(x)+\alpha_{2} p_{2}(x)} p_{Q}(x) d x
$$

Further, we note that

$$
\frac{d^{2} g_{1}\left(\alpha_{1}\right)}{d \alpha_{1}^{2}}=\int_{R^{n}} \frac{p_{1}(x)\left[p_{1}(x)-p_{2}(x)\right]^{2}}{\left[\alpha_{1}(x)+\left(1-\alpha_{1}\right) p_{2}(x)\right]^{3}}-p_{\alpha}(x) d x>0
$$

and

$$
\frac{d^{2} g_{2}\left(\alpha_{2}\right)}{d \alpha_{2}^{2}}=\int_{\mathbb{R}^{n}} \frac{p_{2}(x)\left[p_{2}(x)-p_{1}(x)\right]^{2}}{\left[\left(1-\alpha_{2}\right) p_{1}(x)+\alpha_{2} p_{2}(x)\right]^{3}} \cdot p_{\hat{\alpha}}(x) d x>0 .
$$

Now, $g_{1}\left(\hat{\alpha}_{1}\right)=1$ and $g_{1}(1)=1$. So, since $g_{1}$ has positive second derivative we have that $g_{1}\left(\alpha_{1}\right)<1$ if $\alpha_{1} \in\left(\hat{\alpha}_{1}, 1\right)$ and $g_{1}\left(\alpha_{1}\right)>1$ if $\alpha_{1} \in\left(0, \hat{\alpha}_{1}\right)$. SimiJarly, $\mathrm{g}_{2}\left(\hat{\mathrm{a}}_{2}\right)=1$ and $\mathrm{g}_{2}(\mathrm{I})=1$ and $\mathrm{g}_{2}\left(\alpha_{2}\right)<1$ if $\alpha_{2} \in\left(\hat{\alpha}_{2}, 1\right)$
and $\mathrm{g}_{2}\left(\alpha_{2}\right)>1$ if $\alpha_{2}$ \& ( $\left.0, \hat{\alpha}_{2}\right)$. We now show that (A1)-(A3) are satisfied: Let $\alpha \in A$. Then
(AI) $f(\alpha)=0$ iff $g_{1}\left(\alpha_{1}\right)=1=g_{2}\left(\alpha_{2}\right) \quad$ iff $\alpha=\hat{\alpha}$.
$(\alpha-\hat{\alpha})^{T} f(\alpha)=\left(\alpha_{1}-\hat{\alpha}_{1}\right)\left(\alpha_{1}-\alpha_{1} g_{1}\left(\alpha_{1}\right)\right)+\left(\alpha_{2}-\hat{\alpha}_{2}\right)\left(\alpha_{2}-\alpha_{2} g_{2}\left(\alpha_{2}\right)\right)$. If $\alpha_{1}>\hat{\alpha}_{1}$ then $g_{1}\left(\alpha_{1}\right)<1$ and $\left(\alpha_{1}-\alpha_{1} g_{1}\left(\alpha_{1}\right)\right)>0$. Then also $\alpha_{2}<\hat{\alpha}_{2}$ and $g_{2}\left(\alpha_{2}\right)>1$ and $\left(\alpha_{2}-\alpha_{2} g_{2}\left(\alpha_{2}\right)\right)<0$. Thus, if $\alpha_{1}>\hat{\alpha}_{1}$ then $(\alpha-\hat{\alpha})^{T} f(\alpha)>0$. Similarly, if $\alpha_{1}<\hat{\alpha}_{1}$ then $(\alpha-\hat{\alpha})^{\mathrm{T}} \mathrm{f}(\alpha)>0$. Thus, A 2 is satisfied in any closed, convex subset of A .
(A3)


Now, we note that each term in the ith summand, $i=1,2$, is less than 1 so that there is an $h>0$ such that $E\left(\left\|z_{\alpha}\right\|^{2}\right)<h$ for all $\alpha \in A$ and $A 3$ is satisfied.
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Introduction. Recent statistical work in feature selection for the multivariate normal pattern recognition problem has concentrated on linearly transforming pattern classes so that the transformed pattern classes are equivalently distinguishable. Since, in general, this is not possible, techniques have been developed to preserve the distinction of the transformed pattern classes using various measures of distinction. These measures of pattern class distinction are most often treated as eigenvalue problems ([1], [2], [5], [6], [7], [9], [13], [14], [15]). In this paper we consider a particular measure of pattern class distinction called the average interclass divergence, or more simply, divergence, ([1], [2], [4], [6], [7], [8], [9], [10], [11]), where divergence Will be the pairwise average of the expected interclass divergence derived from Hajek's two-class divergence as defined, for example, in [9].
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It has been shown in $[4 \mid$ that thert always exists a $k \times n$ real matrix $B$ such that the transformation determined by $B$ maximizes divergence in k-dimensional space, and, in fact, that $B$ can be written in the form ( $\left.I_{K} \mid Z\right) \cup$, where $U$ is an orthogonal $n \times n$ matrix. We will investigate the role of the eigenvaiues of J in such problems, and give an example demonstrating that the divergence measure of pattern class distinction does not depend on these eigenvalues (Theorem 7).

Our example is derived from the family of examples constructed in [3]. This special class of exanples permits analytical calculation of divergence, a task ordinarily eschewed as unrealistic, and yields a precise expression for divergence. The reader is cautioned, however, not to confuse the numerical simplicity of this example with impracticality, since, mathematicaliy, the failure of the eigenvalues of $U$ to affect divergence in the restricted case erases any hope that they might be meaningful in an arbitrary case, however applied.

1. Special divergence formulas. Let $\Omega_{1}, \ldots, \Omega_{m}$ and $\mu_{1}, \ldots, \mu_{m}$ be the covariance matrices and means for $m$ classes, where for each $\mathbf{i}=1, \ldots, m$, $\Omega_{i}$ is an $n \times n$ positive definite matrix and $\mu_{i}$ is a column $n$ vector. Let

$$
S_{i}=\sum_{\substack{j=1 \\ j \neq j}}^{m}\left(\Omega_{j}+\delta_{i j} \delta_{i j}^{T}\right) \text {, where } \delta_{i j}=\mu_{i}-\mu_{j}
$$

Then, assuming equal a priori probabilities, the average interclass divergence for these $m$ classes is given by

$$
\begin{equation*}
D=\frac{1}{2} \operatorname{tr}\left(\sum_{i} \sum_{1} \Omega_{i}^{-l} S_{i}\right)-\frac{1}{2} m(m-1) n \tag{1}
\end{equation*}
$$

while, if $B$ is a $k \times n$ matrix, the $B$-average interclass divergence is

$$
\begin{equation*}
D_{B}=\frac{1}{2} \operatorname{tr}\left({ }_{i}{ }_{i}^{M}\left(B S_{j} B^{T}\right)^{-1}\left(B S_{;} B^{T}\right)\right)-\frac{1}{2} m(m-1) k \tag{2}
\end{equation*}
$$

where $t r$ represents the trace function.
Moreover, as observed in [3], if

$$
\left.\zeta=\left\{B \varepsilon M_{k n}: B B^{\top}=I_{k} \quad \text { and } \quad\left(B^{\top} B\right) \Omega_{i}=\Omega_{i}\left(B^{\top} B\right), \quad i=\right\}, \ldots, m\right\}
$$

where $I_{k}$ is the $k \times k$ identity matrix and $M_{k n}$ is the set of all $k \times n$ real matrices, then, for any $B E$, (2) may be rewritten as

$$
\begin{equation*}
D_{B}=\frac{1}{2} \operatorname{tr}\left(B\left(\sum_{i=1}^{m} \Omega_{i}^{-1} S_{j}\right) B^{T}\right)-\frac{1}{2} m(m-1) k \tag{3}
\end{equation*}
$$

For the remainder of the paper we assume that each $\Omega_{i}$ is a diagonal matrix of the form: $\left(\begin{array}{ll}x_{i} & \\ & I_{n-1}\end{array}\right) \quad$, where $x_{i}$ is a positive real number, and $\mu_{i}=\mu_{j}$ for all $i, j$. Under these restrictions, ${ }_{i=1}^{\sum_{j}} \Omega_{i}^{-1} S_{i}$ is a diagonal matrix of the form $\binom{x}{\mathrm{pI}_{n-1}}$, where $x=\sum_{j=1}^{m} \frac{1}{x_{i}}\left(\sum_{j=1}^{m} x_{j}\right)$ and $p=m(m-1)$. It follows from (1) that the average interclass divergence for the $m$ classes is given by

$$
\begin{equation*}
D=\frac{1}{2}(x-p) \tag{4}
\end{equation*}
$$

As observed in the introduction, in seeking to maximize the $B$-average interclass divergence $D_{B}$, it suffices to consider those $k \times n$ matrices of
the form $\left(I_{k} \mid Z\right) U$, where $U$ is an $n \times n$ orthogonal matrix. In the sequel, When considering $D_{B}$, we shall always assume that $B$ is of this form. For any such $k \times n$ matrix $B$, it is obvious that $B B^{T}=I_{k}$, and hence $B \varepsilon$ if and only if $\left(B^{\top} B\right) \Omega_{i}=\Omega_{i}\left(B^{\top} B\right)$ for $i=1, \ldots, m$. We will derive necessary and sufficient conditions in order that $B \subset f^{c}$ (Theorem 2), but first we calculate $D_{3}$ in the case that formula (3) is valid. Recall that all means are hereafter considered equal and all covariance matrices diagonal of the form stated above.

Theorem 1. Let $B=\left(I_{k} \mid Z\right) U$, where $U=\left(U_{i j}\right)$ is an $n \times n$ orthogonal matrix, and suppose $D_{B}$ is given as in (3) above. Then

$$
\begin{equation*}
D_{B}=\left({ }_{i}^{k} u_{i 1}^{2}\right) D \tag{5}
\end{equation*}
$$

Proof: Since $\operatorname{tr}(X Y)=\operatorname{tr}(Y X)$ whenever both products are defined, we have in this case $\left.D_{B}=\frac{1}{2} \operatorname{tr}\left(B^{\top} C_{i} \sum_{i}^{m} \Omega_{i}^{-7} S_{i}\right)\right)-\frac{1}{2} p k$. If $U$ is written in block form, $U=\left(\begin{array}{ll}A & C \\ E & F\end{array}\right)$, where $A$ is $k \times k$, then
$B^{\top} B=U^{\top}\left(I_{k} \mid Z\right)^{\top}\left(I_{k} \mid Z\right) U=\left(\begin{array}{cc}A^{\top} A & A^{\top} C \\ C^{\top} A & C^{\top} C\end{array}\right) \quad$. Since $\quad{ }_{i} \sum_{=}^{m} \Omega_{i}^{-7} S_{i}=\left(\begin{array}{ll}x \\ p I \\ n-T\end{array}\right)$ $p\left(\begin{array}{c}\frac{x}{p} \\ I \\ I_{-1}\end{array}\right)=p\binom{M}{I_{n-k}}$, where $M$ is the $k \times k$ matrix $\binom{\frac{x}{p}}{I_{k-1}}$; then $B^{T} B\left(\sum_{i=1}^{m} \Omega_{i}^{-7} S_{i}\right)=p \cdot\left(\begin{array}{cc}A^{\top} A M & A^{T} C \\ C^{T} A M & C^{T} C\end{array}\right) \quad \therefore$ Therefore, $\operatorname{tr}\left(B^{T} B\left(\sum_{i=1}^{m} \Omega_{i}^{-1} S_{i}\right)\right)=$ $\left.p\left(\operatorname{tr}\left(A^{T} A M\right)+\operatorname{tr}\left(C^{T} C\right)\right)=p\left(\sum_{j=1}^{k} u_{j 1}^{2}\right) \frac{x}{p}+\sum_{q}^{k}{ }_{2}^{k}\left(\sum_{j=1}^{k} u_{j q}^{2}\right)+\sum_{q}^{n}=1\left(\sum_{j=1}^{k} u_{j q}^{2}\right)\right)=$ $\left(\sum_{j=1}^{k} u_{j 1}^{2}\right) x+p\left(\sum_{q=2}^{n}\left(\sum_{j=1}^{k} u_{j q}^{2}\right)\right)$. Since $U$ is orthogonal, $\sum_{q=2}^{n}\left(\sum_{j}^{k} u_{j q}^{2}\right)=$
$\sum_{j=1}^{k}\left(1-u_{j 1}^{2}\right)=k-\sum_{j=1}^{k} u_{j 1}^{2}$, so that $D_{B}=1_{2}\left(\left(\sum_{j=1}^{k} u_{j 1}^{2}\right) x+p\left(k-{ }_{j=1}^{k} u_{j 1}^{2}\right)\right)-\frac{1}{2} p k=$
$\left({ }_{j=1}^{k} u_{j 1}^{2}\right)\left(\frac{x-p}{2}\right)=\left(\sum_{j=1}^{k} u_{j]}^{2}\right) D$.

Our next result gives necessary and sufficient conditions in order that $B=\left(I_{k} \mid z\right) \cup \varepsilon \oint$. While the proof is rather tedious, these conditions are particularly easy to apply and hence useful in seeking examples.

Theorem 2. Let $B=\left(I_{k} \mid Z\right) U$, where $U=\left(u_{i j}\right)$ is an $n \times n$ orthogonal matrix. If, for each $j=1, \ldots, m, \Omega_{i}=\left({ }^{x_{i}} \begin{array}{l} \\ \\ I_{n-l}\end{array}\right)$, then:
(1) if $x_{i}=1$ for all $i$, then $B \in \xi_{F}$;
(2) if $x_{i} \neq 1$ for at least one $i$, then $B \in Q$ if and only if $\sum_{j=1}^{k} u_{j 1}^{2}=1$ or $\sum_{j=1}^{k} u_{j 1}^{2}=0$.

Proof: If $x_{i}=1$, then $\Omega_{i}=I_{n}$ and $\left(B^{\top} B\right) \Omega_{i}=\Omega_{i}\left(B^{\top} B\right)$ for any $k \times n$ matrix $B$. Thus, if $x_{i}=1$ for all $i$, then $B E \neq \dot{f}$ for any $k \times n$ matrix of the form $\left(I_{k} \mid Z\right) U$. We suppose that $x_{i} \neq 1$ for at least one $i$. As in the proof of Theorem 1 , we decompose $U$ into the block form $\left(\begin{array}{ll}A & C \\ E & F\end{array}\right)$, so that $B^{T} B=\left(\begin{array}{ll}A^{T} A & A^{T} C \\ C^{T} A & C^{T} C\end{array}\right)$, where $A$ is again $k \times k$. For a fixed $i$ such that $x_{i} \neq 1$, write $\Omega_{i}$ in block form $\left(\begin{array}{lll}G_{i} & & \\ & I_{n-k}\end{array}\right)$, where $G_{i}$ is the $r \times k$ matrix $\binom{x_{i}}{I_{k-1}}$. Then $\left(B^{\top} B\right) \Omega_{i}=\left(\begin{array}{cc}A^{\top} A G_{i} & A^{T} C \\ C^{\top} A G_{i} & C^{\top} C\end{array}\right)$, while $\Omega_{i}\left(B^{T} B\right)=\left(\begin{array}{ll}G_{i} A^{T} A & G_{i} A^{T} C \\ C^{T} A & C^{T} C\end{array}\right)$. Thus, $B^{T} B$ commutes with $\Omega_{i}$ if and only if
(1) $A^{\top} A G_{i}=G_{i} A^{\top} A$ and (2) $C^{\top} A G_{i}=C^{\top} A$. We write $A^{\top} A$ and $C^{\top} A$ in block form: $A^{\top} A=\left(\begin{array}{ll}L & M \\ N & W\end{array}\right), C^{\top} A=\left(\begin{array}{ll}P & Q \\ R & S\end{array}\right)$, where $L$ and $P$ are $i \times 1$. Since $A^{\top} A$ is symmetric, $N={ }^{\top}$. Therefore, $A^{\top} A G_{i}=\left(\begin{array}{ll}L x_{i} & M \\ M^{\top} x_{i} & W\end{array}\right)$, and $G_{i} A^{T} A=\left(\begin{array}{ll}x_{j} L & x_{i} M \\ M^{\top} & W\end{array}\right)$. Thus $A^{\top} A G_{i}=G_{i} A^{T} A$ if and only if $M=x_{i} M$ and similarly, $C^{\top} A G_{i}=C^{T} A$ if and only if $P x_{i}=P$ and $R x_{i}=R$. Since
 follows that $M x_{j}=M, P x_{j}=P$, and $R x_{i}=R$ if and only if $x_{j}\left(\sum_{j=1}^{K} u_{j 1} u_{j q}={ }_{j=1}^{k} u_{j 1} u_{j q}\right.$ for $q=2, \ldots, n$. Thus, since $x_{i} \neq 1$, we have that $\left(B^{\top} B\right) \delta_{i}=\Omega_{i}\left(B_{B}^{\top}\right)$ if and only if $\sum_{j=1}^{k} u_{j 1} u_{j q}=0$ for $q=2, \ldots, n$. Since the above argument is valid for any $\Omega_{i}$ for which $x_{i} \neq 1$, and since $B_{B}^{\dagger}$ commutes with $\Omega_{i}$ for any $i$ for which $x_{j}=1$, it follows that

 Since $u$ is orthogonal, ${ }_{j=1}^{n} u_{j 1} u_{j q}={ }_{j=1}^{k} u_{j 1} u_{j q}+{ }_{j=k+1}^{n} u_{j 1} u_{j q}=0$ for $q=2, \ldots, n$, while $1={ }_{j}^{\sum_{i 1}} u_{j 1}^{2}={ }_{j=1}^{k} u_{j 1}^{2}+\sum_{j=k+1}^{n} u_{j 1}^{2}$. Thus, if ${ }_{j}^{k} \sum_{1}^{\frac{1}{1}} u_{j 1}^{2}=1$, then $u_{j 1}=0$ for $j=k+1, \ldots, n$, and $\sum_{j=1}^{n} u_{j 1} u_{j q}={ }_{j=1}^{k} u_{j 1} u_{j q}=0$ for $q=2, \ldots, n$. If $\sum_{j=1}^{k} u_{j 1}^{2}=0$, then $u_{j 1}=0$ for $j=1, \ldots, k$ and, obviously $\sum_{j=1}^{k} u_{j 1} u_{j q}=0$ for $q=2, \ldots, n$.

Conversely, suppose that $\stackrel{k}{j} \mathrm{u}_{j 1}{ }_{j q}=0$ for $q=2, \ldots, n$. If $u_{11}=\ldots=u_{k 1}=0$, then ${ }_{j=1}^{k} u_{j 1}^{2}=0$ and the proof is complete. otherwise, Tet $u_{r l}$ be the first non-zero element in the first column of $u$, where $r \leq k$. Then $0={ }_{j=1}^{k} u_{j l} u_{j q}=u_{r l} u_{r q}+{ }_{j=1}^{k} \sum_{k+1} u_{j l} u_{j q}$, so that $u_{r q}=\frac{-1}{u_{r 1}}\left({ }_{j=1}^{k} \sum_{r+1} u_{j l} u_{j q}\right)$ for $q=2, \ldots, n$. Thus, if $u_{r+11}, \ldots, u_{k 1}=0$, then $u_{r q}=0$ for $q=2 \ldots, n$ and it follows that $l=u_{r l}^{2}={ }_{j=1}^{k} u_{j 1}^{2}$. Suppose $u_{w 1} \neq 0$ where $r<w \leq k \because$ Since $u_{r 1} u_{w 1}+q^{n} \sum_{w q} u_{w q} u_{r q}=0$, then substituting for $u_{r q}, q \geq 2$, we have
$u_{r 1} u_{w 1}+\sum_{q=2}^{n} u_{w q}\left(\frac{-1}{u_{r 1}} \sum_{j=r+1}^{k} u_{j 1} u_{j q}\right)=u_{r 1} u_{w 1}+\left(\frac{-1}{u_{r 1}}\right) \quad \sum_{j=r+1}^{k} u_{j 1}\left(\sum_{q=2}^{n} u_{w q} u_{j q}\right)=0$
Since $U$ is orthogonal, then for $j \neq w, q^{=2} u_{w q} u_{j q}=-u_{w 1} u_{j 1}$ and for
 $u_{w 1}\left(j={ }_{j=1}^{k}+1\left(-u_{j 1}^{2}\right)\right)+u_{w 1}$, and, substituting in (6), we have $u_{w 1}\left(u_{r 1}+\left(\frac{-1}{u_{r 1}}\right)\left({ }_{j=\sim}^{k} \sum_{r+1}^{k}\left(-u_{j 1}^{2}\right)\right)+\left(\frac{-1}{u_{r 1}}\right)\right)=0$. Multiplying by $u_{r 1}$, we have $\therefore \quad u_{w]}\left(u_{r 1}^{2}+{ }_{j=\frac{\Gamma}{r}+1}^{k} u_{j 1}^{2}-1\right)=u_{w 1}\left({ }_{j} \sum_{r} u_{j 1}^{2}-1\right)=0$. Since $u_{w T}+0$, it now follows that $1={ }_{j}{\underset{L}{=}}^{k} u_{j 1}^{2}={ }_{j}^{k} u_{1}^{2}$.

We note that, if there exists at least one $\Omega_{j}$ which is not the identity matrix $I_{n}$, then the proof of Theorem 2 shows that $B^{\top} B$ commutes with all $\Omega_{i}$ 's if and only if $B^{T} B$ commutes with $\Omega_{j}$. Moreover, in this case, the elements of $\varphi$ are precisely those $B=\left(I_{k} \mid Z\right) \cup$ for which the first column of
$U$ is of the form
or

$$
\left(\begin{array}{l}
0 \\
\vdots \\
u_{k+11} \\
\vdots \\
u_{n 1}
\end{array}\right)
$$

Hence, by Theorem 1, if $B \in\left\{\right.$ then $D_{B}=D$ or $D_{B}=0$. (Note that if $\Omega_{i}=I_{n}$ for all $i$, then $D=0$. )

We close this section with a definition. If $V$ denotes the set of all $n \times n$, orthogonal matrices, let $\mathcal{X}=\left\{U=\left(u_{i j}\right) \in V: \sum_{j=1}^{k} u_{j}^{2}=1\right.$ or 0$\}$. Thus, if there exists $\Omega_{j} \neq I_{n}$, then $B=\left(I_{k} \mid Z\right) \cup E \in$ if and only if U EX.
2. Eigenvalues of $U$. Let $U=\left(u_{i j}\right)$ be an $n \times n$ orthogonal matrix. As is well known, [12], the eigenvalues of $U$ lie on the unit circle in the complex plane and non-real eigenvalues occur in conjugate pairs. Thus, if $U$, has a real eigenvalue $\lambda$, then $\lambda= \pm 1$, and, if $\mu=a+b i, b \neq 0$ is an eigenvalue of $U$, then $\bar{\mu}=a-b i$ is also an eigenvalue of $U . C l e a r l y, \operatorname{det} U= \pm 1$. Moreover, if 1 has multiplicity $p$ as an eigenvalue of $u,-1$ multiplicity $m$, and $\left\{a_{j}+b_{j} i, a_{j}-b_{j} i\right\}_{j=1}^{q}\left(b_{j} \neq 0\right)$ are the remaining eigenvalues of $U$, then $U$ is similar to a block diagonal orthogonal matrix PUP ${ }^{-1}$ of the form:

$$
\begin{equation*}
\text { PUP }^{-1}= \tag{7}
\end{equation*}
$$
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where 1 appears on the diagonal $p$ times, -1 appears $m$ times, and each $A_{j}=\left(\begin{array}{rr}a_{j} & b_{j} \\ -b_{j} & a_{j}\end{array}\right)$ is a $2 \times 2$ orthogonal matrix with eigenvalues $a_{j}+b_{j}$, $a_{j}-b_{j} i$. Furthermore, the order in which the $A_{j}$ 's, i's, and -T's appear on the diagonal can be changed to any desired order by a similarity transformation. Thus, any two orthoyonal $n \times n$ matrices with the same set of eigenvalues are similar. Finally, we observe that if $U$ is a $2 x 2$ orthogonal matrix, then $U=\left(\begin{array}{rr}c & d \\ d & -c\end{array}\right) \quad$ or $U=\left(\begin{array}{cc}c & d \\ d & c\end{array}\right)$ where $c^{2}+d^{2}=1$.

Let $\left.B=\left(I_{k} \mid Z\right) \cup \varepsilon\right\}_{0}$. For the remainder of the paper we will be concerned with determining what role, if any, the eigenvalues of $U$ play in determining $D_{B}$. If $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is a set of $n$ not necessarily distinct complex numbers for which there exists an $n \times n$ orthogonal matrix $U$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, then we will say that $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is a (*) set. We note that if $T=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is a set of $n$ not necessarily distinct complex numbers such that $T$ is closed under conjugation and every element of $T$ has modulus $T$, then $T$ is $a(*)$ set . Throughout the following, we assume that $1 \leq k<n$, where $k$ and $n$ are positive integers, and we assume that at least one covariance matrix $\Omega_{j} \neq I_{n}$.

Proposition 3. Let $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ be a (*) set. Then there exists an orthogonal matrix $U$ with eigenvalues $\lambda_{j}, \ldots, \lambda_{n}$ such that $\left.B=\left(I_{k} \mid Z\right) \cup \varepsilon\right\}^{2}$ and $D_{B}=D$ if and only if one of the following conditions holds:

$$
\begin{aligned}
& \text { (i) } \lambda_{j} \text { is real for solae } 1 \text {. } \\
& \text { (if) } k \geq 2 \text { and no } \lambda_{i} \text { is real. }
\end{aligned}
$$

Proof: Observe that if at least one $\lambda_{j}$ is real, say $\lambda_{1}$, then by (7) there exists a block diagonal orthogonal matrix $U$ of the form $U=\binom{\lambda_{7}}{C}$, where $C$ is an $(n-1) \times(n-1)$ block diagonal orthogonal matrix with eigenvalues $\lambda_{2}, \ldots, \lambda_{n}$. Thus, if $U=\left(u_{i j}\right)$, then ${ }_{j} \sum_{i} u_{j 1}^{2}=u_{j 1}^{2}=\lambda_{1}^{2}=1$, so that $B=\left(I_{k} \mid Z\right) \cup \varepsilon \oint^{0}$ and $D_{B}=D$ (Theorem 2). If no $\lambda_{j}$ is real, then $n$ is even, and by (7) there exists a block diagonal orthogonal matrix $U$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$ such that $U=\left(\begin{array}{c}A_{1}, \\ \ddots \\ A_{n} \\ \cdots\end{array}\right)$ where each $A_{j}$ is
a $2 \times 2$ matrix of the form $\left(\begin{array}{rr}a & b_{j} \\ -b_{j} & a_{j}\end{array}\right)$, $b_{j} \neq 0$. Thus, the first column of $U$ is $\left(\begin{array}{c}a_{l} \\ -b_{l} \\ 0 \\ \vdots \\ 0\end{array}\right)$, and hence, if $k \geq 2$, then $B=\left(I_{k} \mid Z\right) \cup E Q$ and $D_{B}=D$.

Conversely, suppose that $k=T$. If there exists an orthogonal matrix $u$ with eigenvalues $\lambda_{j}, \ldots, \lambda_{n}$ such that $B=\left(I_{k} \mid Z\right) \cup \varepsilon \in$, then $U$ e $\mathcal{F}$. Thus, if $D_{B}=D$, then $U$ is of the form $\left(\begin{array}{cc}a 0 \ldots 0 \\ 0 & \ldots \\ 0 & C \\ \vdots \\ 0\end{array}\right)$, where $a= \pm 1$ and
C. is an $(n-1) \times(n-1)$ orthogonal matrix. Therefore, $a$ is an eigenvalue of $U$ and $\lambda_{i}=$ a is real for some $i$.

It is natural to consider the andlogous condition $D_{B}=0$. That is, given a $(*)$ set $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, does there exist an orthogonal matrix $U$ with these eigenvalues such that $B=\left(I_{k} \mid Z\right) \cup \varepsilon$ and $D_{B}=0$ ? The answer, as in the preceding case, is no in general, but it is true in some important cases.

Proposition 4. Let $T=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ be a (*) set. If either
(i) 1 and $-1 \varepsilon T$, or;
(ii) ind and ,
then there exists an orthogonal matrix $U$ with eigenvalues $\left\{\lambda_{\Gamma}, \ldots, \lambda_{n}\right\}$ such that $\left.B=\left(I_{k} \mid Z\right) \cup \varepsilon\right\}$ and $D_{B}=0$.

Proof. Let $\lambda_{1}$ and $\lambda_{2}$ denote the pair $1,-1$ or $i,-i$, let $H$ be any $(n-2) \times(n-2)$ orthogonal matrix with eigenvalues $\lambda_{3}, \ldots, \lambda_{n}$, and let $U=\left(\begin{array}{lll}0 & Z & b_{7} \\ Z & H & Z \\ b_{2} & Z & 0\end{array}\right) \quad$, where $Z$ denotes an $(n-2)$ row or column vector of zeros, and if $\left\{\lambda_{1}, \lambda_{2}\right\}=\{1,-1\}$, then $b_{1}=b_{2}=T$, and if $\left\{\lambda_{1}, \lambda_{2}\right\}=\{i,-i\}$, then $b_{1}=1, b_{2}=-1$.

Clearly, $U$ is an orthogonal matrix. Moreover, the eigenvalues of $U$ are $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$, since $\operatorname{det}\left(x I_{n}-U\right)=\left(x^{2}-b b_{2} b_{2}\right) \operatorname{det}\left(x I_{n-2}-H\right)$ and hence the roots of $\operatorname{det}\left(x I_{n}-U\right\rangle=0$ are the roots of $\operatorname{det}\left(x I_{n-2}-H\right)=0$, together with the roots of $x^{2}-b_{1} b_{2}=0$. Since the roots of the former equation are the eigenvalues of $H$, its suffices to show that $\lambda_{1}$ and $\lambda_{2}$ are the roots of $x^{2}-b_{1} b_{2}=0$. This follows immediately from the relationship
defined between the values of $\lambda_{1}$ and $\lambda_{2}$ and the choices of $b_{1}$ and $b_{2}$.

Proof. Observe that if $U \in \&$ is such that $D_{B}=0$, where $B=\left(I_{k} \mid Z\right) U$, then by Theorems 1 and 2, $U$ is of the form $\left(\begin{array}{cc}0 & A \\ 0 & 0 \\ v & 0\end{array}\right)$, where $v= \pm 1$ and $A$ is a $2 \times 2$ orthogonal matrix. Moreover, if $U$ has eigenvalues
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$\lambda_{1}, \lambda_{2}, \lambda_{3}$, then $\operatorname{det}(U)=\lambda_{1} \lambda_{2} \lambda_{3}$. Thus, if $\lambda_{3}=1$, then $\operatorname{det}(U)=1$, and if $\lambda_{3}=-1$, then $\operatorname{det}(U)=-1$. We consider the case $\lambda_{3}=1$, the case $\lambda_{3}=-1$ being similar.

If $v=1$, then $A$ is of the form $\left(\begin{array}{cc}c & d \\ -d & c\end{array}\right)$. Then $\operatorname{det}\left(x I_{3}-U\right)=$ $x^{3}+d x^{2}-d x-1$, so that the eigenvalues or $U$ are $1,-(1+d) \pm \frac{i \sqrt{3-2 d-d^{2}}}{2}$. Thus, there exists $U$ with eigenvalues $\lambda_{1}, \lambda_{2}, 1$ if and only if there exists a real number $d,|d| \leq 1$, such that

$$
\begin{equation*}
a=\frac{-(7+d)}{2}, \quad b=\frac{\sqrt{3-2 d-d^{2}}}{2} . \tag{8}
\end{equation*}
$$

Since $|d| \leq 1$, then $\frac{-(1+d)}{2} \leq 0$, and thus, if $U$ exists, then $a \leq 0$. Conversely, if $a \leq 0$, then $d=-(T+2 a)$ satisfies both equations in (8) and $|d| \leq 1$. If $v=-1$, then $A=\left(\begin{array}{rr}c & d \\ d & -c\end{array}\right)$, and the eigenvalues of $U$ are $1, \quad \frac{(d-1) \pm i \sqrt{3+2 d-d^{2}}}{2}$. An argument similar to the preceding one shows that there exists $U$ with eigenvalues $\lambda_{1}, \lambda_{2}, 1$ if and only if $a \leq 0$. Corollary 6. Let $n$ and $k$ be positive integers, $1 \leq k<n$, and suppose that $T=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ is a (*) set.
(1) If $1 \varepsilon T$ and if there exists $a+b i \varepsilon T$, with $a \leq 0$, then there exists an $n \times n$ orthogonal matrix $\|$ with eigenvalues $T$ such that $U \in A$ and $D_{B}=0$, where $B=\left(I_{k} \mid Z\right) U$.
(2) If $-1 \in T$ and if there exists $a+b i \varepsilon T$, with $a \geq 0$, then there exists an $n \times n$ orthogonal matrix $U$ with eigenvalues $T$ such that $U E \mathcal{L}$ and $D_{B}=0$, where $B=\left(I_{k} \mid Z\right) U$.

Proof. By Lemma 5 and its proof, if $a \leq 0$, then $A=\left(\begin{array}{ccc}0 & c & d \\ 0 & -d & c \\ 1 & 0 & 0\end{array}\right)$, where $d=-(1+2 a)$, is an orthogonal matrix with eigenvalues $1, a \pm b i$. Thus, if $\bar{U}$ is the $n \times n$ block diagonal matrix $\left(\begin{array}{ll}A & Z \\ Z & H\end{array}\right)$, where $H$ is an $(n-3) \times(n-3)$ orthogonal matrix with eigenvalues $T \backslash\{1, a \pm b i\}$, then $\bar{U}$ is an orthogonal matrix with eigenvalues the elements of $T$. Therefore, if $U$ is the $n \times n$ matrix obtained from $\bar{U}$ by interchanging the third and $n$th rows and columns of $\bar{U}$, then $U$ is orthogonal, and, since $U$ is similar to $\bar{U}$, the eigenvalues of $U$ are also the elements of $T$. Finally, since the first column of $U$ is $\left(\begin{array}{l}0 \\ \vdots \\ 0 \\ 1\end{array}\right)$, we have $U \in\{$, and, by Theorems 1 and $2, D_{B}=0$, where $B=\left(I_{k} \mid Z\right) 0$ and $k: n$. The proof of (2) is similar.

We make a few additional observations before stating our main result. Let $u$ be an $n \times n$ orthogonal matrix with eigenvalues $\lambda_{1},\left\{a_{j}+b_{j} j\right\}_{j=2}^{\pi}$, where $b_{j}$ may be zero. Since $\operatorname{tr}(U)$ is the sum of the eigenvalues of $U$, it follows that if $\lambda_{1}=1$ and $a_{j}>0$ for $j=2, \ldots, n$, then $\operatorname{tr}(u)=1+\sum_{j=2}^{n} a_{j}>+1$, while if $\lambda_{1}=-1$ and $a_{j}<0$ for $j=2, \ldots, n$ then $\operatorname{tr}(U)=-1+{\underset{j}{2}}_{2}^{n} a_{j}<-1$. Also, if $\Lambda$ is orthogonal and $\operatorname{det}(A)=-1$, then -1 is an eigenvalue of $A$. This follows immediately from the fact that $\operatorname{det}(A)$ is the product of the eigenvalues of $A$, repeated to their respective multiplicities. Finally, if $A$ is orthogonal, $n \times n$, and $n$ is even, then $\operatorname{det}(A)=-1$ implies that both -1 and 1 are eigenvaiues of $A$.

Theorem 7. Let $n$ and $k$ be positive integers, $1 \leq k<n$, let $U$ be an $n \times n$ orthogonal matrix, and let $B=\left(I_{k} \mid Z\right) U$ be such that $D_{B}=0$. If $\bar{U}=\left(\begin{array}{cc}I_{n-1} & Z \\ Z & -1\end{array}\right) U \quad$ and if $\bar{B}=\left(I_{k} \mid Z\right) \bar{U}$, then $B=\bar{B}$, so that $D_{\bar{B}}=D_{B}=D$. Either $U$ or $\bar{U}$ is similar to an $n \times n$ orthogonal matrix $U_{1} \in \dot{f}$ such that $D_{B_{1}}=0$, where $B_{1}=\left(I_{k} \mid Z\right) U_{1}$.

Proof. Note that the matrix $\bar{U}$ differs from $U$ only in that the last row of $\bar{U}$ is the negative of the last row of $U$. Clearly, since $k<n$, we have $\bar{B}=B$.

Now suppose that $n$ is even. If $\operatorname{det}(U)=-1$, then 1 and -1 are eigenvalues of $U$ and thus, by Proposition 4 , there exists an orthogonal matrix $U_{1}$ similar to $U$ such that $B_{1}=\left(I_{k} \mid Z\right) U_{1} E \hat{F}$ and $D_{B_{1}}=0$. If $\operatorname{det}(U)=1$, then $\operatorname{det}(\bar{U})=-1$, and the above argument applied to $\bar{U}$ yields the same conclusion.

Suppose that $n$ is odd. Then $U$ must have at least one real eigenvalue, $\lambda$. If $\lambda=1$ and if $u$ has another eigenvalue $a+b i, a \leq 0$, then the conclusion follows from (1) of Corollary 6. Similarly, if $\lambda=-1$ and if $U$ has another eigenvalue $a+b i, \exists \geq 0$, then the conclusion follows from (2) of Corollary 6. Suppose now that $\lambda=1$ is an eigenvalue of $U$ and that $a>0$ for all other eigenvalues $a+b i$ of $U$. Then $\operatorname{det}(U)=T$ and $\operatorname{tr}(U)>1$. Since $\operatorname{det}(\bar{U})=-1$, it Fllows that -1 is an eigenvalue of $\bar{U}$, and, since $\operatorname{tr}(\bar{U})$ can differ from $\operatorname{tr}(U)$ by at most 2 , we have that $\operatorname{tr}(\bar{U})>-1$. Thus, $\bar{U}$ must have an eigenvalue of the form $c+d i$, where $c>0$, and hence, by (2) of Corollary 6, there exists an orthogonal matrix
$U_{1}$, simi'ar to $\bar{U}$, such that $B_{1}=\left(I_{k} \mid Z\right) U_{1} \varepsilon G$ and $D_{B_{1}}=0$. The case in vinich $\lambda=-7$ is an eigenvalue of $U$ and that $a<0$ for all other eigenvalues $a+b i$ of $U$ is handled in a similar manner, and we omit the proof.
3. Conclusion. This paper provides an example to show that, even under extremely strong conditions, the eigenvalues of $U$ do not affect the value of divergence ${ }^{D}\left(I_{k} \mid Z\right) U$ in the space of reḑuced dinension.
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In March 1976, Lockheed was directed to submit a plan [1] for comparative evaluation of several candidate signature extensions algorithms. The results of that test [2], car ied out by LEC in Apri], were the basis for selection of two algorithms [3], OSCAR and ATCOR, for test and implementation in a sub-operational system by IBM. Four simulated (SIM) data sets and seven consecutive day (CD) data sets were used. In the following sections, two points will be addressed for each data set. 1) Analysis and evaluation of the UHMLE test. 2) Recommendations on changes in the UHMLE algorithm motivated by the test.. The criterion for evaluation of each algorithm will be overall classification accuracy (Tables 8 and 9 of [2] are attached for convenience).
I. Simulated Data Test.

In previous tests carried out by the University of Houston consistentl" good results were observed using essentially the same data set. The poor performance of UHMLE on SIMI and the marginal performance on SIM4 seems to contradict our previous experience. The following observation on the LEC test riay explain this discrepency.

In SIM1 the iteration sequence seemed to converge before the signatures had moved into the unlabeled data region. A second run which first estimuted an initial translation $X+B$ and then applied the general UHMLE algorithm was successful. Even though translation was included in our operational algorithm delivered to JSC , the second run was not reported in the final LEC analysis.

| Local <br> Pass | 1st LEC <br> UHMLE TEST | 2nd LEC UHMLE TEST <br> W/trans7ation option |  |
| :--- | :---: | :---: | :---: |
| SIM1 | 93.5 | -21.7 | -2.5 |
| SIM2 | 98.6 | -0.7 | no trans. |
| SIM3 | 97.0 | -1.0 | 41 |
| SIM4 | 92.8 | -5.0 | 11 |
| Ave. | 95.5 | -7.1 | -2.3 |
| Std. |  | 9.9 | 2.0 |

Table 1
Revised SIM test results.
Overall Accuracy Difference

The use of the translation in SIM1 would dramatically change the outlook of UHMLE in the SIM test.

The results do not suggest any modifications of the UHMLE algorithm except to re-state the need to apply the translation first.
II. Consecutive Day Test.

General: The consecutive day (CD) data set consisted of three Kansas Intensive Test Sites (ITS) outlined in [1]. From these a total of seven pairs of consecutive day passes were selected from 1973-74 LANDSAT-1 data acquisitions.

| ITS | $\begin{gathered} \text { DATA SET } \\ \text { ID } \end{gathered}$ | DATE TRAINING/RECOGNITION | $\begin{array}{r} \text { SIZE } \\ \text { ITS } \end{array}$ | HAZE |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | TRAINING | RECOGNITION |
| Finney | F1709-8 | 2/1 July 74 | $5 \times 6$ |  |  |
| " | F1673-2 | 27/26 May 74 | " | X |  |
| " | F1655-4 | 9/8 May 74 | " |  |  |
| " | F1726-7 | 19/20 July 74 | " | $x$ |  |
| Saline | S1455-4 | 21/20 Oct 73 | $3 \times 3$ |  |  |
| " | S1725-4 | 18/17 July 74 | " |  | $x$ |
| [11 is | E1726-5 | 12/11 June 74 | $3 \times 3$ |  | X |
| Table 2 |  |  |  |  |  |
| Consecutive Day Data Sets |  |  |  |  |  |

Two UHMLE tests were run on each data set. UH/ALL uses as its unlabeled sample the rectangular area containing the selected Test/Training fields. UH/FIELDS uses the test fields only as input. The following ground areas associated with each ITS are defined for further reference.

AO - ITS ground truth site. (Not alligned with LANDSAT ground track.)

A1 - Smallest rectangular field containing selected training field. Used as input for UH/ALL.

A2 - A0 intersect Al , used for classification area.

A3 - Designated test fields ( 三 training fields within A2). Used for input to UH/FIELDS.


Figure 1
Ground area definitions

Proportion Estimates. UHMLE automatically estimates a proportion vector for the unlabeled input data set. These estimates are used in two ways in the Signature Extention (SE) test.

1) The UHMLE proportion estinates are used as a priori probabilities in the classification algorithm. Although this is not an unreasonable choice for the a priori probabilities, the UHMLE classification results are not cumparable to those of the other candidate algorithms which used equally likely a priori probabilities. Moreover, in the UH/ALL test, the UMMLE proportion estimates correspond to Area A1. Area A2 was classified and only results from Area A3 were used for performance evaluation. In UH/FIELDS the unlabeled input data set and the classification region were equivalent.
2) in Tables 10-13 in [2], the estimated proportion of whect for each algorithm is first compared to the local classification proportion estimate and then to the ground truth proportion estinate for both the Sim and CD data sets. In the CD test, the UH/FLL and UH/FIELDS are classification proportion estimates for area A2. The maximum-likelihood estimates from UHALE (UH/ALL/MLE) correspond to area A1 . It is assumed here that the proportion estimate from local classification in Table 11 of [2] is based on A2. Hence UH/ALL/NLE is not comparable to the local standard. In Table 13 [2] the standard is ground truth. It is not clear whether or not the ground truth proportions correspond to $A O$ or $A 2$. In either case all proportion estimates listed in that table are not comparable.

Data Quality. This appears to be the most important factor in analyzing the UHMLE results. The CD data sets contained numerous data drops or "glitches." LEC was careful to choose training segments and fields so as to avoid this bad data in the computation of training statistics. However, several of the recognition segments used as input to UHMLE (in both UH/ALL and UH/FIELDS) were contaminated. This bad data effectively "captured" subclasses from both wheat and mon-wheat categories and distorted means and particularly covariances in other subclasses. Only the data quality in Area $A 2$ could be assessed from the available computer output. Further data drops, which may have been present in A1 (outside of A2), could also have an apparent degrading effect on UH/ALL test results. The implications and incidence of contaminated data is listed below in Table 3 . We strongly recommend that this be the last time that this data set be used in any testing procedure.

Data Set
UH/FIELDS UH/ALL

| F 1709-8 | Slight | Slight |
| :--- | :--- | :--- |
| F $1673-2$ | Bad | Bad |
| F $1655-4$ | Bad | Bad |
| F $1726-7$ | Bad | Bad |
| S 1455-4 | Slight | Slight |
| S $1725-4$ | Good | Good |
| E 1726-5 | Good | Good |

Table 3
Incidence of Data Drops in CD Data Sets

Label Switching: In the UHMLE algorithm the various subclass statistics move in a quasi-independent manner to better "fit" the unlabeled data set. In this process a subclass component of the mixture model may seek out data in the unlabeled sample which is from a different category than the one assigned in the training segment. This poses no difficulty in terms of density estimation, however correct category labels are required for acreage proportion estimates. This phenomena is compounded by subclasses being "captured" by data drops, leaving unmodeled data free to be absorbed by an existing subclass. In a number of the $C D$ tests substantially improved results are obtained if the label on a single subclass is reassigned. Interaction of the AI or DPA (at this point, prior to aggregation of acreage proportion estimates at the category level) with the view of detecting obvious category tabeling errors, should be considered. This is a key point. We are simply saying that, when using UHMLE (or other algorithms), the spectral class identity extrapolated from the training segment may not be sufficient to establish crop category identity without AI interaction.

Individual CD Data Set Results. In this section each CD-data-set test is analyzed separately. Some revised results are reported along with supporting rationals.

F1709-8 Two classes have inflated variances due to a data drop. However, both UH/ALL and UH/FIELDS do better than local classification.

F 1673-2 Very poor performance on both cases is observed. Two data drops have major effect on distorting variances and means on several subclasses. If one subclass, which is obviously mislabeled, is switched from wheat to non-wheat a substantial improvement is observed.

|  |  | LEC Test |  | Revised |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Local | UT | UH/FIELDS | UH/ALL | UH/FIELDS | UH/ALL |
| 96.1 | 0.1 | -23.7 | -21.3 | -3.1 | -8.6 |

In Figure 2, the subclass means determined by UHMLE are plotted in the TACAP "brightness x green" coordinate system. Subclass $W 7$ is clearly displaced from the other wheat subclasses. It is not unreasonable for mislabeliny of this magnitude to be easily detected by an AI or DPA and corrected at the time of acreage estimation.
or


Figure 2. TACAP plot of class means.
Finney 1672 / UHMLE-FIELDS


F 1655-4 Again two data drops play a large role in distorting several subclass signatures in UH/ALL. One label switch again improves matters greatly. In UH/FIELDS the effects of

Revised
L

| Local | $\frac{U T}{}$ | $\frac{U H / F I E L D S}{}$ | $\underline{U H / A L L}$ | $\underline{U H / F I E L D S}$ | $\underline{U H / A L L}$ |  |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| 94.9 | -3.8 | -3.1 |  | -15.0 | not revised | -3.3 | the data drops are not as apparent in the overall classification accuracy.

F 1726-7 Data drops substantially distort. four subclasses in UH/ALL and to a lesser extent in UH/FIELDS. Even so, results are excellent (better than local classification) in UH/FIELDS. UH/ALL results are poor. No clear label switch is apparent.

S 1455-4 In this data set only four subclasses are modeled. Two subclasses are distorted by data drops, one severely in both cases. In the UH/ALL case the A1 area is much too large, introducing a large segment of extraneous data into the unlabeled sample. Further $A 2$. is not contained in A1 (see figure 3).
(129 24)


Figure 3.

## Field Definition Errors in 5 1455-4.

The poor data quality, errors in field definitions, and small number of subclasses render the interpretation of this test null and void. Inclusion of this test in the overall UHMLE evaluations is, therefore, meaningless.

S 1725-4 There are no data drops or anomolies in this test.

E 1726-5 There are no data drops. A reasonable case could be made for a label switch, however, the explanation is not as obvious as in the previous data sets and it will be omitted here. This case appears to be a reasonable test of the algorithm.

Summary of CD Test. If we introduce the three label changes (easily detected by an AI or DPA) suggested in F 1673-2 and F 1655-4 and omit the unacceptable test of $S$ 1455-4, the performance of the algorithm is distinctiy different than that reported in [2]. In light of the results presented here, the conclusions drawn by LEC in [2] concerning the relative performance of UHMLE are, at best, questionable. The original results along with the aforementioned revision and omission are listed in Table 4 below.

|  |  | LEC Original |  | Revised |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Data Set | Local | UH/FIELDS | UH/ALL | UH/FIELDS | UH/ALL |
| F $1709-8$ | 79.5 | 2.7 | 7.3 | same | same |
| F $1673-2$ | 96.1 | -21.3 | -23.7 | -3.1 | -8.6 |
| F $1655-4$ | 94.9 | -3.1 | -15.0 | same | -3.3 |
| F $1726-7$ | 80.0 | 0.9 | -6.8 | same | same |
| S 1455-4 | 86.5 | -12.1 | -29.5 | OMIT | OMIT |
| S $1725-4$ | 85.4 | -4.3 | 0.9 | same | same |
| E $1726-5$ | 66.2 | 1.4 | -7.3 | same | same |
| Mean |  | -5.1 | -10.6 | -0.92 | -2.97 |
| Std. Dev. |  | 8.7 | 13.1 | 2.9 | 6.1 |

Table 4.
Revised UHMLE Test Results.
Overall Classification Accuracy Differences.

We maintain that there is considerable evidence (provided, in part, by this analysis) for rejecting the original analysis and conclusions. If for no other reason, the poor data quality in five of the seven $C D$ data sets chosen renders the LEC test results, as they pertain to UHFLE, invalid.

1II. Conclusions.
Although the LANDSAT-2 data does not contain nearly the frequency of data drops observed in the LANDSAT-1 data used for this test, we clearly must incorporate a data editing scheme into the UHMLE algorithm or assume that preprocessing has deleted these pixels. There has been preliminary testing of a thresholding scheme which appears to be an adequate mothod when used in conjunction with an initial $x+B$ translation.

The reassessment of labeis after signature extension remains a major priority in the UHMLE signature extension algorithm. This is a small task in terms of time compared to complete local training by the AI, and appears to be a necessary AI interaction function coupled with automatic processing of recognition segments.


#### Abstract

SUMMARY

Our comments on the $S D$ test and on the CD test suggest that the UHMLE algorithn in particular and mixture density estimation in general should still play an important role in the solution of the signature extension problem. In another paper [4], the signature (e.g., Procedure 1) extension problem, in the context of the LACIE training procedure is reformulated. Mixture density estimation (supervised or unsupervised) will certainly play a role in the exaction of the Spectral Information Classes described in that paper. Additional work on the UHMLE algorithm, especially the details of incorporating it into the LACIE training procedure, we believe to be essential. These details are treated in the reformulation given in [4].
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TABLE 8.- OVERALI, ACCURACY FOR SIMULATED DATPA
[A minus sign means the algorithm was less accurate than local classification.]

| Data | Local. accuracy | Percentage difference between local accuracy and that obtained with various algorithms |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $R(S)$ | MLEST | $\begin{aligned} & \text { Ull } \\ & \text { fields } \end{aligned}$ | R (C) | UT |
| S.IML | 93.5 | 0.0 | $-3.5$ | -21.7 | -25.6 | -99.3 |
| SIM2 | 98.6 | 0.0 | 0.0 | -0.7 | 0.0 | -18.3 |
| SIM3 | 97.0 | 0.1 | 0.0 | -1.0 | -5.2 | -50.0 |
| SIM4 | 92.8 | -0.1 | $-3.2$ | --5.0 | -2.9 | -8.8 |
| Mean | 95.5 | 0.0 | -1.7 | -7.1 | -9.4 | -44.1 |
| std. dev. | 2.8 | 0.1 | 1.9 | 9.9 | 13.6 | 40.8 |

*Prepared by LEC [2].

TABLE 9.- OVERALI ACCUPACY FOR CONSECUTIVE DAY DATA*
[A minus sign means the algorithm was less accurate than local classification.]

| Data | Local accuracy | Percentage difference between local accuracy and that obtained with various algorithrs |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | R(S) | MLEST | oscar | REGRES | MOD R | $\mathrm{R}(\mathrm{C})$ | $\begin{aligned} & \text { NOD } \\ & \text { OSCAP } \end{aligned}$ | ATCOR | $\begin{gathered} \text { uH } \\ \text { Gields } \end{gathered}$ | UT | R(S/C) | UH all |
| F1709-8 | 79.5 | -5.8 | -4.4 | -7.0 | -7.1 | -7.6 | -8.1 | -7.8 | -8.5 | 2.7 | -8.2 | -12.5 | 7.3 |
| F1673-2 | 96.1 | -2.0 | -0.5 | -3.2 | -10.2 | 0.5 | -1.7 | -0.7 | $-5.0$ | $-21.3$ | 0.1 | -1.7 | -23.7 |
| F.655-4 | 94.9 | -3.3 | -1.6 | -2.1 | -2.1 | -2.7 | -4.7 | -3.0 | -3.6 | -3.1 | -3.8 | -3.8 | -15.0 |
| F1726-7 | 80.0 | 1.9 | 1.7 | 3.8 | 4.9 | -1.9 | -1.1 | 2.4 | -5.9 | 0.9 | -8.5 | -7.1 | -6.8 |
| 51455-4 | 86.5 | -0.2 | -0.9 | -3.5 | -1.8 | -3.2 | -4.4 | -2.5 | 0.1 | -12.1 | 0.0 | -3.5 | -29.5 |
| S1725-4 | 85.4 | 1.1 | -0.5 | -0.9 | 0.0 | -3.2 | -1.9 | -5.0 | -4.7 | -4.3 | -14.1 | -11.0 | 0.9 |
| E1726-5 | 66.2 | -3.2 | -6.0 | -3.8 | -3.5 | -1.8 | -4.1 | -9.8 | -2.7 | 1.4 | -11.5 | -9.8 | -7.3 |
| Mean | 84.1 | -1.6 | $-1.8$ | -2.4 | -2.8 | -2.8 | -3.7 | $-3.8$ | -4.3 | -5.1 | -6.6 | -7.1 | -10.6 |
| Stc. dev. | 10.2 | 2.7 | 2.6 | 3.3 | 4.9 | 2.5 | 2.4 | 4.2 | 2.7 | 8.7 | 5.5 | 4.2 | 13.1 |
| , |  |  |  |  |  |  |  |  |  |  |  |  |  |

*Prepared t.j LEC [2]
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## 1

## Introduction:

The following algorithm has been suggested by Decell and Smiley in $[1]$ for optimal linear combinations in the feature selection problem.

Let $\psi$ be a continuous function from $M_{n}^{k}$ (see definition 1 ) Into $R^{I}$ that is invariant under multiplication on the left by kxk invertible matrices. Then there exists $H_{1} \in \mathcal{H}_{n}$ (see definition 2) such that

$$
\psi\left(\left[I_{k} \mid z\right] H_{1}\right)=\underset{H \in H_{n}}{1 \cdot u \cdot b} \cdot\left\{\psi\left(\left[I_{k} \mid z\right] H\right)\right\} .
$$

Now for each positive integer $i$, let the element $H \in H_{n}$ be chosen such that

$$
\psi\left(\left[I_{k} \mid z\right] H_{1} H_{i-1} \cdots H_{1}\right)=\underset{H \in \dot{H} H_{n}}{\text { 1.u.b. }} \psi\left(\left[I_{k} \mid z\right] H \cdot H_{i-1} \cdots H_{1}\right)
$$

The question of whether or not the above process terminates at an absolute $\psi$-extremum (rank $k$ maximal statistic) appeared in [1]. In this paper, we show that there exists a function $\Psi$ as above for which the above process does not +erminate at an absolute $\psi$-extremum.

Let $H_{1}, \ldots, H_{p}$ be the matrices representing, Householder transformations. Then for the matrix $\left[I_{k} \mid Z\right] H_{l} \cdots H_{p}$, let $\theta\left(\left[I_{k} \mid Z\right] H_{I} \cdots H_{p}\right)$ be the span in $R^{n}$ of the $k$ row vectors of that matrix. Suppose that $v_{1}, \ldots, v_{k}$ are linearly independent vectors in $R^{n}$. Then we show in this paper that there exists some integer $p \leq \min (n, n-k)$ and Householder transformations whose matrices are $H_{1}, \ldots, H_{p}$ for which
$\theta\left(\left[I_{k} \mid Z\right] H_{I} \ldots H_{p}\right)=\operatorname{Span}\left\{v_{I}, \ldots, v_{k}\right\}$. We also determine the minimum integer $p$ having the above property.

## Preliminaries:

Definition 1. Let $M_{n}^{k}$ be the set of all kan rank $k$ matrices.
Definition 2. Let $H_{n}$ denote the set of all Householder transformations.

Definition 3. Lets 8 k denote the collection of all vector subspaces of $R^{n}$ of dimension $k$;
Definition 4. Let $S^{n}=\left\{x \in R^{n} \mid\|x\|=\{ \}\right.$.
Definition 5. Let $C$ be a closed subset of $R^{n}$ and $x \notin C$. Then there exists $c_{x} \in C$ such that $\left\|x-c_{x}\right\| \leqslant\left\|_{x-c}\right\|$ for any $\operatorname{cce}$. Let $\rho\left(x_{j} \mathcal{C}\right)=\left\|_{x-c_{x}}\right\|$.
Definition 6. Let $A$ and $B$ be elements of $\mathcal{B}_{n}^{k}$. Then there exists an element $a^{*} \in A \cap S^{n}$ having the property that
$\rho\left(a^{*} ; B \cap S^{n}\right) \geq P\left(a ; B \cap S^{n}\right)$ for all $a \in A \cap S^{n}$. The fumDer $\rho\left(a^{*} ; B \cap s^{n}\right)$ will be called the distance from $A$ to $B$ and will be denoted by the symbol $d(A ; B)$.

Proposition 1. For any elements $A, B$, and $C$ in $8 \frac{k}{k}$
i) $d(A ; B) \geq 0$ and $d(A ; B)=0$ if and only if $A=B$.
11) $d(A ; C) \leq d(A ; B)+d(B ; C)$.
iii) For any $\xi \geq 0$ there exists a $\delta>0$ such that whenever $d(A ; B)<\delta$, then $d(B ; A)<E$.

Definition 7. For any $P \in, \varnothing_{n}^{k}$ and $\xi>0$, let

$$
\mathcal{U} \ell_{\xi}(P)=\left\{X \in X_{n}^{k} \mid d(X ; P)<\xi\right\}
$$

Definition 8. Let $T$ be the topology on $g_{n}^{k}$ determined by the subbasis $\left\{\ell_{\xi}(P) \mid \xi>0\right.$ and $\left.P \in, \not \mathcal{B}_{n}^{k}\right\}$.

Definition 9. Let $C$ be a closed subset of $\varnothing_{n}^{k}$ and let $P \in \mathcal{S}_{n}^{k}$. Let $D(P ; C)=$ g.I.b. $\{d(P ; C) \mid c \in C\}$.

Proposition 2. $\left(\mathscr{L}_{n}^{k}, T\right)$ is normal. Proof: Let $\alpha$ and $\beta$ be two closed disjoint subsets of $\mathcal{S}_{n}^{k}$. Let $\mathcal{U}_{1}=\left\{P \in \not \mathcal{S}_{n}^{k} \mid D(P ; Q)<D(P ; \mathcal{B})\right\}$ and $\mathcal{U}_{2}=\left\{P \in, \ell_{n}^{k} \mid D(P ; Q) \rightarrow D(P ; B)\right\}$. By Proposition 1, we can determine that $\mathscr{U}_{1}$ and $\mathscr{U}_{2}$ are both open and are disjoint. This completes the proof.

Definition 10. For any vector $w=\left(\begin{array}{c}w_{1} \\ \vdots \\ w_{n}\end{array}\right)$ in $R^{n}$, let $w=\left(\begin{array}{c}w_{1} \\ w_{1} \\ w_{k}\end{array}\right)$ and $w^{L}=\left(\begin{array}{c}w_{k+1} \\ \vdots \\ w_{n} \\ w_{n}\end{array}\right)$.

Proposition 3. Suppose that $\left\{v_{2}, \ldots, v_{k}\right\}$ is a collection of linearly independent vectors in $R^{n}$. Let $p$ be the dimension of $\operatorname{Span}\left\{v_{1}^{L}, \ldots, v_{k}^{L}\right\}$ and assume $p \rightarrow 0$. Then there exists a vector $x \in R^{n}$ such that $\|x\|=1$, and if $H_{x}$ is the Householder transformation determined by $x$, then the dimension of Span $\left\{\mathrm{H}_{\mathrm{x}}\left(\mathrm{v}_{1}\right)^{\mathrm{L}}, \ldots, \mathrm{H}_{\mathrm{x}}\left(\mathrm{v}_{\mathrm{k}}\right)^{\mathrm{L}}\right\}=\mathrm{p}-1$. Proof: Case i) Dimension of $\operatorname{Span}\left\{\mathrm{v}_{1}^{U}, \ldots, \mathrm{v}_{\mathrm{k}}^{\mathrm{J}}\right\}$ is less than $k$. We select a vector $x^{L}$ in $\operatorname{span}\left\{v_{1}^{L}, \ldots, v_{k}^{L}\right\}$ such that $\left\|x^{L}\right\|=\sqrt{\frac{3}{2}}$. Since $\left[v_{1}^{L}-2\left(v_{i}^{L} \cdot x^{L}\right) x^{L}\right] \cdot x^{L}=0$ for $i=1, \ldots, k$. It follows that the dimension of $\operatorname{span}\left\{v_{\mathrm{L}}^{\mathrm{L}}-2\left(v_{\mathrm{L}}^{\frac{L}{1}} \cdot x^{L}\right) x^{L}, \ldots, v_{k}^{L}-2\left(v_{k}^{L} \cdot x^{L}\right) x^{L}\right\}$ is $p-1$. Now by assumption there exists a vector $x^{U}$ in $R^{k}$ such that $\left\|x^{U}\right\|=\sqrt{3_{2}}$, and $v_{i}^{U} \cdot x^{U}=0$ for $i=1, \ldots, k$. Since $v_{i}^{L}-2\left(v_{1} \cdot x\right) x^{L}=v_{1}^{L}-2\left(v_{i}^{L} \cdot x^{L}\right) x^{L}$, then the dimension of
$\operatorname{Span}\left\{v^{L}-2\left(v_{1}^{L} \cdot x^{L}\right) x^{L}, \ldots, v_{k}^{L}-2\left(v_{k}^{L} \cdot x^{L}\right) x^{L}\right\}$ is $p-1$, for $x=\left(\begin{array}{c}x \\ \frac{x}{i} \\ \dot{d} U\end{array}\right)^{2}$.

Case ii) The dimension of $\operatorname{Span}\left\{v_{1}^{U}, \ldots, v_{k}^{U}\right\}=k$. We select a vector $x_{o}^{L}$ in $\operatorname{Span}\left\{v_{1}^{L}, \ldots, v_{k}^{L}\right\}$ with $\left\|x_{o}^{L}\right\|=\sqrt{T_{2}}$.
Then we have that the dimension of
$\operatorname{Span}\left\{v_{1}^{L_{1}}-2\left(v_{1}^{L} \cdot x_{0}^{L}\right) x_{o}^{L}, \ldots, v_{k}^{L}-2\left(v_{k}^{L} \cdot x_{o}^{L}\right) x_{o}^{L}\right\}$ is $p-1$. We assume then that $x^{L}=\lambda x_{o}^{L}$ for some $\lambda<1$. We want a vector $x^{U}$ in $R^{k}$ such that if $x=\binom{x_{L}^{U}}{x^{L}}$ then $\left\|x^{U}\right\|^{2}+$ $\left\|x^{L}\right\|^{2}=1$ and $v_{1}^{L}-2\left(v_{1} \cdot x\right) x^{L}=v_{1}^{L}-2\left(v_{1}^{L} \cdot x_{o}^{L}\right) x_{o}^{L}$ for $1=1, \ldots, k$.

By substituting $x_{0}^{L}$ into this equation in place of $x^{L}$ we can determine that $v_{i}^{U}, x^{U}=\left(\frac{1-\lambda^{2}}{\lambda}\right) v_{i}^{L} \cdot x_{0}^{L}$ for $i=1, \ldots, k$. By our assumption we can find a vector $\mathrm{x}^{\mathrm{U}}$ satisfying the above equations whenever a choice of $\lambda$ is made. We observe that if $\lambda$ approaches 1 , then $\|x\|$ must approach 0 , and $\left\|x^{L}\right\|$ must approach $\sqrt{\frac{1}{2}}$ so that if $\lambda$ approaches 1 , then $\left\|X^{T J}\right\|^{2}+\left\|x^{L}\right\|^{2}$ must approach $\sqrt{\frac{7}{2}}$. If $\lambda$ approaches 0 , then $\left\|_{x}^{U}\right\|$ approaches $+\infty$ and $\left\|X^{L}\right\|$ approaches 0 so $\|x\|^{2}+\left\|X^{L}\right\|^{2}$ approaches $+\infty$ as $\lambda$ approaches 0 . It follows from this that there exists some $\boldsymbol{\lambda}$ for which $\left\|x^{U}\right\|^{2}+\left\|x^{L}\right\|^{2}=1$. Thus we have the dimension of $\operatorname{Span}\left\{v_{I}^{L}-2\left(v_{1} . x\right) x^{L}, \ldots, v_{k}^{L}-2\left(v_{k} \cdot x\right) x^{L}\right\}$ is $p-1$ which is the required condition. This completes the proof of proposition 3.

Definition 11. For any $M \in M_{n}^{k}$ let $\theta(M)=\operatorname{Span}\left\{v_{1}, \ldots, v_{k}\right\}$ where $\left\{v_{1}, \ldots, v_{k r}\right\}$ are the row vectors of $M . \theta$ is easily seen to be continuous.

Proposition 4. Suppose that $\theta\left(\left[I_{k} \mid z\right]_{H_{1}} \ldots H_{p}\right)=\operatorname{Span}\left\{v_{1}, \ldots, v_{k}\right\}$ for Householder transformations $H_{1}, \ldots, H_{p}$. Then the dimension of $\operatorname{Span}\left\{v_{I}^{L}, \ldots, v_{k}^{L}\right\}$ cannot exceed $p$.

Proof: We observe first of all that for any collection of vectors $\left\{y_{1}, \ldots, y_{m}\right\}$ and any Householder transformation $H_{X}$ determined by the vector $x$ that $\operatorname{Span}\left\{H_{x}\left(y_{1}\right), \ldots, H_{x}\left(y_{m}\right)\right\} C \operatorname{Span}\left\{y_{1}, \ldots, y_{m}, x\right\} \ldots$ Now $\theta\left(\left[I_{k} \mid z\right]_{H_{1}} \ldots H_{p}\right)=\operatorname{Span}\left\{H_{p} \ldots H_{1}\left(e_{1}\right), \ldots, H_{p} \ldots H_{1}\left(e_{k}\right)\right\}$ where $e_{1}$ is the vector with $l$ in the $1^{\text {th }}$ place and 0 everywhere else. Thus by the above statements, $\operatorname{Span}\left\{v_{1}, \ldots, v_{k}\right\} \subset \operatorname{Span}\left\{e_{1}, \ldots, e_{k}, x_{1}, \ldots, x_{p}\right\}$. It follows that $\operatorname{span}\left\{v_{l}^{L}, \ldots, v_{k}^{L}\right\} \subset \operatorname{span}\left\{x_{l}^{L}, \ldots, x_{p}^{L}\right\}$. Thus the dimension of $\operatorname{Span}\left\{v_{l}^{L}, \ldots, v_{k}^{L}\right\}$ is less than or equal to $p$. This completes the proof or Proposition 4.

Proposition 5. For IInearly Independent vectors $\left\{v_{1}, \ldots, v_{k}\right\}$, if $p$ is the dimension of $S p a n\left\{v_{l}^{L}, \ldots, v_{k}^{L}\right\}$ and $p>0$, then: there exists Householder transformations $H_{1}, \ldots, H_{p}$ such that $\theta\left(\left[I_{k} \mid z\right]_{H_{1}} \ldots H_{p}\right)=\operatorname{Span}\left\{v_{1}, \ldots, v_{k}\right\}$ and no fewer than $p$ Householder transformations can have this property.

Proof: This is a consequence of Propositions 3 and 4 .
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## Construction of the map $\Psi$

Definition 12. For any $P E X_{n}^{k}$ let $P=\operatorname{Span}\left\{v_{1}, \ldots, v_{k}\right\}$ and define $L(P)=$ the dimension of $\operatorname{Span}\left\{v_{1}^{L}, \ldots, v_{k}^{\mathrm{L}}\right\}$.
Definition 13. For $0 \leqslant p \leqslant n-k$ let $\mathscr{L}_{p}=\left\{A C \mathcal{S}_{n}^{k} \mid L(A) \leqslant p\right\}$.
Proposition 6. $\mathcal{L}_{p}$ is closed for $p=0, \ldots, n-k$.
Proof: This is a consequence of the fact that if $\left\{u_{1}, \ldots, u_{m}\right\}$ is a collection of vectors in $R^{n-k}$ and $q$ is the dimension of $\operatorname{Span}\left\{u_{1}, \ldots, u_{m}\right\}$ then there exists a real number $\xi>0$ such that if $\left\|u_{i}-u_{1}^{*}\right\|$ for $i=1, \ldots, m$, then the dimension of $\operatorname{span}\left\{u_{1}^{*}, \ldots, u_{m}^{*}\right\}$ is greater than or equal to $q$. This completes the proof of Proposition 6.

Now for some $P \in \mathscr{L}_{1}$ there exists $\xi>0$ such that if $A \in \mathcal{K}_{1}$, then $U_{\xi}(A)$ does not contain $P$. Let $Q$ be the closure in $\&_{n}^{k}$ of $\bigcup_{A \in \mathcal{X}_{1}}^{\{ }\left\{Q_{\xi}(A)\right\}$. By Urysohns lemma, [2] there exists a continuous function $\phi_{1}: \mathcal{D}_{n}^{k} \rightarrow[0, I] \subset R^{1}$ such that $\phi_{1}(P)=1$ and $\phi_{1}(A)=0$ for any $A \in Q$. Let $I=\operatorname{span}\left\{e_{1}, \ldots, e_{k}\right\}$. Then $Q_{\xi}(I) \subset Q$. since $I \in \mathscr{\mathcal { L }}_{1}$. Define a map $\dot{\phi}_{2}: \varnothing_{n}^{\mathrm{k}} \rightarrow\left[0, \frac{1}{2}\right]$ by $\phi_{2}(x)=0$ if $x \notin \mathcal{Q}_{\xi}(I)$ and $\phi_{2}(x)=\frac{\xi-d(X ; I)}{2 \xi}$ if $x \in \mathcal{Q}_{\xi}(I)$. Let $\phi=\phi_{1}+\phi_{2}$ and define $\psi=\phi \circ \theta$. We observe that $\alpha_{1}=\theta\left(\left\{\left[I_{k} \mid z\right]_{H} \mid H \in \mathcal{H}_{n}\right\}\right)$. Also if $\theta\left(\left[I_{k} \mid z\right]_{H_{1}}\right)=I$ for some $H_{2} \in \mathcal{H}_{n}$ then for any $H \in \mathcal{H} H_{n}, \theta\left(\left[I_{k} \mid z\right] H . H_{1}\right) \in \mathcal{X}_{1}$. That $\Psi$ has the desired properties follows from the fact that the function $\phi$ has a maximum value of $\frac{z_{2}}{2}$ at $I$ over the set $\mathcal{X}_{1}$ but $\phi$ has a maximum value of 1 at $P$ over the entire space $\varnothing_{n}^{1}$.
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## 1. Introduction:

Let $(X, Q)$ and $(Y, \mathcal{B})$ be measureable spaces and let $T: X \rightarrow Y$ be surjective and measureable. Let 7 be a set of finite positive measures on $(x, Q)$. For each $\mu \varepsilon \nexists \eta$ there corresponds a measure $\mu T^{-1}$ on ( $Y, \mathcal{B}$ ) defined for $F \in ß$ by

$$
\mu T^{-1}(F)=\mu\left(T^{-1}(F)\right)
$$

If $f$ is a $\mu$-integrable real valued function on $X$, then as a consequence of the Radon Nikodym Theorem, there is a $\mu T^{-1}$ - integrable function $e_{\mu}(f)$ on $Y$ satisfying

$$
\int_{F} e_{\mu}(f) d \mu T^{-1}=\int_{T^{-1}(F)} f d \mu
$$

for each $F \in \mathcal{B}$. clearly $e_{\mu}(f)$ is defined only up to sets in $Y$ of $\mu T^{-1}$ measure 0 and $f=g$ a.e. ( $\mu$ ) implies $e_{\mu i}(f)=e_{\mu}(g)$ a.e. $\left(\mu T^{-1}\right)$. The linear operator $e_{\mu}$ fefined as above maps the space $\mathcal{X}^{1}(X, Q, \mu)$ to the space $\mathcal{L}^{1}\left(\mathrm{Y}, \mathcal{B}, \sharp \mathrm{Y}^{-1}\right)$ and is called the conditional expectation operator. Its value
$e_{\mu}(f)$ at $f E \mathcal{L}^{\prime}(x, a, \mu)$ is called the conditional expectation of $\underline{f}$ given T.

The conditional probability of an event $E \in \mathbb{C}$ is defined as

$$
P_{\mu}(E)=e_{\mu}\left(\chi_{E}\right)
$$

where $X_{E}$ is the indicator function of $E$. The conditional probability functions satisfy
(a)

$$
P_{\mu}: a+\mathcal{A}\left(Y, \mathcal{B}, \mu \mathrm{~T}^{-1}\right)
$$

where $\mathcal{f}\left(\mathrm{Y}, \mathcal{\mathcal { E }}, \mu^{-1}\right)$ is the set of all real valued $\mathcal{Z}$-measureable functions on $Y$, with equality defined as equality a.e. ( $\mu T^{-1}$ ).
(b) For each $F \in \mathcal{B}, E \in Q$,

$$
\mu\left(E \cap \mathrm{I}^{-1}(\mathrm{~F})\right)=\int_{F} P_{\mu}(E) d \mu T^{-1}
$$

(c) $\quad 0 \leq P_{\mu}(E) \leq 1$ for each $E \in Q$ and $P_{\mu}(X)=1$.
(d) If $\left\{E_{n}\right\}_{n=1}^{\infty}$ is a disjoint sequence of events in $\mathbb{Q}$,

$$
P_{\mu}\left({\underset{n}{U}}_{\infty}^{\infty} E_{n}\right)=\sum_{n=1}^{\infty} P_{\mu}\left(E_{n}\right) \text { a.e. }\left(\mu T^{-1}\right)
$$

It should be noted that $P_{\mu}$ satisfies property (c) even when $\mu$ is not a probability measure.

The transformation $T$ is called a sufficient statistic form if for each $E \in \mathcal{C}$ there is a $\mathcal{B}$-measureable function $P(E)$ on $Y$ such that for each $\mu \in \neq P_{\mu}(E)=P(E)$ a.e., $\left(\mu T^{-1}\right)$. The set $7 h$ is dominated by a measure $\lambda$ (perhaps not in $\mathscr{M}$ ) if for each $\mu \in \mathbb{M}, \mu$ is absolutely
continuous with respect to $\lambda$, (written $\mu \ll \lambda$. ) $M$ is homogeneous if it is dominated by each of its members. A measure $\lambda$ is equivalent to $M$ if $\lambda$ dominates $7 h$ and $\mu(E)=0$ for each $\mu \varepsilon \nexists M$ implies $\lambda(E)=0$.

The notation and terminology used in this paper are taken from (Halmos and Savage; 1949), as are the following three theorems. The notation $\frac{d \mu}{d \lambda}(\mathbb{C}) T^{-1}(\mathcal{B})$ means that there is an element of the equivalence class $\frac{d \mu}{d \lambda}$ of Radon-Nikodym derivatives which is $\mathrm{T}^{-1}(\mathcal{B})$ measureable.

Theorem 1: If $7 \mathcal{M}$ is doninated, then a statistic $T$ is sufficient for $\mathcal{H}$ if and only if there exists a measure $\lambda$ equivalent to $\eta$ such that for each $H \in 7 \pi, \frac{d \mu}{d \lambda}(\epsilon) T^{-1}(\beta)$.

Theorem 2: If $1 / 2$ is dominated, then a statistic $T$ is sufficient for $\mathcal{H}$ if and only if $T$ is sufficient for each pair $\{山, v\}$ of elements of $W^{-}$.

Theorem; If $7 / 2$ is homogeneous, then a statistic $T$ is sufficient for $\not \geqslant 2$ and only ii $\frac{d \mu}{d v}(\epsilon) \mathrm{T}^{-1}(\mathcal{1})$ for each $\mu, v \in \mathcal{M} \mathcal{I}$.

## 2. Homogeneous Eamilies:

Henceforth, we will assume that $\gamma / 2$ is homogeneous. Let $C(\mathcal{H})$ denote the cone generated by $M$, , excluding the zero measure. That is, $C(H)$ is the set of all finite linear combinations, with strictly positive coefficients, of elements of $7 \boldsymbol{M}$. iiements of $C(M)$ are termed mixtures of elements of $M$. Clearly, $C(O)$ is also homogeneous; hence, the spaces $\mathcal{F}\left(Y, B, \mu T^{-1}\right)$ are all the same for $H E C(F O)$ and nay be denoted simply by $\neq$. For $\mu \varepsilon C(T N), P_{\mu}$ maps $Q$ to $\Rightarrow$ and it is clear from the definition of a sufficient statistic that $T$ is sufficient for a subset 72 of $C(7 \pi)$ if and only if the conditional probability
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functions $P_{\mu}$ for $\mu \in M$ are all equal.
Lemma 4: If $M$ is dominated, $\mathcal{H} \subset C(\nRightarrow)$, and $T$ is sufficient for $\mathbb{Z}$, then $T$ is sufficient for $\mathcal{N}$.

Proof: Let $\lambda$ be that measure equivalent to $\not \mathscr{H}$ whose existence is assured by Theorem 1. If $\mu \in C(720$, then $\mu$ can be written

$$
\mu=\sum_{i=1}^{k} B_{i} v_{i}
$$

with $\beta_{i}>0, v_{i} \varepsilon \nmid l$ for $i=1, \ldots, k$. Hence,

$$
\frac{d \mu}{d \lambda}=\sum_{i=1}^{k} B_{i} \frac{d \cup i}{d \lambda} \quad(\epsilon) T^{-1}(\not / 3) .
$$

Thus $T$ is sufficient for $C(H)$ and hence is sufficient for $\neq 2$.

In urder to characterize sufficient statistics for $\mathcal{M c} \mathrm{C}(\mathcal{M}$, , it suffices, by Theorem 2, to consider a pair

$$
\mu_{I}=\sum_{i E J} \beta_{i} \mu_{i}
$$

and

$$
\mu_{j}=\sum_{j} B_{j} \mu_{j}
$$

in $\eta_{l}$, where $I$ and $J$ are finite sets; $\beta_{k}>0$ for $k \varepsilon I U J$; and the measures $\left\{\mu_{i}\right\}_{i \in!}$ are distinct members of $7!$, as are the measures $\left\{\eta_{j}\right\} \quad{ }_{j \in J}$.

The set $C()$ of all finite mixtures of elements of $7 / 2$ is said to be identifiable (Teicher, 1960, 1961; Yakowitz 1969) if each element of $C(/ 70$ can be expressed in only one way as a linear combination with positive coefficients of elements of $\mathcal{F}^{-1} / \mathrm{l}$, except for the order of the summands. Equivalently, $C(7 W)$ is identifiable if the set $7 \not ?$ is $l i n e a r l y$ independent over the real numbers.

The concept of identifiability is very imfortant in establishing the uniqueness and consistency of various estimators of the so called mixing parameters $\left\{\varepsilon_{i}: i \in I\right\}$ in a mixture $\mu_{I}$ (Yakowitz, 1969). Given a mixture $\mu_{I}$ in $C(F O)$ we have for each $E \in Q, F \in \mathcal{B}$,

$$
\begin{aligned}
\int_{F} P_{\mu_{I}}(E) d_{\mu_{I}} T^{-1} & =\mu_{I}\left(E \cap T^{-1}(F)\right) \\
& =\sum_{i \in I} \beta_{i} \mu_{i}\left(E \cap T^{-1}(F)\right) \\
& =\sum_{i \in I} \beta_{i} \int_{F} P_{\mu_{i}}(E) \mu_{i} T^{-1} \\
& =\sum_{i \varepsilon I} \beta_{i} \int_{F} P_{\mu_{i}}(E) \frac{d \mu_{i} T^{-1}}{d \mu_{I} T^{-1}} d \mu_{I} T^{-1} .
\end{aligned}
$$

Let $I_{1}, \ldots, I_{r}$ be the equivalence classes in $I$ modulo the relation $i \equiv k$ if and only if $\mathrm{P}_{\mathrm{F}_{\mathrm{i}}}=\mathrm{P}_{\mu_{k}}$; that is, if and only if T is sufficient for the $\operatorname{pair}\left\{\mu_{i}, \mu_{k}\right\}$. Then we have

$$
\begin{aligned}
& \sum_{i=T} \beta_{i} \int_{F} P_{\mu_{i}}(E) \frac{d \mu_{i} T^{-I}}{d \mu_{T} T^{-1}} d_{T} T^{-1} \\
&=\int_{F} \sum_{\ell=1}^{r} \sum_{i \in I_{\ell}}^{\sum_{i}} B_{i} \frac{d \mu_{i} T^{-1}}{d \mu_{I} T^{-1}} P_{\mu_{I_{\ell}}}(E) \quad d \mu_{I} T^{-1},
\end{aligned}
$$

where $P_{\mu_{I_{i}}}(E)$ is the common value of the $P_{\mu_{i}}$ (E) for $i E I_{Q}$. Thus,

$$
P_{\mu_{I}}={ }_{\ell=}^{\sum_{I}} \frac{d \mu_{I_{X}} T^{-I}}{d \mu_{L} T^{-I}} P_{\mu_{\bar{\Sigma}}}
$$

where $H_{I_{Q}}$ is the mixture

$$
\mu_{\ell}=\sum_{i E I} B_{\ell} \beta_{i}
$$

Whenever the conditional probability function $P_{\mu_{I}}$ of a mixture $\mu_{I}$ is written in this fashion with $I_{1}, \ldots, I_{r}$ being equivalence classes modulo the relation $\equiv$, we will say that $P_{\mu_{I}}$ is written in normal form.

Definition 5: The set $C(\mathscr{V})$ is conditionally identifiable with respect to the statistic $T$ if for each pair $\left\{\mu_{I}, \mu_{J}\right\}$ in $\left.C(\eta) I\right)$, whenever $P_{\mu_{I}}=P_{\mu}$ and $P_{\mu_{I}}, P_{\mu_{J}}$ are expressed in normal form

$$
\begin{aligned}
& P_{\mu_{I}}=\sum_{\ell=1}^{r} \frac{d_{\mu_{1}} T_{Q}^{-1}}{d \mu_{I} T^{-1}} P_{\mu_{I_{\ell}}} \\
& P_{\mu_{J}}=\stackrel{S}{k}_{\sum_{1}} \frac{d \mu_{J_{k}} T^{-1}}{d_{\mu_{J}} T^{-1}} P_{\mu_{J}}
\end{aligned}
$$

then $r=s$ and for each $\ell=1, \ldots, r$ there exists exactly one $k=1, \ldots$, $r$ such that $\frac{d \mu_{I} T_{\ell}^{-I}}{d \mu_{I} T^{-1}}=\frac{d_{k} J_{k}}{d \mu_{J} T^{-1}}$ and $P_{\mu_{I_{l}}}=P_{\mu_{J_{k}}}$. The set $C(7 \not 2)$ is marginally identifiable with respect to $T$ if the set $\left\{\mu T^{-1} \mid \mu \in \neq 2\right\}$ is linearly independent over the real numbers.

Theorem 6: If $C(-m)$ is both marginally identifiable and conditionally identifiable with respect to a statistic $T$, then $C(7 N)$ is identifiable. Proof: Suppose $\mu_{I}=\sum_{i \varepsilon I} \beta_{i} \mu_{i}=\sum_{j \varepsilon J} \beta_{j} \mu_{j}=\mu_{J}$, where the measures in each sum are distinct members of $7 /$. Then, expressed in normal form,

$$
P_{\mu_{I}}=\sum_{\ell=1}^{r} \frac{d \mu_{1} T_{\ell}^{-1}}{d \mu_{I} T^{-1}} P_{\mu_{I_{\ell}}}=\sum_{\ell=1}^{\frac{d}{=}} \frac{d \mu_{J} T^{-1}}{d \mu_{J} T^{-1}} \quad P_{\mu_{J_{\ell}}}=P_{\mu_{J}}
$$

and we may assume without loss of generality that

$$
\frac{d \mu_{I} T_{\ell}^{-1}}{d \mu_{I} T^{-1}}=\frac{d \mu_{J} T_{\ell}^{-1}}{d \mu_{J} T^{-1}}
$$

and

$$
P \mu_{\ell}=P \mu_{\ell} \text { for } \ell=1, \ldots, r
$$

Since $\mu_{I} T^{-1}=\mu_{J} T^{-1}$, it follows that $\mu_{I_{\ell}} T^{-1}=\mu_{J} T^{-1}$. For $i, k \varepsilon I_{\ell}$, $\mu_{i} T^{-1} \neq \mu_{k} T^{-1}$, for otherwise, since $P \mu_{i}=P \mu_{k}$, we would have $\mu_{i}=\mu_{k}$, contradicting the assumption that $\left\{\mu_{i}\right.$ : iEI\} are distinct. Similarly, the $\mu_{j} T^{-1}$ for $j \in J_{\ell}$ are all distinct. Since $C(7 O)$ is marginally identifiable, $I_{\ell}$ and $J_{\ell}$ have the some number of elements and for each $i \in I_{\ell}$ there is a unique $j$ (i) $E J_{\ell}$ such that $\beta_{i}=\beta_{j(i)}$ and $\mu_{i} T^{-1}=\mu_{j(i)} T^{-1}$. Since $P_{\mu_{i}}=F_{\mu_{j(i)}}$, it follows that $\mu_{i}=\mu_{j(i)}$ for each i $\varepsilon I_{\ell}$. Therefore, there is one to one map $j$ from $I$ onto $J$ such that $\beta_{j(i)}=\beta_{i}$ and $\mu_{j(i)}=\mu_{i}$ for each $i$ E $I$. Hence, $C(T M)$ is identifiable, and the proof is complete.

For conditionally identifiable sets of measures, the followipg theoren and its corollary provide some characterizations of sufficient statistics. Theorem 7: If $7 n$ is homogeneous, $C(T M)$ is conditionally identifiable with respect to a statistic $T$, and $\mu_{I}, \mu_{J}$ are in $C(T M)$, then $T$ is sufficient for the pair $\mu_{I}, \mu_{J}$ if and only if there exist partitions $I=I_{1} \cup \ldots U I_{r}$ and $J=J_{1} \cup \ldots J_{r} \quad$ such that for each $\ell=1, \ldots, r$ :
(a) $\quad d\left(\sum_{i \varepsilon I_{\ell}} \beta_{i} \mu_{i}\right) / d\left(\sum_{j \in J_{\ell}} \beta_{j} \mu_{j}\right)=\frac{d \mu_{I_{\ell}}}{d \mu_{J_{\ell}}}=\frac{d \mu_{I}}{d \mu_{J}}$
and
(b) $T$ is sufficient for the set $N_{\ell}=\left\{\mu_{k}: k \in I_{\ell} \cup J_{\ell}\right\}$.

Proof: First suppose such partitions exist $B y(b) T$ is sufficient for the set $N_{1}$ and hence, by lemma 4 , it is suffic\&ent for the pair $\left\{\mu_{I_{1}}, \mu_{J_{1}}\right\}$. It follows from (a) and Theorem 3 that $T$ is sufficient for the pair $\left\{\mu_{I}, \mu_{J}\right\}$. Suppose that $T$ is sufficient for the pair $\left\{\mu_{I}, \mu_{J}\right\}$. Then, expressed in normal form,
and we may assume without loss of generality that

$$
\frac{d \mu_{\ell} T^{-1}}{d \mu_{I} T^{-1}}=\frac{d \mu_{J} T^{-1}}{d \mu_{J} T^{-1}} \text { and } P_{\mu_{I}}=P_{\mu_{J}} \text { for each } \ell
$$

The condition $P_{\mu_{I_{\ell}}}=P_{\mu_{J_{\ell}}}$ is equivalent to (b; By Theorem 3, there exists a representative $f \varepsilon \frac{d \mu_{I}}{d \mu_{J}}$ which is $T^{-1}(\beta)$ measureable. If $g \varepsilon \frac{d \mu_{I} T^{-1}}{d \mu_{J} T^{-1}}$, then $g \circ T$ is $T^{-1}(\beta)$ measurable and for each $F \in \mathcal{Q}$,

$$
\begin{aligned}
\int_{\mathrm{T}^{-1}(\mathrm{~F})}^{\mathrm{g} \cdot \mathrm{~T}} \mathrm{~d} \mu_{J} & =\int_{\mathrm{F}} \mathrm{~g} \mathrm{~d} \mu_{J} \mathrm{~T}^{-1}=\mu_{\mathrm{L}} \mathrm{~T}^{-1}(\mathrm{~F}) \\
& =\int_{\mathrm{T}^{-1}(\mathrm{~F})} \mathrm{E} \mu_{J}
\end{aligned}
$$

It follows that $g-T=f$ a.e. $\left(\mu_{J}\right)$. Thus,

$$
\frac{d \mu_{I} T^{-1}}{d \mu_{J} \mathrm{~T}^{-1}} \cdot \mathrm{~T}=\left\{\mathrm{g} \cdot \mathrm{~T} \left\lvert\, \mathrm{g} E \frac{\mathrm{~d} \mu_{\mathrm{I}^{T}} \mathrm{~T}^{-1}}{\mathrm{~d} \mu_{J} \mathrm{~T}^{-1}}\right.\right\}=\frac{\mathrm{d} \mu_{I}}{d \mu_{J}}
$$

Since. $T$ is also sufficient for the pair $\left\{\mu_{I_{\ell}}, \mu_{J_{\ell}}\right\}$, a similar argument gives

$$
\frac{\mathrm{d}_{\mathrm{I}_{\ell} \mathrm{T}^{-1}}}{\mathrm{~d}_{\mathrm{J}_{\ell}} \mathrm{T}^{-1}} \cdot \mathrm{~T}=\frac{\mathrm{d}_{1} \mathrm{I}_{\ell}}{\mathrm{d}_{1} \mathrm{~J}_{\ell}}
$$

for each \&. Since $\frac{d \mu_{I_{l}} T^{-1}}{d \mu_{J} T^{-1}}=\frac{d \mu_{I} T^{-1}}{d \mu_{J} T^{-1}}$ for each $\ell$, it follows that (a) holds for each $\&$ and the proof is complete. Corollary 8: If $\not \mathscr{T}$ is homogeneous and $C(\mathscr{O})$ is conditionally identifiable with respect to a statistic $T$, then $T$ is sufficient for a pair $\left\{\mu_{I}, \mu_{J}\right\}$ in $C\left(T M D\right.$ if and only if there exist subsets $I_{1} \subset I$ and $J_{1} \subset J$ such that:
(a)

$$
\frac{d \mu_{I_{1}}}{d \mu_{J_{1}}}=\frac{d \mu_{I}}{d \mu_{J}}
$$

and

$$
\text { (b) } T \text { is sufficient for } N=\left\{\mu_{k}: k \in I_{1} \cup J_{1}\right\}
$$

Proof: That $T$ sufficient implies the existence of $I_{I}$ and $J_{I}$ satisfying (a) and (b) is immediate from Theorem 7. Conversely if $I_{1}$ and $J_{1}$ satisfy
(a) and (b), then $T$ is sufficient for $\mu_{I_{1}}, \mu_{J_{1}}$ by (b) and hence, by (a), $T$ is sufficient for $\mu_{I}, \mu_{J}$.

Given a pair of mixtures $\mu_{I}, \mu_{J}$ in $C(/ / i)$, we will call their likelihood ratio $\frac{d \mu_{I}}{d \mu_{J}}$ indecomposable if $I_{I} \subset I, J_{I} \subset J$ and
$\frac{d \mu_{I_{1}}}{d \mu_{J_{1}}}=\frac{d \mu_{I}}{d \mu_{J}}$ impIy $I_{1}=I$ and $J_{1}=J . \quad$ It is clear from Theorem 7 that if $C(M)$ is conditionally identifiable with respect to $T$ and a pair of mixtures $\mu_{I}, \mu_{J}$ in $C(H)$ have an indecomposable likelihood ratio, then $T$ is sufficient for $\left\{\mu_{I}, \mu_{J}\right\}$ if and only if it is sufficient for $\left\{\mu_{k}: k \in I \quad u, J\right\}$. Also, it is not difficult to see that for each pair $\mu_{I}, \mu_{J}$ in $C(M)$ there exist nonempty subsets $I_{1} \subset I$ and $J_{1} \subset J$ such that

$$
\frac{d \mu_{I_{1}}}{d \mu_{J_{1}}}=\frac{d \mu_{I}}{d \mu_{J}}
$$

and ihe likelihood ratio $\frac{{ }^{d \mu_{I_{1}}}}{d \mu_{J}}$ is indecomposable. If $\mu_{I}$ and $\mu_{J}$ represent the probability laws for two alternative hypothescs, then there would be two advantages in being able to identify subsets $I_{I}$ and $J_{I}$ satisfying these two criteria. First, the maximum likelihood decision procedure would be simplified, and second, the search for a statistic sufficient for deciding between the two hypotheses and having the property that $C(M)$ is conditionally identifiable could be restricted to those statistics sufficient for $\left\{\mu_{k}: I_{1} \cup J_{1}\right\}$.
3. Sufficient Linear Statistics for Mixtures of Normals:

If $\mathcal{R}$ is a subring of the ring introduced in Section 2, then with the
usual definition of addition and multiplication by elements of $\mathcal{K}$ the set of all functions $\phi: Q+\mathcal{Z}$ is a module over $\mathcal{R}$. Thus, it is natural to consider $\not \mathcal{R}$-independence of a set $\mathcal{A}$ of such functions. To be precise, $\mathcal{H}$ is R-independent if whenever $\phi_{1}, \ldots, \phi_{m}$ is a finite set of distinct elements of $\mathcal{A}$ and $\gamma_{1}, \ldots, y_{m}$ are elements of $P$ such that

$$
Y_{1} \phi_{1}(E)+\ldots+\gamma_{m} \phi_{m}(E)=0 \text { for each } E E \Omega,
$$

then $\gamma_{1}=\ldots=\gamma_{m}=0$. If ' $K$ ' is a subring of $f$ which contains all the bounded Radon-Nikodym derivatives $\frac{d \mu I^{-1}}{d_{\nu} T^{-1}}$ for $\mu$, $v \in C(7 \%)$, then it is clear that $\mathcal{T R}$-independence of the set $\left\{\mathrm{P}_{\mu}: \mu \varepsilon \neq \mathcal{M}\right\}$ implies that $C(\mathcal{M})$ is conditionally identifiable with respect to $T$.

For the remainder of this section we will assume that $x$ is $\mathbb{R}^{n}$, $Y$ is $\mathbb{R}$ $(k \leq n)$ and $T: X+Y$ is linear and full rank. $K$ and $\beta$ are respectively, the Borel fields on $\mathbb{R}^{n}$ and $\mathbb{K}^{k}$. We also assume that each $\mu \varepsilon \mathbb{M}$ is described by a normal density function $f_{\mu}$ with mean $m_{\mu}$ and covariance $\Omega_{\mu}$. That is, for euch $\mathrm{E} \in(\mathrm{l}$,

$$
\mu(E)=\int_{E} F_{\mu} d \lambda n^{\prime}
$$

where $\lambda_{n}$ is Lebesgue measure on $\mathbb{R}{ }^{n}$.
By a suitable choice of the coordinate system, we may represent the densities $f_{\mu}$ as joint density functions $f_{\mu}(y, z)$ on $\mathbb{R}^{k} \times \mathbb{R}^{n-k}$ while representing $T$ as the projection $T(y, z)=y$. Then the marginal densities

$$
g_{\mu}(y)=\int_{\mathbb{R}^{n-k}} f_{\mu}(y, z) d z
$$

are normal with means $\mathrm{Tm}_{\mu}$ and covariance matrices $\mathrm{T}_{\mu} \mathrm{T}^{\mathrm{T}}$ (Anderson, 1958).
$\therefore$ The conditional density functions

$$
h_{\mu}(z \mid y)=\frac{f_{\mu}(y, z)}{g_{\mu}(y)}
$$

are normal as functions of $z \varepsilon \mathbb{R}^{\mathrm{n}-\mathrm{k}}$ with means

$$
\begin{equation*}
S m_{\mu}+S \Omega_{\mu} T^{1}\left(T \Omega_{\mu} T^{I}\right)^{-I}\left(y-T m_{\mu}\right) \tag{1}
\end{equation*}
$$

and covariances

$$
\begin{equation*}
S \Omega_{\mu} s^{1}-S \Omega_{\mu} T^{1}\left(T \Omega_{\mu} T^{1}\right)^{-1} T \Omega_{\mu} S^{1} \tag{2}
\end{equation*}
$$

where $S$ is the linear operator $S(y, z)=z$. The conditional probabilities $P_{\mu}(E)$ are represented by

$$
P_{\mu}\left(\begin{array}{l}
E \quad \mid y)=\int_{S_{y}}(E) \\
h_{\mu}(z \mid y) d z
\end{array}\right.
$$

where $S_{y}(E)=\left\{z \varepsilon \mathbb{R}^{n-k} \mid(y, z) \in E\right\}$.
Theorem 9: If $\mathcal{M}$ is a family of Borel measures on $\mathbb{R}^{n}$ given by n-variate normal density functions and $T: \mathbb{R}^{n}+\mathbb{R}^{k}$ is linear of rank $k$, then $C(\mathbb{T})$ is conditionally identifiable with respect to $T$.

Proof: It can readily be verified that conditional identifiability of $C(m)$ is not affected by the change of variables just described, if $\mu_{I}$ and $\mu_{J}$ are in $C(M)$, then the Radon-Nikodym derivative $\frac{d_{\mu_{I}} T^{-1}}{d \mu_{J} T^{-1}}$ is represented by a function of the form

$$
\frac{g_{I}(y)}{g_{J}(y)}=\sum_{i E I} B_{i} g_{\mu_{i}}(y) / \sum_{j \in J} \beta_{j} g_{\mu_{j}}(y) ;
$$

$\therefore$

$$
\gamma_{1}(y) h_{\mu_{1}}(z \mid y)+\ldots+\gamma_{r}(y) h_{\mu_{r}}(z \mid y)=0
$$

for each $y \in \mathbb{F}^{k}, z E \mathbb{K}^{n-k}$. Let $F$ be the set of $y \varepsilon \mathbb{R}^{k}$ where two or more of the conditional density functions $\bar{F}_{\mu_{i}}(z \mid y)$ are equal as functions
of $z$. It is easily seen from (1) and (2) that the Lebesque measure of $F$ is zero. For $y \notin F,\left\{h_{\mu_{i}}(\cdot \mid y), \ldots, h_{\mu_{r}}(\cdot \mid y)\right\}$ is a set of dístinct normal density functions of 2 . Hence, (Yakowitz and Spragins; 1968), they are linearly independent over the real numbers. Therefore, for $y \notin F$, $\gamma_{1}(y)=\ldots=\gamma_{r}(y)=0$. That is, $\gamma_{1}=\ldots=\gamma_{r}=0$ as elements of $\mathcal{F}$. Thus, $C(M)$ is conditionally identifiable.


$$
f_{\mu_{I}}=\sum_{i \varepsilon I} \beta_{i} f_{\mu_{i}}
$$

which is a mixture of normal density functions. The following theorem is an immediate consequence of Theorems 7 and 9.

Heorem 10: Given the assumptions of Theorem 9, the statistic $T$ is sufficient for a pair $\left\{\mu_{I}, \mu_{J}\right\}$ in $C(7 / 2)$ if and only if there exist partitions $I=I_{I} \cup \ldots I_{r}$ and $J=J_{1} \cup \ldots J_{r}$ such that for each $\ell=1, \ldots, r$,
(a)

$$
\begin{aligned}
\sum_{i \in I}^{\sum} \beta_{i} f_{\mu_{i}}(x) / & \sum_{j \in J}^{\sum} \beta_{j} f_{\mu_{j}}(x) \\
& =\sum_{i \in I} \beta_{i} f_{\mu_{i}}(x) / \sum_{j E J} \beta_{j} f_{H_{j}}(x) \text { for each } x \in \mid R^{n},
\end{aligned}
$$

and
(b) $\quad T$ is sufficient for the family $\left\{f_{\mu_{k}}: k \varepsilon I_{\ell}{ }_{U J}{ }_{\ell}\right\}$ of normal density Eunctions.

There is set of purely algebraic conditions which are equivalent to (b);
namely, that the expressions

$$
\begin{aligned}
& \Omega_{\mu_{k}}-\Omega_{\mu_{k}} T^{1}\left(T \Omega_{\mu_{k}} T^{1}\right)^{-1} T \Omega_{\mu_{k}} \\
& m_{\mu_{k}}-\Omega_{\mu_{k}} T^{1}\left(T \Omega_{\mu_{k}} T^{1}\right)^{-1} T m_{\mu_{k}} \\
& \Omega_{\mu_{k}} T^{1}\left(T \Omega_{\mu_{k}} T^{1}\right)^{-1}
\end{aligned}
$$

are all independent of $k \in I_{\ell}{ }^{U J}{ }_{\ell}$ (Peters, Redner, and Decell; 1976).
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## CHARACTERIZATIONS OF LINEAR SUFFICIENT STATISTICS

by
B. Charles Peters, Jr., 1 Richard Redner, ${ }^{1}$ and Henry P. Decell, Jr. ${ }^{1}$

We develop necessary and sufficient conditions that a surjective bounded linear operator $T$ from a Banach space $X$ to a Banach space $Y$ be a sufficient statistic for a dominated family of probability measures defined on the Borel sets of $X$. We give applications of these results that characterize linear sufficient statistics for families of the exponential type, including as special cases the Wishart and multivariate normal distributions. The latter result is used to establish precisely which procedures for sampling from a normal population have the property that the sample mean is a sufficient statistic.

[^3]1. Introduction: Let $T$ be a surjective measureable transformation from the measureable space ( $(X, A)$ to the measureable space: $(Y, B)$, and let $D$ be a set of totally finite measures on A ." Following Halmos and Savage [2], we say that $T$ is a sufficient statistic relative to $D$ if for each $E \in A$ there exists a measureable function $P(\mathbb{E} \mid \cdot):(Y, B) \rightarrow R$ (the real numbers) such that for each $F \in B, \mu \in D$

$$
\mu\left(E \cap T^{-1}(F)\right)=\int_{F} P(E \mid y) d \mu T^{-1}(y)
$$

In another nonequivalent definition of a sufficient statistic given by Lehmann and Scheffe-[3], $B$ is always taken to be $\mathcal{B}_{\mathrm{T}}$, the largest o-field on $Y$ consistent with the measureability of $T$ Bahadur [ 1$]$ discusses the relationship between these two definitions at length.

In this paper our particular concern is that of developing necessary and sufficient conditions that a surjective bounded linear operator $T$ from a Banach space $X$ to a Banach space $Y$ be a sufficient statistic, where $A$ and $B$ are the respective Borel fields of $X$ and $Y$. Our first theorem shows that under a very natural indition the aforementioned definitions of sufficiency are equivalent. Specifically, the condition is that ker $T=\{X \in X \mid T X=\theta\}$ be complemented in $X$; that is, for some closed subspace $S$ of $X, X=\operatorname{ker} T \oplus S$. (For example, if $X$ is a Hilbert space, take $S=(\operatorname{ker} T)^{\perp}$.) As a corollary we obtain a simple characterization of sufficient linear statistics for
dominated sets of measures. In Theorem 2, we replace the condition that ker $¢ T$ be complemented with conditions on the density functions corresponding to a dominated set $D$. Finally, we give applications of these results that characterize linear sufficient statistics for families of the exponential type, including as special cases the Wishart and multivariate normal distributions. The latter result is used to establish precisely which procedures for sampling from a normal population have the property that the sample mean is a sufficient statistic. This generalizes the classical result that $\therefore \quad$ the sample mean is sufficient for independent samples. The final result deals with the connection between linear sufficient statistics $\rightarrow$ and the Gauss-Markov theorem.

If $W$ is a Banach space, $B(W)$ will denote the Borel field generated by the open sets of $\cdot W$. The totally finite measures defined on $B(W)$ will be denoted by $M(W)$. We will write $\mu \ll v$ for the relation of absolute continuity and du/dv for the equivalence class of Radon-Nikodym derivatives of $\mu$ with respect to $v$.

- For the definitions of a dominated set of measures, equivalent sets of measures, and their connection with o-finite measures defined on $B(W)$, we refer the reader to Halmos and Savage [2].

2. Principal Results: Our first theorem shows that if ker T is complemented in $S$ then, the two definitions of sufficiency described in the introduction are equivalent.

Theorem 1: Let $X$ and $Y$ be Banach spaces, let $A=B(X)$ and let $T$ be a surjective bounded linear operator from $X$ to $Y$ such that
ker $T$ is complemented in $X$. Then $B_{T}+B(Y)$.
Proof: Since $T$ is Borel measureabie, it suffices to show that $B_{T} \subset B(Y)$. Let $S$ be a closed subspace of $X$ such that $X=\operatorname{ker} T \oplus S$. If $F \in B_{T}$, then $T^{-1}(F) \in B(X)$ and if $\hat{T}$ denotes the restriction of $T$ to $S$, then $\hat{T}^{-1}(F)=T^{-1}(F) \cap S \varepsilon B(X)$. It follows that $\hat{T}^{-1}(F) \varepsilon B(S)$, and since $\hat{T}$ is a topological isomorphism, $F=\hat{\mathrm{T}}^{-1}(\mathrm{~F}) \varepsilon \mathrm{B}(\mathrm{Y})$ 。

Henceforth, we will assume that $X$ and $Y$ are Banach spaces;
$A=B(X), B=B(Y)$ and $T:(X, A) \rightarrow(Y, B)$ is a surjective bounded linear operator. According to [2, Lemma 7], for a dominated collection of measures $D \subset M(X)$ a measure $\lambda$, equivalent to d $D$, can be defined by

$$
\lambda(E) \equiv \sum_{i=1}^{\infty} a_{i} \mu_{i}(E)
$$

where $\left\{\mu_{i}\right\}_{i=1}^{\infty}$ is a countable subset of $D$ which is equivalent to $D$ and $\sum_{i=1}^{\infty} a_{i} \mu_{i}(X)<\infty$. Obviously, if $D$ is homogeneous, we can take $\lambda \in D$. Combining the results of Theorem 1 with those of Lemma 2 and Theorem 1 of [2], we have:

Theorem 2: If ker $T$ is complemented in $X$, then $T$ is sufficient $\pm$ for $D$ if and only if for each $\mu \varepsilon \mathcal{D}$ there exists a real valued function $g_{\mu}$ on $Y$ such that $g_{\mu} T \varepsilon d \mu / d \lambda$.

Proof: By. Theorem 1 of [2], $T$ is sufficient if and only if for each $\mu \in D$ there exists a real valued Borel measureable function $g_{\mu}$ on $Y$ such that $g_{\mu^{0}} T \varepsilon d \mu / d \lambda$. Since ker $T$ is complemented in $X, B(Y)=B_{T}$ and each real valued function $g_{\mu}$ such that
$g_{\mu^{0}} T$ is Borel measureable on $X$ must be Borel measureable on $Y$.
In all that follows $\delta g(x, z)$ will denote the Gateaux differential of the function $g$ at $x$ in the direstion of $z$. Corollary 1: If ker $T$ is complemented in $X$, then $T$ is sufficient for $D$ if and only if for each $\mu \varepsilon \mathcal{D}$ there exists $f_{\mu} \in d \mu / d \lambda$ such that $x \in X$ and $y \varepsilon \operatorname{ker} T$ implies $\delta f_{\mu}(x ; y)=0$.

Proof: If $T$ is sufficient, then for each $\mu \in D$ there exists $1 \quad g_{\mu}: Y \rightarrow R$ such that $f_{\mu}=E_{\mu} O T E d \mu / d \lambda$. It follows immediately that $\delta f_{\mu}(x ; y)=0$ for each $x \in X, y \varepsilon \operatorname{ker} T$.

If $f_{\mu} \varepsilon d \mu / d \lambda$ and $\delta f_{\mu}(x ; y)=0$ for $\mu \varepsilon D, x \in X, y \varepsilon$ ker $T$, then $f_{\mu}(x+y)=f_{\mu}(x)$ for each $X \in X, y \in$ ker $T$. For $z \varepsilon Y$ define $g_{\mu}(z)=f_{\mu}(x)$ where $z=T x$. Then $g_{\mu}$ is well defined and $f_{\mu}=g_{\mu} 0 T$. Hence, $T$ is sufficient.

The next theorem concerns a replacement of the complemented kernel condition whenever there is a continuous Radon-Nikodym derivative $f_{\mu} \varepsilon d \mu / d \lambda$ for each $\mu \varepsilon \mathcal{D}$.

Theorem 3: Let VCX be an open set such that $\lambda(X \sim V)=0$ and let $\lambda(U)>0$ for each nonempty open subset $U$ of $V$. Suppose $\lambda(B+y)=0$ whenever $B \subset V, \lambda(B)=0$ and $y \in$ ker $T$. For each $\mu \in D$, let $f_{\mu} \in d \mu / d \lambda$ be continuous on $V$. Then $T$ is sufficient.if and only if $f_{\mu}(x)=f_{\mu}(z)$ whenever $x, z E V$ and $\mathrm{Tx}=\mathrm{Tz}$.

Proof: If $T$ is a sufficient statistic, then there exists $g_{\mu} \varepsilon d \mu / d \lambda$ such that $g_{\mu}(x)=g_{\mu}(z)$ whenever $x, z \varepsilon V, T x=T z$. Let $\mu \varepsilon D$ and $y \in$ ker $T$ be fixed. The set

$$
U=\left\{x \in V \cap(V-y) \left\lvert\, f_{\mu}(x) \neq \frac{1}{7} \quad f_{\mu}(x+y)\right.\right\}
$$

is an open subset of $V$ contained in $B(B-y)$, where

$$
B=\left\{x \in V \mid f_{\mu}(x) \neq g_{\mu}(x)\right\}
$$

Since $\lambda(B)=0$, it follows from the hypothesis that $\lambda(U)=0$ and hence, $U=\emptyset$. Thus $f_{\mu}(x)=f_{\mu}(x+y)$ whenever $x, x+y \varepsilon V$.

Conversely, suppose $f_{\mu}(x)=f_{\mu}(z)$ for $\mu \varepsilon D, x, z \varepsilon \cdot V$ whenever $T x=T z$. The function $G_{\mu}: T(V) \rightarrow R$ defined by $g_{\mu}(T x)=f_{p}(x)$ for $x \in V$ is well defined on $T(V)$. Since $\hat{\mathrm{I}}_{\mu}$ is continuous on $V, \hat{I}_{\mu}=g_{\mu}^{\prime \prime} T$ on $V$, and $T$ is an open mapping, it follows that $g_{\mu}$ is continuous on the open set $T(V)$. For $y \notin T(V)$ define $g_{\mu}(y)=0$. Then $g_{\mu}$ is Borel measureable on $Y$ and $f_{\mu}=g_{\mu^{0}} T$. Thus $T$ is sufficient for $D$.

The proof of the following corollary is clear and will be omitted.

Corollary 2: If, in addition to the hypotheses of Theorem 4, the set $V$ is convex, then $T$ is sufficient for $D$ if and only if $\delta f_{\mu}(x ; y)=0$ for each $\mu \varepsilon D, x \in V, y \in \operatorname{ker} T$.
3. Exponential Families: Let $X$ and $Y$ be Banach spaces, $(H,<\cdot \mid \cdot>)$ a Hilbert space and $v$ a o-finite measure on $B(X)$ such that $v(X \sim V)=0$ for some nonempty open convex set $V \subset X$ for which $\cdot v(U)>0$ for each nonempty open set $U \subset V$. Let $D=\left\{\mu_{\gamma}\right\}, \gamma \in \Gamma$ be a family of probability measures having exponential densities $\quad f_{\gamma}(x)=c(\gamma) h(x) \exp \langle Q(\gamma) \mid t(x)\rangle \varepsilon d_{\gamma} / d \nu$ where $c(\gamma)>0, h(x)>0$ on $V$ a.e. $(v), t: X \rightarrow H$ is continuous
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and Gateaux differentiable on $V$, and $Q: \Gamma \rightarrow H$.

Theorem 4. Let $T: X+Y$ be linear, bounded, surjective and $v(\dot{B}+y)=0$ whenever $B \in B(X), B \subset V, \quad v(B)=0$ and $y \in$ ker $T$.

If $n \beta \in \Gamma, T$ is a sufficient statistic for the exponential family $D$ if and only if $\langle Q(Y)-Q(B) \mid \delta t(x ; y)\rangle=0$ for each $\gamma \varepsilon T, X \in X$ and $y \in \operatorname{ker} T$.

Proof: Under the stated assumptions $D$ is homogeneous and thus $\lambda$ may be taken to be an arbitrary element, say $\mu_{\beta}$, of $D$. Applying Corollary 2, $T$ is sufficient for $\mathcal{D}$ if and only if $\delta g_{\gamma, \beta}(x ; y)=\theta$ for each $\gamma \in \Gamma, x \in V \quad y \varepsilon$ ker $T$, where

$$
\mathbf{g}_{\gamma, \beta}(x)=\frac{c(\gamma)}{c(\beta)} \quad \exp \{\langle Q(\gamma)-Q(\beta) \mid t(x)\rangle\} .
$$

This is equivalent to $\langle Q(\gamma)-Q(\beta) \mid \delta t(x ; y)\rangle=0$ for each $\gamma \in \Gamma, x \in V, y \in \operatorname{ker} T$.
4. Applications. Let $S$ denote the symmetric $n \times n$ matrices, $r$ the positive definite elements of $S$ and $D$ a family of Wishart probability measures with $m \geq n$ degrees of freedom having densities

$$
f_{\gamma}(S)=c(\gamma)|S|^{(m-n-1) / 2} \exp \left\{-\frac{1}{2} \operatorname{tr}\left(\gamma^{-1} S\right)\right\}
$$

Theorem 5. If $B \in \Gamma$ and $T: S+$ range ( $T$ ) is Iinear, then $T$

- is a sufficient statistic for the Wishart family $D$ if and only if $\operatorname{tr}\left[\left(\gamma^{-1} \beta^{-1}\right) K\right]=0$ for each $\gamma \in \Gamma$ and $K \varepsilon$ ker $T$.

Proof. The preliminary conditions of Theorem 4. are satisfied with $\gamma=$ Lebesgue measure on $S$ and the obvious identifications of $c(\gamma)$

$$
-6-
$$

and $h(S)$. Let $H$ equal $S$ with $\langle A \mid B\rangle \equiv \operatorname{tr}(A B), \quad t(S)=S$ and $Q(\gamma)^{*}=-\gamma^{-1} / 2$. Observe that $\operatorname{\delta t}(S ; F)=F$. and apply Theorem 4 .

Remark: Theorem 5. implies that there is a nontrivial linear sufficient statistic if and only if there exists a linear manifold $M \varsubsetneqq S$ such that $\gamma^{-1} \varepsilon M$ for each $\gamma \varepsilon \Gamma \ldots$

We will now apply these results to normal families of prob'ability measures. In Theorem 6, we will state set theoretical, algebraic and geometrical conditions, each equivalent to the condition that $T$ be a linear sufficient statistic for a family $D=\left\{P_{\gamma}\right\}, \quad \gamma \varepsilon r$ of normal n-variate probability measures having densities, with respect to Lebesgue measure on $R^{n}$,

$$
p_{\gamma}(x)=(2 \pi)^{-n / 2}\left|\Omega_{\gamma}\right|^{-1 / 2} \exp \left[-\frac{1}{2}\left(x-\eta_{\gamma}\right)^{-} \Omega_{\gamma}^{-1}\left(x-\eta_{\gamma}\right)\right]
$$

We will assume that for some $\beta \in \Gamma, \eta_{\beta}=\theta$ and $\Omega_{\beta}=I$. This requirement imposes no loss of generality since for any $\beta$ E $\Gamma$ there exists a non singular matrix $M_{\beta}$ for which $M_{\beta} \Omega_{\beta} M_{\beta}^{-}=I$ and a change of coordinate system defined by the transformation $x \rightarrow M_{\beta}\left(x-\eta_{\beta}\right)$ allows one to recover the sufficient statistic in the original coordinate system.

Theorem 6. If $T: R^{n}+R^{k}$ is a linear transformation of rank $k$ and $\mathcal{D}=\left\{P_{.}\right\}, \gamma \varepsilon \Gamma$ is an arbitrary family of n-variate normal probability measures such that for some $\beta \varepsilon \Gamma, \Pi_{\beta}=\theta$ and $\Omega_{\beta}=I$ then the following conditions are equivalent:
(1) T is sufficient for $D=\left\{P_{\gamma}\right\}, \quad \gamma \in \Gamma$.
(2) $\operatorname{ker} \Psi \subset \cap_{\gamma \in \Gamma}^{\cap}\left[\operatorname{ker}\left(\Omega_{\gamma}-I\right) \cap\left[\eta_{\gamma}\right]^{\perp+}\right]$
(3) For each $\gamma \in \Gamma$,
(a) $T^{+} T_{\eta_{\gamma}}=\eta_{\gamma}$
(b) $T^{+} T\left(\Omega_{\gamma}-I\right)=\Omega_{\gamma}-I$
where the notation ( $\cdot)^{+}$denotes the generalized inverse of ( $\cdot$ ).

Proof: To see that (1) $+(2)$ observe that the preliminary conditions of Theorem 4. are satisfied with $v=$ Lebesgue measure on $X=R^{n}$. Make the obvious identifications for $c(\gamma)$ and $h(x)$. Let $M_{n}$ denote the $n \times n$ real matrices and define
L $Q: \Gamma+H=M_{n} \times R^{n} \times M_{n}, \quad t: X \rightarrow H$ and $\langle\cdot \mid \cdot\rangle$ on $H$, respectively, by $Q(\gamma)=\left(-\Omega_{\gamma}^{-1} / 2, \Omega_{\gamma}^{-1} n_{\gamma},-\Omega_{\gamma}^{-1} \eta_{\gamma} \eta_{\gamma} / 2\right), t(x)=\left(x x^{-}, x, I\right)$ and $\left\langle\left(A_{1}, w_{1}, B_{1}\right) \mid\left(A_{2}, w_{2}, B_{2}\right)\right\rangle=\operatorname{tr}\left(A_{1} A_{2}\right)+w_{1} w_{2}+\operatorname{tr}\left(B_{1} B_{2}\right)$.

Since $Q, t$ and $\langle\cdot \mid \cdot\rangle$ satisfy the remaining hypotheses of Theorem 4. and $\delta t(x, z)=\left(x z^{-}+z^{\prime} x, z, \theta\right)$ for each $x, z \varepsilon \mathbb{R}^{n}$, it follows that for each $\gamma \varepsilon \Gamma$;
kex TC $\left\{y \in R^{n}: X^{-}\left(\Omega_{\gamma}^{-1}-I\right) y-y^{-} \Omega_{\gamma}^{-1} \eta_{\gamma}=0, \quad x \varepsilon R^{n}\right\}$

$$
=\operatorname{ker}\left(\Omega_{\gamma}^{-1}-I\right) \cap\left[\Omega_{\gamma}^{-1} \eta_{\gamma}\right]^{\perp}=\operatorname{ker}\left(\Omega_{\gamma}-I\right) \cap\left[\eta_{\gamma}\right]^{\perp} .
$$

To see that (2) + (3) note that $T^{+} T$ is the orthogonal projection on range $\left(T^{\prime}\right)=(\text { ger } T)^{\perp}$. Since $\eta_{\gamma} \varepsilon(\text { ger } T)^{\perp}$, (Ba) holds. Furthermore, fer $T^{+} T=\operatorname{ker} T \subset \operatorname{ker}\left(\Omega_{\gamma}-I\right)$ implies range $\left(\Omega_{\gamma}-T\right) \subset$ range $\left(T^{+} T\right)$ and hence that $T^{+} T\left(\Omega_{\gamma}-I\right)=\left(\Omega_{\gamma}-I\right)$ which is (Bb).

In order to see that $(3) \rightarrow(1)$ recall the definition of $Q(y), t(x)$ and the fact that $\delta t(x ; z)=\left(x z^{\circ}+z^{\prime} x, z, \theta\right)$.

We need only show that $x^{\wedge}\left(\Omega_{\gamma}-I\right) y-n_{\gamma}^{-} y=0$ for each $\gamma \in \Gamma$, $x \cdot \varepsilon X$ and $y \in \operatorname{ker} T$. Using (3b) and symmetry together with (3a) it follows that
$x^{-}\left(\Omega_{\gamma}-I\right) y-\Pi_{\gamma} y=x^{-}\left(\Omega_{\gamma}-I\right) T^{+}(T y)-\pi_{\gamma} T^{+}(T y)=0$.
We state the following corollary without proof.

Corollary 3. Under the hypotheses of Theorem 6., there exists a $k \times n$ rank $k$ sufficient statistic for $\left\{P_{\gamma}\right\}, \gamma \varepsilon \Gamma$ if and oniy if there exists a rank $k$, orthogonal projection $P$ on $R^{n}$ such t'..at (a) $P_{\eta_{\gamma}}=\eta_{\gamma}$ and (b). $P\left(\Omega_{\gamma}-I\right)=\Omega_{\gamma}-I$ for each $\gamma \in \Gamma$. Moreover, any $k \times n$ rank $k$ matrix such that $T^{+} T=P$ is a sufficient statistic for $\left\{\mathrm{P}_{\gamma}\right\}, \gamma \in \Gamma$.

Corollary 4. If $\Gamma=\{0,1, \cdots, m-1\}, \eta_{0}=\theta, \Omega_{0}=I$ and $B \equiv\left[n_{1}\left|n_{2}\right| \cdots\left|n_{m-1}\right| \Omega_{1}-I\left|\Omega_{2}-I\right| \cdots \mid \Omega_{m-1}-I\right]$ then $T$ is a linear sufficient statistic for the finite family $\left\{P_{\gamma}\right\}, \gamma \in \Gamma$ of n-variate normal probability measures if and only if range ( $T^{-}$) = range (B) . Moreover, $k=r a n k B$ is the smallest integer for which there exists a $k \times n$ sufficient statistic for $\left\{P_{\gamma}\right\}, \quad \gamma \in \Gamma$.

Proof: The equivalent condition is an immediate consequence of Theorem 6. The minimality statement follows from the fact that if $T$ is a $p \times n$ rank $p$ sufficient statistic then $T^{+} T B=B$, hence, $\mathrm{T}^{+} \mathrm{TBB}^{+}=\mathrm{BB}^{+}$. It follows that range $\left(\mathrm{BB}^{+}\right) \subset$ range $\left(\mathrm{T}^{+} \mathrm{T}\right)$ and, since $\left(\mathrm{BB}^{+}\right) \mathrm{B}=\mathrm{B}, \mathrm{BB}^{+}$satisfies Theorem 6.(3) so that $k=p$.

Example 1. Let $x_{1}, x_{2}, \cdots, x_{n}, \cdots$ be a sequence of univariate $N(\mu, \sigma)$ variables such that the joint density of $x_{1}, x_{2}, \cdots, x_{n}$ is $N\left(\mu \xi_{n}, \Omega_{n}\right)$ where $\xi_{n}^{\prime}=(1,1, \cdots, I)$. Let $\left\{P_{\mu}\right\}, \mu \in R$ be the family of probability measures having densities $N\left(\mu \xi_{n}, \Omega_{n}\right)$ and $T \neq \theta$ a $1 \times n$ matrix.

Observe that $T$ is sufficient for $\left\{P_{\mu}\right\}, \mu \in R \quad$ if and only if $T \Omega_{n}^{1 / 2}$ is sufficient for the family of probability. measures $\left\{\hat{P}_{\mu}\right\}$, $\mu \varepsilon R$ having densities $N\left(\mu \Omega_{n}^{-1 / 2}{ }_{\xi}, I\right)$ and, according to Theorem 6., that this is equivalent to the condition that ker $T \Omega_{n}^{1 / 2} \subset\left[\Omega_{n}^{-1 / 2} \xi_{n}\right]^{\perp}$. This is equivalent to $\xi_{n}^{\prime}=a_{n} T \Omega_{n}$ for some scalar $\alpha_{n}$. A simple calculation shows that $\alpha_{n}=n\left(T \Omega_{n} \xi_{n}\right)^{-1}$ so that the statistic $T$ is sufficient for $\left\{P_{\mu}\right\}$, $\mu \varepsilon R$ if and only if $T=\left[\left(T \Omega_{n} E_{n}\right)^{-1} \xi_{n}^{-\Omega_{n}^{-1}}\right] / n$. In particular, note that $T=\hat{T} \equiv\left(\xi_{n}^{\prime} \Omega_{n}^{-1} \xi_{n}\right)^{-1} \xi_{n}^{-} \Omega_{n}^{-1}$ is sufficient for $\left\{P_{\mu}\right\}, \mu \varepsilon R$ and th: $\hat{\underline{T}}\left(x_{1}, \cdots, x_{n}\right)$ is an unbiased estimate of $\mu$ for each integer $n$. This generalizes the classical result that the sample mean is a sufficient statistic for $\mu$ when the samples $x_{1}, x_{2}, \cdots$ are independent.

Further note that if $T \equiv \xi_{n}^{\prime} / n$ (the statistic $T$ for the sample mean) is a sufficient statistic for $\left(P_{\mu}\right\}, \mu \varepsilon R$ for each integer $n$, the column sums (row sums) of $\Omega_{n}$ are identically $\alpha_{n}=\left(\xi_{n}^{n} n_{n}\right) / n$. A routine induction argument shows that, in the latter case, $\operatorname{Cov}\left(\mathrm{X}_{\mathrm{i}}, \mathrm{x}_{\mathrm{j}}\right)=$ constant for $\mathrm{i}, \mathrm{j}: 1,2, \cdots$, i $\ddagger \mathrm{j}$.

Example 2. Let $y=W Y+\varepsilon$, where $W$ is a fixed $m \times n$ matrix of rank $n$ and $\varepsilon \cdot \sim N(\theta, I)$. According to the Gauss-Markov theorem, the minimum variance unbiased inncar estimate of $\gamma$ is $\hat{\gamma}=\left(W W^{-1} W y\right.$

Let $T=(W-W)^{-1} W^{-}$and observe that for $y \in R^{n}$, $T^{\prime}\left(T T^{-}\right)^{-1} T W \gamma=W \gamma$ and, since $T^{\prime}\left(T^{\prime}\right)^{-1} T^{\prime}=T^{+} T$, Theorem 6 . implifus $T$ is sufficient statistic for the set of probability measures $\left\{p_{\gamma}\right\}$, $\gamma^{*} \varepsilon R^{n}$ having densities $N(W \gamma, I)$.

On the other hand, if $\hat{\mathrm{T}}$ is a sufficient linear statistic for $\left\{P_{\gamma}\right\}, \quad \gamma \varepsilon R^{n}$ such that $\hat{T y}$ is an unbiased estimate of $\gamma$ then, since $\hat{T} W=I, \hat{T}$ has rank $n$. Corollary 4 implies that n is the smallest integer for which there exists a linear $\mathrm{n} \times \mathrm{m}$ sufficient statistic for $\left\{P_{\gamma}\right\}, \gamma \varepsilon R^{n}$. Moreover, $\hat{T}=B\left(W^{-} W\right)^{-1} W$, for some nonsingular $n \times n$ matrix $B$. Since $\hat{T} W=I$, $\hat{T}=\left(W^{-} W^{-1} W^{-}\right.$.

Since $\hat{\gamma}=T y$, the Gauss-Markov estimate of $\gamma$ may be characterized as the unique linear sufficient statistic $T$ for $\left\{P_{\gamma}\right\}, \gamma \varepsilon R^{n}$ for which $T y$ is an unbiased estimate of $\gamma$.
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## INTRODUCTION

In this paper $\Pi_{j}$ will denote an $n$-variate normal population having a priori probability $\pi_{i}>0$ and density $p_{i}(x) ; i=0,1, \ldots, m$. Using recent results [1] that characterize linear sufficient statistics We will develop an explicit expression for a $k x n$ compression ( $k \leq n$ ) matrix $T$ for which, using the Bayes classification procedure [2], in which costs of misclassification are tacitly assumed equal on all classes, $X$ is assigned to $\Pi_{i}$ if and only if $T X$ is assigred to $\Pi_{i}$. We will further demonstrate that $k$ is the smallest integer ( $\leq n$ ) for which the latter equivalence is valid and that $T$ can be directly calculated in terms of the known population means and covariance matrices.

The applications which motivate the necessity for compressing or reducing the size of a data vector is summarized very well in a review paper by Laveen Kaval in [3]. Our own interest was motivated by a need to reduce computational requirements in a large area crop inventory project using multidimensional data taken remotely by near earth satellites [4].

In all that follows $\eta_{i}$ and $\Sigma_{i}$ will, respectively, denote the mean and covariance matrix of population $\Pi_{i}, i=0,1, \ldots, m$. It is well known that for each non-singular nxn matrix $A$ and $n x l$ vector $\alpha$, the Bayes assignment of $x$ to $\Pi_{\mathbf{i}}$ is equivalent to the Bayes assignment of $A(x-\alpha)$ to $n_{i}$. We will later assume that $\eta_{0}=\theta$ and $\Sigma_{0}=I$. This assumption will impose no loss of generality in the results that follow since we may set $\alpha \equiv \eta_{0}$ and choose $A$ such that $A \Sigma_{0} A^{\top}=I$.

If the latter transformation of variables is necessary, we will not introduce new symbols for the variate $A\left(X-\eta_{0}\right)$, the densities $p_{i}\left(A x-\eta_{0}\right)$
and their associated means and covariance matrices. Whenever $Q$ is an sxn rank ( $s \leq n$ ) matrix, we will denote the s-variate normal density of $Q x$ by (for population $\pi_{i}$ ) $p_{i}(Q x)$.

## PRINCIPAL RESULTS

According to [1], let $k(\leq n)$ be the smallest integer for which there exists a linear sufficient statistic ( $k \times n$ matrix $T$ ) for the family of probability measures having densities $p_{i}(x) ; i=0,1, \ldots, m$. The results in [1] demonstrate that the sufficiency of $T$ is equivalent to the conditions:
(1) $T^{+}{ }^{T} \eta_{j}=n_{j}$

$$
j=0,1, \ldots, m
$$

(2) $T^{+} T\left(\Sigma_{j}-I\right)=\Sigma_{j}-I$
where (. $)^{+}$denotes the generalized inverse of (•).
Let $M$ be the $n x(n+1) m$ partitioned matrix

$$
M \equiv\left[n_{1}\left|n_{2}\right| \cdots\left|n_{m}\right| \Sigma_{1}-1\left|\Sigma_{2}-1\right| \cdots \mid \Sigma_{m}-1\right]
$$

and let $M=F G$ be a full rank decomposition [5] of $M$, that is; $F$ is nxk, $G$ is $k x\left(m^{+1}\right) m$ and $\operatorname{rank}(F)=\operatorname{rank}(G)=k$. Again, according to [l] and the latter, $k$ must be precisely the smallest integer ( $\leq n$ ) for which a kxn matrix $T$ can be a sufficient statistic for the given family of probability measures.

It is well known [5] that. $\mathrm{M}^{+}=\mathrm{G}^{+} \mathrm{F}^{+}$and hence that $\mathrm{MM}^{+}=\mathrm{FF}^{+}$. A simple computation reveals that $T=F^{\top}$ satisfies conditions (1) and (2) so that $F^{\top}$ is a sufficient statistic (of minimum left dimension) for the given famity of probability measures. We have the following theorem.

Theorem 1. Let $\pi_{i}$ be an $n$-variate normal population with a priori probability $\pi_{i}>0$, mean $\eta_{i}$ and covariance $\Sigma_{i} ; i=0,1, \ldots, m$ (with $\eta_{0}=0, \Sigma_{0}=I$ ) and let $F G=M \equiv\left[n_{1}\left|n_{2}\right| \cdots\left|n_{m}\right| \Sigma_{1}-I\left|\Sigma_{2}-I\right| \cdots \mid \Sigma_{m}-I\right]$ be a full rank ( $=k \leq n$ ) decomposition of $M$. Then, the $n$-variate Bayes procedure assigns $x$ to $\pi_{i}$ if and only if the $k$-variate Bayes procedure assigns $F^{T} x$ to $\Pi_{i}$. Moreover, $k$ is the smallest integer for which there exists a kxn compression matrix $T$ preserving the Bayes assignment of $x$ and $T x$ to $\pi_{i} ; i=0,1, \ldots, m$

Proof: Recall that the $n$-variate Bayes procedure assigns $x$ to $\pi_{j}$ if and only if $\pi_{j} p_{j}(x)>\pi_{j} p_{j}(x) ; i=0,1, \ldots, m$ : $i \neq j$ (with arbitrary assignment of $x$ to any of the populations $\Pi_{k}$ for which $\left.\pi_{j} p_{j}(x)=\pi_{k} p_{k}(x)\right)$.

Let $R$ be any ( $n-k$ ) $x n$ matrix such that $C=R\left(I-F F^{+}\right)$has rank $n-k$ and note that $\pi_{j} p_{j}(x)>\pi_{i} p_{j}(x) ; i=0,1, \ldots, m: i \neq j$ is equivalent to

$$
\pi_{j} p_{j}\left(\left[\left[_{C}^{\mathrm{F}}\right] x\right)>\pi_{i} p_{j}\left(\left[_{C}^{\mathrm{F}}\right] x\right) ; i=0, l, \ldots, m: i \neq j\right.
$$

For any $q=0,1, \ldots$, $m$, the $n$-variate normal density $\mathrm{P}_{\mathrm{q}}\left(\mathrm{C}_{\mathrm{C}}^{\mathrm{F}^{T}} j x\right)$ has mean $\left[{ }_{C}^{F^{T} \eta_{q}} \eta_{q}\right.$ and covariance matrix:

$$
\left[\begin{array}{ll}
F_{\Sigma_{q}} F & F_{\Sigma_{q}} C^{\top} \\
C \Sigma_{q} F & C \Sigma_{q} C^{T}
\end{array}\right]
$$

Condition (1) implies $C \eta_{q}=0$. Condition (2) implies that $I-F F^{\top}$ commutes with $\Sigma_{q}$ and it follows that $C \Sigma_{q} C^{\top}=C C^{\top}$ and $C \Sigma_{q}{ }^{F}=\theta$. We may therefore writo $p_{q}\left(\left[_{C}^{F^{\top}}\right] x\right)$ as the product of the respective $k$-variate and ( $n-k$ )variate densities $P_{q}\left(F^{T} x\right)$ and $p_{q}\left(C x \mid F_{x}\right)$, the conditional density of $C x$ given $F^{\top} x$. Since $p_{q}\left(C x \mid F^{\top} x\right)>0$ does not depend upon $q=0,1, \ldots, m$; it follows that the $n$-variate Bayes assignment if $x$ to $\pi_{j} ; j=0,1, \ldots, m$, implies the $k$-variate Bayes assignment $F^{\top} x$ to $\pi_{j}$. The foregoing arguments are reversible and hence the $k$-variate Bayes assignment of $F_{s}$ to $\Pi_{j}$ implies the $n$-variate Bayes assignment of $x$ to $\Pi_{j}$, ccmpleting the proof of the equivalence. The minimality of $k$, in the sense that the $n$-variate
and $k$-variate Bayes assignments of $x$ and $F^{\top} x$ are preserved, is a consequence of the developments preceding the theorem.

## CONCLUDING REMARKS

Clearly the theorem is valid if there is at least one population with mean $\theta$ and covariance $I$, in which case we would label that population $\Pi_{0}$. If this is not the case, one would choose some population, say $\pi_{q}$, and perform the change of variables $x \rightarrow A\left(x-\eta_{q}\right)$ where $A \varepsilon_{q} A^{\top}=I$ prior to application of the theorem. The appropriate statistic for compression, in terms of the original variates, would then be $T=F^{\top} A^{-1}$.

These results completely characterize the nature of data compression for the Bayes classification procedure in the sense that $k$ is the smallest allowable data compression dimension consistent with preserving Bayes population assignment and, moreover, the theorem provides an explicit expression for the compression matrix $T$ that depends only upon the known population means and covariances. The statistic $T=F^{T}$ given by the theorem is by no means unique \{e.g., for any non singular kxk matrix $B, T \equiv \mathrm{BF}^{\top}$ will do! It is also true that there may be more efficient methods for calculating the statistic $T$ (yet to be determined) than the method of full rank decomposition of M.

It should be noted that the matrix $M$ has an "excellent chance" of having rank equal to $n$. Even in the case of two populations (m=2), there may well be $n$ linearly independent columns among the $2(n+T)$ columns of $M$ and, therefore, no integer $k<n$ and $k x n$ rank $k$ compression matrix $T$ preserving the Bayes assignment of $x$ and $T x$.

There has been extensive work [6],[7],[8],[9],[10],[11],[12],[13], on determination of compression matrices (of a given rank) based upon criteria that, generally, attempt to describe the relative (to the variate $x$ ) "information content" in the variate Tx (e.g., divergence, Bhattacharyya distance, Chernoff bound, principal components, Wilks scatter, etc.) While these criteria provide bases for calculating compression matrices $T$, they provide little or no means for determining the degradation in probability of misclassification or sensitivity to population assignments.

In sampling situation one may choose to replace the columns of the matrix $M$ by their estimates, that is $\eta_{j}$ by $\bar{x}_{j}$ and $\Sigma_{j}$ by $S_{j}$. The matrix defined by the estimate suggest a compression technique based on the selection of a $k$ dimensional hyperplane which in some sense best fits the range space of matrix

$$
\hat{M}=\left[\bar{x}_{1}\left|x_{2}\right| \cdots\left|\bar{x}_{m}\right| S_{j}-S_{0}|\cdots| S_{m}-S_{0}\right]
$$

where

$$
\bar{x}_{0}=\theta \text { and } S_{0}=1
$$

We feel that the results in this paper shed some light upon the subject. In future work we intend to extend these results and the results of [1] to a related concept of an "almost sufficient" statistic.
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## 1. Introduction

Systems of nonlinear equations can seldom be solved exactly. Usually, one must obtain approximations to the solutions of such systems by iteration. Quasi-Newton methods (also known as variable metric, variance, secant, update, or modification methods) constitute a class of iterative procedures which may be regarded as generalizations of the secant method for solving a single equation in one unknown. Indeed, not only is the quasi-Newton equation (the equation characteristically satisfied by the iterates produced by these methods) a direct extension of the equation which defines the iterates of the secant method, but also these procedures share many of the computational advantages of the secant method over Newton's method.

Quasi-Newton methods were first introduced in the papers of Davidon [2], Fletcher and Powell [4], and Broyden [1]. In spite of their recent origins, these methods have proved themselves in dealing with practical problems and have become the subject of a large amount of research. The paper of Dennis and Moré [3] provides both an excellent in-depth survey and an elegant unified development of quasi-Newton methods and their theory as understood in the mid1970's. The main body of this note is a rearrangement and condensation of
material in [3].
In the following, we first formulate precisely the problem to be solved and motivate the introduction of quasi-Newton methods by considering the classical Newton and secant methods and their properties. We then survey three highly successful quasi-Newton methods: Broyden's method for the solution of general nonlinear equations, and the Davidon-F'letcher-Powell and Broyden-Fletcher-Goldfarb-Shanno procedures for unconstrained minimization. (The last two methods will henceforth be referred to as the DFP and BFGS methods, respectively.) Finally, we compare the properties of these methods to those of Newton's method and UHME in potential applications to maximum-likelihood estimation of parameters in mixture distributions.

## 2. The problem

We consider the problem of solving $F(x)=0$ in an open convex subset $D$ of $R^{n}$ under the following assumptions on the mapping $F: D \rightarrow R^{n}$ :
(a) $F$ is continuously differentiable on $D$.
(b) There is an $x^{*}$ in $D$ such that $F\left(x^{*}\right)=0$ and $\mathrm{F}^{\prime}\left(\mathrm{X}^{*}\right)$ is nonsingular.

Newton's method for iteratively approximating the solution $x^{*}$ begins with an initial approximation $x_{0}$ to $x^{*}$ and attempts to obtain improved approximations by the iteration

$$
x_{k+1}=x_{k}-F^{\prime}\left(x_{k}\right)^{-1} F\left(x_{k}\right) \quad k=0,1, \ldots .
$$

The convergence properties of Newton's method which are important here are sumparized in the following theorem.

Theorem: Whenever $x_{0}$ is sufficiently near $x^{*}$, there is a sequence $\left\{\alpha_{k}\right\}_{k=0,1, \ldots}$ of non-negative numbers which converges to zero and for which

$$
\begin{equation*}
\left|x_{k+1}-x^{*}\right| \leq \alpha_{k}\left|x_{k}-x^{*}\right| \quad k=0,1, \ldots \quad . \tag{I}
\end{equation*}
$$

If, in addition to satisfying assumptions (a) and (b) above, $F$ has a derivative which is Lipschitz continuous at $\mathrm{x}^{*}$, i.e., there exists a k for which $\left|F^{\prime}(x)-F^{\prime}\left(x^{*}\right)\right| \leq k\left|x-x^{*}\right|$ for all $x$ sufficiently near $x^{*}$, then there exists a constant $\beta$ such that

$$
\begin{equation*}
\left|x_{k+1}-x^{*}\right| \leq \beta\left|x_{k}-x^{*}\right|^{2} \quad k=0,1, \ldots \tag{2}
\end{equation*}
$$

whenever $x_{0}$ is sufficiently near $x^{*}$.
A sequence which satisfies an inequality of the form (1) with a sequence $\left\{\alpha_{k}\right\}_{k=0,1, \ldots}$ which converges to zero is said to converge superlinearly. If a sequence satisfies an inequality of the form (2), then it is said to converge quadratically. Superinear convergence is fast; quadratic convergence is very fast. Since lipschitz continuity is a very weak assumption, one might say that the theurem asserts that the convergence exhibited by the Newton iterates is always fast and almost always very fast.

The rapid convergence of the Newton iterates is the major advantage of Newton's method. Another advantage is that Newton's method is "self..corrective" in the sense that $x_{k+1}$ depends only on $F$ and $x_{k}$ so that bad effects of previous iterations are not carried along. (Quasi-Newton methods are not selfcorrective in this sense.) Balanced against these advantages is the fact that Newton's method often requires a great deal of computation at each iteration. Indeed, the determination of each iterate requires $O\left(n^{2}\right)$ function evaluations
and $O\left(n^{3}\right)$ arithmetic operations. Thus one is led to ask whether there are methods which retain fast cerergence while requiring fewer function evaluations and arithmetic operations at each iteration.

With this question in mind, consider the secant method in the case $\mathrm{n}=1$. This method begins with an initial approximation $\mathrm{x}_{0}$ to $\mathrm{x}^{*}$ and defines successive approximations by the iteration

$$
x_{k+1}=x_{k}-\frac{x_{k}-x_{k-1}}{F\left(x_{k}\right)-F\left(x_{k-1}\right)} F\left(x_{k}\right) .
$$

One may regard the secant method as being obtained from Newton's method by replacing the derivative $F^{\prime}\left(X_{k}\right)$ by a finite-difference approximation. A particular consequence is that the number of function evaluations per iteration is reduced from two for Newton's method to one for the secant method while the number of arithmetic operations per iteration is not simnificantly increaset. It can be proved that, for $x_{0}$ sufficiently near $x^{*}$, the iterates produced by the secant method exhibit superlinear convergence rather than quadratic convergence as in the case of the Newton iterates. Nevertheless, superlinear convergence is still fast, and experience has shown that, as a general-purpose algorithm, the secant method is more efficient in total computation time than Newton's method. This suggests that generalizations of the secant method to higher dimensions might be similarly successful.

## 3. Quasi-Newton methods

Quasi-Nevton methods are generalizations of the secant method which are applicable to problems of the type at hand involving an arbitrary number of independent variables. The key properties of these methods are that the
iterates exhibit superlinear local convergence and that each iteration requires $n$ function evaluations and $O\left(n^{2}\right)$ arithmetic operations. In spite of the fact that quasi-Newton methods do not have the quadratic convergence property of Newton's method, the conparatively small number of funstion evaluations and arithmetic operations make them preferable to Newton's method in many applications.

Quasi-Newton methods have the general form

$$
x_{k+1}=x_{k}-B_{k}^{-1} F\left(x_{k}\right)
$$

where $B_{k}$ satisfies the quasi-Newton equation

$$
\begin{equation*}
E_{k}\left(x_{k}-x_{k-1}\right)=F\left(x_{k}\right)-F\left(x_{k-1}\right) \tag{3}
\end{equation*}
$$

Note that $B_{k}$ has the action of a finite-difference approximation to $F^{\prime}\left(x_{k-1}\right)$ in the direction $\left(x_{k}-x_{k-1}\right)$. Thus quasi-Newton methods in general bear the same relation to Newton's method as the secant method in the case $\mathrm{n}=1$.

It is clear that the secant method is a quasi-Newton method. In fact, if $n=I$, then the quasi-Newton equation determines the scalar $B_{k}$ exactly, and so the secant method is the only quasi-Newton method in this case. If $n>1$, then the quasi-Newton equation alone does not determine $B_{k}$ uniquely; hence, there is no unique natural extension of the secant method to the case of an arbitrary number of independent variables. This lack of uniqueness in the general case may be regarded as an advantage, for it allows a variety of quasi-Newton algorithms which may be drawn upon to take advantage of any special structure which may be present in specific problems of interest.

When $n>1$, one must impose relations between successive matrices $B_{k}$ and their predecessors which, together with the quasi-Newton equation, uniquely determine these matrices inductively. In general, those relations are chosen with an eye toward minimizing the computational complexity of the resulting update formila for determining $B_{k+1}$ from $B_{k}$, $X_{k}$, and $F$ while taking maximal advantage of whatever special structure may be shared by the particular problems under consideration. Of the three quasi-Newton methods presented below, the first ( Br : yden's method) is intended to be a general purpose algoritmm which can be applied to all problems without regard to special structure. Consequently, in Broyden's method, $\mathrm{B}_{\mathrm{k}+1}$ is obtained by adding a rank-one "correction term" to $\mathrm{B}_{\mathrm{k}}$ in such a way that the quasiNewton equation is satisfied and $B_{k+1}$ agrees with $B_{k}$ on the orthogonal complement of $\left(x_{k+1}-x_{k}\right)$. In a sense, this may be regarded as the "sinmlest" way to obtain $B_{k+1}$ from $B_{k}$ in such a way that the quasi-Newton equation is satisfied. On the other hand, the second two methods (the DFP and BFGS methods) are designed for unconstrained minimization problems, in which the Jacobian $F^{\prime}(x)$ can be expected to be symmetric and positive-definite. Thus the update formulas for these methods are such that the successive $\mathrm{B}_{\mathrm{k}}$ 's "inherit" symmetry and positive-definiteness from the preceding ones. Not surprisingly, these formulas are more complex than the update formula of Broyden's method. In fact, in order to guarantee hereditary symmetry and positive-definiteness, it is necessary in these formulas to determine $B_{k+1}$ from $B_{k}$ with a correction term of rank two.

## 4. Broyden's method for general nonlinear equations

Broyden's method is, in a sense, the "simplest" of the most popular quasi-Newton methods and is intended to be a general-purpose algorithm for solving arbitrary nonlinear equations. To derive the formula used in Broyden's method to update the matrices $B_{k}$, suppose that, for some $k \geq 0$, one has arrived at $x_{k}$ and $B_{k}$. Then $x_{k+1}$ can be generated by the formula

$$
x_{k+1}=x_{k}-B_{k}^{-1} F\left(x_{k}\right)
$$

Our objective is to use $x_{k}, x_{k+1}, B_{k}$ and $F$ to update $B_{k}$ in the "simplest" way to obtain a matrix $\mathrm{B}_{\mathrm{k}+1}$ which satisfies the quasi-Newton equation.

For convenience, we adopt the following notation:

$$
x_{k}=x, \quad B_{k}=B, \quad B_{k+1}=\bar{B}, \quad x_{k+1}-x_{k}=s, \quad F\left(x_{k+1}\right)-F\left(x_{k}\right)=y
$$

In this notation, the quasi-Newton equation which we wish $\mathrm{B}_{\mathrm{k}+\mathrm{I}}$ to satisfy is $\overline{\mathrm{B}}=\mathrm{y}$. This equation uniquely specifies the action of $\overline{\mathrm{B}}$ in the direction of $s$. Since there is no apparent reason for $\bar{B}$ to differ from $B$ on the orthogonal complement of $s$, it seems reasonable to impose on $\bar{B}$ the condition that $\mathrm{Bz}=\overline{\mathrm{S}} \mathrm{z}$ for all z such that $\mathrm{Z}_{\mathrm{S}}=0$. It is easily verified that there is a unique $\bar{B}$ which satisfies both this condition and the quasi-Newton equation. This $\bar{B}$ is given by the formula

$$
\vec{B}=B+\frac{(y-B s) s^{T}}{|s|^{2}}
$$

Note that $\bar{B}$ and $B$ differ by a rank-one operator. Restoring subscripts, we obtain the iteration formulas for Broyden's method:


$$
\begin{gathered}
x_{k+1}=x_{k}-B_{k}^{-1} F\left(x_{k}\right) \\
B_{k+1}=B_{k}+\frac{\left(y_{k}-B_{k} s_{k}\right) s_{k}^{T}}{\left|s_{k}\right|^{2}}
\end{gathered}
$$

where $y_{k}=F\left(x_{k+1}\right)-F\left(x_{k}\right)$ and $s_{k}=x_{k+1}-x_{k}$.
Does Broyden's method exhibit the key properties attributed to quasiNewton methods in the preceding section? It can be shown that if $x_{0}$ and $B_{0}$ are sufficiently near $x^{*}$ and $F^{\prime}\left(x^{*}\right)$, respectively, then the Broyden iterates are well-defined and converge superlinearly to $x^{*}$. (The proof is rery involved, and we omit it.) Also, it is clear that, for a given value of $k$, the determination of $x_{k+1}$ and $B_{k+1}$ requires orily the $n$ function evaluations necessary to specify $F\left(x_{k+1}\right)$, assuming that $F\left(x_{k}\right)$ can be provided from storage. Finally, it is evident that, for a given $k$, $x_{k+1}$ and $B_{k+1}$ can be determined with $O\left(n^{2}\right)$ arithmetic operations if $B_{k}^{-1} F\left(x_{k}\right)$ can be evaluated with $O\left(n^{2}\right)$ arithmetic operations.

There are two ways of evaluating $B_{k}^{-1} F\left(x_{k}\right)$ with $O\left(n^{2}\right)$ arithmetic operations, both of which require information about $B_{k-1}$. The first way is based on the Sherman-Morrison formula [8] and produces $\bar{B}^{-1}$ from $B^{-1}$ with $O\left(n^{2}\right)$ aritimetic operations in the following way: write

$$
\bar{B}=B+\frac{(y-B s) s^{T}}{|s|^{2}}=B+u v^{T}
$$

where $u=(y-B s), v=\frac{s^{T}}{|s|^{2}}$; then

$$
\bar{B}^{-1}=B^{-1}-\frac{1}{1+\left\langle v, B^{-1} u\right\rangle} B^{-1} u v^{T} B^{-1}
$$

The second way is based on a special factorization procedure due to Gill and Murray [5] which begins with a factorization $B=Q R$ and yields a factorization $\bar{B}=\bar{Q} \bar{R}$ with $O\left(n^{2}\right)$ arithmetic operations. (Here, $Q$ and $\bar{Q}$ are orthogonal and $R$ and $\bar{R}$ are upper-triangular.) Since an $n$-dimensional linear system whose coefficient matrix is factored in this way can be solved with $O\left(n^{2}\right)$ arithmetic operations, this allows the evaluation of the terms $B_{k}^{-1} F\left(x_{k}\right)$ with $O\left(n^{2}\right)$ arithmetic operations as desired. For reasons of numerical stability, the Gill-Murray factorization procedure is generally preferable to the method using the Sherman-Morrison formula.

## 5. The DFP and BFGS methods for unconstrained minimization

For the purposes of this note, the basic problem of unconstrained minimization may be regarded as the problem of solving $\nabla f(x)=0$ in an open convex subset $D$ of $R^{n}$, where $f$ is a nonlinear functional from $D$ to $R^{1}$. Clearly, this problem is of the type introduced in Section 2, with $\nabla \Gamma$ playing the role of $F$. The special feature of this problem is that the Jacobian of the function whose zero is being sought is actually the Hessian $\nabla^{2} f$, a iletr:ix which is certainly symmetric. In fact, in most problems of practical interest, $\nabla^{2} f$ is positivedefinite near the minimum of $f$.

It seems reasonable to require that the matrices $B_{k}$ appearing in a quasiNewton method applied to an unconstrained minimization problem be symmetric and positive-definite. Since each $\mathrm{B}_{\mathrm{k}}$ is to be determined from its predecessor by an update formula, it is reasonable to inpose conditions on the update formala which guarantee that symmetry and positive-definiteness are inherited by the successive matrices $B_{k}$. Unforturately, imposing hereditary symmetry as well as the quasi-Newton equation completely determines a rank-one update formula, and
this formula does not guarantee hereditary positive-definiteness. Consequently, one is led to iook for rank-two update formulas which insure that the successive matrices $B_{k}$ inherit symmetry and positive-definiteness.

A general rank-two update formula which guarantees hereditary symmetry is the following:

$$
\bar{B}=B+\frac{(y-B s) c^{T}+c(y-B s)^{T}}{\langle c, s\rangle}-\frac{\langle y-B s, s\rangle}{\langle c, s\rangle^{2}} c c^{T},
$$

where $c$ is any vector in $R^{n}$ such that $\langle c, s\rangle \neq 0$. A "natural" choice of c which insures hereditary positive-definiteness whenever $\langle y, s\rangle>0$ is $c=y$. (Since $\langle y, s\rangle \approx\left\langle\nabla^{2} f\left(x^{*}\right) s, s\right\rangle$ near $x^{*}$, one expects $\langle y, s\rangle$ to be positive near $x^{*}$.) The resulting update formula is that used in the Davidon-Fletcher-Powell (DFP) method. Denoting by $\bar{B}_{\text {DFP }}$ the updated matrix obtained from $B$ by appiying this formula, one has

$$
\begin{aligned}
\bar{B}_{D F P}= & B+\frac{(y-B s) y^{T}+y(y-B s)^{T}}{\langle y, s\rangle}-\frac{\langle y-B s, s\rangle y y^{T}}{\langle y, s\rangle^{2}} \\
& =\left(I-\frac{y s^{T}}{\langle y, s\rangle}\right) B\left(I-\frac{s y^{T}}{\langle y, s\rangle}\right)+\frac{y y^{T}}{\langle y, s\rangle} .
\end{aligned}
$$

As with Broyden's method, one can show that the DFP iterates converge superlinearly to $x^{*}$ whenever $x_{0}$ and $B_{0}$ are sufficiently near $x^{*}$ and $\nabla^{2} f\left(x^{*}\right)$, respectively, and that each iteration requires $n$ function evaluations and $O\left(n^{2}\right)$ arithmetic operations. Although the DPP update formula is a bit more complicated than the Broyden update formula, experience has shown that the DFP method is generally superior to Broyden's method for problems in unconstrained minimization.

At the $\mathrm{k}^{\text {th }}$ iteration, both Broyden's method and the DFF method require first the determination of $B_{k}^{-1} F\left(x_{k}\right)$ and then the updating of $B_{k}$. It is natural to ask whether a more efficient method might be obtained by applying an update formula directly to $\mathrm{B}_{\mathrm{K}}^{-1}$. If we denote $\mathrm{B}^{-1}$ by H and $\overline{\mathrm{B}}^{-1}$ by $\overline{\mathrm{H}}$, the quasi-Newton equation $\overline{\mathrm{B}} \mathrm{s}=\mathrm{y}$ becomes $\mathrm{s}=\overline{\mathrm{H}} \mathrm{y}$. Carrying out a development completely analogous to that leading to the DFP update formula yields the update formula of the Broyden-Fletcher-ShannoGoldfarb (BFGS) method. Denoting by $\bar{H}_{\mathrm{BFGS}}$ the updated matrix obtained from $H$ by applying this formula, one has

$$
\bar{H}_{\mathrm{BFQS}}=\left(I-\frac{s y^{T}}{\langle y, S\rangle}\right) \mathrm{H}\left(I-\frac{y S^{T}}{\langle y, s\rangle}\right)+\frac{s s^{T}}{\langle y, s\rangle}
$$

It is not difficult to see that, as in the case of the DFP update, this update adds a rank-two correction term to $H$ and guarantees hereditary symnetry and, if $\langle y, s \gg 0$, positive-definiteness. Again, it can be shown that the BFGS iterates converge superlinearly to $x^{*}$ wherever $x_{0}$ and $H_{0}$ are sufficiently near $x^{*}$ and $\nabla^{2} f\left(x^{*}\right)^{-1}$, respectively. It is clear that each iteration requires $n$ function evaluations and $O\left(n^{2}\right)$ arithmetic operations.

The BFGS method is not the same as the DFP method. In fact,

$$
\overline{\mathrm{H}}_{\mathrm{BFGS}}=\left(\overline{\mathrm{B}}_{\mathrm{DFP}}\right)^{-1}+\mathrm{vV}^{T}
$$

where $\mathrm{v}=\langle\mathrm{y}, \mathrm{Hy}\rangle^{1 / 2}\left[\frac{\mathrm{~s}}{\langle\mathrm{~s}, \mathrm{y}\rangle}-\frac{\mathrm{Hy}}{\langle\mathrm{y}, \mathrm{Hy}\rangle}\right]$. According to [3], there is "growing evidence that BFGS is the best current update formula for use in unconstrained minimization".

## 6. A potential application

We conclude this note by comparing the properties of quasi-Newton methods to those of Newton's method and UMIE in a potential application to the problem of obtaining maximu-likelihood estimates of the parameters in mixture distributions. Such estimates, of course, play a fundamental role in certain approaches to signature extension, estimation of proportions, and clustering. For a description of the UHMLE algorithm, see [6] and [7].

Let $X$ be an n-dimensional random variable with probability density function

$$
p(x)=\sum_{i=1}^{m} \alpha_{i}^{0} p_{i}(x),
$$

where

$$
p_{i}(x)=\frac{1}{(2 \pi)^{n / 2}\left|\Sigma_{i}^{0}\right|^{1 / 2}} e^{-1 / 2\left(x-\mu_{i}^{0}\right)^{T} \Sigma_{i}^{-1}\left(x-\mu_{i}^{0}\right)}
$$

and the proportions $\alpha_{i}^{0}$ are positive and sum to 1 . Suppose that $\left\{x_{k}\right\}_{k=1, \ldots, N}$ is a sample of independent observations on $X$. By a maximum-likelihood estimate of the parameters $\left\{\alpha_{i}^{0}, \mu_{i}^{0}, \Sigma_{i}^{0}\right\}_{i=1, \ldots, m}$, we mean a choice of parameters $\left\{\alpha_{i}, \mu_{i}, \Sigma_{i}\right\}_{i=1, \ldots, m}$ which locally maximizes the log-likelihood function

$$
L=\sum_{k=1}^{N} \log p\left(x_{k}\right),
$$

regarded as a function of the parameters $\left\{\alpha_{i}, \mu_{i}, \Sigma_{i}\right\}_{i=1, \ldots, m}$. It is known that, loosely speaking, there is a unique strongly-consistent maximum-likelihood estimate. (See [7] for a clarification and proof of this statement.)

The problem which we consider here is to approximate numerically the strongly-consistent maximm-likelihood estimate. This is potentialiy a very
difficult problem. Indeed, the number of independent variables is $(m-1)+m n+m \frac{n(n+1)}{2}$, a number which may be very large. Furthermore, the evaluation of functions derived from the log-likelihood function usually involves summation over the entire sample of $N$ observations and, hence, is a source of computational difficulty when the sample is large. In the table below, we list the key properties of UHMLE, Newton's method, and quasiNewton methods when applied to solving likelihood equations obtained by differentiating the log-likelihood function. It should be noted that, in addition to the arithmetic operations listed in the table, each method requires at each iteration the evaluation of the functions $p_{i}\left(x_{k}\right), i=1, \ldots, m$, $k=1, \ldots, N$.

| MEIHOD | CONVERGENCE | ARITHMEITC OPERATIONS PER ITERATION |
| :---: | :---: | :---: |
| UHME | Linear | $0\left(\mathrm{mn}^{2} \mathrm{~N}\right)$ |
| Newton's Method | Quadratic | $\mathrm{O}_{1}\left(\mathrm{~m}^{2} n^{4} N\right)+\mathrm{O}_{2}\left(\mathrm{~m}^{3} n^{6}\right)$ |
| Quasi-Newton Methods | Superlinear | $\mathrm{O}_{1}\left(m n^{2} \mathrm{~N}\right)+\mathrm{O}_{2}\left(\mathrm{~m}^{2} n^{4}\right)$ |

Of course, many factors must be considered in addition to convergence rates and the amount of aritrnetic per iteration when deciding what sort of algorithm is best suited in a particular instance for application to the problem under consideration. For example, UFMLE is a type of gradient method; hence, one might expect UHNIE to enjoy the relatively good global convergence behavior usually associated with gradient methods. Furthermore, gradient methods are often competitive in speed of convergence to Newton's method and quasi-Newton methods when only "ball-park" approximations to the
solution are desired. Since the nearness of the maximu-likelihood estimate to the true parameters will be limited by the variance of the sample observations, "ball-park" approximations will certainly suffice except, perhaps, in the case of a very large sample.

It is difficult to predict eircumstances in which the advantage of rast convergence for Newton's method and quasi-Newton methods will outweigh the disadvantage of having to perform a great many arithmetic operations at each iteration with these methods. However, it should be noted that if $N$ is very large relative to $m$ and $n$, then the number of arithmetic operations per iteration required by quasi-Newton methods is comparable to the number required by UHMLE. Also, if $N$ is very large, one might rea onably want to obtain very accurate approximations of the maximum-likelihood estimate, in which case the superlinear convergence of quasi-Newton methods is clearly preferable to the linear convergence of UHNLE. Cunsequently, if $N$ is very large relative to $m$ and $n$ and if particularly accurate approximations of the maximum-likelihood estimate are desired, then quasi-Newton methods appear to have a clear-cut advantage over UHMLE. In such circumstances, one might retain the good global properties of UHILE by employing a hybrid method which initially behaves like UHMLE and then behaves increasingly like a quasi-Newton method as the iteration proceeds.
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ON NTh ROOTS OF POSITIVE OPERATORS
by D.R. Brown and M.J. O'Malley ${ }^{1}$

A bounded operator $A$ on a Hilbert space $H$ is positive provided $\langle A x, x \geqslant 0$ for all $x \in H$. These operators are symmetric, and as such constitute a natural generalization of non-negative real diagonal matrices. The following result is thus both well known and not surprising:

Theorem: A positive oporator has a unique posicive square ront (under operator composition).

This may be established by integration of the correct function, invoking the spectral theoren for self-adjoint operators. A more accessible argument for those not acquainted with the mysteries of spectral measures may be found in [1, p, 317].

While square roots and their iterates seem to provide a sufficient analytic tool for most purposes, it is also a (folk) theorem that positive operators possess unique positive $n t^{\text {th }}$ roots for every positive integer $n$. As in the $n=2$ case, existence follows from an applicatinn of the spectral theorem; however, we give an argument in the spirit of [1]. The purpuse in so doing is not to exercise the reader's knowledge of induction, but rather to illuntrate another use of the Law of the Mean as a motivational instrument.
I) Both authors received partial support under NASA contract NAS-9-15000.

Let $I$ be the identity operator on $H$, and let $B(H)$ denote the set of bounded operators on 11 . We will need the following properties of positive operators:
(1) the relation on positive operators defined by $A \leqq B$ if and only if $B-A$ is positive, is reflexive, transitive, and consistent with the notation $0 \leq A$ for any positive $A$; morcover, this relation is preserved by operator addition and positive real scalar multiplication, and reversed by negative scalar multiplication.
(2) If $A$ and $B$ are positive and if $A B=B A$, then $A B$ is positive.
(3) If $0 \leqq A \leq I$, then $0 \leq I-A \leqq I$.
(4) If $0 \leq A$, then $A:\|A\| I$, so that $(||A||)^{-1} A \leq I$, if $A=0$.
(5) If $0 \leq A \leq I$, then $A^{n} \therefore A$ for all positive integers $n$.

We also require:

Lemma. If $\left\{S_{n}\right\}$ is a sequence in $B(H)$ such that $0 \leqq S_{n} \cong S_{n+1}$ $\leq I$, then there exists $S \in B(H)$ such that $\left\{S_{n} u\right\} \rightarrow S u$ for al1 u $\varepsilon \mathrm{H}$.

All of the conclusions above are verified by straightforward arguments in $11, p p .317-320$ :.

Theorem: Let $A E B(H), 0 \leq A$, and let $k$ be a positive integer. Then there exists a unique positive operator $B$ such that $B^{k}=A$.

Proof: By (4) above, we need only consider the case in which A $\leq I$.

We first prove the existence of B. Since the theorem is a tautology for all operators when $k=1$, we assume the existence of positive (k-1)-st roots for all positive operators.

Under the momentary supposition that $B$ exists, let $R=I-A$ and $S=I-B$. Then $(I-S)^{k}=I-R$, so that

Clearly the existence of a positive operator satisfying this implicit relation is necessary and sufficient to establish the existenc. of the desired operator $B$. To this end, we deffre a sequence of operators by $S_{o}=0, S_{n+1}=(1 / k)\left[K+\underset{r=2}{\stackrel{k}{=}(k)}(-1)^{r} S_{n}^{r}\right]$. In order to show $S_{n} \leq S_{n+1}$ it suffices to show, under the assumption $0 \leq S_{n-1} \leqq S_{n} \leqq I$, that $0 \therefore S_{n+1}-S_{n}=$ $(1 / k)\left[\sum_{r=2}^{k}\binom{k}{r}(-1)^{r}\left(S_{n}^{r}-S_{n-1}^{r}\right)\right]$.

To accomplish this, we digress to a considerati، n of the polynomial $f(x)=\sum_{r=2}^{k}\binom{k}{r}(-1)^{r} x^{r}=(1-x)^{k}+k x-1$. Since Since $f^{\prime}(x)=k\left[1-(1-x)^{k-1}\right] \geqslant 0$ on $[0,1]$, clearly $f$ is increasing on this interval. To translate this to operators, it is necessary to examine the situation more carefully. By the Mean Value Theorem, given $0 \leq y \leqslant z \leq 1$, there exists a (uniquc) number $c \in(y, z)$ such that

$$
\begin{equation*}
f(z)-f(y)=f^{\prime}(c)(z-y) \tag{**}
\end{equation*}
$$

Upon solving, $c=1-\left((1 / k) \sum_{r=0}^{k-1}(1-y)^{k-r-1}(1-z)^{r} 7^{1 /(k-1)}\right.$

Returning to our operator problem, we wish to apply this information the sequence $\left\{S_{n}\right\}$. Since all members of this family are polymonials in $R=I-A$, any two of them commute. This is a property sufficient to permit imitation of equation (**) with operators; let $z=S_{n}, y=S_{n-1}$. In this format, we use $C$ to represent the operator ' $I$ - J, where $J$ is (any) positive
 The following chain of equalities is casily calculated:

$$
\begin{aligned}
& S_{n+1}-S_{n}=(1 / k) \cdot\left(f\left(S_{n}\right)-f\left(S_{n-1}\right)\right) \\
& =(1 / k)\left\{k\left[I-(I-C)^{k-1}\right)\right\} \cdot\left(S_{n}-S_{n-1}\right) \\
& =\left[I-(I-C)^{k-1}\right] \cdot\left(S_{n}-S_{n-1}\right) \\
& =\left[I-J^{k-1}\right] \cdot\left(S_{n}-S_{n-1}\right) \\
& =\left[I-\left\{(1 / k){ }_{\sum_{n}}^{k-1}\left(I-S_{n-1}\right)^{k-r-1}\left(I-S_{n}\right)^{r}\right\}\right] \cdot\left(S_{n}-S_{n-1}\right)
\end{aligned}
$$

By application of remarks (2), (3) and (5), the assumption of existence of (h-l)st roots, and the inductive hypothesis $S_{n-1} \leq S_{n}$, the later operator product exists and is positive. Hence $S_{n} \leq S_{n+1}$, and the sequence $\left\{S_{n}\right\}$ is increasing. $O f$ course, the Law of the Mean is not applicable in this setting, nor is it used other than to motivate the choice of $C$. Indecd, the discerning reader will note that the extremes of the chain abuva may be shown to be equal without the introduetion of $C$. However, the rather unusual factorization of $S_{n+1}-S_{n}$ would be more difficult to discover without the example

To invoke the lemma and complete the proof of cxistence of $k \frac{\text { th }}{}$ roots, it remains to show $S_{n} \doteq I$ for all $n$. Assuming $0 \leq S_{m} \leqq I$, we have $k S_{m+1}=R+\underset{r=2}{k}\left(\frac{k}{r}\right)(-1)^{r} S_{m}^{r}=R-I+k S_{m}+\left(I-S_{m}\right)^{k}$. By remark (5), $(I-S)^{k} s I-S_{m}$; therefore $R+k S_{m}-I+\left(I-S_{m}\right)^{*} \quad \mathrm{R}+\mathrm{kS} \mathrm{m}_{\mathrm{m}}-\mathrm{I}+\mathrm{I}-\mathrm{S}_{\mathrm{m}}$ $\therefore \quad \mathrm{I}+(\mathrm{k}-1) \mathrm{S}_{\mathrm{m}} \leqq \mathrm{kI}$. Hence $k S_{m+1} \leqq k I$ and $S_{m+1} \leqq I$, as desired. Thus, the Lemma gives an operator as in (*), and $I-S=B$ is a $k^{\text {th }}$ root of $A$.

In order to prove the uniqueness of a positive $k$ th root of $A$, we first observe that if $T$ is any positive $k$ th root of $A$, then $T$ must perforce commet with $A$, hence with $I-A=R$, hence with each $S_{n}$, and thus with $S$ and $I-S=B$. Let $u \in H, v=(B-T) u$. Then $0=\left\langle\left(B^{k}-T^{k}\right) u, v=\left(\sum_{r=0}^{k-1} B^{k-r-1} T^{r}\right)(B-T) u, v={ }_{r=0}^{k} \div B^{k-r-1} T^{r} v, v>\right.$ Since $B$ and $T$ conmute, $0=B^{k-r-1} T^{r}$, whonce $\left\langle B^{k-r-1} T_{V, v}\right\rangle=0$, $r=0,1, \ldots, k-1$. Let $F_{r}$ be any positive (hence symmetric) square root of $B^{k-r-1} T^{r}$. Then $\left\|F_{r} v\right\|_{1}^{2}=\left\langle F_{r} v, F_{r} v\right\rangle=\left\langle F_{r}^{2} v, v\right\rangle=0$, so that $F_{r} v=0$ and $B^{k-r-1} T_{v}=F_{r}^{2} v=0$. Therefore $B^{k-r-1, T}(B-T)_{u}=0$. or $B^{k-r_{r} r} u=B^{k-r-1} T^{r+1} u, r=0,1, \ldots k-1$. In particular, for $r=k-1, \quad \mathrm{BT}^{\mathrm{k}-1}=\mathrm{T}^{\mathrm{k}}$. Multiplying by T , we have $\mathrm{B}^{\mathrm{k}+1}=\mathrm{BA}^{\mathrm{C}}=\mathrm{BT}^{\mathrm{k}}=\mathrm{T}^{\mathrm{k}+1}$.

If $k=2$, the argument above shows $B v=0=T v$, whence $\|(B-T) u\|^{2}=\left\langle(B-T)^{2} u, u=\langle(B-T) v, u\rangle=0\right.$. Hence $B u=T u$ for $a l l$ u E $H$, and $B$ is thus unique. Now assume all positive roots, of order Iess than $k$, for positive operators are unique. If $k=2 j$, then $\left(B^{j}\right)^{2}=B^{2 j}=B^{k}=T^{k}=\left(T^{j}\right)^{2}$, whence $B^{j}=T^{j}$ and thus $B=T$. If $k$ Is odd, we havu shown above that $B^{k+1}=T^{k+1}$, so, by the even
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## A FIXED POINT THEOREM FOR CERTAIN OPERATOR VALUED MAPS

by D.R. Brown and M.J. O'Malley ${ }^{1}$

1. Introduction. Let $H$ be a real llilbert space, and let $B_{1}{ }^{(H)}$ denote the space of symmetric, bounded operators on $H$ which have numerical range in [0,1], topologized by the strong operator topology (that is, the topology of point-wise convergence). It is well known [3], that if $T E B_{1}(H)$, then there exists a unique $S \in B_{1}(1)$ such that $S^{2}=T$. We represent $S$ by $T^{\frac{1}{2}}$. The following theorem is due to John Neuberger [2].

Theorem A: Suppose $w \in H, P$ is an orthogonal projection on $H$, and $L$ is a (strongly) continuous function from $I f$ into $B_{1}(H)$. Let $Q_{o}=P$, and set $Q_{n+1}=Q_{n}^{\frac{1}{2}} L\left(Q_{n}^{\frac{1}{2}} w\right) Q_{n}^{\frac{1}{2}}, n=0,1,2, \ldots$. Then $\left\{Q_{n}\right\}_{n=0}^{\infty}$ converges to an element $Q \in B_{I}(H)$ for which $z=Q^{\frac{1}{2}} w$ is a fixed point of $P$ and a fixed point of $L$ in the sense that $L(z) z=z$.

In this paper, under the same hypocheses as Theorem $A$, we develop a Eamily of Neuberger-like resules to find points $z E H$ satisfying $L(z) z=z$ and $P(z)=z$. This family facludes Neuberger ${ }^{\dagger} s$ theorem and has the additional property that "most" of the sequences $\left\{Q_{n}\right\}$ converge to idempotent elements of $B_{1}(H)$. The limit operator of Theorem A need not be idempotent.

Such theorems as those above not only play a valuable role in the search for numertcal solutions of partial differential equations, but are also useful, in the finite-dimensional case, in attacking the problem of determining the nonzero

[^4]fixed points of a function $\emptyset: R^{n} \rightarrow R^{n}$. In particular, if $x \in E^{n}-\{0\}$, then $x$ is a fixed point of $\emptyset$ if and only if $A(x) x-x$, where $A$ is the matrix yalued function defined by $A(x)=\left(\|x\|^{-2}\right) \cdot \theta(x) \cdot\left(x^{T}\right)$. In fact, it follows that this can occur if and only if $\Lambda(x)$ is a nonzero symmetric idempotent. It is a pleasure to record our indebtedness to H.P. Decell for the remark immediately above, and to several other members of the University of Houston Mathematics Department, particularly Thillip Walker, for helpful conversations regarding the preparation of this paper.
2. Fixed Points of $L(z)$. Recall that an operator is positive if $\langle A x, x \geqslant 0$ for all $x \in H$, where $\leqslant$, $>$ is the inner product of 11 . we presume familia:.ity with the standard properties of positive operators as set forth, for example, in [3]. By invocation of the Spectral Theorem, or, alternately, by a sequential construction, it is pessible to provide, for any $T$ e $B_{1}(H)$ and any positive integer $n$, a unique operator $T^{1 / n} \in B_{1}(H)$ such that $\left(T^{1 / n}\right)^{n}=T$. This notion extends immediately to arbitrary positive rational powers of $T$ by defining, $T^{r / s}=\left(T^{1 / s}\right)^{r}$. Moreover, by again appealing to the Spectral Theorem, it follows that if $\left\{Q_{j}\right\}$ is a sequence in $B_{1}(H)$ converging strongly to $Q$, and $t$ is an arbitrary positive rational number, then $\left\{Q_{j}^{t} ;\right.$ converges stronely to $Q$. Finally, recall that the usual quasi-order defined for positive operators by $A \leqq B$ if and only if $B-A$ is positive satisfies an additional anti-symmetry condition, to wit: if $A$ and $B$ are positive and commute, then $A \leqq B$ and $B \leqq A$ forces $A=B$.

Lema 1. Let $Q \in B_{1}(11)$ and let ${ }^{(t}$ be a positive rational number other than 1 . If $Q^{\alpha}=Q$, then $Q=Q^{2}$; that is, $Q$ is an idempotent. Proof: Let $\alpha=r / s$; the presumed equality is equivalent to $Q^{r}=Q^{s}$. Without loss of generality, assume $r<s$ and that $r$ is the minimal positive power of $Q$ which reoccurs in the sequence $\left\{Q^{n}\right\}$. From the fact that powers of an operator descend in the quasi-order mentioned above, together with the limited anti-symmetry of this relation, it follows that $Q^{t}=Q^{r}$ for all integral $t$ between $r$ and $s$. From $Q^{r}=Q^{r+1}$, it follows that $Q^{t}=Q^{r}$ for all $t \geqslant r$. If $r$ is odd, then $\left(Q^{(r+1) / 2}\right)^{2}=Q^{r+1}=Q^{2 r}=\left(Q^{r}\right)^{2}$. By uniqueness of square roots, $Q^{r}=Q^{(r+1) / 2}$, whence $r=(r+1) / 2$ and $r=1$. If $r$ is even, then $\left(Q^{r / 2}\right)^{2}=Q^{r}=\left(Q^{r}\right)^{2}$, whence $r=r / 2$, which is impossible for positive $r$. Thus $r=1$ and $Q=0^{2}$.

We are now ready to prove our

Theorem 2. Let $w \in H$, let $P$ be an orthogonal projection on $H$, and let $L: H \longrightarrow B_{1}(H)$ be strongly continuous. Let $\alpha, B$ be positive rational numbers with $\alpha \in\left[\frac{1}{2}, \infty\right)$. Set $Q_{0}=P$, and let $Q_{n+1}^{\alpha}=Q_{n}^{i L} L\left(Q_{n}^{B}{ }^{\beta}\right) Q_{n}^{\alpha}: n=0,1,2, \ldots$. Then $\left\{Q_{n}\right\}_{n=0}^{\infty}$ is a decreasing sequence of elenents of $B_{1}(H)$ which converge to an element $Q \in B_{1}(H)$ such that
(1) if $\alpha>\frac{1}{2}$, then $Q$ is idempotent and $z=Q w$ satisfies $\mathrm{L}(z) z=z$, and $\mathrm{Pz}=\mathrm{z}$, and
(2) if $\alpha=\frac{1}{2}$ and $\beta \geq \frac{1}{2}$, then $z=Q^{\beta} w$ satisfies $L(z) z=z$ and $P z=2$.

Proof: Fix $\alpha \geq l_{i}$ and $B \cdot 0$. Since $!_{0}=P E B_{1}(H)$ and the range of $L$
is in $B_{1}(H)$, it follows inductively that $Q_{n} \in B_{1}(H)$ for all $n$. Since $2 \alpha \geqq I, \quad Q_{n}^{2 \alpha} \leqq Q_{n}$; moreover, $\left\langle\left(Q_{n}^{2 \alpha}-Q_{n+1}\right) x, x\right\rangle=\left\langle\left(Q_{n}^{2 \alpha}-Q_{n}^{\alpha} L\left(Q_{n}^{\beta}{ }_{n}\right) Q_{n}^{\alpha}\right) x, x>=\right.$ $<Q_{n}^{\alpha}\left(I-L \cdot\left(Q_{n}^{\beta}{ }^{\beta}\right) Q_{n}^{\alpha} x, x\right\rangle=\alpha\left(I-L\left(Q_{n}^{\beta} w\right)\right) Q_{n}^{\alpha} x, Q_{n}^{\alpha} x>$. Thus, since $I-L\left(Q_{n}^{B} w\right) \geqq 0$, it follows that $Q_{n+1} \leq Q_{n}^{2 \alpha}$. Hence we have

$$
\begin{equation*}
Q_{n+1} \leqq Q_{n}^{2 a} \leqq Q_{n}, n=0,1,2, \ldots \tag{*}
\end{equation*}
$$

In particular, the sequence $\left\{Q_{n}\right\}$ is monotonically decreasing in the (operator) interval from 0 to $I$. Thus we have by [3, $p .318]$ that the sequence $\left\{Q_{n}\right\}$ converges strongly to an element $\cap \in B_{1}(H)$, whence $\left\{Q_{\square}^{(\gamma)}\right\}$ converges to $Q^{\alpha}$ and $\left\{Q_{n}^{\beta}\right\}$ converges to $Q^{\beta}$. Since $L$ is continuous and operator multiplication is jointly contintuous in the strong topology on $B_{1}(H)$, we have by uniqueness of limits that $Q=Q^{\alpha} L\left(Q^{\beta} w\right) Q^{\alpha}$. Also, from (*) and the closed grafh of the relation $\leq$, we have $Q \leq Q^{2 \alpha} \leq Q$. Thus, since $Q$ and $Q^{2 \alpha}$ commute, we have that $Q=Q^{2 \alpha}$. Noreover, since $P=Q_{o}$, we have $P Q_{n}=Q_{n}$, whence $P Q^{Y}=Q^{Y}$ for all positive rational $Y$.
(i) Suppose $\alpha>\frac{1}{2}$. By leman $1, Q=Q^{2}$, from which it follows that $Q=Q^{\gamma}$ for all positive rational $\gamma$, and, in particular, $Q=Q L(Q w) Q$.

Let $z=O W$, and fix $x \in H$. Then $\langle Q x, x\rangle=\langle Q L(z) Q x, X\rangle=\langle L(z) Q x, Q x\rangle$, and since $Q^{2}=Q$, it follows that $0=\langle Q x, Q x\rangle-\langle T(z) Q x, Q x\rangle=\langle(I-L(z)\rangle Q x, Q x\rangle$. Therefore, since $I-L(z)$ and hence $(I-L(z))^{\frac{1}{2}}$ belong to $B_{1}(11)$, we have that $Q=L(z) Q . \quad$ In particular, $z=O w=L(z) O w=L(z) z$.
(i1) Suppose $\alpha=\frac{1}{2}, B \geq \frac{1}{2}$. Let $z=Q^{\beta} w$; then $Q=Q^{\frac{1}{5}} L(z) Q^{\frac{1}{5}}$ from which $\langle Q x, x\rangle=\left\langle Q^{\frac{1}{2}} L(z) Q^{\frac{1}{2}} x, x\right\rangle=\left\langle L(z) Q^{\frac{1}{2}} x, Q^{\frac{1}{2}} x\right\rangle$. Since $\langle Q x, x\rangle=\left\langle Q^{\frac{1}{2}} x, Q^{\frac{1}{2}} x\right\rangle$ also, we have $\left.0=\left\langle Q^{\frac{1}{2}} x-L(z) Q^{\frac{1}{2}} x, Q^{\frac{1}{2}} x\right\rangle=\int(I-L(z)) Q^{\frac{1}{2}} x, Q^{\frac{1}{2}} x\right\rangle$. Now, as in (i), it follows
that $Q^{\frac{1}{2}}=L(z) Q^{\frac{1}{2}}$. In particular, $z=Q^{\beta} W=Q^{\frac{1}{2}} Q^{\beta-\frac{1}{2}} w=L(z) Q^{\frac{1}{2}} Q^{\beta-\frac{1}{2}} w=$ $L(z) Q_{w}^{B}=L(z) z$. That $P z=z$ in both cases is obvious from the fact that $P Q^{Y}=Q^{Y}$ for all positive rational $\gamma$. This completes the proof.

Given a nonzero element $z \varepsilon H$ such that $L(z) z=z$, it is reasonable to ask if our sequencesare able to produce $z$. We note now that, by proper selection of $w$ and $P, z$ is attainable from each of our sequences, Specifically, if $\alpha$ and $\beta$ arefixed as in the theorem, then let $w=z$ and let $P$ be the orthogonal projection of $H$ onto the line through $z$. From the construction of the sequence $\left\{Q_{n}\right\}, Q_{1}=P L(z) P$, whence $Q_{1}=P$. If follows immediately that $Q_{n}=P$ for $a l 1 \quad n$ and thus $Q=P$. Hence $z=Q w=P w$ (or $z=Q^{\beta} w=P_{w}^{\beta}=P w$ ) is the fixed point yielded by our theorem.

While it is not reasonable to expect the praticioner to guess $P$ so accurately, these remarks do attach the virtue of theoretical completeness to these processes.
3. Examples. (1) Suppose that $\alpha=\frac{1}{2}$ and that $\gamma, \delta \in\left[\frac{1}{2}, \infty\right)$ such that neither of $\gamma, \delta$ is an integral multiple of the other. We show that for fixed $w \varepsilon H$ and $P$, the $Q$ and $z$ obtained by using $Y$ for $\beta$ need not be the same as those obtained by using $\delta$ for $B$. Moreover, the limit operator $Q$ in this case need not be an idempotent, although it can be one. Assume $\delta<\gamma$. Let $k$ be the Least positive integer such that $\gamma<k \delta$. Note $2 \leqq k$ and $(k-1) \delta<\gamma$. Let $a$ be any number in the interval ( 0,1 ). Then $a^{k \delta}<a^{\gamma}<a^{(k-1) \delta} \leqq a^{\delta}$.

Define $L: R \longrightarrow[0,1]$ by

$$
L(x)= \begin{cases}1, & x \leq a^{Y} \\ {\left[(1-a) /\left(a^{Y}-a^{(k-1) \delta}\right)\right] *\left(x-a^{Y}\right)+1,} & a^{Y} \leqq x \leqq a^{(k-1) \delta} \\ a, & a^{(k-1) \delta} \leqq x\end{cases}
$$

Set $P=1, w=1$. Using $Y$ for $B$ in the theorem yields $Q_{0}=1$ and $Q_{1}=a$.
 On the other hand, using 5 for $S$ gives $Q_{Q}=1, Q_{1}=a$, but $Q_{2}=a^{2}, \ldots, Q_{k}=a^{k}$. Moreover, $Q_{n}=a^{k}$ for $n: k$, hence,$=a^{k}$ and $z=Q^{\delta} w=a^{k \delta} \cdot 1=a^{k \delta}$. By the choices of $a$ and $k$, the exponents $\gamma$ and $\delta$ yield distinct operators and distinct fixed points. Moreover, neither of the limit operators determined by $\gamma$ and $\delta$ is idempotent.
(2) Suppose that $\alpha>\frac{1}{2}$, so that any 1 imiting $Q$ obtained through the theorem is idempotent. We show for fixed $w L H$ and $P$, that the resulting limit idempotents may vary with the choice of $\beta$, as may the fixed points determfned in this manner. Io this end, let $u=1$ in the theorem. Let $L: R^{3} \longrightarrow B_{1}\left(R^{3}\right)$ be as fullows: all image matrices are diagonal, where $\left(\begin{array}{ccc}x & 0 & 0 \\ 0 & y & 0 \\ 0 & 0 & z\end{array}\right)$ will be represented as diag $(x, y, z)$. We require $L(1,1,1)=\operatorname{diag}\left(1, \frac{1}{4}, 1\right)$, $L\left(1, \frac{1}{2}, 1\right)=\operatorname{diag}\left(1, \frac{1}{2}, \frac{1}{2}\right), L\left(1, \frac{1}{2}, 1\right)=\operatorname{diag}\left(\frac{1}{2}, \frac{1}{2}, 1\right), 1 .(1, y, z)=\operatorname{diag}(1, y, z)$ for $(y, z) \in\left[0, \frac{1}{2}\right] \times\left[0, \frac{1}{2}\right]$, and $L(x, y, 1)=\operatorname{diag}(x, y, 1)$ for $(x, y) \in\left[0, \frac{1}{2}\right] \times\left[, \frac{1}{2}\right]$. The extensiun theorem of Tietze (c.f. [1]) permits a continuous extenston of L to all of $R^{3}$ into the diagonal matrices whosc entries are in the interval [0, 1]. Let $P=I_{3}$, the identity eperator, and let $w$ be the vector ( $1,1,1$ ). If $B=\frac{1}{2}$, a brief examination of the defining sequence of $Q_{n}{ }^{1} s$ in Theorem 2
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shows that the limit idempotent $Q=\operatorname{diag}(1,0,0)$, and $z=Q w=(1,0,0)$. On the other hand, if $\beta=1$, then limit $Q=\operatorname{diag}(0,0,1)$, and $z=(0,0,1)$.
(3) With notation as in (2), suppose $\beta=1$ is fixed. We show for fixed $w \in H$ and $P$, that the resulting limit irlempotents may vary with $\alpha$, as may the fixed points determined in this manner. Letting $P=I_{3}$ and $w=(1,1,1)$ as in (2), we require this time that $L(1,1,1)=L\left(1, \frac{1}{2}, 1\right)=$ $\operatorname{diag}(1,1 / 2,1), L(1,1 / 8,1)=L(1,0,0)=\operatorname{diag}(1,0,0)$, and $L(1,1 / 32,1)=L(0,0,1)=$ diag $(0,0,1)$. Extending as before, we have a continuous $L$ defined on $R^{3}$ into the diagonal matrices with entries in $[0,1]$. For any choice of $\alpha$, $Q_{1}=\operatorname{diag}\left(1, \frac{1}{2}, 1\right)$. If $\alpha=1, Q_{2}=\operatorname{diag}(1,1 / 8,1), Q_{3}=Q_{n}=Q=\operatorname{diag}(1,0,0)$, $z=(1,0,0)$. On the other hand, if $\alpha=2$, then $Q_{2}=\operatorname{diag}(1,1 / 32,1), Q_{3}=Q_{a}=$ $Q=\operatorname{diag}(0,0,1), z=(0,0,1)$.

It is easy to see that a slightly more complicated definition of L would yield a single example incorporating the features of all three prior illustrations.
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[^0]:    $*_{\text {As }}$ in [3], one can show that, given any sufficiently small neighborhood of the true parameters, there is, with probability 1 as $N_{0}$ approaches infinity (regardless of the relative sizes of $N_{0}$ and $N_{i}, i=1, \ldots, m$ ), a unique solution of the likelihood equations for either type of sample in that neighborhood, and this solution is a maximum-likelihood estimate.
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