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ABSTRACT

"An investigation is conducted into the use of optical data from
onﬁoard television cameras for the navigation of interplanetary space—
eraft during the planet approach phase. Three optical déta types are
investigated — the planet limb with auxiliary celestial references, the
satellite-star -and the planet—star itwo-camera methods. Analysis and
modelling igsues related to the nature and information content of the
optical methods are examined., Dynamic and measurement system modelling,
data sequence design, measurement extraction, model estimation and orbit
determination, as relating to optical navigation, have been discussed.
The various error sources are analysed. The methodology developed has
been applied to the Mariner 9 and the Viking Mars Missions. Navigation
accuracies are evaluated at the control and knowledge points, with parti-
cular emphasis devoted to the combined use of radio and optical data.

A parametric probability analysis technique is developed to evaluate
navigation performance as a function of system reliabilities.

It has been determined that Optical Navigation can be a very
effective means of navigating an interplanetary spacecraft during its
approach phase to the planet, particularly with the combined use of radio
and optical data. Of the three observation methods exam;ned the
satellite-star method is found most suited for the knowledge point and
the planet-star two-camera method for the control point. It has been
shown that optical and radio data provide co@plementary navigation
information and their major error sources ére different; their combina-

tion yields the best results. However, delaying the maneuver timing as

i1 pRECEDING PAGE BLANK NOT FRMED



much as feasible maximizes the benefit from the strength of optical data.
A method developed to evaluate consistency between the optical and radio

solutions is shown to be very effective in the detection of data anomalies.
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CHAPTER 1

INTRODUCTION

It is in the nature of Man to explore his universe, to venture
into outer space because, like the mountain, "it is there."

Functionally any exploration system must include the fellowing
three components:

i)} the vehicle or means of transportation along with the
associated equipment and the investigative instrumentation
required for the explorétion.

ii) the navigation system -— methods for directing the course
of the wvehicle to the desired ﬁestipation and for pointing
the instruments towards the desired sources of information.

iii) communication -- method of transmission of commands and

retrieval of information gathered by the instruments on
the craft, particularly during the navigatiorn of largely .
non—autonomous vehicles.

Each of these three components is indispensable for the success of any

exploratory project. However, after the vehicle has been built and

the communication system and pardware set up, the principal job

remaining is to navigate the graft effectively. At this point,

assuming that all the hardware performs according to specifications,

the navigation accuracy constitutes the chief source of uncertainty

regarding the success of the mission.



1.1 ©Navigation for Space Exploration

Any navigation system in essence involves the relationship of two
frames of reference, where one of these must be tied to the vehicle
being navigated and the other to the destination. Navigation systems
differ in the method employed to establish this relationship. The
errors associated with the navigation system are therefore different
not merely owing to the different characteristic instrumentation errors
but also through the accuracy of establishing the relationship between
the two frames of reference,

The earliest sophistication in the art of navigating a vehicle
came about éﬁ the high seas in the use of the sextant (an optical
device!) where the measurements essentially determined the orientation
of the ship relative to the fixed stars in inertial space. This
information was combined with a knowledge of the earth's orientation
relative to the stars to determine the location of the ship on the
earth, i.e., relative to an earth fixed coordinate frame of reference.
This was possible since marine navigaiion is a two;dimensional
problem, with the vehicle always (hopefully!) on the surface of the
sea, and therefore orientation information is equivalent to location
information.

Navigation methods developed along with the vehicles being
navigated, through gyroscopic devices and acceleration sensors to
radio navigation Systems for aircraft. For space exploration the
sole mode of mavigation has historically been radioc navigation
wherein electromagnetic waves with stable frequency are transmitted

to the spacecraft from an earth—based.tracking station. The



spacecraft retransmits the signal back to the tracking station where

it is received with a change from the original frequency. This

doppler shift, Af, in the frequency of transmitted electromagnetic
waves is used to infer § the instantaneous range-rate of the spacecraft

relative to the earth-based transmitting station, through the

relationship
_ 2
Af = e ft )
where,
c = velocity of light
ft = transmitted frequency.

In addition the tracking station can méasure the time the signal
takes to travel to the spacecraft and back again, which can be used
as a range measurement from the station to the spacecraft.

If now the station is related to a geocentric frame of reference

and this in turn to the target, the relationship between the spacecraft

frame of reference and the target frame of reference is available, The
accuracy of this depends upon the cumulative effect of the error
sources from each of the steps in the process.

Figure 1-1 illustrates the geometry involved in the acquisition
of radio data. The various coordinate frames of reference involved
in the process of obtaining target relative spacecraft trajectory are
indicated.’ The directions of the axes and the origins of the coordinate
systems are both relevant; for this gimplified interpretation, the
spacecraft state vector would be referenced to each of these coordinate

frames successively:
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Figure 1-1, Coordinate Frames of Reference for Radio Navigation



S: The spacecraft and its coordinate system

T: Topocentric {station—centered) earth-fixed frame of reference

E: CGeocentric (earth-centered) earth-fixed frame of reference

G: Geocentric space-fixed frame of reference

B: Barycentric (Earth-Moon) space-fixed frame of reference

H: Heliocentric {sun—centered) space-fixed frame of reference

P: Target centered frame of reference.

The purpose of navigation as outlined above is to (1) determine
the course of the spacecraft with respect to the target along -with
its precision, and (ii) guide it to the desired configuration at the
desired time within rhe desired accuracy. We restrict ourselves here
largely to the former task. The problem can be regarded as the
determination -of the location and velocity of the spacecraft at an
epoch along with a description of the accuracy of this determination.
Given a model to propagate these through the use of Newton’s second

Jaw and the {rames-of reference involved, we can deterpine the target

relative spacecraft state at any time.



1.2 HNature and Information Content of Radio Data

Space exploration requires very accurate determination and
control of the location and destimation of the spacecraft. Radio
data has proved to be a powerful method for navigation particularly
for near—earth spacecraft such as earth-orbiting satellites and
Junar missions. The problems for interplanetary exploration,
however, become much more demanding; this is particularly so for
those space missions where the dintent is to place the spacecraft
into orbit around the target planet. To examine the reasons for
the additional problems introduced in these situations we first
discuss a simple model for the information content and strengths of
radio navigation in this section (originally from References 1,

2, and 3). The error sources associated with it are discussed in
Section 1.3, ‘
Figure 1-2 illustrates the geometry for doppler Fra¢king of

a spacecraft from a station on the surface of the earth. The

x ¥y z frame of reference is a geccentric space fixed coordinate
system with the z axis aligned with the spin axis; we disregard
any errors for the discussion in this section.

The topocentric position and velocity vectors to the spacecraft,

o and p, are given by

R = £ -— -Qs_st (1—2"'1)
and
p=xr-zx_ , (1-2-2)



[
A1)

Figure 1-2. Geometry of Earth-Based Doppler Tracking
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where

r = geocentric position vector to spacecraft

f = geocentric velocity vector to spacecraft

T = geocentric position vector to tracking station
is £ = geccentric velocity vector to tracking station

From the doppler measurement § is therefore given by

b=p -0, (1-2-3)
where

. (1-2-4)

R % I RS I

= -~ =st
Now, since ]r | << ]r|, we can write
—st —

~ < x

LN Ir[ - (1-2-5)
Equation (1-2-3) then becomes,

Pop et

=fer-tr . I . (1~2-6)
Letting
% = I = geocentric range-rate of the §/C,

w = Earth's rotation rate,

A = longitude of tracking station from prime meridian G,
r = éisj:ance of tracking station from the Earth's spin axis,
ﬁl = unit vector in the direction of increasing a,

o= éeocentric right ascension of the S$/C,

§ = geocentric declination of the S/C,
i

‘time elapsed since coincidence of prime meridian with x axis.

,.r
il

and



we may write

P=f-z (1-2-7)
and
ET un:sg:_)L s r - (3-2-8)
= -ur_ cosS sinwt + A —~ a) . (1-2-9)
Substituting into equation (1-2-6), we obtain
p =1+ wr cos$ sin(wt + X - ) , (1-2~10)

vhich is the same result as originally derived by Hamilton and
Melbourne in Reference 1. This indicates that the signature of ome
pass of Dopp}er tracking data (see figure 1~3) yields the geocentric
range rate, right-ascension and declination of the spacecraft which
are implicitly assumed to be constantvover the pass. This is due to

the so-called "velocity parallax" induced by the motion of the

rotating tracking station; attention to this was originally called

in Reference 2.

From several days of tracking data it is then reasonable that
we should be able to determine the time rate of change of these
guantities —— wviz the geocentric acceleration and the right' dscension
and declinatiom rates. Reference 3 showed this and poiﬁféd‘o&t that
the first of these quantities has information in it to determine
the geocentric range of the spacecraft, This was done by extending
the model to a six parameter model (References 3, 4).

f = a+ b sinwt + c cosuwt :

(1-2-11)
+ dt + et sinwt + ft coswt ,

where



a=r
b = wr_ cosd
s
c = wr, cosS(AX ~ Aa)
d = ag + r(&2cos?5 + §2) (1-2-12)
e = —gr sindd
s
f= —wré{(ﬁl - Ax) sinéé + & cosé} .

In the expression for “dY, the second term is the familiar V?/r
centripetal acceleration and'ag is the remalining geocentric acceleration
due to gravitation, solar pressure etc., the centripetal acceleration
term depends on the range, r. This can be supplemented by direct
measurement of the range p as discussed in Section 1.1.

Thus all six components of a spacecraft's geocentric trajectory
can be determined from a few days of Doppler tracking data. The
precision, or lack thereof, with which these quantities are determined

is of course the critical question, and that forms the subject of

the next section.
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1.3 Radio Navigation Error Sources and Limitations

In this section we list the major error sources for radio
navigation, followed by a simple analysis of the effects of these
on navigation accuracy. An excellent exposition on this topic
is given in Reference 5. -A slightly different viewpoint is taken
here in presenting the error sources. We categorizé the errors
into three types:

(i) Measurement imprecision errors
(ii) Spacecraft acceleration model errors

(iii) Errors in relating frames of reference.

The first type of error stems from spacecraft and tracking
station equipment hardware limitations. The most significant
contributor of error in this category is the instability of the
reference frequency in the station master oscillator. Other
components include cycle slipping, ranging system biases and drifts

and clock synchronization errors. In practice all these errors

combined turn out to be much less significant than the other
categories of errors, for the state of the art as it exists at
present.

Spacecraft Acceleration Model Errors

This type of error includes any unmodeled or mismodeled
forces thét affect the motion of the spacecraft on its trajectory.
Some of these forces are non-gravitational, resulting from un-
certainties in spacecraft agsociated effects, e.g., solar pressure
and gas leakage forces. Others are gravitational and arise from

attractions by massive bodies; if the masses are not known accurately,

11



the computed trajectory will be in error.

1) Nongravitational: There are two principal nongravitational
acceleration error sources. The first of these is caused by
spacecraft generated effects such as gas leaks from the attitude
control system and spacecraft propulsion system. ,These leaks
arise from imperfections in the valve seats for .these.systems.

The‘seaond kind of nongravitatiomnal force is caused by the
en&ironment such as the radiation pressure due to the solar energy
falling upon the spacecraft (S/C) structure.

Solar radiation pressure in the sun-S/C direction is modelled by

AR = & ¢ T (1-3-1)

wrz *
where
R is the probe-Sun distance

K is a solar radiation constant (= 1.031 x 108)

A is the spacecraft effective area normal to the sun-spacecraft
direction ’

M is the spacecraft mass

GR is the reflectivity coefficient

Acceleration errors from these sources are very small (~10" 12
km/s?), and are significant not for the amount by which they perturb
the actual motion of the spacecraft, but rather for the way they
affect the tracking data —— i.e., it is the uncertainty in the
solar pressure accelerations (not the accelerations themselves)
that impacts navigation accuracy.

2) Gravitational: In addition to the two types of non-
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gravitational forces, a third spacecraft acceleration error source
is gravitational forces stemming from mismodelling (i) the masses
(as represented through the gravitational comstants) and (ii) the
harmonic fields of the perturbing bedies. For the latter, only
the second harmonic, 32 (of the Legendre harmonic expansion -— see
Reference 6) is considered to be of any significance for the near—
planet phases of interplanetary orbit determination.

Errors in Relating Frames of Reference

We adopt the same viewpoint here as in Section 1.1, where the

frames of reference listed were, in order (see Figure 1-1},

s - T - - G - B - H - P
\MWW
(1) 2 (3

to establish the relative vector between the target P and the

spacecraft §. Errors in this category fall into three subdivisions

in accordance with the grouping of transformations indicated ahove;
1) locating the spaceraft in topocentric coordinates: Errors

in this involve_;ggieffects of the intervening medium. The radio

signal in its path from the station to the spacecraft and back

again is distorted by the intervening medium through which it

travels. This occurs due to
(a) refraction effects in the earth's troposphere which cause re-
tardation ard bending of the electromagnetic beam (Ref. 7); the
observation appears to have travelled through a longer distance.
{b) effects due to the radio signal interaction with charged par-

ticles in the earth's ionosphere and the plasma in interplanetary

space. The variation in particle density causes a time rate of

13



change in the ray path length (Ref. 8) and thereby introduces
errors in the radio doppler measurements.

Representing the modelled spacecraft in topocentric coordinates
—— i.e., relating frames of reference §S and T -- therefore
requires calibrating the effects in the transmission media.

Residual errors after calibration corrupt the information content
of the radio observations.

2) Locating the tracking station in geocentric space-fixed
coordinates: This dinvolves (a) the transformation from a topo-
centric frame of reference T to a geocentric earth-fixed frame of
reference E and (b) the rotation from earth-fixed coordinates to
the space-fixed geocentric frame G. The first consists of estab-
lishing the actual location of the tracking-station relative to
the "earth-crust" by means of latitude, lomgitude, and radius
vector, or equivalently in cylindrical coordinates -- i.e., distance

from spin axis rs, longitude A relative to the prime meridian and

height above the equator ZS.
Errors in the rotation from E to G consist of three effects
as follows:

(i) Polar motion ~- the motion of the earth's crust relative to°
the spin axis which causes a change of position of the point
on the earth's crust through which the spin axis passes
(Ref. 9).

(i1} Timing irregularities caused by non-uniformities in the
rotation speed of the earth. These errors can cause.a

degradation in the tracking data quality (Ref. 10).
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(iii) Precession and nutation models relating the instantaneous
spin axis direction to a space-fixed frame of reference.
Errors in these, however, are small (Ref., 1l1).

All of the effects discussed above in 1) and 2) have diurnal
signatures. At any instant their combined effects can be represented
by an equivalent set of station locations whiéh would produce the
same effect. They are therefore referred to as equivalent
station location errors (ESLE).

3) Locating the earth in a target frame of referemce: Errors
in this for an interplanetary target arise from transformations
between frages of reference (a) G and B (b) B and H and (c) H and P
(Figure 1-1}.

(a) The error in the earth ephemeris relative to the earth-
moon barycenter stems primarily from uncertainties in the
precise masses.of the earth and the moon; the lunar ephemeris

relative to earth is very accurately known. If r, are the

=3 Ig
position vectors to the barycenter and the earth respectively,

in some inertial frame of reference, then by definition of

the barycenter,
H

M
r, =r . +t— r. , (1-3-2)
B E Mg + uE EM
where
Tom = earth centered lunar position vector

Wy = gravitational constant of the moon

=
]

gravitationdl constant of the earth
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Letting

My
noA (1~3-3)
e =Xz ~ 2 T (1-3-4)
=E =B n —=EM
Taking variations on this equation, we obtain
o= ¢ 200 (1-3-5)

T
—E —B —EM
n2

where r_  has been held fixed since it is very accurately determined.

EM

Ignoring GEB for the present, since the effect of that is dealt with

in effects (b) and (c), this yields

Sr_ = - —— 6n (1-3-6)

E

Since EEM(t) has a 28 day period, the error, .G.E-E(t>’ in _I_‘E(t)

will vary in a sinusoidal fashion.

Using values

n =8,
-6
g = 4 0
n A x1
and 1£EM]:4 x 10° kam

we obtain,

o_ % .02 km .
ZE

This is so small it would appear this error source is insignificant.
However, differentiating Equation {1-3-6) we obtain

- _ On.
81y = - = Iy
T

Using an rw® centripetal acceleration, with

270 ,
W~ o radians/day
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this yields

~12 2
A& L.15 x 10 km/sec” .
This die not insignificant relative to uncertainties in the

vnmodelled accelerations acting directly on the spacecraft, e.g.,

solar pressure.

(b) and (¢): The second and the third of the sources of error

arise from uncertainty in the Helioceniric ephemeris of the

Earth-Moon barycenter and that of the target planet respectively.
- In our discussion later these are referred to as errors in the

planetary ephemeris,

Classification of Error Sources:; Effect on Navigation

It should be emphasized that the discussion above is a simplified
picture of the errors, In practice correlations exist between
various error sources, For instance errors in the heliocentric
ephemeris of the target planet would be correlated with errors in
that of the earth-moon barycenter. This is because the source of
the ephemeris information is largely, if not entirely, observations
taken from the earth. However, for ease in analyzing their effects,
we group all the errors other than data measurement noise and random
components of error, into the following classes according to their
effect on navigation accuracy.

1) Equivalent station location errors (ESLEs)

2) Ephemeris errors

3) Unmodelled spacecraft accelerations.

17



These constitute the major error sources for space navigation
based on earth~based radio data. We now discuss the effects of
each class of errors keeping the discussion as simple as possible.
The analysis, though greatly simplified shows some of the salient
feaéures of radio navigation limitations.

1) Effect of ESLEs

The effect of equivalent station location errors can be well
represented through the ﬁamilton~Melbourne model. Following the
terminology of Section 1.2, let Ars, AX and AZS be the errors in
the equivalent station location coordinates. The variation of
equation (1-2-10) is given by

Ap = A + wsin(wt + X - a){ArS coss - AS-rS sind}

+ wr coss cos(wt + A - a){AX - Aa} | (1-3-7)
The last term in Equation (1-3-7) indicates that an error in longitude
will map directly into an error in spacecraft right-ascension,
Ao = AXx , (1-3-8)

yielding a position error in this direction given by

Uga = r cosd OX . (1-3-9)

Similarly, the second term of Equation (1-3-7) indicates that an

error in station-radius produces an error in the declination of the

probe
28 = = % , (1-3-10)
which yields a position error in this direction given by

18



Equations (1-3-9) and (1-3-11), show the linear dependence of the
navigation accuracy for these components on the distance of the
spacecraft from the earth. The latter equation also shows that the
position uncertainty in this directioa becomes very large when the
geocentric declination approaches zero.

2} Effect of Ephemeris Errors

These are perhaps the most directly understood error sources,
since the target relative spacecraft vector is the difference between
the vectors to the target and to the spacecraft respectively. We
note that (i) when the target is the Moon, these errors essentially
vanish since the geocentric lunar ephemeris is known very accurately
and (ii) the target ephemeris error increases with diéténce of
the target from Earth since the ephemeris is established basically
through observations from Earth.

3) Effect of Unmodelled Accelerations

The basic reason for these effects is the nature of the radio data.

The "d" term of the six parameter model mentioned in Section 1.2 is
useful in explaining the effects of the spacecraft acceleration
errors. Since

ad=a + r (42 cos2§ + 32) (1-3-12)
and it is the only term containing r, any unmodelled acceleration
will cause an error in the determination of the range from doppler

12 km/sec2

tracking data. Errors im acceleration of the order of 107
can cause a range error of hundreds of kilometers.

When the range data type, p, is included in the processing,

range errors are essentially eliminated. In this case any errors in
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acceleration are thrown into & and &8, i.e., the velocities perpendicular
to the line of sight. This does not cause errors in position at
the time of the range measurement but the trajectory does not propagate
well, More details on this can be found in Referénce 3.
Summary
In summary themn
(i) errors im radio navigation increase as the spacecraft
distance from earth increases, owing to ESLE effects
and target ephemeris effects.
{(ii) particularly large errors can be induced for low
geocentric declination geometries
(iii} 1lunar ephemerides are much better known than the planetary
ephemerides
‘(ivl the unmodelled acceleration errors are peculiar to the

nature of the radio data.
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1.4 Optical Navigation

Optical Navigation, as used in this dissertation, is the use
of observations of celestial bodies viewed by the television
camera on-board the spacecraft to supplement the earth-based
radio data, in order to determine the orbit of the spacecraft.

In the previous sections we have seen that there are certain
limitations in the use of vadio data for space navigation. As
pointed out, these limitations can become significant for trans-
lunar space exploration. The use of optical data from the IV
cameras can alleviate some of the difficulties, giving improved
navigation accuracies. As we shall see in the next éhapter optical
data and radio data tend to complement each other for interplanetary
navigation; we therefore stress that the term "optical navigation™
is used in the context of the combination of radio and optical data
and not merely optical data by itself.

In our discussion we will restrict ourselves to only the
interplanetary portion of the mission where the spacecraft is
essentiélly in an elliptical path around the sun on a hyperbolic
trajectory relative to the target planet. As we shall see the
primary benefit in the use of optical data is gained‘when the
spacecraft reaches reasonably close to the planet -- ﬁow close
depends on the characteristics of the instrumentation available and
on the particular planet in question. Thus the utility of optical
navigation is primarily during the phase of the spacecraft's

"approach” towards the planet; navipgation accuracies in this phase

21



are very important and can be quite critical. Since the laws of
kinematics do not generally distinguish between the direction of
motion and since the hyperbolic trajectory of one body relative to
another is symmetric between the approach and departure legs, the
method is equally applicable for the departure leg if there is
any for the mission under consideration.

The idea of using imaging daga from the television cameras
turns out to be quite effective as we shall see in the following
chapters, and yet is simple to execute. The simplicity arises
from the fact that no additional instrumentation is required other
than that which normally exists on most interplanetary spacecraft.

Instrumentation

The instrumentation that is normally aboard interplanetary
spacecraft and relevant to optical navigation consists of (i) the
television cameras, (ii) a placform, moveable relative to the

spacecraft, upon which the television cameras are mounted along with

other science instruments and (iii) an attitude control system to
ocrient the spacecraft relative to inertial space.

The four photovoltaic solar panels in Fig. 1-4 (Ref. 12) which pro-
vide the energy for spacecraft functions, need to be oriented facing the
sun. This is accomplished through the use of the sun sensor, the
line of sight of which is perpendicular to the solar panels and
establighes one basic orientation axis -~ the spacecrafi-fixed
roll axis. This sensor, nominally pointed towards the suﬁ, provides

pitch and yaw axis bontrol's;gnals. The second reference direction

required for the attitude of the spacecraft to be fixed is provided
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by a roll axis control signal from the star tracker., The star

used is normally Canopus; any bright star would do in general for
this purpose so long as its direction is gufficiently non-parallel
to the sun direction reference axis. The spacecraft orientation
is maintained by using the pitch, yaw and roll control signals to
actuate the attitude control rggction gas jets.

The television cameras along with other science instruments
are mounted upon the scan platform. This is a support structure
moveable relative to the spacecraft with two degrees of freedom
by drive signals to the scan actuators. Platform position is
detected by potentiometers mounted on the actuator shaft, yielding

measurements of the two axes gimbal angles,

Observation Methods

The celestial bodies that the television cameras can view
include gtars, planets and satellites of planets. Figure 1-5

shows the three observation methods that we shall investigate.

In the first method a sequence of pictures of the planet is taken.
Orientation information for the television is derived using signals
from the sun sensor, Canopus tracker and potentiometers for scan
platform gimbal angles.

The second method uses the fact that the inertial directions
to the stars are known very accurately — better than 1 arc-second.
Méreover, since they are extremely distant from the solar system
the .direction to a star is unaffected by change of position within
the sclar system. They can therefore provide accurate feference

directions.in inertial space. Thus in this method a sequence of
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pictures is taken, viewing the natural satellites of the target
planet against a star background. The star background serves as
an accurate reference for determining the camera pointing direction
while the natural satellite images yield the navigation information.
The second method would not normally be used to image the
planet against a star background because the planet brightness is
much larger than that of the stars. Thus camera exposure times
that would be adequate for imaging a planet would typically be too
short to simultaneously image stars in the same picture. If however
two narrow angle television cameras are available on the spacecraft
we may employ the third method where one of the cameras is used to
imagé the planet as in method (i), while the second is used with
longer exposure time to photograph stars. The star field, as in
method (ii), provides significantly more accurate pointing information
than is obtainable from the scan platform and attitude control

data as in method (i).
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1.5 Coordinate Systems and Transformations

The major coordinate systems to be used for optical navigation
measurements are described in this section. The asgociated coordinate
transformations are also derived here for use later in Chapter Three,

Notation: We define a rotation RJK such that

T Ry o (1=5-1)
i.e,, it is a transformation which carries a wvector with components
into a vector in system K with components

J
given by_§K. Similarly,

y = Rgge (1-5-2)

given in system J by x

where
= [R ]'1 1-5-3
Rea i o (1-5-3)
We note that

(i) Since these are orthonormal matrices, we have

-1 T
[Ryel © = [Ry]

Ry (1-5~4)

1

and

(i1) the associative rule holds,

Bk B ™ B (1-5-3)

Inertial'xyz Coordinate System

One of the basic coordinate systems used in celestial mechanics,
and the primary system for a space-fixed frame of reference in this
dissertation is the 1950.0 Earth Mean Equator and Equinox coordinate

system (zbbreviated to 1950.0 EME). The fundamental plane in this
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system is the plane of the earth's mean equator as of Jan. 1 Oh 1950
and the reference direction.is toward the vernal equinox, which is
the point of intersection of the plane of the sun's apparent motion
about the earth where the sun crosses the equator from south to north.
The x axis is the direction of the vernal equinox, the z axis is
normal to the fundamental plane and positive toward the north, and
the y axis completes a right handed system,

Celestial Coordinate éystem, ABC

As mentioned in Section 1.4, the orientation of the spacecraft
during its flight is maintained _through the use of the attitude
control sensors which are nominally pointed towards the sun and
Canopus respectively. The directions to these celestial bodies
are used to establish the ABC Celestial coordinate system, as shown

in Figure 1-6. The three axes are defined as follows:

.g = unit vector to sun

A _ .

5 = unit vector to reference star

A A

B-2x5/cx 5

A

§-8x¢
B = cone angle of star = cos-l (g - éb
S "

where the "cone angle" of a vector direction Q is defined as the
angle that the vector makes with the positive'g direction (see Figure
A,
1-7). The Yclock angle" of the vector p is defined as the angle
. A A . . g . . .

which the ¢ x p vector makes with the positive b direction (see Figure
1-7).

Thq rotation matrix to transform a vector from thée Inertial

coordinate ‘syStem xyz to the Celestial coordinate system ABC is
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therefore given by

-
E LY
Ro= [2°] =[a b ¢ T (1-5-6)
CT
|~ ]
or
- -
8 3 &
Rig™ |P1 Py P (1-5-7)
¢y 2 3]

vhere a., bi’ and c; are the components of the vectors a, b, and ¢
expressed in the inertial xyz system.

Spacecraft-Fixed Codrdinate Systems

There are basically two spacecraft structure related cooidinate
systems. They are (i) the sun~star semsor coordinate system, 8, and
(ii) the spacecraft attitude contwol gensor related coordinate
system, X, o

(i) Gorresponding to the celestially referenced ABG Celestial
coordinate system, it is useful to define a Space;raft-
fixed coordinate system SA SB Sc which would coincide with
the ABC system when the pitch, yaw, and roll attitude
control system signals are zero. 1t is emphasized that
this is a system of coordinates physically related to the
instruments -- the sun sensor and the Canopus tracker -- in
the spacecraft. When these sensors are pointed exactly

towards the sun and Canopus, respectively, the system is

coincident with the C system and the pitch, yaw, roll angles
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are zero,

(ii) ZX¥Z is the spacecraft pitch, yaw, and roll control axis
coordinate system and is defined relative to the fixed
spacecraft configuration as shown in Figure 1-4. The
X and Y axes are aligned along the solar panels and the Z
axis is antiparallel to the 8. axis of the spacecraft-
fixed sun-star sensor coordinate system.

It is convenient at this point to introduce a new celestial
coordinate system XOYOZ6 such that if the pitch, yaw, and roll control
signals are all zero the XOYOZ0 system would be coincident with the
XYZ system. This implies that the XoYozo system has the same
relationship to the ABC system as the XYZ spacecraft-fixed system
has to the 8, 5 SC (also spacecraft-fixed) system.

A B

As shown in Figure 1-8, a rotation R through the angle o
CXOl X

about the C axis (axis # 3) followed by a 180° rotation about the X
axis (axis # 1), RCX , takes the ABC coordinate system to the
02
XY Z system.
00 0

The rotation from ABC to XoYozo is therefore given by

R. =R '
cx, ~ “cx,, RCX01
1 o0 0] [cosw sine_ 0]
X X
=140 -1 0 -sin o cos o )
X X
o o -1] | o 0 1

0 0 -1 (1-5-8)
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To rotate from the XbYoZo system to the XYZ system requires
rotating about the pitch (X) axis, yaw (Y) axis, and roll (Z) axis
through thg angles ep’ ey’ er respectively. The angles Sp, By, and
er are determined from the control system éignal voltages from the
sun ;ensor (pitch and yuw signals) and the star tracker (roll signal).

The three rotation matrices are, respectively,

1 0 o ]
Rxoxl ={0 cos g sin_ep_ (1-5-9)
0 -sin § cos 8
L. P o
I 0 -sin 9 7
cos ey By
RX x. = 0 1 0 ' {(1-5-10)
072
sin & 0 cos B
" y B
and
cos Gr sin er 0
'BX X -sin Br cos er 0 (1-5-11)
03
i 0 0 1]

The transformation is then given by combining Eqs. (1-5-9),
OX

(1-5-10) and (1-5-11),
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Rxox Rx0x3 RXOX2 Rxoxl
B . . . P X _ . ]
cosercose :51n6rcoseﬁ+coser31ne sind | 51n%r81nep coser31neycosﬂp

-sinercosey'(cosarcosep-sinersineysinep)! cosersineP

+cgind _sing sing
r ¥y P

sinf

‘ecosf sind cosf cos$
¥ y P

1
i 1
| [
1 !
| |
I i
{1-5-12)
The rotation transforming from the spacecraft X¥Z system to

the Spacecraft S system, SXS is just the inverse of the

a8 S
transformation from the Celestigl ABC system to the XoYoZo

system, R obtained in Eq. (1-5-8). Using Eq. (1-5-4) we have

CX,
R.. =R, =Ry ©=R, " (1-5-13)
CXO 1.4 RXS RKS
We observe from Egq. (1-5-8) that RCX is a symmetric matrix for
0
the particular definition of the XYZ system here, therefore
s 7 Fex

0
This would not be true in general. Here, then

cos o sin o 0
x X
Res™ sino, -cos o o 1. (1-5-14)
| 0 0 -1

The composite rotation f£rom the Celestial ABC system to the

Spacecraft SA SB SC system is then given by

Res ~ Xs onx cho (1-5-15)

ORIGINAL PAGE Iy
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which is equivalent to writing

Ros = s PE(OX Rex

1§

Rys Rx X RxsT (1-5-152)
Res -Rxox Res

I

Scan Platform Coordinate System

3

This Platform MNL coordinate system is defined relative to the
spacecraft coordinate system through the-clock angle,aP and the cone
angle EP (as shown in Figure 1-8) of the Scan Platform pointing
vector §. The T. axis is in the direction of £, the M axis is in the
direction of increasing cone angle B? and the N axis is in the
direction of increasing clock angle Uy

The transformation from the Spacecréft to Platform coordinates,

RSP’ can be written as
RSP = RP p RSP (1-5-16)
o™ o
where. -
R = transformaticn from spacecraft coordinates to gy

SF
o

coordinates, through a clock angle rotation Up

transformation from gy coordinates to Platform

e p
coordinates through a cone angle rotation.BPﬂ

These are gﬁven by

[ cos o,  sinog 0-1
RSP = |-sina, cosa, 0 ‘ (1-5-17)
o
|0 0 1]
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Teos Bp 0 -sin SP-‘

RP P 0 1 0 (1-5-18)
R4

sin B 0 cos B
| ? P

-

The angles Uy and BP are determined from clock and cone gimbal
potentiometer signals.

Televisgsion Camera Coordinate System

The Television Camera MNL coordinate system definition relative
to the Platform MNL coordinates is also shown in Figure 1-8;
arriving at the television camera coordinates involves three successive
rotations through angles {§, %, and w; these must be taken about the
positive N axis, Che negative M axis and the positive § axis,
regpectively. The rationale for defining the coordinates in this
fashion is the following:

positive ¥ => increasing B;

positive y => increasing o {for small ¥ angles);

positive w => positive rotation about 4, the look direction;
-and therefore the angles are referred to as the cone, cross-cone,
and rotation offsets.

The transformation from Platform coordinates to Television

cooxrdinates is given by
Rpp = RPTB RPTz RPTl (1-5-19)

where

rcos ¥ 0 ~sin §.

1t

0o 1 0 (1-5-20)

Rpy

{sin ¢t O cos

! ']
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il

0 cos ¥ ~-sin ¥ (1-5-21)

Spr

0" sin y cos ¥

and
- =
cos W sin w 0

RPT -ginw cosw O (1-5-22)

3
0 0 1

Substituting (1-5-20) to (1-5-22) iato (1-5-19) we obtain
- B
cosfcosw - sinysinysinw cosysimw -singcosw - sinycosysing

RPT = f-cos{sinw --sinysinycosw cosycosw  siniysinw - cosysinycosw

cosysiny siny cosycos{

(1-5-23)

Composite Transformations

The overall transformation from inertial to television cooxdinates
is given by

= RopRepRusPrc (1-5-24)

where R.CS is given by

R

S & _5_
cs RSXRXOXRSX (1-5-25)

and where RSP and-RPT are given by Egs. (1-5-16) and (1-5-19),

respectively.
Through the use of the sensor angles @ , 6 , 8_, o and B_ these
Py ¥ P P

relationships then yield the transformations to go from an inertial

frame of reference to a television frame of reference.
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1.6 Historical Perspective and Scope of the Dissertation

In this section we give an outline of the historieal background of
optical navigation, followed by a synopsis and a brief description of
the scope of this dissertation.

As outlined in Seection 1.1 space navigation began with the use of
radio data for the early earth orbiters and for-subsequent lunar
exploration. Radio navigation methods developed through the years into
use for interplanetary missions. The area of optical navigation is A
relatively new one, pioneered over the last few years.

A simplified investigation was made in Reference 13 to make a pre-
liminary assessment of the use of an onboard navigation instrument.
After the proposal for exploiting the "G;and Tour" mission (Ref. 14)
opportunities for multiple encounters with the outer planets, there was
interest (Ref. 15) in an on-board capability for interplanetary naviga-~
tion exploring the use of various instruments such as the sextant

{(Ref. 16) and the planet sensor (Refs. 17 and 18). The use of an

onboard television camera to view the planet (method (i)) was suggested
in Ref, 18 and a feasibility demonstration; made in Ref, 19, Refer-
ence 20 proposed the use of satellite-star data (method (ii)) using a
television camera for navigati;n of the Grand Tour missions, Further
studies on the effects of spacecraft acquired opticéi measﬁrements upon
the orbit‘determination of two Grand Tour trajectories were carried out
in Ref, 21, The par;icular camera configuration in the Viking Mission
made the two~camera planet—star method — method (iii) — possible, and

Ref. 22 made a preliminary relative evaluation of the three methods.

An in-depth application of the satellite-star and planet limb methods
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was studied in Refs. 23 and 24 respectively. With interest aroused in_
optical navigation, the emergence of the Mariner-Jupiter Saturn mission
led investigators (Ref. 25) to study the regquirements for the quality
of radiometric and .optical .data.

In the following, Chapter 2 deals with analysis and modelling
issues related to the nature of the.optical cbservation methods.
Beginning with the definition of the data type, we continue with an
examination of light time and stellar aberration effects, and their
interaction. The errors affecting the optical data are classified
according to their effects and an analysis is made of the informatiom
content of the data,

Chapter 3 describes the overall functions involved in spacecraft
navigation., These functions include dynamic and. measurement system
modelling, data sequence de;ign,‘measurement extraction, model esti-
.mgtidn and o6rbit determination. The relevant details as applicable to
optical navigation, for-each of these functions, are developed here.

In Chapter 4 we present the application of the satellite-star and
the planet-limb (one camera) methods to data obtained from the
Mariner 9 mission. This includes analysis_of optical navigation sensi-
tivities to‘significant parameteré,'with-an emphasis on'sensitivity to
the amount of radio tracking data used. |

Chapter 5 uses the Viking Mission to examine in detaii navigation
accuracies obtained with the use, résPectivity,_of radio,flus optical
data and of optical data only. "This is done for the satellite star and .
the,planet—sfar two camera methods. The gensitivity to the timing'of

the midcourse maneuver is .examined. In addition, a general method is
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developed for evaluating the consistency between any two estimates. An
application of this method, with interesting results, has been made using
radio and optical estimates from simulated data. Finally we develop a

parametri¢ probability analysis to evaluate overall navigation system

performance as a function of optical system reliabilities.
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CHAFTER 2
OPTICAL DATA ANALYSIS AND MODELLING
INTRODUCTION

The optical data types concept was introduced in the first chapter.
In this chapter, we shall first formalize the concept to define the data
type and observation model with respect to the coordinate system in
which they are measured in Section 2.1.

In Section 2.2 we shall examine the basic geometrical relationships
between the S/C and the celestial bodies involved in the interplanetary
navigation problem and how this relates to the optical navigation data.
This is followed by a discussion of the effects of the finite velocity
of 1light on the data recorded. These effects consist of an interaction
of light-time and stellar aberration. After these are factored in, the

“definition of the data type is complete.

The next section, Section 2.3, deals with the sources of error
contributing to the inaccuracy of the optical navigation process. The
magnitude of the errors are presented along with a discussion of the
reasons for these.

Section 2.4 examines the basic information content in the data as
it relates to the determination of the orbit of the spacecraft. This
information is studied in the context of the desired navigation data we
are seeking. From the analysis presented here, restricted to two dimen-
sions so as not to confuse the basic issues involved, some conclusions

regarding the observability of the system have been drawn.

42



2.1 Definition of Data Types

The images viewed by the television camera for optical
navigation can be a planet, one or more of its sétellites and stars.
The optical data types are defined to be the centers of the
images of the objects in TV coordinates as wviewed in the picture,
These are defined relative to the scanning process as-illustrated

in Fig. 2-1a,

After the camera is shuttered, the light falling on the photo-
sensitive vidicon surface causes electron-hole pairs to be created
due to the photoelectric effect, leaving a net positive charge on
the surface of the vidicon. The amount of charge is a function of
the number of photons striking the surface. This charge is then
erased by a read-out beam which electronically scans the surface of
the vidicoﬁ in a matrix of MxN digitized samples. The sampliné is
accomplished with the use of pulses of electrons falling over a
certain "sample area" which shifts from pulse to pulse due to a
horizontally imposed ramp bias to scan along a line (see Fig. 2-1(D).
After the end of the line the wvalue of the ramp bias restarts at zero
and simultaneously the verticay bias shifts the sample area in the
vertical direction to begin the next sampling line. Each sample
area is calied a plcture element or "pixel," The magnitude of
the current read by each pulse gives the amount of charge for that
sample and this can be related in ‘turn to the intensity of light
falling upon the vidicon surface at that pixel. The resulting

charge read for various samples is digitized in n binary levels which
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provide up to 2" digitized Y"gray levels" of intensity called the
Data Number (DN).
Coordinates
The scananing process for a given picture begins as shown in
Fig. 2-1a near the upper left-hand cormer. The sample there is
designated Pixel number = 1, Line pumber = 1., The scanning
directions ~- inereasing pixel numbers along a scan line and
increasing line'numher -- provide the two reference directions, the
p and the 1 ccordinate directions. These aléng with the origin
at the upper left-hand corner provide the (p, 1) coordinate system.
Fig. 2-~la also shows the %, vy, 2z coordinate system the origin
of which is on the surface of the vidicon at the central line and
pixel (po,lo). The x and v directions are parallel te the p and 1
directions, respectively, while z is aiong the line of sight (L0OS)

of the camera and completes the orthogonal %, ¥, z right-hand system.
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2.2 Basic Geometry; Stellar Aberration and Light-Time Effects

The optical data consists of the image of the object in TV
coordinates. The scanner provides a window intc space enclosing
a solid angle which is the field-of-view (FOV) of the camera.
The center of this solid angle (the camera line-of-sight or the camera
look~direction) provides the pointing of the camera relative to some
reference direction in space. The location of an image relative to the
center of this solid angle therefore yields the information regarding
direction to the object in space when transformed through the appropri-
ate transfermation of coordinates. We shall examine these in detail in
Chapter Three; here we examine the overall geometry of the process of
imaging an object for a single observation.

Figure 2-2 shows the relative vectors between the sun, spacecraft,
planet, and the ofject being viewed. TIf

x A Heliocentric spacecraft vector,

5 A Planetocentric spacecraft vector,
9. A Planetocentric object vector,
and P A Heliocentric planet vector,
then
t=gqg-s (2-2+1)
where
L A spacecrafi-centered object vectox
and
y=ptg (2-2-2)
where

¥ Aheliocentric object vector.

46



OBJECT
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If the passage of light were instantaneous, the image would

yield the direction t, where

t
£ =-f:T~= unit vector in the direction of t.
—_— —E —

However the situation is complicated by two distinet but intimately
related effects. These are (i) light-time correction and (ii) stellar
aberration. Both of them are due to the fact that the velocity of
light is not infinite. The first can be considered to .depend on

the motion of the object and the latter on the motion of the

observer; their intimate connection stems from the fact that there

iz no absolute frame of reference.

Light-Time Correction

Light-time correction as the name implies is the motion of
the object during. the time taken for the light to traverse the

distance between the body and the observer. Let Eﬁ(tj) be the

vector position, at time tj’ of the gpacecraft relative to any
origin in some {(non-rotating) frame of re%erence F; let E&(ti)
be the vector position at time ty of the object being viewed in
the same frame of reference F.
Then tge light-time equation ignoring relativistic effects can

‘be expressed as

1
- =L Du2-3
T = t, -~ t. [u.¢t,) - w. (D], { )

where the light travels from W, to Eﬁ in frame F, and t 1s the

light-time. It should be noted that in general 1 depends on the
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frame of reference. The direction from the spacecraft to the object

before applying the light-time correction, in the reference frame F,

is
” —j_ -Ll.
= T—JTW —7 ' (2-2-4)

The light-time equation can-be solved by iterating the  equation.
An adequate approximate expression can be derived by assuming uniform
motion. The component of the object's velocity in the direction ‘of
increasing range is'given by

v =W, t , - : (2~2~5)

where W, is the velocity of the object at time tj. Therefore,
¥

c(tj - ti) = ,Eﬁ - Eﬁl - {Ej-‘ E}(tj - ti) s
or
w, - u,l
£, - t, m —a— (2-2-6)
i i w

T W, ¢« L

ha
. - v 2
The effect of the factor irm the denominator is of the order of (E)
since the value of T itself is of the order of-yu We shall see
2
shortly that effects of the order of E§~can be ignored; in faet that
c .

is the basis upon which we can afford to neglect relativistic effects.

Thus the value of the light-time 7 can be approximated by

o, - . ‘
Tt -t = —J—Ej— . (2-2-7)

Stellar Aberration Correction

Stellar aberrationm is the difference between the direction

of the incoming light and the apparent direction from which the
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observer sees it coming. This effect is due to the velocity of the
observer not being negligible with respect to the velocity of a
photon, and was originally discovered in 1725 by James Bradley.
(He was at£empting to find the distance to a star based on observing
the parallax due to the position of the ;arth in its heliocentric
orbit. The effect he observed was rotated approximately 90° in phase
from the result he expected, i.e., it was in phase with the velocity of
the earth.) Ignoring relativistic effects again, the effect is easily
understoed using the particle theory of light in terms of the velocity
of the observer relative to the incoming photon of light. If the S/C-
object direction is'g', then referring to the velocity triangle in
Fig. 2-3a we have, .
a, .
o=+l (2-2-8)

where gj is the velocity of the spacecraft at time tj. Thus the

observed direction to the object before applying the stellar aberration

correction, i.e., the actual observed direction, is given by

_E." .
A : (2-2~9)

Coordinate Frame

>

As noted earlier, the results obtained are independent of the
coordinate-frame used to carry out the computations. To illustrate
this and to get a physical feeling for the combined magnitude of
the effects, consider the situation shown in Figure 2-3b. 1iIn the

figure (:) represents the trajectory of the observer-spacecraft
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based TV camera —— and (:) represents the trajectory of the object

being viewed. 1In general these trajectories will lie in different

planes.

The light-time 1 is computed as

|u, - w.]
T=——J—:—:!'-— .

[

Now if QT is the vector angle correction im magnitude and direction

(following the right-hand rule) due to light-time, then we can write

£ ox (- ) )
er g o ~w. + 0(t%)} . (2-2-10)
-
Now
- = 3 2
LA PR + 0(t%)
o lu, - w ] )
= Eﬁ = + 0(t) . (2-2-11)
Therefore,
£ x By lwy et wy 2
BT = I.I.—W.I- c +0(T)
-3 —i
or,
£ x oW,
6 = ” + 0(t2%) . (2-2-12)

T
If esA is the vector angle correction due to stellar aberration,

then from Fig. 2-3b
u, x'i'
- A= oy " (2-2-13)

Osa
The combination of the two effects is defined as "planetary

aberration." Letting BP denote planetary aberration, adding the
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two effects we obtain

£ ox G - u)
CJ 1 4+ 0(<2) . (2-2-14)

8p =8, + 05, =

We note that (i) this result is independent of the frame of reference

that we choose to work in, even though each of gT and QSA_are not.
This points up the close connection between the two effects, {(ii) each

. . v ; ‘s
of the corrections is of order E—and we are neglecting quantities of

2
v -
order =2- This is justified since wvalues for g-are typically ~ 10

2
so-zzfv 10_8, and the pixel resolution of typical cameras on board
cs .

&

3

interplanetary spacecraft ranges from 10 uw radians to 50 p radians.

The situation as outlined above is complicated by the fact that
since the stars are at enormous distances from the solar system,
catalogs for their epheméris are not made for proper time, i.e., it
is not their actual location at time t that we record but rather their
apparent location in a heliocentric frame of reference. The procedure
followed when deoing this is to corxrect for the stellar aberration
caused by the heliocentric motion of the observer on the earth, but no
account is taken of the light-time, This is te avoid complications in
the star catalogs pertaining to the dist;nce of the stars from and
their motion relative to the solar system.

Thus for images of stars the light-time correction doés not apply
leaving only .the stellar aberration (hence the name). This means then
that the stellar aberration for the star images must be applied in
the helfocentric frame of reference.

Tp oat

Differential Aberration

A further simplification results in the stellar aberration effect,

when stars are used as the reference for the determination of camera
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orientation, as in the satellite-star and planet-star (two camera)
methods. What is important here is just the relative magnitude of the
stellar aberration effects between the star and non-star images. This
is caused solely by the difference in the unit vector directions to the
two objects and is termed differential aberration:

To evaluate the approximate value of the differential aberration
effect, consider two objects (ome of which is a star) in directions

t and_i

£ respectively; the stellar aberration effects will then be

2
given by-%(gj X gi) and'%(gj X ig) respectively. Letting o be the angle

between'ii, EQ,
4

At S E, - &y ) (2-2-15)

and writing

then for small values of ¢ we wilit tave
o g|A_§| (2-2-16)
The differential aberration effwct is then given by
88, = ¢lu; x 4D (2-2-17)
The maximum value of this, for a given Eﬁ and ¢ will occur when At is
normal to u.. This maximum will he
U, )
GQSAlu)MX = I;;lla (2-2-18)
Since the twe objects must be viewed with a fixed. orientation
camera structure the maximum possible valué of o is governed by‘the
field of view of the camera for the satellite-star method, or éhe
combined fields—of-view of the two cameras for the planet-star method.
Thus using

o ~ 0,04 radians {2-2-19

max
ORIGINAL PAGE
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in Eq. (2-2-18), we obtain,
-4
(AGSA) ~ 107" x 0.04 (2-2-20)
max

= 4 radians
This effect is therefore small in comparison with the other error
gsources and can be neglected for the current state of the art.,

Differential Planetary Aberration

To compute the net effect we define another term, differential
planetary aberration, as the combination of the differential aberration
effect above and the light-time effect for an object other tham a star.
This quantity could also be alternatively obtained as the difference
between the stellar aberration effect on the star and the planetary

aberration effect on the other object.
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2.3 Optical Data Error Modelling

Figure 2-4 illustrates the geometry involved in the use of
optical data for spacecraft navigation. Conceptually the following
frames of reference are successively involved in the process of
obtaining the planet relative spacecraft state vector:

S: The spacecraft and its coordinate system
TV: Television camera frame of reference
N: Natural satellite frame of reference
P: Target centered frame of reference.
The N coo%dinate frame is only implicitly involved and that only for
satellite observations. For planet observations the referencing is
directly between the television frame of reference and the planet.

We notice that there are fewer transformations between frames
of reference in the use of optical data compared with those for
radio navigation. This fact means little without consideration of
(i) the accuracies obtainable at each step in the process and (ii) the
basie information content inherent in the data i;e., the observability
of the navigation quantities from the data —— and the effect of the
errors on orbit determination. These two Issues are qualitatively
discussed in this and the following sections, respectively. The
problem being hi%hly.nonrlinear, detailed»quantitativé studies are
only possible numerically in specific applicationsi we do that im
Chapters 4 and‘S.

In this section we list the major error sources resulting from
the use of optical data for navigation. The television camera is

taken to be the primary sensor for all of .the optical data types, the
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other sensors (mentioned in Section 1.1) providing the means to
relate frames of reference.
Paralleling the categorization of radio navigation errors, we
can categorize the errors into the following three types:
(i) Imaging instrument meaéurement imprecision errors
('iz Spacecraft acceleration model errors
(iii) Errors in relating frames of reference.

Imaging Tnstrument Measurement Imprecision Erxors

These errors arise within the television from effects related
to the optical or the electronic part of the imaging system or to
the photosensitive surface of the vidicon. Some of these are
invariant characteristics of the television camera that affect the
entire picture frame. These are independent of the image. Others
are a function of the.specific image being vigwed. Unlike instrument
related errors fo; radio data, these errors for optical data are not

small; they can be quite significant in their effect on navigation

I

accuracies.
D Image—indep;ndent errors: -These consist of three types of
errors listed below:
(a) Uncertainty in the television system parameter values such
as.(ii the focal length of the optical system {ii) the scale
factor and nom-orthogonality terms of the transformation from
thé optics system image plane to. the line-pixel coordinates on
the picture frame.
{(b) Corruption of the image due to geometric distortions in

the telescope of the instrument and the electronics of the
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vidicon tube. These are referred to as optical distortion and

electromagnetic distortion respectively. Sources of optical

distortion include (Reference 26) (i) imperfections in the
telescope lens {(ii) misalignment of the lens optical axis in
direction (with respect to the normal to the target raster)

and position (with respect to the center of the térget raster).

Sources of electromagnetic distortion include (i) non-
uniformities in the magnetic deflection and electric deceleration
fields (ii) fringe field outside the deflection regionr of the
vidicon tube (iii) interaction between the focusing and deflection
fields (dv) rotation, non-orthogonality and center displacement
of the scan line and pixel direction deflection fields,

(¢} The television picture resolution. The image received

through the optics causes a continuous charge distribution on

the photosensitive surface of the vidicon. However in the

electronic read-out process the electron scanning beam has a

finite size which determines the size of the pixel. This forms

the lower limit Ffor the accuracy of the imaging system.

2) TImage-dependent errors: Much less is known or can be
determined from calibration about these errors relative to the
image independent errors described above. They are related to t
image formation and detection processes and may be caused by:

(a) an interaction of the characteristics of the imaging

system with the method used for locating the center of the

image. In addition to all of those listed above, the relevant

characteristics include the point spread function of the vidicon
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which causes an effect known as "image blooming,'" where the
charge at a pixel is spread over neighbofing pixels. This
effect increases with the brightness of the image and leads to
an error in locating the image center.

{b) an interaction between the readout scanning beam with the
point spread function and with the remaining unerased charge on

' is small for

the vidicon. This effect, known as "'beam~bending,’
small images such as those of stars but may be quite significant
forhlarge images such as those of planets.

(c) smearing effect of the image caused by motion of the camera
during the exposure time of the optical shutter. The motion is
due to the limit cycle of the S/C attitude control system. This
effect would increase with increasing exposure time. It would
therefore usually be largest when imaging dim objects such as
stars since a large exposure time would be designed in that

case to insure a detectable signal on the vidicon.

Spacecraft Acceleration Model Errors

Errors in this category comnsist of only the gravitational
acceleration errors applicable for radio navigation. These affect
the motion of the spé;ecraft and hence the propagation of the
trajectory. The non-gravitatiomnal acceleration errors do not affect
optical data; their effect is peculiar to the nature of the radio

observations as explained in Section 1.3.

Errors in Relating Frames of Reference

Referring to Figure 2-4  the frames of reference involved in

relating the target P and the spacecraft § are, in order,
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€8] 2y (3

where N would be omitted in the case of planet limb observations.

The

errors in th's process then fall into the three subdivisions

indicated. The first is the error in establishing the orientation

of the instrument relative to inextial space be it through use of

star images or of the attitude control system and scan platform

sensors. The second results from errors in the model of the planet

or satellite; the last stems from inaccuracies in the sateliite

ephemeris.

not

the

1) Instrument Orientation Errors: Depending on whether ox
stars are uged to establish the inertial pointing direction of
camera, these errors cam be very different in magnitude.

(a) Pointing information from engineering data: In this mode
the camera‘ﬁointing direction is reconstructed using (i) the
pitch, yaw and-roll sensor outputs to determine the attitude

of the spacecraft with respect to sun—Canopus referenced
celestial coordinate system (ii) signals from the clock and cone .
angle gimbal actuator potentiometers to determine the orientation
of the scan platform with respect to the spacecraft .structure
(iii) fixed offset angles to reference the television to the

scan platform and (iv) the location of the central line and

pixel and rotation of the TV line-pixel coordinate system relative

to the telescope image plane axis.

Thus errors in each of these transformations contribute to the

error involved in reconstructing the camera pointing relative to
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gpace~fixed coordinates. In addition there is data noise introduced
into the sensor measurements for (i) and (ii) due to quantization
of the engineering telemetry.

(b) Using stars to‘determine camera pointing: This is the mode

'used for the second and third optical observation methods

described in Section 1.4, i.e., the satellite—~star measurements

with one camera and the two-camera method for planet-star
measurements. The-accuracy of the star image determination is
governed by the errors in the measurement imprecision category
described earlier. The amount of error in the camera pointing
as estimated from the star images is a function of this accuracy,
the number of stars and their relative location — this issue is
further addressed in Chapter 4. The errors however turn out to
be of the order of the TV pixel resclution. TIn addition to
these errors, for the planet-star two camera method there is
contribution from alignment errors between the two cameras and

- from spacecraft limit cycle motion during the time elapsed
between the shuttering of the two came?as (since they are not
shuttered simultaneously).

2) Object Modelling Errcrs: Errors in the accurate representation
of the planet or satelliée figure and illuminated profile cause
‘errors in the location of the object. Thus the true location of
the object is different from the observed location due to (i) errors
in the mathematical model of the shape and size of the planet or
satellite, (ii) the center of mass being offset from the center of

the geometrical figure, (iii) errors in the illuminated profile
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caused by irregularities on the surface, (iv) limb darkening effect
due to the falling off in the brightness close to the limb, and

(v) atmospheric effects on the surface of the planet. Tha last two
effects may significantly degrade the accuracy of limb measurements
or even its definitiom.

3) ©Satellite Ephemeris Errors: In the case of satellite
observations, errors are caused owing to uncertainties in the ephemeris
of the satellite relative to the target planet. There is an error
due to the uncertainty in the planet relative satellite vector at
an epoch and errorsg in the propagation of the ephemerigs in time.

The planet mgsé and gravity field uncertainties contribute to the
latter. The spin axis of the planet is also a souxce of error when
the satellite theory used and the plaﬁet gravity field are referenced
to the planet equator coordinate system.

Classification of Error Sources

The random components of all error sources along with the pixel
resolution can be grouped together as data noise. We regroup the
other error sources into the following classes for ease in analyzing
their effects on navigation accuracy.

(i) TV pointing errors: All errors which produce a global
shift of all the picture elements fall into this class.
Thus all the images would be shifted a uniform amount,
but their relative locations would be unaffected by this
error. This is showm schematically in Fig: 2-5a, These

are modelled as a combination of constant angular error

and a varying time correlated compenent.
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(i)

(441)

(iv)

TV geometric distortion: These errors corrupt the
relative location of all the picture elemeﬁts and
therefore of the images in a picture (shown schematically
in Fig. 2-5b). This is modelled as a polynomial of

the radial distance from the center of the wvidicon.

Image center-finding errors: Errors that contribute to
the center location of & specific image fall inte this
elass. These errors are modelled as constant errors
propoxrtional to the image size (see Fig. 2-5c¢).

Satellite ephemeris errors: Since the position of the
spacecraft relative to Mars has to be derived using the
position of the satellites relative to Mars, uncertainties
in the satellite ephemeris ﬁave an important effect.
These are modelled as errors in the orbital parameters of
the satellite theory chosen to represent the motion of

the satellite around the planet.
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2.4 Optical Data Information Content Analysis

In this section we discuss the basic information content of the
optical data as it relates to navigating the spacecraft in the
interplanetary approach phase of a mission., We examine the problem
in two dimensions. Further simplifications are made to seek a
minimal set of parameters which is sufficient to describe the
problem.

Figure 2-6(a) shows the two-body motion of a spacecraft
approaching a spherical planet located at coordinates (xP, yP).

The dotted line, making an anglel¢ relative to the x axis, is the
approach asymptote of the hyperbolic trajectory. The eccentricity
of the hyperbola is determined by the mass of the planet and the
asymptotic-velocity V_; for a massless planet the trajectory would
be the dotted straight linme at a perpendicular distance B from the
center of the planet. The point of closést approach éo the planet

is labelled E (for "encounter™) and the spacecraft arrives there

at time T, the time of flight.

With the description above the position of the spacecraft at
any time t is at a distance £ from E on the approach asymptote,
given by ‘

() =V T, (2-4~1)

where

e

TET~1t . : (2-4~2)
At the initial time, t = 0, the position is therefore given by

2(0) =V.T .
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Optical. Data Content

Optical observations, either planet limb or natﬁral satellites,
essentially measure the angle between the target planet center of mass
and a reference direction, e.g., a star di?ection. Let T(t) be this
angle as shown in Figure 2-6(b). For the purposes of this .analysis
the error in this angular measurement represents the accumulation of
all error sources such as center-finding errors, satellite ephemeris
errors, biases and camera pointing errors. These errors éffectively
result in a degradation of the observation angle.

Since we are dealing with planet-relative angular observations
and a planet-relative description of the spacecraft trajectory,
the coordinates (xP, yP) of the planet become irrelevant. The
primary quantities of interest are B, T, V_  and ¢, where the first
two relate to the two dimensional position and the latter to the
velocity..

Let 8(t) be the angle, shown in Figure 2-6(b), given by

8(t) = n(o) - ¢ .
Taking variations we obtain

so(t) =én(L) - Sy . (2-4-3)
Now €(t) is given in terms of the trajectory parameters by

tanB (L) =

L(t)y °
Since the observations are taken relatively far from the planet,
6(t) is small and

o =2+0(0%) . . (2-4-8)
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Neglecting higher order terms we may write

o8 _ gb 0% (2-4-5)

)'A Voo T
Y
- =, ST 4
=5t (2-4-6)

sB_868 , "= aT . (2-4-T)
B 9 + V°° + T
8V
= 1 = 8T | —he
= é-(«sn 8y) + T + (2 4-8)

Substituting from (2-4-4) and rearranging,

- SB_ B __B -
8n = 6lb+va f}jr—ﬁvm V-m-;z-(STs (2-4-9)

which is the variation on the measurement equation.

We observe from this equation that it is not possible to
separate an error in the direction of the approach asymtpotic velocity ,
8P, from a bias error in the measurement angle, &n.

Since optical observations involve the measurement of angles -
between the target planet and a reference direction, they suffer
from the ing?ility to determinelthe velocity (Vm) of the spacecraft
and the accurate time of flight. To illustrate ‘this, conmsider a

spacecraft moving on trajectory No. 1 (Fig. 2-6(c)). Let 91 and 62
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represent two angular measurements of the direction between the
reference direction (which we have for simplicity assumed to be along
V_) and the target planet. The observable equation is

__B . —4-10)
tan Bi "V T (2-4-10)
w i

where Ti =T - ti and ti is the time of ith observation.

From Egq. (2-4-10) it is seen that the time of flight, T, can
be determined from two perfect observations of 6. However, only the
ratio B/V°° can be determined from observations of §. This is
because the observation history for any parallel trajectory with the
same value of B/V°° (for example, trajectory No. 2) will be identical
to the true trajectory. This could also have been observed from
equation (2-4-9) above -- i.e., since the coefficients of 6B and 8V
have the same temporal behavior it would not be possible to solve
for these two parameters separately. These parallel trajectories
also will have the same time of flight as and will be indistinguishable
from the true trajectory. WNote also that two perfect direction
observations determine the plane of motion.

From Eq. (2-4-7) it is seen that even with perfect observations

the limiting accuracy for B is determined by Vs i.e.,

8B = = §V_ . (2-4-11)

B
v 0
[=2]
To obtain the time of flight, T, assume that two observations of

8 are taken; then from (2-4-10),

=B _ 4
Tl tan Bl = V_ T2 tan 62 s (2-4-12)
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or

(T - tl) tan 6, = (T - t2) tan 8

1 27

which yields,

t, tan 8, - t, tan B8
7 =2 2 1 L (2-4-13)

tan 82 - tan Bl

Even though in theory two perfect observations of 6 uniquely
determine time of £light, in practice this quantity is rather poorly
determined by optical data since it is extremely sensditive to
errors in 8. This can be illustrated by examining an expression
for the time of -flight uncertainty., Taking the variation of

Eq. (2-4-12),

GTlel + Tlsel = 5T292 + T2692 . (2-4-14)
However, from Ti =T - ti,
using
ﬁTl = GTZ = §T,
6T(62 - el) = Tlﬁel - T2662 s
or
o - lee'l:erzsez . *
2 1 ’

Assuming independent observations, the standard deviation of
T ig then given by

¥
) (7,2 + 7,2

T 92 - 61

g * g .

e
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s _ B
Substituting for ei from Bi ﬁ:ﬁ; ,.GT‘becomes,

1/2
VI T,(12 + T2)
Op = B(, =) g « (2-4-15)

From Eq. {2-4-15) it is seen that the uncertainty in time -of
flight is very sensitive to the uncertainty in pointing angle when
the spacecraft is far fr&ﬁ the target planet and decreases as the
spacecraft épproaches the planet. ' The Equation emphasizes the
importance of stars in the data since they minimize the contribution

of pointing errors to o,. It is seen that a larger B, which increases

B
parallax, minimizes the error. A smaller V_ also gives more

parallax by decreasing the range at which the observations are taken.
Finally, for a fixed measurement time, Tl’ Eg. (2-4-15) is minimized

as TZ is taken closer to encounter.

Satellite Observations

It is emphasized that the analysis presented here only applies

far from encounter. As the spacecraft .approaches the planet,
parallax effects in the case of natural satellite observations allow
one to solve for V_. Als;-the time of flight solution becomes less
sensitive t; ?ointing errors. Furthermore, suffiqient data will
have been t;ken to estimate the natural satellite's ephemeris relative
to the target planet thus reducing effects of this error source.

In the case of planet 1imb observations, V_ cannot be accurately
determined until planetary bending of the approach trajectory occuts.

In the case of Deimos, however, parallax effects are discernible
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long before planetary bending ocecurs. In addition, the smali size
of Deimos makes image center—-finding errors negligible. These two
factors make satellite observations significantly mo%e’accuréte than
Mars 1imb ‘observations for approach navigation as we ;hall see in

Chapters 4 and 5.

Combined Radio and Optical Solutions

Solutions which use a combination of doppier and optical data
are of particular value during pléne;ary approach since-these daté
types complement cne another. The primary error scurces prior to
encounter in solutions using only doppler data are targét planet
ephemeris errors, station location errors and non—gravitational
accelerations. Optﬁcal data is insensitive to thése errors since
it directly relates the planet and spacecraft positions. On the
other hand, as discussed above, optical.data suffers from the
inability to determine accurately time of flight and velocity of
the spécecraft, quantities which, éor favorable approach geometry,
are well determined by doppler d;ta. Tﬁe'optical daga and. radio
data complement each other in the navigation iaformation t'hat ;hey

-

provide. Hence, the combination of vadio and optical data yields

extremely accurate solutioms and give a good estimate of encounter

conditions much earlier than either data type taken separately.

For the radio plus optical strategies, two solutions eould be
generated:
iy a combined radio plus optical solution obtained by processing

radio data and optical data simultaneously
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2) a radio plus optical solution obtained by processing the
radio and optical data sequentially; i.e., after the radio
data processing, using the a-posteriori covariance from the
?édio analysis as the apriori covariance for the optical
data arc. This process should yield solutions that are
very insensitive to radio data errors.

The radio data in each case could consist of
(i) only doppler
(ii) only range

(iii) both doppler and range.
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CHAPTER 3

OPTICAL NAVIGATION SYSTEM

In this chapter we describe the optical navigation system required
and the details of the methods to perform tﬁe navigation task using
optical data. We will begin with a description of the overall functions
involved for navigation in general. The siubfunctions are general but
are described in the context of optical navigation and the details pre-
sented for the subfunctions pertain specifically to the use of optical
data; details specific to the use of radic data can be found in
Ref, 27. All subsequent sections of the chapter deal primarily with
optical data plamning and processing, with the exception of Section 3.6,
which deals with the orbit determination process, including the overall
dynamic and measurement model description, for any data type.

Figure 3-1 gives a diagram describing the functions involved in
the navigation of a spacecraft. These fall into the five major cate-
gories shown in the figure:

(i)} system modelling,
(ii) data comstitution plamming,
(iii) . measurement extraction and processing,
(iv) estimation, and
(v) maneuver computation.
The navigation process begins with a characterization of the sys-

tem for both the dynamic and the measurement components. The dynamic
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modelling (Section 3.1} involves a description of the time evolution of
the position and velocity of the relevant celestial objects and of the
spacecraft. This coupled with appropriate initiél conditions yields a
flight trajectory. The measurement modelling includes a definition of
the data type used together with modelling the behavior of the instru-
ments from which these data types are acquired (Sectiéns 3.2 and 3.5).

The ,next step in the navigation process consists of data sequence
planning and its evaluation from the standpoint of navigatiom require-
ments. For optical measurements the picture .sequence design (Sec—
tion 3.3) consists of (i) determining the opportunities when the desired
images can be viewed within the spacecraft and environmental constraints
imposed; (ii) designing individual pictures with appropriate image
geometry; and (iii) from a2 sequence of these, determining if adequate
overall data coverage is obtained or if a new spacecraft trajectory
design is required. The navigational evaluation of this picture
sequence is based on requirements and constraints imposed by the over-
all mission objectives. These include the orbit determination, trajec—
tory control and instrument pointing accuracies needed for the
scientific inmvestigations to be conducted. The generation of "these
predicted accuracies is preceded by the linearization of the.dynamic
and measurement models about nominal conditions, which enables the use
of linear estimation techniques.

After an acceptable data sequence design satisfying navigation
requirements has been obtained, the spacecraft is commanded to acquire
the data. After -execution of these commands and return of the measure-—

ment data to earth, this data must be processed (Section 3.4). TFor
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optical data this consists of two streams of data — the data related to
instrument pointing and the video data from the television cameras,

The pointing measurement: reduction consists of processing the data
from the spacecraft attitude control system sensors and from the scan
platform gimbal angle sensors. The TV data processing consists of
defining the image profile and the subsequent determination of the
image center,

The use of the measurements for the estimation of parameters con—
sists of computing residuals (departures from expected measurement
values) and then using these for the generation of the solutions, along
with the statistical accuracies for these. In the calibration mode
{Section 3.5) only the parameters related to the instrument model are‘
treated, In the orbit determination mode (Section 3.6) all model
parameters may be treated, with the emphasis being on spacecraft
trajectory estimation and possibly on dynamical model improvement.

Both functions require a linearization of the respective models (Sec~
tions 3.5 and 3.7). -

Based on the spacecraft orbit estimate from the orbit determina-
tion function, a trajectory correction maneuver can be computed. When
executed, the maneuver alters thé spacecraft state, thus yielding a new
spacecraft trajectory.

In the sections to follow we discuss these functions in more
detail, as indicated above. The chapter concludes in Section 3.8 with

a brief description of the overall optical navigation system structure.
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3.1 Spacecraft-0Object Vector

The geometry of obtaining the vector from the spacecraft to the
object being imaged in the television camera was illustrated in
Figure 2-2. This section describes the process of obtaining each
of the component vectors required to establish the spacecraft-object
vector. These are (a) the spacecraft vector, (b} the ftarget planet
vector (c) planet centered satellite vector (when the image is a
natural satellite) and (d) vector direction to a star (for star
observations).

Spacecrait Trajectory

From Newton's law of universal gravitation the force of attraction
E&j acting on a particle Pi of mass m, dué to a particle Pj of mass

uﬁ is given by

x, - r.) .
F,. =G mmn, ~——t——— (3-1-1)
=ij N Ir - ‘3

where G is the Gravitational Constant and s Eﬁ are the position
vectors of Pi, Pj respectively. From Equation (3-1-1), it follows
that the equation for the motion of a spacecraft relative to a central

body can be written as

2
d'x
— ke r=npa ¥ (3-1-2)
2 3= =k
ae” |z
with
r = position vector of spacecraft relative to the

central body

Is/ic T % (3-1-3)

79



and

G (Mo.+.-S/C) ESGMO (3-1-4)

=

position vector and mass of the central body

=
]

= iti d -
Is/c’ Ts/c position vecior an mass ?f the spacecraft
; th

Qi; =k~ perturbing acceleration .
Pefturbing accelerations are defined to be those that lead to
departure from two-body motion, i.e., accelerations other than the
second term in Eq. (3-1-2). The principal perturbing accelerations
on the motion of the spacecraft arise from:

1) N-body accelerations due to the gravi£ational effect of
bodies in. the solar system other than the- central body of integration;

2) +the departure of the gravitational field of the central
body from spherical symmetry;

3). solar radiation pressure on the spacecraft; and

4) ’propulsive maneuver thrusts by the spacecraft.

The abovementioned are described below:

1) TMN-body acceleration: _Tﬂe perturbing accelefation due to
the ith grgy%tating body,_[AiNB]i, is composed of two terms -- the
direct acceleration on Fhe spacecraft and the indirect acceleration
due to the perturbing acceleration-on the central body. Thus,

using Eg. (3-1-1),

=i~ Isyc 5T X
Lol = o 3 - GM, . 5 (3-1-5)
1..7:'.5: = Islcl I..I:.i = _r.o
and
n -
Aryp = E'l [aEgg], (3-1-6)
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where
X, M, = position vector and mass of the ith body and
N = number of 'perturbing bodies.
2) WNonspherical Gravitational Fie}l.d: The g}:avitatioﬂ_al

potential, V, at the point r due to a distributed mass of density

D is given by,

D(g)
v =6 [[f E?—gf dv(g) , , (3-1-7)

where D(E) is the density and dv(£) is the volume element at location
E. The acceleration due to V on the spacecraft at r is then given

by

In

=9V,
where V is the vector gradient operator,

The potential fuaction can.be expressed as (Reference 27)
a

n
- & _.Eﬁ;jfi £ ;
V= - T L Jn(r ) P (sing)

+ %nz;. mz;(:}-) Pf: (sing) [Cm cos m 'k‘ +5 .sir¥ m?k] R
(3-1-8)
where
r, §, A = body-centered radius, "latitude, and _1o‘ngitudé,.of
‘ spacecraft -
a, = mean equatorial radius of body
13 (sin §) = Legendre polynomial of degree n in sin ¢

?:'11 (sin @) = associated Legendre function of first kind
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C s 5 o numerical coefficients (tesseral and
sectorial harmonic coefficients),
The associated Legendre function Pz is defined by
m/2 .m
m 2 d

oy =@a-v) S=rPo) . (3-1-9)
dy

where Pn is the Legendre polynomial of degree n given by Rodrigues'

formula

n, 2 n
L4 ;1) : (3-1-10)

P ()=
n 2™ nt dy

The three terms in Eq. (3-1-8) correspond to the potential of
a point mass, zonal harmonics Jn and the tesseral and sectional
harmonics Cn, and Sn,mf The perturbative acceleration can therefore
be derived from terms beyond the first in Eq. (3-1-8).

3) Solar Radiatién Pressure: There is a perturbing acceleration

on the spacecraft, AY due to the impact of photons from solar

Sp°’
radiation. This was discussed in Section 1.3 where Eq. (1-3-1)
gives the acceleration in the sun-spacecraft direction. In addition
to this there are two smaller forces orthogonal to this because of
the asymmetry of the spacecraft configuration.

4) Propulsive Maneuver Thrusts: Accelerations due to thrusts

generated by the spacecraft during propulsive maneuvers, AY , are

given by
¥ _— F t A -] -
Mgy = SO B ®) (3-1-11)

where t is the time f£rom the start of the burn,_%PM(t) is the thrust

Y

direction, m(t) is the spacecraft mass, and F(t) is the thrust
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magnitude expressed as

F(t) = 2 '.E‘:i-t:Z .
i=

The mass m(t) at time t is

m(t) = m, +_J" mft)dt ,

where m(t), the mass flow rate, is given by

w(e) = - i; Ht”
, ol

A maneuver of very short duration can be regarded as an impulsive
burn, as opposed to a finite burn., This can be represented by an

instantaneous change in the wvelocity of the spacecraft, AQQ{. The

corresponding change in the instantaneous position is 1/2142M tb’ where

tb is the burn time,

Target Planet Vector

The vector to the target planet is obtained from the precogputed
position and velocity ephemerides for the celestial bodies in the
solar system. These planetary ephemerides are obtained by a
simultaneous numerical integration of the N-body equations of
motion for the celestial bodies (Reference 28),

Planet Centered Satellite Vector

The motion of the natural satellite in its orbit around a planet
is obtained ﬁased on the analytical ephemeris theory developed by
H. Struve and described in Reference 29, Wilkig's orbital elements
(Reference 30) are used to define the coordinate system -~ see Figure
3-2, 1In this theory the orbital plane of the satellite is approximated

to be inclined at a constant angle to a fixed plane, called the
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Figure 3-2. Wilkin's Angles
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Laplacian plane, upon which the ascending node of the satellite orbital
plane regresses. Short period variations in the orbits are ignored.

The angles shown in Figure 3-2 are defined below:

NA longitude of node of fixed Laplacian plane on standard
equator (1950.0 Earth Equator).
J, = inclination of fixed Laplacian plane to standard equator
KA = the argument of the ascending node of the orbital plane on
the fixed Laplacian plane
I, = inclination of the satellite orbital plane to the fixed
Laplacian plane
L = the mean longitude of the satellite measured along the
standard equator, the Laplacian plane and the satellite plane
P = the longitude of pericenter of the orbit of the satellite,
measured along the standard equator, the Laplacian plane
and the satellite orbit plane.

As mentioned earlier, I, is held a comstant in the theory. The

A

angles W , J,, K, and P are modelled as linear functions of time

A TAT TN
given by
NA = Nz + NRt
JA=JZ+JRt
KA = KZ + KRt . (3-1-12)
and
P = PZ + PRt

where the elements (-)Z are the values of the angies (-)A at a

specified epoch and the elements (-)R are their rates; the time, t

3
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is measured in days past the epoch.

The mean longitude, L, is modelled as having a secular acceleration
and a long period vatiation term. This latter term is due to Born
(Reference 31); it is the combined effect of the direct solar perturb-
ation and an interation perturbation induced by the variation in
inclination of the satellite orbit relative to the planet equator due

to solar perturbation. The mean longitude is given by
2 .
L—LZ+LNt+LMt + LK[SJ.n(KA(t) KO)
- sin (KZ - KO) ] (3-1-13)

where LK is the coefficient of the periodic variation term and K0 is
the node of the planet orbit about the sun measured re_zlative to the
planet equator. (For Deimos LK = 0.27 deg; for Phobos this effect is
negligible,)

At a given time, t, the position vector gq of the natural satellite

relative to the planet in the 1950.0 Earth Equator and Equinox Coordinate

System is given by
g = NJKmWr | (3-1-14)

where the rotation matrices are defined. as

. "

rcos NA sin NA 0

N = sin NA cos NA 0

0 0 1

e

1 0 0

J = 0 cos JA -sin JA
_0 sin JA cos "‘A_
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- . -
cos KA -sin KA 0
K= sin KA cos KA 0
| 0 0 1
~ i
1 0 0
o= 4} cos IA -sin IA and
I 0 sin IA cos IA i
cos WA -sin WA 0-‘
W= sin WA cos WA 0
| 0 0 1.
The rotation angle wA is defined by
W,=wtv (3-1-15)
where
w=7P - KA - NA (argument of periapsis), (3-1-16)
and
v=M+ 2e sin M 4 5e2 sin 2M/4 + ... (true anomaly) (3-1-17)
and where

M= 1 - P (mean anomaly) (3-1-18)

The radius vector r is given by

r
r={o (3-1-19)
[s]

2
rea _l-e 3-1-2
1L+ ecosv (3-1-20)

where

87



and
a, e'= semi-major axis and eccentricity of orbit of the
satellite around the planet,

Vector Direction to a Star

The apparent locations of stars are obtained from a dictionary
of stars derived from the Smithsonian Astrophysical Observatory
star catalog. Other catalogs of stars can also be used. These
catalogs list the stars in terms of the right-ascension and declination
in the 1950.0 Earth Equatorial and Equinox coordinate system;
these are locations corrected for stellar aberration effects at
the time of observation and are referenced to a heliocentric frame
of reference. 7The direction to a star Q, in that frame is given by

cos & cos ¢
‘g = {cos § sin & (3-1-21)
sin &
where @ and & are the right ascension and declination of the star,

obtained from the star catalog and corrected for proper motion since

the epoch,
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3.2 QObservation Equation Model
In this section we develop the observation equation in terms
of the vector direction to the object,.g. There are two steps
involved in arriving at the observationm in TV pixel-line coordinates
as defined in Section 2,1:
1) obtaining the direction vector to the object in the vidicon
frame of reference; and
2)Y mapping the vidicon referenced direction vector to pixel and -
line coordinates.
We now discuss both of these im the following two subsections.

1. Obtaininglg in Vidicon Coordinates

In Section 1.5 we developed the coordinmate transformatioms to
go from the frame of reference I, through the frames ¢, X, S, ?0( and P,
to the frame of reference T; these frames of reference are also
defined in Section 1.5.

The television camera system, T, can be directly referenced
to the Celestial system, C, by its clock angle @p, COne angle BT
and rotation angle‘yT as shown in Figure 3-3. The transformation
RCT’ which takes the ABC system to the television MNL system (as

opposed to the Platform MNL system), is then given by

R.=R._ R._R ‘ (3-2-1)
CT CT3 CT2 CTl
wheré
; -
cos_dT sln_aT 0
RCTl = -sin.aT cos O, 0 s
0] 0 1
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cos BT 0 =-sin BT
CcT
sin.BT 0 cos BT
and
COS Yo sin Yo 0

RCT = -s8in Yo cos YT 0 -

This yields

— -

cG.cB.cA - sG.sA cG.cB.sA + sG.cA -cG.sB

RCT= -5G.ch.cA - cG.sA -sG.cB.sA + cG.cA sG.sB (3-2-2)

sB.cA sB.sA cB

where the prefixes "s" and "c¢" refer to sin(-)} and cos(-) respectively

and where A, B and G refer to %o BT and Yo respectively.

Since RCT can be written

Rer = Rerfep > G-2-3)
using Egs. (3=2-2), (1-5-14) and (1-5-15a) through (1-5-18) we
can determine the television camera pointing angles given: (a)
the platform pointing angles obtained from the clock and cone angle
gimbal potentiometers, and (b) the pitch, yaw and roll angles obtained
from the sun sensor and star tracker signals. It is useful to have
these angles directly when we wish to solve for the camera pointing.

Vidicon Coordinates

As discussed in Section 2.1, the definition of V, the vidicon
coordinate system xyz, is determined by the vidicon electronics --

specifically, the direction of scan during the image charge readout
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process, This is rotated relative to the T coordinates through an
angle p about the positive camera _E_ axis, as shown in Figure 3-4., The

corresponding rotation matrix RTV is given by

cosp sinp O

RTV = |~-sin p cos p 0 (3~-2-4)
0 0 1
A o . A
The vector t expressed in inertial coordinates 51 can therefore

be transformed to vidicon coordinates, £V through

A A

= 3-2-

By T Ry & (3-2-5)
where RIV is given by

By = By Bor Ruc ’ (3-2-6)

It may be observed that the rotation R could have been absorbed

along with Yo in.the rotation RC However, it is convenient to

T -

3 .
define the Yo such that it has a small value {(~ Q). Then, if the T
cffset angles ¢, %, w are small, the angles s ﬁT and Yp Can be

easily determined from similar angles for the platform, «, B, y through
the approximate equations

Uy O+ w/sin B

BT =B + » (3-2-7)
and

Yr &=y < vyecot B +w

instead of through equation (3-2-2). We can make these approximations

because the rule of vector addition holds for infinitesimal angular
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rotations.

2) 1Image location in Pixel and Line Coordinates

Mapping of the vector doordinates £V through the camera optics
onto the camera image plane is quite straightforward using the
collinearity equations of photogrammetry (Ref., 32), and is given

by

I (3-2-8)

where £ is the focal length of the optical system and

A T
. = |t t (3-2-9)
v [vl tv?_ v3]

The transformation from the image plane to pixel and line
coordinates is obtained by a mapping through a scale factor matrix
K and a translation of the origin, i.e.,
P X P,
L b K + (3-2-10)
4 y ﬂo
Here (po, £0) are the coordinates of the central pixel and line of the

TV target raster; K is given by

k k
X Xy

k k
yx ¥

where the diagonal elements of k are the scale factors from the
image plane to the pixel-line plene while the off-diagonal terms
pProvide a rotation with respect to x-y coordinates and = non-

orthogonality of the P, L axes.
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3.3 Picture Design

in this section various quantities necessary when designing a
picture are computed,

In Section 3.2 we went through the development of the equations
for the locations of the observed images in the picture. In addition
to this, during the picture design, the geometry:in both inertial
coordinates xyz and in celestial coordinstes ABC is important, due
respectively to the requirement of having a good star background
and the requirement that scan platform movement constraints not be
violated,

If a particular right ascension, a, and declination, &, direction
{in inertial coor&iuates) is desired, 21 will be given by

cos a cos §
@1 = {sin g cos § {3-3-1)
sin &
The clock and cone angles, o and B, of the direction can then be

obtained using

Ltk S
and
o= tan-l (tC /tc )
2 "1

B = cos™! () (3-3-3)
3

where 0 so < 2mand 0 <8 s w .

Similarly, for specific clock and cone angles, using
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cos & sin B
£ = lsino sinp (3-3-4)
=0

cos B
and using Eq. (3-3-2) we can obtain the right ascension and declination

-1

a= tan (tI /1:I )
2 1
(3-3-3) °

5 = sin.l (tI )
3

where 0 < a < 27 and -n/2 < 8 = o/2 ,

For ease and accuracy of image detection there should be a
minimum of smear caused by the motion of the image during the time
the caﬁera shutter is open. To compute the velocity of an image in
pixel-line coordinates, let E be the velocity of the object. Then

£ |
£ = %2 = Ry EI (3-3-6)
1-:3

From Egs. (3-2-8) and (3-2-10) we can write
P £ ft .
{ } =g v 3 (3-3-7)
£

where ti = I El tvi

Differentiating we obtain

P ! 3t
{= f[x] - = .. . (3-3-8)
s ty [ty = 3ty

where vp, v, are the image velocities in the pixel and line directions

respectively. In this computation we have not considered the image
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velocity due to the change in RIV in Eq. (3-3-6) caused by the
attitude control limit cycle motion.

To determine the illuminated shape of the image, the phase
angle of the object is required, where the phase angle is defined
as the angle between the directions from the object to sun and to
the obsgrver (spacecraft) respectively. Thus the phase angle gives
a measure of the departure from full illumination of the object
as viewed by the observer, gero degrees implying full illuminatioﬁ
and 180° implying zero illumination. The phase angle, b, is

computed by
f="cos '@ - D (3-3-9)

]

where .
A : o
¥y = sun-object unit vector,
The brightness of an image is characterized by the visual
magnitude V of the object as viewed from the spacecrgft. For stars
this is available directly from-the star catalogue; for other

celestial bodies it is computed by

V=V +5log ty=-2-51log & (3-3-10)

where
¥, t = distance of the object, expressed in astronomical
units {(AU), from the sum and spacecraft respectively,
V_ = visual magnitude of the object as viewed from the
sun at a distance of 1 AU,
and ® is computed from

(] =-% [sin § + (m = §) cos ¢] . (3-3~11)
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An important consideration during the design of pictures
containing the natural satellite is the avoidance of the planet
in the field of view. Exposure times that are suitable for the
satellite images could cause damage to the camera if the much brighter
planet were imaged, Even if the planet is not in the field of view
but close to thé edge, problems could arise in detection of the
images within the field of view due to stray light from the planet.
For typical interplanetary spacecraft, instrument pointing control
accuracies are of the orde; of 0.5 degrees (3 ¢) in any direction;
this then causes a (3 g) constraint to be placed on the picture
design that the separation angle between the edge of the satellite
image and the edge of the planet be larger than 1.0 deg -- i.e.,
0.5 deg to avoid imaging Mars and 0.5 deg to ensure imaping the
satellite. '

To compute the separation angle, first the semi-gngular diameter

@ of both the satellite and the planet are computed by

— ail
@n = gin Rh/LEI,
-1
= sin R [/ls (3=3=-12
¢p p/|_| ( )
where 4] = gemi-angular diameter,

R = radius of the object,
and subscripts n, p refer to the satellite, planet respectively.
The separation angle is then given by

= - (ﬁn + QP), (3-3~13)

sep
where () is the angular separation between the directions to the

centers of the satellite and planet and is given by
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0= cos"l (-—f\g_ . _%) =9 - cos™ L (/5\ . 4:\) (3-3-14)

If the value of esep from Eq. (3-3-13) is negative, this implies
that the gsatellite is either (i) occulted by the planet or (ii) is
in transit across the planet as viewed from the spacecraft, These

two cases occur respectively when (i) |s| < [t]| or (i1) {s| = |&l.
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3.4 Measurement Processing

As discussed in the beginning of the chapter, there are two
categories of measurements required for optical data processing, viz.
(i) measurements %hat-leéd to a determinaéion of the television camera
pointing direction using the spacecraft telemetry engineering data; and
(ii) measurements using the television picture data leading to a deter-
mination of the image location in picture coordinates. These are
referred to in the following as pointing data and imaging data respec—

tively, and are discussed below.

Pointing Data

The process of obtaining the pointing of the television camera
from spacecraft sensors was described in Section 1.5, This consists of
(i) obtaining the inertially referenced spacecraft attitude from the
sun—sensor and star-tracker data (i.e. the transformation RIS) followed
by (ii) the use of the scan platform clock and cone angle data to obtain
the spacecraft relative platform orientation, RSP’ and therefrom the

television camera oxrientation, RST’ using

Rgr = Rpr Rgp (3-4-1)
These two pieces can then be combined to give
Rir = Bt Bys » (3-4-2)

which determines the pointing direction, f, of the .television camera in
inertial coordinates (gl), or equivalently in celestial coordinates ggc)

using

£ =Ryg Ly (3-4-3)
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The television orientation can be expressed in terms of the
television clock, cone and rotation angles, ¥ BT and Yo defined in
Section 3.2.

Imaging Data

The raw imaging data consists of video intensity for each pixel in
a picture, discretized to 2" gray levels; n typicall& ranges from
seven to nine. As mentioned at the beginning of the chapter, the
reduction of this raw data to image location information can be divided
into two functional steps, viz. (i) some method of defining and deter-
mining the profile of the lit limb, and (ii) a method for estimating
the center of the viewed object as mapped into picture frame
coordinates.

For small images {(~1-5 pixels)}, such as those of stars and of
small diameter natural satellites, both of these functions may be per—
formed by display and visual inspection of areas around the expected
image locations in the form of plots showing video intensity as a
function of line and pixel number. The detection of dim images can be
facilitated by contrast enhancement within the picture.

For iarge images such as that of a planet the processing has to be
more elaborate to minimize the error in locating the center. The 1lit
limb is defined by a curve joining all points with the same predeter—
mined leve% of video intensity. These points are located by reading
the digital video data along a2 direction parallel to the P or L axis of
the vidicon (P, L) coordinate system. A process is then required to

determine the center of the image from these 1imb points.
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If the planet is modelled as a three-dimensional ellipsoid the
cross—section observed from any direction is éiven by an ellipse; the
parameters of the ellipse axe a function of the orientation of the
ellipsoid relative to the line-of-sight ("look") direction, £, from the
spacecgaft at the time of observation. In the following we give a
development to determine these parameters.

The equation of an ellipsoid oriented with its principal axes along

the coordinate axis is given by

(3~4-4)

K
1]

o | ]
Q oo M
.|.
o‘|'¢
O MO M
+
0 N
o mlo M
It
|l

where a s bo’ c, are the semi-major, semi-mean and semi-minor axes

respectively; or

$ = x Ax =1 (3-4-5)
where
X -
[o]
x L Jy ¢ (3-4-6)
b4
0J
and
— R _
l/a0 0 0
2
A= | 0 1/b, 0 (3-4-7)
2
L—_.O C l/COJ

Let the vector x be represented by P in Ellipsoidal body-fixed

coordinates, E, where the z axis is aligned with the planet pole and the
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% axis is at longitude A relative to the Prime Meridian reference, M,

for the planet. Thus

Xp = Ryp Ey (3-4-8)
where
cos & sin A 0
Ryp = —gin A cos A 0 ’ (3-4~9)
0 0 1

Let the planet be rotating at angular velocity w about its pole
and the planet pole direction be given by right ascension « and

declination & in inertial coordinates, I; then

X~ R ¥y ﬁ3—4—10)

where, letting c(+) and s(.) represent cos(-) and sin(+),

c(wt) s (wt) 071 sd 0 -cd coa so 0

RIM = |=s(wt) clwt) ollo 1 0 -sa ce 0 ‘
] 0 1]}Led 0 sd 0 0 1
(3-4-11)

The rotation to vidicon coordinates, V, is given by RIV,obtained

from Section 3.2; then we can write

g = Ryg (3=412)

where‘gT is the vector from the center to the surface of the ellipsoid,

expressed in vidicon coordinates, and where R is given by

VE
Rve = Rue Boy Rur (3-4-13)

Substituting this into Eq. (3-4-5), .

= oL - -l
e=x,Bx,=1 (3-4-14)
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where

A A
B = REVA RVE (3-4-15)
Now, the cross—section of the ellipsoid seen will be an ellipse

defined by those limb points where the tangent is parallel to the lock

direction £, i.e. the gradient 8®/9x will be normal to the vector L.

Therefore
ad _ 4~
gﬁ_v =0 (3-4-16)
where -E—V is f expressed in V coordinates, given by
0
_gv = 40 ' (3-4-17)
1
Differentiating (3-4-14) and using B = BT, Eq. (3-4-16) yields
0
T _ - )
2, B0¢ = 0 (3-4-18)
l .

Using this ir Eq. (3~4-14) will yield the ellipse, the projection
of which in the V]_ - ‘.‘72 plane is the desired 1imb profile. We would
like to define a coordinate system U for which the reference plane is

parallel to this ellipse; defining u such that

Ty =1y L uy ugl A =B , (3-4-19)
or
x, =5 u
=Cu R (3-4-20)
{ PAGE 1S
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where

c &zl (3-4~21)
= R AR , (3-4-27)
and where A_l is given by
_ag 0 o
£t = o bi 0 | (3-4-23)
_0 0 (‘_gJ

In obtaining Eq. (3-4-22) we used the fact that the R's are orthonormal
matrices. Using Eq. (3-4-19) in (3-4-18),
0

_LETO =0

ox

u, = 0 (3-4-24)

Substituting Bq. (3-4-20) into (3-4-14) and using (3-4-21),

Z=u C BCu=1
or, since C = CT = B_l,
T :
1=%=u Cu : (3-4-25)
-
1
1
C 1 G
DS S B ) ey M (3-4-26)
2 4 V3] fe---
|3 ]
Y1
=[u  wlc (3-4-27)
U2
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From Eq. (3-4-26) and (3-4-20),

X [
Vl 171
= Cl1 (3-4-28)
, | Y2
or
| "vjL
= o' (3-4-29)
u2 | LXVZ
Substituting (3-4-29) into (3-4-27),
-1 le
Xy Xy C1 = 1 (3-4-30)
1 2 Xy
2
Thus, if Cl is obtained as the upper left hand 2 x 2 partition of

C &hich is obtained ﬁsing Eq. (3-4-22), then Eq. (3-4-30) gives the
projected limb profile in vidicon coordinates, translated such that the
center of the ellipse is at the origin.

Let this ellipse be represented as in Figure 3-5 with the x-y
axes parallel to the principal axes, where a, b are the semi-major,
semi~minor axes of the limb profile; Pys 21 are the coordinates of the
center of the ellipse; and | is the orientétion angle of the ellipse as

shown. The equation of this ellipse is

2 2
2 4 Y L1=9 ' (3-4-31)
2.2
a b
or
2\ 9 2 2 2
1-%5] x"+3" -a"+c" =0 (3-4-32)
a
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(0, 0) : ]
; + P (SCAN LINE DIRECTION)

or O X (DIRECTION.OF
SEMI-MA JOR AXIS)

'

L {DIRECTION OF INCREASING
SCAN LINE NUMBER)

Figure 3-5. Planet Limb-fitting Process
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where ¢ is the distance of the focus from the center given by

1/2
c= (a? - bz) (3-4-33)"
The observable equation ig defined to be (Ref. 19)
“ A\ 2, 2 2, 2
d=|L-Sfx"+y" -a v +E ‘ (3-4-34)
o .

where § is the observation noise and whexre (x, y) are given in tefms_of-
the limb points (p, £} by
X cos -sing }| p - Py

= ) (3~4-35)
-1

y ~sin y - —cos 1
A minimum variance estimation algorithm is used to identify the param—
eters a, ¢, U, 12 and El.

To determine the effect of errors in the limb points, we take

the variation of Eqs. {(3~4-34) and (3-4-35),

c2 ox
2111 -=]= v 1 : €3-4-36)°
. @ by - , .
2 - ' 2 . . ﬁp-
-2 |={1 - —3-'x coslh + ysin g 1 |1 —-EE xsiny + ¥y COSt%} -
a - E , a- ) ey

(3—4—3?)

]

b

I

We will use this expression in Chapter 4.
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3.5 Instrumentation Error Models

In this section we present the mathematical models £or the
instrument related errors in optical navigation measurement processing.
Reférring to the classification of optical data errors in Section 2.3
the TV pointing erroxs and TV distortion errors‘stem primarily Erom
spacecraft related errors and camera related errors respectiqgl&.

These are discussed below.

1. TV Pointing Errors

The gpriori TV pointing is determined using the attitude
control system pitch, vaw, and roll éensor signals and the clock
and cone gimbal angles for the scan platform. In addition to the
error in the signals themselves, there are contributions to it from
mechanical misalignments in the spacecraft instrumentation. We
discuss models for these here.

Effect of Mechanical Misalignment Errors

When there are instrument misalignment errors to be modelled,

the observable equation has to have these errors factored in. In
general--the misalignment error at any step can have components in
.each -of the three coordinate axes; consider an error rotation about
the Z coordinate axis in an xyz system. This will be given by
cos i :
€y sin eq 0
‘Re = -sin ¢4 cos ey 0-
3 -
0 0 1

which for small values of ¢ reduces to_
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1 €q 0
R =~ (e 1 0 - {3-5-1)
e 3
3
0 0 I
= (I+ E3) 3

where I is the identity matrix and

0] €3 0
E3 = -€g 0
0 0 0

Using similar error rotations, E1 and E2, about the other two axes,

and writing

R =1+E, (3-5-2)
Gi : 1

the general error rotation transformation can be written

R, = (I+ E)(L+ EZ)(1_+ E) }=5-3)

or, neglecting higher order terms,

R, =1+ (B +E,+Eg) (3~5-4)
=TI+ E
where
0 ]

(3-5-5)

We note here that if Ri is a rotation through an angle Bi {not
necessarily a small angle) about the ith axis, then Ei commutes
with Ri’ i.e.,

R.E. = ER,, i=1,2,3 (3-5-6)
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Using the notation in Section 1.5, the observation vector in

vidicon coordinates without the effect of errors is written as
A A
= 3-5-
Ly = Ry Bpr Rer, Ror, Rp o Bsp Rxs Ry x Rix & G007
3 "2 1 "o o 0 0
Each of the R's after RIXO is a one axis rotation except for RXOX
which is g three axes rotation where the angles are small. RIX
0

is an idealized rotation of coordimates. Thus with the effect

. s A .
of alignment errors the coordinates EV will be, in general,

A

2 = (1% E.) I+ E. ) (I+E ) (I+E )

ty © Rpy Ep RPT3 P, RPT2 P, RPTI P,
RPO[ T+E) Rsra (I + Eg) Ryg (I + By) Rxox R]‘.XO gﬁ[

(3-5-8)
where each of the E's is a three axis efror rotation matrix as
represented in general by Eq. (3-5-5).

If new we make the assumption that .each of {, %, and w are
small (when this assumption is not true all the terms must be
carried through) then each of the RPTZ is a small angle rotation
which can be represented by Eq. (3-5-25; thus t@e terms from (I + ET)
through (I + E?l) in Eq. (3~5-8) can be represented'as RPT (I+ EP)

and we can write as in Ref.

ié-v = Rpy Bpp (X ¥ Ep) RPaP T+ED Rse I+ E

Res (0% Bp) Ry y Ryy & (3-5-9)

Negleeting higher order terms this gives

4
A A A
X, Evo + .1221 PEQ € (3-5-16)
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where
A - A
Ly TRy
0
and where J represents P, o, S, X and P_, QJ are respectively the

)

products of the R's preceding, following the corresponding «I + E.
term in Eg. (3-5-9).
At this point we note that any antisymmetric matrix U

operating .on a vector V can be represented as the cross product of

two vectors. In particular, if

- =
0 ug -1,
U= |-u3: 0 R
u, “uy 0
= . L. .
n= {ul uz u3] 2
. _ . - T Ll
r= [vl vz VB] »
then we have
v=-axy=yxau (3-5-11)

and the error terms in Eq. (3-5-10) can be ;qriti:en

pEQd - Pl = @ £p] ‘
= _{P J.@.J) X (PJQJEZ;}
B A
= A ) )
Gy ) Fpgy)
or,
AN
PEQE = -TVOPJEJ , (3-5-12)
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where ¢ is the rotation vector angle corresponding to E_, -

7 I
& =ty t, t, 10 (3-5-13)
0 o1 Vo2 Vo3
and
0 . t. -t
tVoa Vo2
T = |-t 0 e | ©(3-5-14)
v VO3 VO].
t. -t 0
Vo2 Vo1

Using this result in Eg. (3-5-9) we obtain
A A

&, T TyRpylep * Bp pe, * Bp pRop &g Ry pRop Rygep]  (3-5-15)
o & o o 043 -
where RP p is given in Egq. (1-5-18). Using Eg. (1-5-14) and
replacigz cos and sin by ¢ and s,
capp pPp -sPp
Rep ~ RPafRSPQ = ¥ o (3-5-16)
capfp pBp  Fp|

and using Eq. (1-5-17) and combining terms,

Bpely - ap)  Rpslg - ap) By
Bxe = Ropfys = [ 5@ = ¥p) meley - ap) °
sBpcloy - ap) sy - op)  -oBy|
(3-5-17)
The errors &y arise from the éttitude controlisysteﬁ pitch, vaw,
and roll angle determinations. These angles, are determined. using

the voltage signals from the sun sensor and star tracker. Modelling

this determination simply as

ORIGINAL PAGE I8
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8. = kv, (3-5-18)

where v; are angles which are a function of the voltages, and ki

scale factors, the error is given by

591 = kiﬁvi'$ 6kivi
6ki
= kiavi + = ei
i
or
86, = €. + A.0, (3-5-19)
i i i“i

where €; are sensor angle null offsets (biases) and li-are percentage

errors in the scale factors, The €, Can therefore be written as

X
eP hPeP
g = {eyp * (M0 (3-5-20)
er lrer

where the subscripts denote the pitch, yaw, and roll components
respectively.
There is a redundancy of error parameters in Eq. (3-5-15) due

to Eq. (3-5-6). The four g. are transmitted successively through

=]

three single angle rotations RP p? and RXS about axes numbers
o

RSP
o
2, 3 and 3 respectively. There are therefore three redundant parameters;

the second and third components of £, will have the same effect as

the second of &r and the third of g5, while this latter will have

the same effect as the blas portion of the third component Of-EX
also. This is also evident upon examination of Eqs. (1-5-18},

(3-5=15) and (3-5-17).
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If

L&, = 4e_& (3-5~21)

= 0 - (3"5-22)

dm

and

€ = Y e (3-5-23)

then Eq. (3-5-15) can be written
A A

e X (3-5-24)
where
e = [em S0 €4 % %2 % €, €, KP hy ?Lr]T (3-5-25)
and
i E Pp g cpPp ;S“PCBPECﬁPc("’x"O’P)ECBPS("X Op
3, = (11 g 0 ; -5 i g ; s (ory-ovy,) i e logmay)
L E $p § @pPp ES“PCBPESBPC(O‘X'“P); 8 @yop)
E $p :repcﬁpc(ax-cxl,)ieycﬁps(ax ozP)E BrsSP"
E 0 ; eps(aX-ozP) g -Byc(ozchzP) ; 0 (3-5-26)
i i 1 1
E-CBP Eepsﬁpc(a}{-al’)i ® s(OZX'-CYP) E-SrCBP..
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The Be'E in Eq. (3<5~24) maps the effect of all the error rotations

to platform coordinates. If we let

4b + =3B ¢ (3-5-27)

then similar to Egs. (3-2-7) we can write

ap =« - bm/sin.B ‘ . (3-5-28)
Bp =B * b (3-5-29)
Yp T ¥ + bm cot B + b£ (3-5-30)

2. TV Geometric Distortion Model

As discussed in Section 2.3 distortion effects in the television
arise from (a) the camera optics during the imaging process and (b)
the vidicon electronics during the photoelectric charge readout
scan process. Cgfrections to correct for these effects need to be
added to the vidicon (%, y) coordinates expected for an image ‘(see
Ref. 26).

Optical Distortion: The optical distortion can be represented

as the sum of four components Ei as follows:
(i) a null offset‘gi of the optical principal point.from the

target raster center given by

we

£1 = [ax, Ayo]T (3-5-31)

(ii) a symmetric radial distortion component §2 given by

n

_ 2i-2 _ e
&= E : Yri-2 Yo 21 (3-5-32)
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Where_§0 is the image location relative to the optical

principal point, obtained by using Eq. (3-2-8) and (3-5-24);

and

Ugs o = symmetric radial optical distortion coefficients;

(iii) asymmetric radial and tangential distortion effects §3 given

by
A -sin 0
E : 2i ©
_§_3 - uZi—l rO (3-5-33)
i=1 cos B
[s]
where
Ups 7 = asymmetric optical distortion coefficients
, and
90 = orientation angle of axis of maximum tangential

distortion;

(iv) a distortion__é:4 caused by lens misalignment, given by

X x2 - £l
OYO o] yo L
£ P , £y (3-5-34)
yo Ko:)yo %o ,23

where Bi are the corresponding coefficients.
Relative to target raster coordinates rhe location of the image
after optical distortion effects but before electromagnetic distortion

effects is given by

x, =‘_}50 + Z g_l (3-5-35)

4
i=1
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Electromagnetic Distortion: The electromagnetic distortion can be

represented as the sum of two components as follows:

(1) a symmetric radial distortion component, Ny given by

o3
_ 2i-2 o

, E Vos_o Ig g (3-5-36)

i=1
where

*g

£E= :_}-{-e—é s
¥g

Jurer
Il

electromagnetic distortion null point
e
and
Voj_o = symmetric electromagnetic distortion
coefficients;

(ii) a symmetric tangential distortion component, HQ, given by

n & ...yE

. = L2i-1
=2 E : V2i-1 “E (3-5-37)
i=1 XE

The location of the image after the distortion corrections is

given by

B
Il

AN

i

- -

o
il

et
Il

e

2
§i + Zn. (3-5-38)

4
t
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The error models described above can be used for calibrating the
TV camera optical and electronic systems through the use of inflight data

(Ref. 33).
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3.6 Orbit Determination Models and Processing
In this section we describe the process of spacecraft orbit

determination using optical data. The basic data processing is con-

ducted using the well-developed theory of the discrete Kalman filter

(Réf. 34) for a linear dynamical system. However, to use the Kalmgn

filter equations, it is necessary for the non-linear equations to be

linearized about a nominal spacecraft trajectory. The spacecraft state
vector can be augmented by other model parameters to be simultaneously
estimated.

We develop the models for the processing here; the actual optical
data equation linearization is described in the following section. In
addition to obtaining an estimate and statistiecs for the state vector,
a sensitivity analysis can be conducted to deéermine the effect of
unestimated error pérameters and of incorrect modelling of the apriori
statistics. To facilitate interpretation and evaluation of different
estimates it may be desirable to map them aloﬁg with their statistics
to @ more convenient time and coordinate system.

The orbit determination process then consists of the following
functions:

(i) Generating a nominal trajectory based on assumed initial
conditions and nominal model parameter values, by integra-
tion of the spacecraft dynamical equations;

(ii) Integration of the spacecraft variational equations to

obtain the variation in spacecraft state for variations in

nominal initial conditions and parameter values. This is

required for the linearization about the spacecraft
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trajectory and is conveniently done simultaneously with
step (1);

(iii) Computation of the data partial derivatives, required for
the linearization about the nominal measurement equatiom,
using the result from step (ii);

(iv) Computation of the data residual — deviation 'of the
measurement from the nominal predicted value of the
observable;

(v) Filtering the data residuals to obtain the optimal.estimate
and statistics, under the assumptions, for the spacecraft
initial conditions and model’ parameters;

(vi) Mapping the resulting spacecraft state estimate and
statisties to the desired time and coordinate system .forx
proper evaluation (see Appendix A).

In the following we

(i) describe the dynaﬁic and measurement models along with the
treatment of stgchastic variables;

(ii) present the Kalman filter equations with a consider option.

Dynamic Model

Let the six dimensional spacecraft state vector be fepresented by
r(t)
F(L)

2,
Tt
St
>

(3-6-1)

and the equations of motion for the ‘spacecraft dynamics (discussed in
Section 3.1) be put into the form

a(t) = £lu(t), v(t), tl] (3~6-2)
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where the components of the vector v are physical quantities which
influence the spacecraft dynamics. 1In géneral_zlwill_consist of vari-
ables p(t) — e.g. position vector of a perturbing planet, or propulsive
maneuver thrust — and constant parameters a (e.g. gravity field of a
perturbing planec). Thus

p(t)

v(t) = (3-6-3)
a

which would obey the dynamical equations

p(r) p(p(t), a, t)
= (3-6~4)
A(t) 2
Let the solution of these gquations be expressed by
P= E(-EO’ a, t)
and ] (3-6-5)

= a_ = constant
—o

where 2, consists of the set of constant parameters affecting the
dynamics of p. Some of the parameters could be modelled as stochastic
dynamic parameters — we discuss that later,

Given some initial conditions on u and the vector v _, where

2o

it

v
-0
a

the nonlinear equations of motion (3-6-2) can be integrated to yield a

nominal trajectory for the spacecraft. This can be symbolically written
u(e)y = _gN[g(to) » ¥ s t] 5
N N
where the subscript N denotes "nominal." This trajectory is required

to compute the nominal values of the observables which we discuss in
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the following subsection. Also ret.luired is a linearization about this
nominal and a computation of the effect of small departures from the
nominal,

Taking variations, the state deviation from the nominal trajectory,
Eq. (3-6-2), is given to first order by

8f[u(e), v(t), t] 8f[u(t), v(t), t]
du(t) du(t) + v (t)

s (t) = sy (t)

(3-6-6)
Where the variation 6(+) indicates departure of the function from

nominal, i,e.
50(t) = 6(t) ~ B(E)yoy ;

and where

af [8f of
5v ~ |ap 8a (3-6-7)

dv(t) = T 620 (3-6-8)

8P | B8R
a8 I 9a 620
bv(t) = 2o 1 o (3-6-9)
—— b T
o 1 1] %2

Here 9p/8p_ and dp/da are assumed to be available as precomputed
quantities. Note that P> and hence v, , are not restricted to the same
coordinates as p, v, and could in general have different descriptions

from p, v respectively.
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Since by the chain rule

af (u(e), v, t) -8f(u(r), v(e), £) av{¥ , t)

av - av(t) 9v (3—6-10}
-0 - - ]
then using Eq. (3~6-8) in (3-6-6) we can write
(BE(u(t), v, t) sfut), v, 5l [ 1
sa(r) 2 . —© sult)
- du(t) av —
u v, _
5 0 "0 v
-0 —0
B (3-6-11)

where the lower partitions in the matrix are zero because the Eﬂ's are
constants.
The solution of this cen be written in the form

du(t) u(t, £) vit, t.) bu(t )
= (3-6-12)

Sv 0 I ow
—o o
where, again, the zero and identity matrices in the lower partitions

arise because the_go's are constants. The state tramsition matrix must

obey the equation (Ref. 35)

of of.
8] ) i . 1] v
d _ i ou v e
e = . o ‘ (3-6-13)
0 1 0 0] |o I
That is, U and V must obey
due, £) 8 ¥ O ye,ey (3-6-14)
dt du ©
and
av(t, t ) 08f(u, v, t) 8f(u, v, t) dv(v_, t)
9 = v(t t ) + e — — O
dc ou > o av _‘ng
(3-6-15)
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with the initial conditions

ult , £ I

o’ o
) (3~6-16)
Thus integration of‘the spacecraft variational equatcions (3-6—14)
through‘(3—6~15) vields the sqigtion Eq. (3-6-12).

We note from Eq. {3~6-12) that the'Fransition matrices U(t, t;);
v(t, to) are the partial derivatives of the spacecraft state at time t

with respect to spacecraft initial conditions and other constant

parameters, i.e.

du(t) .
U{t, to) = —@ L t {(3~6~17)
and
du(t)
Ve, to) = 830 (3-6-18) -

+

We shall use them in the following development for the lineariza-
tion of the measurement equations.

Measurement Model

The general measurement equation could be written as 2 non-linear
function of the vectors u(t), v(t), w(t) given by
a(t) = Bluface))s v t), vt 05w, ¢ +ae
(3-6-19)
Where_g(t)'is the data noise. Here_E(to) are the spacecraft initial
conditions and.gO are dynamic parameters affecting the spacecraft
trajectory. We note that the_yg parameters affect the data through the

spacecraft state u(t) and also directly through v. For instance these
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could be planetary ephemeris parameters which affect the gravitational
influence on the spacecraft dynamics through the planet position vector
the latter however may also direétly affect the data since the planet
image can be-the observable. ‘

The w(t) are physical quantities that affect the data but are

dynamically uncoupled from the spacecraft dynamics. In general w will

‘consist of variables q(t) and constant parameters b

-ﬂ(t)‘ .
w(t) = (3-6-20)
- b

in general obeying the dynamical equations

q(t) q(q(t), b, w(e), t
= 1 (3-6-21)
B(r) 0
Let the solution of these equations be
q(t) ﬂ(ﬂos P_O: lf_os t)
= (3-6-22)
b b
- —0

where_go is a set of constant parameters.

The q(t) could be, for example, the natural satellite position
vector — which for small satellite masses would not perturb the space-
craft yet woul& be themselves perturbed by the planetary v parameters —
or image size proportional center finding errors, which are a function
of time through their dependence on range to the target. The b could
be instrument error parameters. In addition, some of the parameters
could be stochastic — we discuss those later.

Based on the nominal spacecraft trajectorylg(t)N and nominal time

functionals‘z(t)N, Eﬁt)N we can construct the nominal measurement

vector
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_E(t)N = h[E(.—E(to)N’ j_;rON, t), _\_{(EON, t), _tg_(t)N, t] (3-6-23)

-

Given the actual measurement vector z(t), we can construct the data

residual vector

62(t) & z(t) - z(t); (3-6-24)
given by the model

bz(t) = 6h(t) + n(t) (3-6-25)

Using Egq. (3-6-22) in (3-6-19) we could write

2(t) = hlu(t ), ¥, w, t] + n(c) (3-6-26)
Defining
u(t)
m. £ qx() (3-6-27)
w(t)
and
m, & m(t ) ' (3-6~28)

we can write

6Et = Mt,to 630 (3-6-29)
where
u(e, t ) v(t, t ) 0
ov(t)
Mt,t = 0 5v 0 (3-6-30)
(8] -0
duw(t) gw(t)
0 ov ow
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. Thus for two discrete measurement times ti-and ti+1 the transition
equation for'g% is

Omiy = Mg, 0Ly (3-6-31)

here M. . is obtained usin
where S+, g

-1
Mi+1,i - Mi+1,0 Mi,O (3-6-32)

From Eq. (3-6-26) the observation at the ith measurement time ti

is
Linearizing this about a nominal vector_go we have
N
6z, = H, dm_ + n, {3-6-32)
=i i — =i
where
dh.(m , t.)
g oA L 2 1 (3-6-33)
om
n.
B,
N

Treatment-of Stochastic Variables

The vector m in thg previous subsections was develope& as consist-
ing of uncertain but constant initial conditions and bias parameters.
In additioﬁ~to these it is often necessary to model some of the process
noise effécts on the spacecraft dynamics or the errors on the measure—
ments, from a’variety of causes, as random time varying phenomena. This
is done through a set of stochastic variables s(t). These could be time-
varying representations of the bias parameters included in any of the

vectors u , v , w_ or could be due to unmodelled parameters or effects.
-0’ —0’ —o

Commonly used quantities, for instance, are random nongravitational
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accelerations on the spacecraft, primarily useful for radio data, and
camera pointing errors for optical data.

These stochastic parameters can be tre;ted by augmenting the
state vector to include these quantities. Thus defining

: 5m
—0

x(t) & _ (3-6-34)
s(t) . ..

the vector x(t) becomes the quantity to be estimated. For the estima-
tion of x(t) we need to describe its evolution by determining the state
transition matrix &(t, to); such that

0
x(t) = @(t, t ) x(e ) + : (3-6-33)

A large variety of random processes can be modelled by the linear
stochastic differential equation representing exponentially correlated

process noise — i.e, the Langévin equation
. 1 '
s(t) = - T s(t) + §(t) - (3-6-36)

where T is the corrélation time constant and §(t) is a Gaussian‘purely
random (white) zero mean process, i.e.

B(E(5)) = O ' (3-6-37)
with the correlation function

E(E(E) £(7)) = Q&) &(t -7) . (3-6~38)

This can be integrated and converted to discrete form (Ref. 36)

Si41 = ¢isi + gi (3-6-39)
where

p; = exp (—Ati/T) (3-6-40)

Ati =tiy — by (3-6-41)
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and |
E(«E.Z) = -(1 - Lp?) 0-2. (3-6-42)
1

1

From Eq. (3-6-39) and using Eq. (3~6-42),-

2 _ 2 2 2\ 2
E(Si+l) = Lyi E(Si) + (l - qu) O'Si (3-6-43)
which shows that in the steady state
2 _ 2y 2 G
E(Si+l) = E(Si) = O‘S (3-6-44)

This description can be used to represent purely random noise with
T — 0, randomly varying drifts using an appropriately non—zero finite
value of T, and constant parameter for T — «; this indicates the flexi-
bility of this stochastic sequence,

The transition matrix for a vector s of thése random processes 1is
given by

Sipy = [8549 57 8; + & (3-6-45)

Si+l,i = ¥, G) (3-6-46)

Y. (n)

where j represents the jth component of the vector s.

The transition matrix @ of Eq. (3~6~35) for the vector x(t) is
obtained by deterministically mapping the effect of s, into the
"ipitial condition" deviation vector 6gb(ti+l) using the stochastically

mapped deviation of &E(ti+l). We can express
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)

i+l
?ti)— és‘i (3—6—47)

-BE%(t

m () = m(eg) +

where the second term is obtained as follows: We can obtain the matrix

M (Eyype E5)
om{t, . )
—>i+1
Ms(ti+l, ti) 2 ag(ti) (3-6-48)
as a subset of the matrix Mi+l ; @s in Eq. (3-6-32). Then combining

these with Si+l : from Eq. {(3-6-46) we can construct the transition
L)
relationship

Bgﬂti+l) M MS &E(ti) ) 0

= + (3-6-49)

5(549) O 8 1ym,g| 808 &

The left hand side of Eq. (3-6-49) and the inverse of the transition
matrix M in (3-6~30) can be used to obtain the mapped effect of thelgi
at time tiiq mapped deterministically to time b, Indicating the func-
tional dependence on s; we write

-1

om (s.) = M, dm (5.)
I P i i+1,0 Ii+1 i
. om(t;)
= M, M M
i+1,0 [ SJi+l,i s,
=i
- M;il oM = - (3-6-50)
? i+i,i
which yields the required transition Sm,
A 1 . —6—
Sm =M (ti+l’ to) Ms(ti+l’ ti) (3-6-51)
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The state transition matrix & of Eq. (3-6~35) for x is then

given by
. I s P
m
¢(ti+l, ti) = o ; .(3_6_52)
i+l,1
Sm can in general be
S
u
S = |8 {3-6-53)
m vi
s
| V]
where
80 (r..-) .
- —o_ itl” - —6—
Se = ai(ti) . 3] u, Vv, W (3-6-54)

Considering two cases in particular:

(i) Non-gravitational accelerations: In this case both Sv
and S are zero;
W
(ii) Camera pointing errors: The entire matrixASm is zero.
We now present the equations for processing the measurement
r ' h

residuals, where we will need the partial derivative matrix Hi of

Eq. (3-6-33) and the state transitionm matrix & of Eq. (3-6-52)."

Sequential Filtering of the Data

The Kalman filter equations can be derived in various ways and
are readily gvailabie from several sources (e.g. Refs. 34 thru 37).
Here we just present these equations; we then present the equations to
consider the sensitivity of the estimate to unestimated parameters.
In this subsection we drop the underscoring of vectors — all lower case

quantities are vectors unless otherwise clear from the context.
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Given the measurement model

2, = Hi x; + n, (3-6-55)

with the initial state a zero mean gaussian random vector,
E[x(0)] =0 {3-6-36)

and positive semidefinite assumed covariance matrix

E[x(0) x(0)"] = X(0) (3-6-57)
and 0, a zero mean guassian white sedquence

E[ni} =0 {3-6-58)

with covariance

T '
Eln. nt] =R 5., 3-6-59
[nl nJ] i 713 ( )

where R& is a positive semidefinite matrix, the optimal estimate of x
is given by

/\=-- - — (A
X, =% + Ki(zi Hi Xi)' (3-6-60)

The gain.'Ki is computed using

-1

T [H X, L+ R.'] {3-6-61)
ER 1 1 .

K, = X, H,
i 1

i i
where'ii,'ii are the parametfer estimate and covariance mapped from the
previous measurement -epoch through the equations

0

R q =01+ 1, 1) Qi + (3-6-35)
2
and ’
_ T 0 0
4 =BG+ 1, 1) X e E L, )+ . (3-6-62)
0 Q,
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Here

(i + 1, i) = (3-6-52)
0 .8 Jiv1,i S

and
E[gigﬂ = Q;6;; : (3-6-63)

The covariance of %i’ assuming Ki is optimal, is then given by

X, = X, - K,H.X. (3-6-64)
i 1 1 1 1

Consider Covariance Option

When the system model or apriori statistics assumed are imnaccurate
the filter becomes sub-optimal yet the formal covariance, without
knowledge of the inaccuracies, would tend to be overly optimistic. .The
generalized consider option (Ref. 4) involves considering the effects
of ignoring certain parameters from the estimated state vector and of
assuming incorrect apriori statistics.

Let the observable equation be of the form

z, = H;x, + Giyi +ny {(3~6-65)
where the parameters y are the consider parameters which are deemed to

affect the data but are not formally estimated. Let the actual apriori

covariance be given by
o} e}
P(0) = E [% ¥ ] = (3~-6-66)

and the actual covariance of the noise n be

T
E = R.5, . -6-
[qiqj:l 5843 (3-6-67)
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With the assumptions (3-6-55), (3-6-57) and (3-6-59) the filter
gain in (3-6-61) is suboptimal and the computed covariance will be

overoptimistic, Rewriting (3-6-65) and (3-6-60) as

"X
z; = [H Gl { }+ ng (3-6-68)
y
and
& X. K,
1 1 . 1
A =1_ + (zi - Hixi) ) {3-6-69)
Y4 Vi 0

we see that for the complete model the data partial derivative matrix
and the (suboptimal) filter gain are, respectively
H L [H 6] (3~6-70)

and

e
]
'
]

Ay (3~6-71)

For a filter of this structure, for any filter gain, the update consider
covariance equation is
5 T
P,=lg - ®HH]IE IS - HAV + HRH (3-6~72)

where & is the identity matrix; that is

i i T
(T - KiHi) : —KiGi B (I - KiHi) E —KiGi
Pj_ = —-—-—————--lr ——————— Pi —————————— :_-............_
0 1 I 0 ' I
Ki o . .
+ |- R[K. | 0:| (3-6-73)
0 o
2 POOR QUAL
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- The consider -covariance mapping equation is

(3-6-74)

where
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3.7 Optical Data Measurement Equation Linearization

The description of the measurement model was given in Section 3.6.
In this section the linearization of the opticéi daéa measurement equa—
tion is performed; that is, the partial derivative matrix H of Equation
{3-6-33) is obtained for the optical data.

We begin with a general form of the optical data equation and
proceed to linearize it, developing the partials in terms of the
direct and indirect terms; for this formulation the terms are con—
veniently greuped, in that the direct terms all stem from instrument
related parameters while the indirect terms stem from celestial geom-
etry related parameters and are dependent on the celestial object imaged.
The celestial geometry related components of the latter terms are dealt
with first, fpr each of star, planet aﬁdrsatellite images. All space-
eraft and planet related dynamic parameters are obtained as the solu-
tions from the integration of the respective spacecraft and planetary
variational equations in Section 3.6. Satellite related parameter
variation effects are developed for the satellite theory described in
Section 3.1.

Finally the variation of the data equation is taken to yield the
partials for the vectors upon which the data dis directly functionally
dependent, thus completing the linearization.

Optical Data Partial Derivatives

From the discussion in Sections® 3.2 and 3.5 for the optical data,
the observed pixel and iine image locations on the vidicon are func-

tionally given by

z=2z(t, r, b) (3-7-1)
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where b is a vector of instrument parameters; the direct functional
dependence on r arises through the transformation RIC in Eg. 3-2-5.
If t, T are the spacecraft observation time and light-time respectively,
and yv{(t - }) is the position vector to thé object being viewed at time -
"(t - 1), then t is a function of y(t - T), r(t) and #(t) as discussed
in section 2.2.
Representing all solve-for parameters by m, we can write

'z = zlt, r(t, m), m] (3~7-2)
wherzs

t=tic(e, m), 2(t, W, y(t -1, m] (2-7-3)
Diféerentiating Eq. (3-7-2) w.r.t. m, we have

8z 3z 9t dz7 or iz

m =3 et [-a-ﬂ ot [ﬁ] ) (3-7-4)

== = Folr
where the subscripts'indicate the quantities held constant in the

partial differentiation, and

-,

ot at  dr(c, m) ot ar(r, m

— + N
om or(t, m) om_  9t(c, m) 8m

bt 9y (t - T, E)J ) at
* dy(t - T, m) an . - yle -, E)_é_g

} ot
+ [E;] ' (3-7-5)
T,y

The term 97/0m must be obtained from the solution of the light time
equation, Eq. (2-2-3) where P—j’ Ei'are r(t), y(t - T) respectively.
Here however, we can afford to neglect the small effects due to

stellar aberration and light-time, for the purpose of computing the
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partial derivatives, A considerable simplification of the expression

for t and 9t/0m results; we obtain

t = y(t, m) - r(t, m (3-7-6)

9t  Ody(t, m) dr(t, m)

m-  om  ~  om (3-7-7)
Using the equations

r=pt+s (3-7-8)
and

y=p+g (2—-2-2)
in (3-7-6), the planet vector drops out, to give

t =4, m) - s(t, m} (3-7-9)
and

9t 9q(t, m) 3ds(t, m) .

tm-  em  ~  om (3-7-10)

Combining this with Eq. (3-7-4) and using Eq. (3-7-8) we obtain

the complete equation

2z ][ 8q 2s- oz dp  0s 0z
el = L)

]

N

5

I
{3-7-11)

The terms dp/dm and 8s/9m are obtained from Egqs. (3-6~9) and
(3-6-13) for all the dynamic parameters m that perturb p znd s respec-
tively. The latter, 90s/0m, is obtained from the solution to the space-
craft trajectory wvariational equations.

When the planet is the center of integration in the heliocentric
phase these yield the entire term a_r_/ain_. We develop the terms a_g/ag,
3z/8r and 9z/0m later, after discussion of the &t/dém terms for each of
the observable image types.
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Observable Image Types.and 9t/9m

Star Observations: For star observations t is the heliocentric
direction to the star and can be taken to be constant since
(i) the accuracy to which the star locations are known
(~0.1 arcsec) 1s more than an order of magnitude better
than typical spacecraft television camera resolutions and
(ii) the effect of §£_is negligible compared with the distance

to the star; therefore

i;;‘= 0 - ) (3-7-12)

for stars, and the first term in Eq. (3-7-11) drops out.
Planet Observations: In this case t is given by
t=~-3s s (3-7-13)
the vector g and the partial derivative matrix 8q/8m are identically

zero, i.e.
= -0 (3-7-14)

which is obtained using Eq. (3-6-13).

Satellite Observations: For observations of the natural satellite
. t and 9t/9m are given by Eqs. (3-7-9) and (3-7-10). We now develop the
9q/3m term needed in Eq. (3-7-10). The parameter vector m here consists
of the satellite orbital elements for the Struve-Wilkins-Born Satellite
theory described in Section 3,.1.

At a given time, t, measured in days past epoch, the position vec-—
tor g of the natural satellite of a planet in the 1950.0 Earth mean
Equator and Equinox ccordinate system can be written in the notation of

Section 3.1 as
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q = N(I +.8N) J(I + 8J) K(I +&K) m(I + &) W(I +OW) r
’ (3-7~-15)

where r is the planet relative satellite radius vector in the orbit

plane, I is the (3 x 3) identity matrix, and the small angle error

rotation matrrices are defined as

5J

W = " {bW 0 0
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This eguation can be rewritten, keeping only first order terms, as
g = NJKEWr + N(eN)JKIWr + NI(6J)KIWr + NJK(8K) mWx
+ NJKT (6%) Wr + NIKILGW(EW (3~7-16)

which can be rewritten, following the method of Section 3.5, as

g =g, + QNEN + QNJ&J + QNJKSK + QUIKINGE + QIS  (3-7-17)
where
- -
9
g, = NJKLWr = Tr = 45 4 R (3~-7-18)
dg
with
T & WIKITW (3-7-19)
and
- 1
0 9y 4y
A _ 7o
¢ = 94 0 4y (3-7-20)
1 "y 9
The error vectors are defined as:
~ - r_ - r e
o | 6JA 0
EJE = 0 > s 6:1 = O - » 61_(. = 0 > s
6N 0 oK
. AJ L J - AJ
i, o
sL= 4 0 } s W= 4 0 & .
0 oW
L LA
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Writing the last five terms of Eq. (3-7-17) as a summation and
taking variations

S

bg. = 8g_ + E T, 8F; (3-7-21)

i=1
The 6Ei are obtained by taking variations on Eqs. (3~1-I2) through

(3-1-18). From Egs. (3-1-12),

BNA = 6NZ + 6NRt
(SJA = 6JZ + 6JRt

(3-7-22)
5K, =

A GKZ,+ 6KRt

5P = BPZ + 6PRt
The term QWA is obtained as follows: combining Egqs. (3-1-15) through
(3-1-18) and taking variations

W, =L-K -N, + (v-2M (3-7-23)

A A A
éwA = §L - 6KA - 6NA + &(v - M) (3-7-24)

From Eq. (3-1-17),
S5(v - M) = (2e cos M + 2.5 ez cos 2M) &M
+ (2 sin M+ 2,5 e sin 2M) e . (3-7-25)
and from Eq. (3-1-18)
&M = 6L - 6P (3-7-26)
The variation on Eq. {3-1-13) yields &L,

- 2 .
8L = BL, + BLyt + 8L " + Bl sin(K, - K;)

+ LK c:cm.s'.(KA - KO) 6KA (3-7-27)
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The term.égn of Eq. (3-7-21) is obtained using Eq. (3-7-18),
&r
8q = T{0 (3-7-28)
0

where Ffrom Eq. (3-1-20) we can obtain

5r = ( i- 32 ) 5a — af2e + (e2 + 1) cos v}

4+
1 e ¢os v (1 +e cos V)Z

e

2 .
F r e Sln2V 5V (3_7_29)
a{l - &™)

Collecting and combining the appropriate variations in Egs.

{3-7-21) through (3~7-29) we can write,

]

) bgq

bq {“"] & (3-7-30)
_&go ﬂﬂ ‘ .

where

9, =lael, I, 2, K, N, J, Ly Pp Xp Np Jp Ly Lg Lyl

(3-7-31)
and [ag/ago] is Fhe required partial derivative matrix.

Variation on the Optical Data Observable Equation

To obtain the 9z/8(+) terms of Eq. (3-T-11) the variation is taken.
of the optical state observable equation, developed in Seetion 3.2.
0f the three remaining terms of Eg. (3-7-11) the term [ag/ag]t arises
from the variation of the transformation RIC due to variatioﬁ; in the
spacecraft trajectory, since the ABC coordinate system is defined with
respect to the spacecraft-sun direction. Thus clearly the effect is an

angle change which is inversely proportional to the spacecraft-sun

range. For example, a spacecraft position error of 100 km at

144 ORIGINAL PAGE B
OF POOR QUA%



1 astronomical vnit from the sun would have an effect of the order of
(100 km/1 AU) radians =0.7 x 10—6 radians; this effect is therefore
negligible for typical spacecraft position errorxs, itela}tive to the
other error sources.

The terms (3z/0t) and the direct instrument related terms,

(0z/0m), are evaluated in Ref. 38 and will not be developed here.
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3.8 Optical Navigation System Structure

In this section we give a brief description of the structure of
- the optical navigation system. A schematic flow .diagram for the optical
navigation system is shown in Figure 3-6.

A pa?ametér initialization pregram is used to create a file of
basic optical parameters to be used throughout the system, The SAO
star catalog is used to generate an appropriate subset of stars and the
integration of the planetary and spacecraft dynamical equations yields
the planetary ephemeris and a spacecraft trajectory; these are input to
the Optical Geometry Program to perform the picture sequence design
function, with the Plotting Program used for the necessary illustration
of picture sequence geometry in the celestial, inertial and television
camera coordinate systems. Once 2 picture sequence design is finalized
spacecraft commands are transmitted for its execution.

After picture requests are implemented, the data is processed to
extract pointing and imaging optical measurements. The Optical
Gecmetry Program generates a picture sequence file for use in the
Optical Observables and Partials Program which computes the residuals
and performs the linearization around the nominal trajectory. For this
purpose in addition to the planetary ephemeris and spacecraft trajectory,
the planetary ephemeris partials and spacecraft trajectory variations
are required; these are generated by integrating the respective varia-
tional equations. The data partials and residuals generated are used
in the Estimation and Mapping Program to perform the Calibration or
0rbit Determination functions. The data residuals both before and after

the fit can be displayed by the Plotting Program, which can also display
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the spacecraft trajectory estimate history mapped to the B-plane. In
addition to the spacecraft trajectory estimate the filtering process
produces updates for parameter values and picture pointing estimates.,
If necessary the entire process can be repeated with these new nﬁminal
conditions for iteration to convergence. When the trajectory has
satisfactorily converged it is used to compute the maneuver commands

required to correct the spacecraft course,
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CHAPTER &

OPTICAL NAVIGATION APPLICATION TO MARINER IX DATA

In this chapter the first two of the three optical mnavigation
methods outlined in Section 1.4 are evaluated using actual flight
data‘obtained from the Mariner IX Mission to Mars. The objective
of this mission was to place the space probe into orbit around Mars
SO as té carry out scientific investigations related to the planet.

The data used for the evaluation here consisted of selections
from the Science TV pictures taken during the approach phase to Mars.
These included pictures of Mars taken with short exposure times (10-20
msec) and of Phobos and Deimos, the two natural satellites of Mars,
with the maximum exposure times possible (6.l44 sec). Several stars
were imaged, along with Phobos and Deimos, in the latter pictures,
engbling the satellite-star method for optical navigation to be
evaluated. However the exposure times for the Mars pictures was
too short for the stars to be imaged. The TV pointing for these
pictures was therefore obtained by using the telemetered engineering
data. There was no data available for the two-czmera method since
the Mariner spacecraff had only one narrow-angle TV camera.

In the following discussion we first describe the data in detail
in Section 4.1 followed by a2 summary of instrument calibration results

in Section 4.2. Sections 4.3 and 4.4 respectively deal with the
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analyses of the satellite-star method and the planet 1limb method
(without stars). The results show that the satellite-star method
yields greatly improved performance over ''radio-only" navigation.
Also, as expected, the planet-limb method is not found to be as good
as the satellite-star method. However the results indicate that it
does contribute to an improvement in accuracy relative to “"radio-only"
data; it would thus be a viable choice in situations where matural

satellites may not be gvailable.
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4.1 Data Sources and Content

In this section we describe the data obtained from Mariner IX
and used for the optical navigation analyses performed. The sources
of data were Eﬁe digitally transmitted TV pictures along with supporting
engineering data.

Onboard Measurement Systems

-

Instruments onboard the Marinexr spacecraft which were utilized
to obtain the data included the narrow and wide angle science TV ‘
‘cameras and the attitude control sensors. TV cameras were mounted
on a scan platform provided with two degrees of freedom. The l.l-deg
x l.4-deg and ll-deg x l4-deg field-of-view vidicons with 9.6 mm x
12,5 wm selenium targets were electronically scanned in 700 lines with
832 picture elements (pixels)-per line. Continuous video intensity
level was sampled and digitized to 9 bits (512 levels) prior to
transmission to Earth. Each picture element, therefore, would be
defined by its pixel number (1 to 832), its line number (1 to 700)
and its intensity (0 to 511).

The attitude control subsystem provided spacecraft stabilization
and srientation. Its celestial sensors, i.e., Sun sensors and star
(Canopus) sensor, p%oduced pitch, yaw and goll position signals,

The attitude comtrol signals, together with the scan platform gimbal
position data, were transmitted to the ground station through the
engineering telemetry channels,

Data Types and Content

The first few pictures during the approach phase to Mars came

from two sequences of planet pictures known as Mars Calibration
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Sequences I aud IT. These had been taken to calibrate the TV cameras
using Mars images and to safeguard against possibilities of damage
later from exXcessive exposure; they are different from the scan
platform cglibration pictures which were taken about two months before
encounter.

During the 3 day approach period prior to the insertion of
Mariner ¢ into orbit about Mars, three Preorbital Science picture
sequences (POS I, II, and III) were taken (Fig., &-1). Each POS
sequence covered a 24-hour period with 31 pictures being recorded
gboard Mariner 9 and then transmitted to Earth during a 3-hour peried.

Planet Limb Data: From the two Mars calibration sequences which
tock place 5 and & days before Mars encounter (abbreviated as E-5d
and E~4d, respectively), 22 narrow angle TV picfures which contained
Mars 1lit 1limb images ﬁere taken. Wide angie TV pictures of Mars
during the Mars calibration sequences were not processed because of
poor gngular resolution. During POS (preorbit Science) I, II, and
IIT sequences which started from E-3.1d, E~1.9d and E~0.7d,
respectively, 36 narrow angle TV pictures and 4 wide angle TV
pictures were selected for 1it limb data processing, where POS-1
and IT pictures would have been available before Mars Orbit Insertion
MOT) . Toﬁards the end of POS-JI and throughout POS-III sequences,
the Mars images taken by the narrow angle TV were so large that omnly
a small portion of the lit limb was visible; hence such frames
were not processed.

Satellite-3tar Data: The positions of Deimos as viewed from

Mariner 9 against the star background are shown in Figure 4-2,
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The first Deimos picture frame was bad, leaving only 12 Deimos
pictures available before MOI. The POS III phase yielded five

additional Deimos pictures.
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4,2 Instrument Calibration Summary

Two sequences of pictures, viewing dense star fields, had been
taken within two months before Mars .encounter., These two sequences
of 31 pictures each, which were aimed at star clusters, single stars,
Mars and Saturn, provided a good set of data for calibration of the
scan platform subsystem, the attitude control sensors and of the
geometric distortion in the TV cameras. A summary of the results

is given here,

Scan Platform Calibration

Calibration of the scan platform subsystem was necessary to
establish the true scan platform orientation (hence TV pointing
direction) relative to the ;pacecraft. The calibration of the scan
platform subsystem and attitude control sensors was performed by
referencing to the orientation of the narrow angle TV imaged stars
whose locations were known apriori. The scan platform errors were
characterized by systematic errors such as gimbal mounting errors,
gimbal axis misalignments and TV instrument mounting offsets placed
on the scan platform. Attitude control sénéor signal values were
needed to define the spacecraft attitude relative to the celestial
references. Systematic errors of the telemetered attitude control
sensor signals were characterized by sensor null offsets and scale
factor errors. Mechanical misalignments of the wide angle TV were
calibrated with respect to the narrow angle TV,

The star-referenced inflight calibration .(Reference 39) detexmined
the scan platform subsystem and attitude control errors to a total

accuracy of 0.005° (1 o) about the TV line of sight (10S) and 0.020°
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in cone and cross-cone axes for the narrow angle TV camera and 0.015°
(L g) and 0.17° (L o), respectively, for the wide angle TV camera.
This then determined the camera pointing error levels for the planet
limb data type where stars are noft available for accurate pointing.

‘Felevision Calibration

Calibration of the TV camera geometric distortion was necessary
to establish undistorted image direction relative to the TV coordinate
system. This was performed by utilizing both reseau marks etched
on the vidicon target and the star fields from the two calibration
picture sequénqes. Since. ground calibration of the TV cameras
(Reference 39) revealed practically no optical distortion, optical
distortion parameters were not solved‘for. The star and reseau
images were fit to the analytic geometric distortion model described
in Chapter 3.

The geometric distortion, was calibrated (Reference 40) to
the accuracy of 0.5 (1 o) pixels and 0.7 (L ¢) pixels in the line
and pixel directions, respectively for the narrow and wide angle TV
cameras. Figure 4-3 illustrates the changes of observed reseau
locations in narrow angle TV pictures determined by the calibrations.
These are reasoned to have been caused by the absence of Earth's
magnetic field, and possibly a elight displacement of TV beam deflection

coils.
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4.3 Analysis of Satellite-Star Data

In this section we present results of the analysis of the satellite-
star data from Mariner IX. The analysis consists of an evaluation of
the data for orbit determination, followed by its sensitivity to
number of stars in the field of view, TV distortion, planet ephemeris
error, and the amount of radio tracking data.

An approach picture is shown in Figure 4-4 which has the images
of Deimos, ten stars of magnitude 3.9 to 9.2, and the 7 x 9 reseau
grid. Stray light from Mars is seen in the lower left portion of
the picture. The picture was enhanced to bring out the dim images.
Figure 4-5 is a computer drawn version of the picture which is used
to distinguish the star pattern from noise or vidicon blemishes.

Orbit Determination Using Satellite-Star Data

The optical data was processed in three iterations (Reference 23).
In the first iteration, star images were processed to remove TV
pointing errors. Pointing errors were generally large enough to
introduce nonlinearities into the data processing because of the
nonlinearity of the TV distortion model. In the second iteration,
star and satellite images were processed. Residual TV pointing
errors from linear corrections in the first iteration were removed.
Also, Deimos ephemerides and the spacecraft trajectory were estimated
to reduce Deimos data residuals within a linear region. A trajectory
based on radio data only was used in the second iteration; however,
a loose apriori uncertainty (thousands of km) was used. The third
iteration produced combined spacecraft trajectory and Deimos

ephemeris estimates using Deimos data and radio Doppler data. After
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a Deimos ephemeris update from POS I data, the second and third
iterations could be combined.

The optical residuals (difference between observed and computed
image locations) for Deimos (D) and stars (o) are shown in Figure 4-6.
The residuals in Figure 4—-6a were obtained using apriori Deimos
ephemerides, a trajectory based on radio data to encounter minus 19
hours (E-19 hours), and TV pointing based on reduced épacecraft
telemetry data. The clusters of star residuals reflect the global
offset of the images due to TV pointing errors. It is noted that the
TV pointing errors become large at the end of POS II and throughout
POS II1I in the pixel direction but were smaller and more random in
the line direction.

The residuals in Figure 4-6b were generated using the same
conditions as those in Figure 4-6a with the exception the TV
pointing errors have been removed by using the star images. Note
that the star residuals which are only sensitive to TV pointing ‘errotrs
are zero mean. With TV pointing errors removed, the Deimos residuals
reflect Deimos ephemeris errors (20-hour period) and spacecraft
trajectory errors. The Deimos ephemeris errors are evident in the
30-bhour periodic cycle seen in POS L1 and POS III residuals. The
spacecraft trajectory error is seen as a slope in the line residuals.

The residuals in Figure 4-6c were generated after solving for
the spacecraft trajectory and Deimos ephemerides. A 100 km Deimos
ephemeris error and 80 km spacecraft trajectory error were determined.
The residuals are seen to be random with zero mean and a standard

deviation of less than 0.5 pixels (3 arc sec).
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Figure 4~7 shows the B-plane trajectory estimates which were
generated., The radio only solution and its 1 o error ellipse were
based on data to E-13 hours. The radio plus optical iterated solution
and 1 ¢ error ellipse were based on radio data to E-19 hours and
optical data from POS T and POS II. The current best estimate is
denoted as CRE.

Sensitivity to Stars

The orbit determination (0D) accuracy sensitivity to the number
of stars per picture was investigated. The following three cases
were studied: A) no stars/picture; B) one star/picture; and C) an
average of five stars/picture. All three cases had apriori TV
pointing information from reduced spacecraft telemetry data. Also,
the nominal trajectory was based on radio data only from E-30 days
to E-16 hours. OD accuracies for the three cases are shown in
Figure 4~-8 and the associated trajectory estimates are shown in
Figures 4-9 through 4-11.

Figures 4~10 and 4-11 show that the first picture in POS T fo£
cases B and C drives the trajectory estimate tec within 15 km of the
CBE. The time behavior of cases B and C are very similar, with the
trajectory estimates to within a 2 km agreement at the end of POS III
data. The expected accuracies of cases B and C (Fig. 4-8) are the
same.

TV pointing derxived from spacecraft telemetry is an order of
magnitude less accurate than poilnting derived from star images. This
degradation is reflected in both the expected accuracy and the actual

trajectory estimate of case A (Fig. 4-9) as compared to cases B and C.
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The case A trajectory estimate is well behaved when compared to its
expected accuracy until the last picture in POS I1. Then the large
non-random TV pointing errors (modeled as random errors) in the
remaining pictures drives the trajectory estimate to a 3 ¢ error.

&he fuil accuracy potential of the optical data can be obtained with
only one star/picture. These star sensitivity results can be explained
by examining the TV pointing errors. For a given picture, all sources of
pointing errors can be modeled as three independent rotations about the
axes of an orthogonal coordinate system (e.g., TV pointing has three
degrees of rotational freedom). One star image (a pixel and line obser-
vation) yields two of the three degrees of rotational freedom. The thirxd
degree of freedom is obtained from a second star or from apriori TV
pointing which has an accuracy of a few tenths of a degree. Apriori TV
pointing‘to this accur;cy can be obtained from either reduced spacecraft
telemetry data (0.015 deg-1lg) or from the desired pointing (0.15 deg-ig).
Additional stars, however, do not improve the Deimos-inertial reference
information in a picture. Deimos image location measurement exrors con-
trol this accuracy and are not affected by star observations.

Even though only one star/picture is needed, it is desirable
to have many §tars/picture from a reliability standpoint. Many
stars/picture give independent checks on the TV pointing and also
indicate the accuracy of the TV distortion model. Any discrepancy

.between image location residuals within a given picture would flag
it for further evaluation.

Sensitivity to TV Distortion

A comparison was made of navigation performance as a function
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of the data type used to estimate TV distortion and also the order
of polynomial used to model distortiom. Data used for distortion
calibration included: 1) only reseau images from ground pictures;
2) only reseau images from flight pictures; and 3) only star images
from fligﬁt pictures, Distortion polynomials of Ist (linear) and
3xd order were compared to results from the nominzl 6th order
polynomial.

In comparing calibration data, it was found that all three types
gave equivalent trajectory estimation results. The IV distortion
did not change from prelaunch to the end of the mission., Only a
linear shift and rotation of the reseau grid of a few pixels was
measured, which was easily absorbed in the TV pointing error model.
Approximately 200 star images from Plieaaes pictureé and optical
navigation pictures were used to produce equivalent results as from
reseau data. Stars are a more desirable data type for distortion
calibration because they also enable the calibration of optical
distortion, in addition to electromagnetic distortion and are more
easily detected than reseaux.

A tradeoff for increased optical data linearity at the expense
of reduced model accuracy was evaluated. It was found that the
linear and 3rd order distortion polynomial gave equivalent trajectory
estimates.to the nominal 6th order model. The increased linearity
was accompanied with g slightly noisier trajectory estimate behavior
which, however, was well within ghe predicted accuracy. Therefore,
it is concluded that a lst order (linear) model would suffice if
time constraints would not allow iteration of the optical data,
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If time is available, which will generally be the case, the 3rd
order model gives the full accuracy petential of the optical data
with iteration of the data.

Sensitivity to Mars Ephemeris

One major source of error in the use of Doppler data for navigation
estimates is planetary ephemeris errors. This results from the fact
that the data is taken by stationg on Earth and must be related to
the target planet by using assumed station locations and a planetary
ephemeris. However, from onboard optical data the spacecraft state
is directly related to the target plamet.

To demonstrate the independence of optical navigation estimates
from the planetary ephemeris errors, a solution was made with a
Mars ephemeris error of about 500 km, The results of processing the
optical data with thié ephemeris error are shown in Figure 4-12,
giving the B-plane solution history. The origin of the plot is at

the current best estimate (CBE). The figure shows that the first

pass through the data moves the estimate from an apriori wore than
500 km away to within 10 km of the CBE, The final iteration moves
the estimate to within 2 km of the CBE.

Sensitivity to Radioc Tracking Data

To evaluate the strength of optical data, a trajectory solution
was made without the aid of any other tracking data. From Section 2.4
it is expected that POS I and II data alone would an accurate B - R
and B - T solution but limited pictures and observed parallax would

degrade the time of flight accuracy. However, P0OS III data containing

both Deimos parallax and trajectory bending would yvield a complete
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trajectory determination from only the optical data.

A nominal trajectory was generated from Atlas/Centaur injection
conditions. These injection c;nditions gave a 25,000 km aim point
bias at Mars for pla;étary quarantine. The use of this trajectory
did not allow the optical data to "know," apriori, that z midcourse
maneuver had been performed five days after launch. The midcourse
maneuver changed the actual trajectory aim point by 15,000 km and
arrival time by about a day (250,000 km). In other words, this
apriori trajectory gave the optical data only a vague indication
that Ehe spacecraft was going in the vicinity of Mars,

Initially, only POS I and II data was iterated. These results
could have been available in real time since thé POS III data was
played back after insertion, Five complete iteratioés of the POS I
end II data were needed to obtain a comverged solution because of
the nonlinearity due to the 250,000 km gpriori trajectory error.
After a -converged solution was obtained for the POS I and II data,
an additional solution was made which included tﬁe’POS III data.
This final solution allowed the full potential of the approach optical
data to be evaluated.

The B-plane trajectory estimates are shown in Figures 4-13 and
4-14 at the end of a complete iteration of POS I and II data. It
can be seen that an accurate estimate of B - T and B + R can be
obtained using onrly POS I and II data as expected. The B-plane
estimate after 5 iterations was within ten km and ten seconds of

the current best estimate. Adding the POS III data brought the B~

plane estimates from optical data only to within five km and three
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seconds of the current best estimate.

The time of flight estimate and expected uncertainty from the
final solution are shown in Figure 4-15. It is seen that the uncer-
tainty does not go below a few seconds until 10 hours from encounter.
This level of accuracy would be available about a day before encounter
from radiometric data. It is concluded, therefore, that the optical
data by itself only can yiela an accurate trajectory estimate using
data within 10 hours from Mars encounter., By combining optical and
radio data, an estimate of comparable accu:.f:acy can be obtained much

earlier.
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4,4 Analysis of Planet-Limb Data

In this section we present results of the analysis of the planet
Limb data from Mariner IX. This corsists of thé processing of the
raw limb data to locate the center of the plianet image, followed
by an evaluation of the spacecraft orbit determination performance
using this data, and its semsitivity to the amouﬁt of radio tracking
data.

Limb Data Processing

A typicgl picture is shown in Figure 4-16. As described in
Section 3.4, the limb-finding algorithm searched the digital video
data TV scan line by scan lipe. That is, the limb search started
from a point off the planet.i@age and continued onto the limb., The
first of three adjacent pixels, all haviﬁg’viaeo intensity levels
exceeding 2 predetermi;ed threshold level, was selected as the
location of the lif limb on that line. The requirement for three -
ad jacent pixelé eliminated the detection of false limb point caused
by one- or two-pixel bit~error noise (Fig. 4-17).

Typical:lit limb structure imaged by the narrow angle camera
(Fig, 4-17) indicates a relatively sharp increase in brightness near
the equator and a gradual increase at the pole regions. The
Eransition region Betwéen thé défk background and the épparent limb
ranged from 15 km to 25 km Wide near the equator, and 25 km to 30 km
wide at the pole regions.

i+ ; To.model the imaged 1it limb, Mars was assumed to be an ellipsoid;

as discissed in Section 3.4, with this assumption the image of Mazs can
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Figure 4-16. Typical Mars Lit Limb TV Picture
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be reasonably well modeled by an ellipse, with the center of the
ellipse being coincident with the center of the ellipsoidal planet
body.

The radius estimates obtained from the lit limb data (Fig. 4-18)
are approximately 100 km greater than the mean equatorial radius
(3393 .4 km) determinéd by the S-band occultation experiment (Reference 41).
Similarly, the identiﬁied shape parameter of the planet CFié. 4-19)
ig smaller than the expected value (e = 0.145) by about 3 percent,
That is, the Mars images were somewhat larger and more circular than
expected, These results also indicate that the 1lit limb of the
imaged planet does not represent the Martian surface but light
scattered from the Martian atmosphere: They may also have been
caused by the limb darkening effect at the polar regions and lightening
near the south polar cap, marked albedo change near the 1it limb,
atmospheric activities, i.e., the dust storm which prevailed in the
Martian atmosphere throughout thg approach phase, and the spectral
response characteristics of the TV camera subsystem.

The limb fit residuals, which are a measure of the observation
data noise after a successful limb parameter estimation process, were
evaluzted for each scan line containing a limb measurement (Fig. 4-20)
with the units of (pixel)z. The observation data noise had been
caused by quantization in picking discrete limb points, uncalibrated
geometric distortion of the TV, residual limb image from the previous
picture (triggering a false limb data), and limb model approximation
error, To interpret the limb residual statistics with nearly =zero-

mean and a variance of several tens of (pixel)z, the residual random
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process is mapped onto an equivalent random process along the limb

image in the TV coordinate system., From Eq. (3-4~37) we obtain

Var (8¢) = CIZJ Var (bp) + c2 Var (64) , (4-4-1)
where

2 ] 2 1° .
e =41-{1- EE x cos §y +y sin ¢ ) (4=4-2)
P | a ]

2 ' 2 1°
c£=11- 1-—§>x sin ¢ + y cos ¢ . (4-4-3)
: i a ]

1f it is assumed .that the observation noise affects equally in line

and pixel directions, Eq. 4-4-1 can be rewritten as

Var (8p) = Var (8f) = %@2— , L (bmlimts)
c£ -+ cP

or for typical values for the known parameter relations, e.g.,

£=0.145 ,
a

and
x2 -+ yz a2 &

Eq. (4-4-4) is approximated by

B

Var® (sp) = Var’ (of) ~ LECD (4-4-5)

Bq. (4-4-5) typically took a value of 0.3 pixels, reasonably well
coinciding with the limb quantization error statistics (a uniform
distribution over a pixel),

Orbit Determination Using Planet Limb Data

The TV data through POS II was processed using as apriori a
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trajectory based on radio tracking data processed through E-13

hours. The picture data from Mars calibration sequences T and II and
POS sequences I and II were used for the analysis. Of these pictures
the Mars calibration II pictures (at E-4 days) were dropped due to
vary large data residuals caused by large pointing errors,

Figure 4-21 shows the B~plane solution hisﬁory of the trajectory
estimate obt;ined by processing_tbe optical data. The parameters
estimated were the spacecraft Cartesian state at epoch, TV pointing
biases and errors, and image center f£inding errors. The origin in
the figure is at the current best estimate (CBE). The apriori
value shown for the optical data arc was the aposteriori estimate
from a short radio data arc (5 days) through E-13 hours. The estimate
stabilized only towards the last few pictures. Two iterations were
performed, indicated by the dashed and £full lines, respectively,
with the last two points on the full line representing the estimates
obtained from adding POS III data. The error ellipse for the final
estimate at the end of P05 I7 data had a2 semimajor axis of 70 km.
However, the estimate was within 25 km of the current best estimate
(CBE).

Figure 4-22(a) shows the raw data residuals, in the pixel and
line directions, for the POS data, Figure 4-22(b) shows the residuals
after the sclved for pointing biases and trajectory error have been
removed. The magnitude of the pointing biases estimated agreed with
scan calibration results. The cente£—finding errors; mod;led here
as being proportional to the image size, appeared to be very small
and independent of phase angle. The pointing errors in the raw data

inecluded systematic as well as random componentsS.
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The raw data residuals for the Mars calibration sequence I
pictures are shown in Figure 4~23., The expanded time scale facilitates
the identification of attitude control limit cycle motion of the
spacecraft with a period of about 1.2 hours. This residual limit
cycle motion may be due to scale factor errors in the attitude
control model. These were, however, not separately included in the
e stimation but were absorbed inm the pointing errors.

The orbit determination (0D) accuracies (Fig. 4-24) indicate
a slow reduction of the SMAA and SMIA with time up to gbout E=50
hours. Rapid reduction in uncertainty occurs thereafter. At the end
of POS IT the SMAA is about 70 km while at the end of POS III it
is about 30 km, The time of flight uncertainty shows little
improvement, as would be anticipated from our discussion of the
approach trajectory.

Sensitivity to Radio Tracking

As indicated before, optical dat; suffer a serious limitation
in that an accurate determination of the time of flight and V_ is
not obtained. However, for the Mariner IX trajectory geometry these
are precisely the parameters that can be accurately determined f£xrom
radio data. A combination, then, of optical and radio data, to give
better estimates of encounter conditions much earlier than either
data separately could, would be ideal, To study the reliance of
optical limb'data solutions on apriori values obtained from radio
data arcs, two different analyses were carried out. In the first,

a few hours of radio tracking was assumed beyond the first midcourse
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maneuver at launch (L) + 5 days, and no more radio data thereafter.
The spacecraft state estimate and covariance at that time were input
. as apriori estimates to the optical data arc. The mapped B-plane
uncertainties were very large at this point owing to large maneuver
execution uncertainties being mapped several months forward. The

analysis was conducted using only the TV pictures through POS II

for the first pass.

The B-plane solution is shown in Figure 4~25. The apriori
estimate was more than 2500 km from the CBE in the B~plane. The
first pass moved the estimate at the end of POS II to within 450
km of the CBE., The next pass did not appreciably move the POS IIL
solution, but the POS IT solution, but the POS IIT data moved the
estimate to within 30 km.

The second analysis was performed with no radio data at all,
The injection conditions, for purposes of planetary quarantine (2Q),
had a 25,000 km aim-point bias and 22 hours lag in time of flight
at Mars. The analysis made here for this optical-only solution was
not cognizant of the mid-course maneuver performed at L + 5 days
which removed the PQ bias. The B-plane trajectory solution (Fig. 4-26)
stabilized at about 7000 km from the CBE, with negligible improvement
in time of flight.

The large final error involved here indicates that for optimum
results using opticél limb data, some radio data is necessary. Even
small radio data arcs when used to give apriori estimates and covariances,

improve the effectiveness of opticel limb data enormously (Fig. 4-25).
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CHAPTER 5

OPTICAL NAVIGATION APPLICATION TO VIKING

The Viking Mission consists of two unmanned spacecraft, Viking 1
and Viking 2, launched in August 1975, which will be imnserted into Mars
orbit in June and August 1976 respectively and will softland instru-
mented packages on the suxrface of Mars. The primary purpose of the
Mission is to further our understanding of the origin and evolution of
the solar system and of 1ife in the solar system. In this chapter we
evaluate the'application of optical navigation to the Viking mission
during the approach phase to the planet.

In section 5.1 we discuss optical navigation related mission design
aspects, and considerations for selection of data types to be used.

Section 5.2 evaluates the navigation accuracies obtainable using a

combination of radio and optical data; this is followed by "optical
only" accuracies in section 5.3 where we also examine the effect of
various different data arcs in combipation. In section 5.4 a method

is developed to evaluate consistency between any two solﬁfions and is
shown through a simulation application to be very effective in the
detection of data anomalies. We conclude the chapter in section 5.5 by
the description of a parametric probability analysis technique devel-
oped to evaluate navigation performance as a function -of s&stem

reliabilities.
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5.1 Optical Navigation Considerations in Mission Design

In this section we briefly describe the mission to place in
perspective the navigation critical times. This is followed by a dis-—
cussion of the optical navigation data types selected for each phase of
the'mission and the rationale for doing so. We c¢lose the section with
the possible impact of some of the optical mavigation considerations
on frajectory selection and mission planning.

Typical Interplanetary Mission Profile

Most space missions go through a similar pattern of events.
Shortly after launch the spacecraft is placed into a parking orbit
around the earth from which it is then injected into the desired
trajectory away from the earth for the remainder of the mission. At
the current state of the art the major portion of the space flight
occurs primarily in dﬁree fall"” — i.e. under the gravitational influ-
ence of bodies in the solar system. This free fall is interrupted at
selected times to alter the trajectory through spacecraft propulsion
maneuvers; these are the mavigation critical times.

For interplanetary trajectories, midcourse maneuvers are required
shortly after injection into the helioceﬁtric interplanetary orbit and )
shortly before arrival at the target planet. Typically a minimum_ of
one and a ﬁaximum of two midcourse maneuvers are designed at eacﬂ of
these two phases — the near earth phase and the planet approach phase.

The near-earth maneuvers are needed to correct for an aiming bias
imposed at injection due to the planetary quarantine (PQ) constraint
requirement. In addition to removing any remaining aimpoint PQ bias,

the planet-approach maneuvers are needed to correct any trajectory
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errors prior to reaching the planet, The last approach maneuver
designed determines the acecuracy of tﬁe spacecraft delivery at planet
encounter and provides the first opportunity to control this delivery;
it is referred to as the "control" point.

To insert the spacecraft into a planet centered elliptical orbit
a maneuver is essential near the periapsis of the approach hyperbolic
trajectory of the spacecraft relative to the planet. At some time
prior to this, referred to as the "knowledge"” point, the best orbit
estimate known is used to calculate the commandable quantities of the
maneuver; the precision of this determines the accuracy of the orbit
insertion. The knowledge point and the control point are the times
when navigaéion accuracies are most critical for the planet.approach
phase of a space mission.

For Viking an approach maneuver could be executed from 30 days
before Mars Orbit Insertion (MOIL) at the eariieét to 10 days before
MOI at the latest.

Television Cameras and Data Type Selection

The Viking spacecraft orbiter (Fig. 1-4) contains two identical
narrow angle television cameras the boresight of which is offset in the
cross—cone direction by 1.38 degrees., The field of view of each
camera is 1,51 degrees by 1.69 degrees with a scan of 1056 lines by
1204 pixels/line yielding a reéolution of 25 microradians. The focal
length is 475 mm.and the exposure time varies up to a maximum of
2.66 seconds, The two cameras can be shuttered at a minimum time

spacing of 4.48 seconds.
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The investigation in Reference 22 demonstrated that the satellite—
star method — method {ii) of section 1.4 — vields the best results,
followed by the planet-star two camera approach, at both the control
and the k&owledge phases. Howevere as we discussed in section 3.3 a
conétraint that must he met when designing pictures is to ensure a
separation angle of twice the accuracy of pointing obtainable — i.e. a
separation angle of 1.0 degrees for Viking. Figure 5-1 shows the plot
of the separation angle between the Marg limb and Deimos for the
Viking 1 trajectory. The 15 hour sinuscidal wvariation is observed
because the spacecraft approach is inclined relative to the orbit of
Deimos and the period of Deimos is approximately 30 hours.

As can be seen from Fig. 5-1 the earliest that we can safely take
Deimos star pictures based on the pointing constraint is about
MOI — 104 hours, The semi-major axis of Deimos is 23500 km while that
of Phobos is 9400 km; the availability of Phobos-star pictures therefore
occurs considerablyAlater. This explains why Deimos is the better
satellite to concentrate on for approach optical navigation purposes at
the knowledge phase. Moreover since the control point is at MOI —

10 days we must rely on the planet-star two camera method for the con-
trol optical mavigation. These planet-star picture pairs are referred
to as diads. These can be extended to star—planet-star triads; obtain-
ing the planet picture frame pointing direction by interpolating between
the pointing obtained from the star picture frames we can thereby
eliminate the effect of attitude control system limit cycle motion

during the time elapsed between camera shutters.,
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Trajectory Selection Considerations

For radio navigation an important geometrical consideration during
the Mission planning process of selecting a set preferred trajectories
is the low declination problem. As we discussed in section 1.3 this
could cause severe degradation in radio navigation accuracies; Viking 2
radio only navigation accuracies are worse: than those for Viking 1 for
primarily this reason.

For optical navigation there is a counterpart consideration during
the mission planning process. This is in the availability of stars in
the field of view that are bright enough to be imaged by the wvidicon.
Thus, for example, if the sensitivity of the camera was such that it
could view no objects dimmer than, say 7.5 visual magnitude, then there
must be stars of this magnitude or less available in the picture
sequence planned., This can be a constraint when designing the control
point picture sequence.

During the planet approach the spacecraft follows approximately a
hyperbolic trajectory relative to the planet., The solar gravitational
influence on the spacecraft and on the plianet (neglecting its mass) is
about the same since both are approximately in the same orientation and
location relative to the sun. Therefore the inertially referenced
spacecraft hyperbolic asymptote changes very little during planetary
approach. The T.V. look direction to Mars differs from this because
of (i) bending of the spacecraft hyperbolic trajectory and (ii) the
paralilax angle between the spacecraft velocity and look directions.
Since these effects do not become appreciable until very close

.

approach to the planet, the inertial Iook direction does nct change
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appreciably (see Figures 5-2a and 5-2b) during the control phase.
Therefore the star background variety is quite limited; if the star
availability for particular trajectories turns out to be sparse, this
could pose a severe problem for control optical mavigation for those
trajectories.

This problem does not occur for knowledge phase picture sedquence
design since the satellite motion around the planet provides adequate
look direetion variability and therefore star background coverage (see
.Figure 5-3). However, another problem could arise here for approach
geometries where the spacecraft trajectory is in a plane parallel to
the satellite orbit plane. In that event viewing of the satellite
would be prohibited for a major portion of the satellite orbit, due
to the presence of the bright planet, posgsibly leading to (i) limited
regions of star background variability and (ii) limited mean anomaly

coverage which may hinder solving for the satellite orbit.
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5.2 Radio Plus Optical Navigation Accuracy Analysis

This section describes a study made to evaluate the orbit

determination (0OD) accuracies obtainable during the interplanetary
approach pﬂase of the mission using both radio and optical data, The
evaiuation is conducted using a strategy yielding accuracies deemed
representative of the OD performance expected. Several combinations of
data arecs are analyzed to enable the assessment of the sensitivity of
overall mavigation performance to the timing of the approach midcourse
maneuver.

The following subsection gives an explanation of the various
approach maneuver scenarios to be investigated. This is followed by
subsections describing the assumed composition of the data and the
filter configuration employed. Finally the 0D accuracies are given,
mapped to the B—plane'at Mars encounter (E}.

Maneuver Scenarios

The study consisted of evaluating the 0D accuracy beforz each of a
series candidate approcach midcourse maneuver epochs and before the Mars
orbit insertion {(MOIL) maneuver.

In conjunction with the scheduled MOI maneuver, four different
approach midcourse maneuver strategies were conceptualized, namely:

(i)- only one approach maneuver at the control point — 10 days
before encounter.
(ii) only cne approach maneuver at 20 days before encounter

(iii) ‘only one approach maneuver at 30 days before encbuntgr

(iv) two approach maneuvers at E-30 days and at E-10 days,

respectively.
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These maneuver scenarios are shown schematically below. Of these the

first is the nominal plan.

MOI-30 DAYS MOI-20 DAYS MOI-10 DAYS
1 1 L

MQI

@ | A A
(i1) A A
(iii) A VAN
(iv) A FaX FaN

Maneuver Scenarios

Data Constitution

For the radio data two-way doppler data was assumed to be available
from 40 days before encounter (E-40 days), and simulated as such in a
multistation tracking strategy. The three tracking stations assumed
for the simulation are those at Goldstone, CA, (DSS 14), Madrid, Spain
(DSS 61), and Canberra, Australia (DSS 42). Simultaneous data was not
assumed during the overlapping view periods from a pair of stations.

The station switching pattern was based- on elevation angle and specifi-
cation of a preferential order of station coverage desired. The oxder
specified was DSS 42, DSS 14, and DSS 61, with all data eliminated below
an elevation of 15°,

For the simulation, one range-rate point was sampled every hour,
with the data weight adjusted to simulate continuoué data. In additiom
te the range-rate data, one two-way range point was sampled for each
pass of each tracking station., The range point was always sampled
when the spacecraft was at the zenith for that pass.

For the optical datg a 3 day arc of Mars-Stars data was assumed

available prior to the midcourse maneuver, This would cansist of a

ORIGINAL PAGE IS
201 . DR EOOR QUALITLY]



pair or triad of frames using.the two-camera approach wherein Mars
would be viewed in frames from ;ne camera and a star field in those
from the other. The pictures are near-simultaneous {(a Ffew seconds
apart) witﬁ the scan platform held fixed between shutter times.

An arc of data extending from M-4 days to M-1 day (where M is the
time of the approach midcourse maneuver) was aséumed available at a rate
of one set every six hours, regardless of when the maneuver occurs.

Thus for an E-30 day maneuver the arc extends from E-34 days to
E~31 days and for an E-10 day maneuver from E-14 days to E-1l days.

For the knowledge phasé, the data consists of pictures of Deimos
against a star background within the same frame. This is possible here
since the visual magnitude of Deimos is sufficiently high (i.e. the
brightness is sufficiently low) to enable both Deimos and some stars to
be viewed with the same exposure setting without saturating the vidicon.
A data arc extending from E-3 days to E-18 hours was assumed with one

picture every three hours.

Analysis Strategy and Filter Configuration

Covariance analyses fo£ the different maneuver scenarios were per-
formed using combined radio and optical data. The achievable accuracies
were established for each of the control and knowledge phases. The
strategy employed for the cowbination of the radio and optical data was
to use the a-posteriori covariance from a radio analysis as the apriori
covariance for the optical data arc. One of the inecidental facets of
this procedure is that the effect of adding increasing quantities of
optical data to a fixed amount of radio data can be displayed and

examined.
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The only parameters estimated in the baseline study were the
spacecraft state. Other parameters were considered as error sources
but not explicitly estimated by the filter. For the radio analysis
these included the equivalent station location errors, attitude control
accelerations and solar radiation pressure reflectivity coefficients,
Brouwer and Clemence Set III planetary ephemeris parameters (see
Ref. 42) for the Earth-Moon barycenter and Mars, and the mass of the
moon aud of Mars.

For the control point optical data arc the parameters considered
as error sources were the measurement and camera pointing biases and
the image propoftional center-finding errors. For the knowledge point
processing the optical data related errors considered were the Wilkin's
parameters for the Deimos ephemeris errors and again the camera pointing
biases. TFor these pictures the camera pointing biases assumed reflect
the accumulation of error due to uncalibrated electromagnetic and
optical distortion, local distortion owing to the Deimos image read-out
process and asymmetric image blooming -effects in the wvidicon. These
biases 1in the control data arc have, in addition, the errors due to
the offsets between the two cameras and the motion of the spacecraft
during the time -between the shutter times of the two cameras., The
satellite ephemeris‘parameters would normally be estimated in-flight
along with the spacecraft state as one of the solutions generated. In
the initial'phases of the trajectory estimation, in fact, a greater
degree .of reliance may be placed on this solution than on a solution
based on estimating the spacecraft state only. However it is reasonable

to expect that the satellite ephemeris parameters thus estimated could
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be in error up to a level compatible with the apriori uncertainties
for those parameters assumed in the-analysis here. Thus the results
presented here would be only slightly comservative.

The error levels assumed for the various parameters considered
are comnsistent with the baseline error model given in Table 5-1. The
apriori uncertainty at the solution epoch was assumed to be 100,000 km
(I o) for position and 1 km/sec (1 ¢) for velocity in each direction.

Accuracy Results

The control point, for purposes of this accuracy analysis was
defined as the time at which the appreach midcourse oceurs, and radio
data was assumed up to that time. The knodwledge point oﬂ the other
hand was defined as MOI-12 hours; only radic data up to E-2 days was
assumed to be factored into the knowledge point accuracy assessments.

With these assumptions the maneuver strategies outlined above
required a covariance analysis sequence with data arcs as indicated
below. 1In each case the last sequence listed for each maneuver was
for the knowledge case where the optical data was Deimos-Stars, while
the others were for control accuracy and the optical data was

Mars-Stars.

Radio Data Arc Optical Data Arc
(i) a) E-40 days to E-10 days E-14 d;ys to E-11 days
b} E-10 days to E-2 days E-3 days to E~18 hours
(ii) a) E-40 days to E-20 days E-24 days to E-21 days
b) E-20 days to E-2 days E-3 days to E-18 hours
(iii) a) E-40 days to E-30 days E-34 days to E-31 days
b) E-30 days to E-Z days E-3 days to-E-18 hours
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TABLE 5-1

Baseline Error Model

Parameter-

One-Sigma Error

Equivalent Station Location Errors

Spin axis distance (all stns.)

Height off equator (all stns.)

Longitude (all stns..)

{Correlation between all longitudes = 0.9)

Attitude Control

Acceleration (each component)

Solar Radiation

Reflectivity coefficient {each component)

Planetary Ephemeris

Earth-Moon Barycenter
Mars

Satellite Ephemeris (Deimos)

1.5 m
15.0 m

3.0m

1.2 X 10712 m/sec?

0.05

20 km

30 km

1°.0
0°.0003
0°.02
0°.1
0°.0001
5°t0

0°.003,
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TABLE 5-1

Raseline Error Model (Contd)

Parameter One-Sigma Error

Satellite Ephemeris (Deimos) (Contd)

a 0.1 km

e 0.001

Planetary Masses

CM Mars ) 0.3 km.3/sec2
GM Earth 0.4 km3/sec2
G¥ Moon 0.02 km3/sec2

Camera Pointing Errors

Biases {each component) 0.003 deg
Random {each component) 0.02 deg

Ceﬁter~Finding Erzors

Image proportional c.f, error

Cone direction — 2% of image diameter
Cross—cone direction 1%Z of image diameter

Pata Noise

Radio:
Ran:ge rate (2-way) 0.015 Hz (= 1 mm/sec)
Range (2-way) 100 nsec (= 15 m)
Opticalzl
Star image location (each direction) 1.0 pixels

Satellite image location (each direction)| 1.5 pixels

Mars image location (each direction) 2.0 pixels
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Radio Data Arc Optical Dbata Arc

(iv) a) E-40 days to E~-30 days E-34 days to E-31 days
b) E-30 days to E-10 days E~14 days to E-11 days
¢) E-10 days to E-2 days E-3 days to E-18 hours

Keeping the initial epoch fixed at E-40 days for the radio data
automatically builds in a degree of conservativeness desired for the
earlierbmidcourse maneuvers, Note that (iv)a and {(iv)c are identical
to (iii)a and (i)b respectively. Thus only seven analysis sequences
were required to cover all the maneuver scenarios. An additional
sequence has been added to examine the sensitivity of (i)b to adding
radio data upto E-18 hours instead of only E-2 days.

Figures 5-4 and 5-5 summarize the effect on 0D of wvarying maneuver
times. Figure 5-4 shows the control accuracy obtainable as a function
of days before encounter for the maneuver epoch. The radio only curves
are also shown for comparison. The curves clearly indicate that the

maneuver should be performed as late as feasible, from the point of

view of 0D accuracy, particularly so as to benefit from the power of
the optical data,

Figure 5-5 shows the effect on knowledge accuracy of moving the
maneuver time., Also shown are the values for "optical only" 0D (to be
described in the following Section — Section 5.3), which are unaffected
by maneuver timing. The x shows the effect of adding more radioc data
beyond E-2 days. 1t is seen that for Viking 1 there is an appreciable
effect but not for Viking 2.

Figure 5-6 shows the variation in Radio plus optical accuracy for

the knowledge point as a function of days from encounter., It displays
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the accuracy (SMAA) as a functien of adding radio and optical data
concurrently. In contrast, all of the following plots will show the
effect of adding increasing quantities of opticai data after all the
radio data has been processed first.

Figures 5-7 and 5-8 give the control and knowledge results
respectively, for the Viking 2 trajectory, of the strategies and solu-
tion arcs outlined gbove. For each .case the plot shows the B-plane
SMAA and SMIA. The control accuracy results are given first for the
cases (iii)a, (ii)a, (i)a and (iv)b respectively; ne;t are given the
results for the knowledge case (i)b, and of the special case to study
the sensitivity of (i)b to adding radio data up to E-18 hours instead
of up to only E-2 days. These ars followed by results for the knowledge
cases (ii)b, (iii)b respectively.

In the Viking 1 E-30 day Control case the SMAA shows degradatiom
when optical data is added. This is caused by the bias error assumed
in the optical data which has an r¥60 perturbation in the B-plane
(where r is the range and 88 is the pointing bias), it is therefore
smaller for the E—éO day and E~10 day cases where the range is smaller.
This explains why the effect is mot observed for those cases. In the
case of Viking 2 the computed covariance, due to data noise, without
adding the effect due to the sensitivity to errxor parameters, is much
hiéher then for Viking 1 but the bias perturbation is at the same level
as for Viking 1 (since it is governed by the range). The latter is
therefore not as noticeable in Viking 2.

Figure 5-8 shows that for the knowledge case the accuracies

undergo marked fluctuations with a period of Deimos' orbit around Mars.
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The variations are due to errors in the Deimos ephemeris. The fact that
the consider statistics show this behavior should not be alarming.

These fluctuations would disappear if the satellite ephemeris were
formally estimated. However the latter results would be too optimistic.
The quotation of the consider statistics is an admission that there

may be unmodelled effects in the data which would limit the ability to
effectively solve for the satellite ephemeris to accuracy levels below
those we are using for the analysis.

The formal results. for control and knowledge, of estimating all
parameters (instead of "considering" them) along with the spacecraft
state are shown in Figures 5-9 and 5-10 respectively for the Viking 2
trajectory. The results in those plots should be regarded as the most

optimistic expectation of the radio plus optical OD performance.
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5.3 Accuracy Analysis Using Optical Data Only

In this section we describe the results of a study to evaluate the
accuracy analysis obtainable using optical data only, with no radio
data at all. In addition to providing significant information regard-
ing the strengths of optical data alone, having "optical only" solutions
could serve as a check for radio dataj we shall.discuss this consistency
analysis aspect in more detail in the next section. We shall examire
the accuracies obtained by wvarious different combinations of optical
data ares.

Nominal Data Arcs

The maneuver scenarios examined and the optical data comnstitution
assumed here-are the same as outlined in section 5.2, as is élso the
fglter configuration described there for the optical data arc. The
apriori uncertainty (1 o) for the spacecraft state was assumed at
10000 km.for position and 1 m/sec for welocity in each direction; this
is ﬁot as large as for the radio plus optical analysis, which was close
to infinite, but is sufficiently loose to enable the navigation evalua-
tion of optical data by itself; the figures are certainly reasonable if
preceded by even a small amount of radio tracking.

The results, in terms of the B-Plane SMAA, of this analysis are
shown as part of Figures 5-11. and 5~12 for the control and knowledge
phases respectively. As indicated in Figure 5-11 the curves labelled
0(I), 0(IL) and O(III) give the results for each M-4 day to M-1
day optical data arc processed by itself. The corxrespodnding curve
in Figure 5-12 for the knowledge data arc is the one entitled "nominal

sequence." The knowledge phase optical only accuracy is only marginally
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worse than the radio plus optical accuracy in section 5.2. The results
clearly indicate that as expected from our discussion in section 2.4,
the planet limb data is relatively weak as compared with the satellite
star data. This is despite the improved pointing accuracies from the
processing of the star images in the adjoining camera. Of course it
must be borne in mind that for the planet limb data there is also the
additional effect here due to the much larger range at which those
pictures are taken.

Extended Data Arcs for Control

Figures 5-11 and 5-12 also show the results of an additional study
made to evaluate the effect of extending the data arcs. For the con-~
trol case the three data ares, entitled (I), (II) aﬁd (III) in the fig-
ure, were processed in various combinations as follows:

(a) I+ I + I1IT

(b) I + IIX

(¢) II + III
Also shown in the figure is the effect of including ;11 three arcs for
the radio plus optical processing, entitled R + 0(I + II + III).

It is immediately apparent from the curves in Figure 5-11 that:

(i) the accuracies of processing the single data ares improve
dramatically for 0(I), 0(II), O(III) respectively — i.e. a
considerable improvement in navigation performance would be
obtained by delaying the maneuver epoch as much as possible.

(ii) the aceuracies at any maneuver epoch would improve con-

siderably with the addition of some more pictures earlier
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thus extending the total span of the data arc — e.sg.
comparing O0(III) and O '(II + III) or O(II) and 0(I + II).
(iii) the effect above increases monotonicaily with the length
of the total span but the improvement obtained is marginal
after z point (comparing for instance O0(IX + III) and -
0¢I + ITI)). ' '
(iv) given a total data span determined by the first and last
pictures, the presence of additional data within the span
does not comtribute at all (in terms of accuracy at the
final point), as evidenced by a comparison of curves
0(T + IXII) and O(I +.IT + III).
{v) the radio plus optical accuracy improves considerably from
the 167 km SMAA of the nominal R + Q(III) processing (Fig-
" ure 5-7¢) to 100 km using the entire optical span here,
{(vi) the radio plus optical accuracy is only slightly better than
the optical ‘only accuracy at E~10 days, given a long enough
span of optical data; this is clear from curves 0(¥ + III)
and R + 0(T + II + IIT),
The indication from these observations is that although as
expected from the discussion in Section 2.4 we do need velocity informa-—
tion, this is available by taking a long span of data — i.e, it is not
always essential to obtain velocity information from radio data. More-
over the strategy for the data acquisition should be to take a long
span of data for the velocity information and to take the last few
pictures as late as possible before the. control maneuver epoch for accu-

rate position information.
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Extended Data Arc for Knowledge

Examining the effect of extending the data arc for the knowledge
case we observe from Fig. 5-12 that
(i) the final accuracy obtained is the same for the extended
E-104 hours to E-18 hour arc as it is for the shorter
E-70 hour ko E~18 hour arc.

{(ii) this limiting accuracy is obtained much earlier in the case
of the extended arcy this consideration could often be
quite important fox estimate reliability consideratioms in
the dec%sion for the final orbit insertion maneuver.

Satellite star pictures would not normally be available much

before the extended arc in Fig., 5-12 begins. However the planet-star
two camera daéa could be taken before that during the knowledge phase.
A study made to examine the effect of this on the knowledge point
accuracy yielded results similar in character to the change from the
shorter to the extended arc of only satellite-star pictures of Fig-
ure 5-12 — i.e. limiting accuracies were the same but were achieved

earlier in time.
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5.4 PRadio and Optical Consistency Analysis

A primary concern for any application of estimation theory is that
of validating the data — that is, ensuring that the data coming from
the real world is consistent with the models assumed. We show in this
section how optical data, in addition to its use with radio data in
improving navigation accuracy, can contribute in the allieviation of
this concern by corroborating the validity of the radio data, This
would thus yvield enhanced performance for the total navigaition system.
The method described also serves to establish consistency between the
radio and the optical data,

As discussed in Chapter Two the optical and radio data are compie-—
mentary in their information content and their major error sources are
different. The "best-estimate" of the spaceéraft trajectory would
therefore normally be a2 radio plus optical solution. However before
the selection of the best estimate is made the optical only and radio
only sclutions should be checked for consistency. This is necessary so
as to obtain confidence that there are no significant unexplained
ancmalies remaining and to establish overall copsistency between the
radio and optical data sets. If by this time consistenecy has not been
established within the radio only and optical only solution sets
respectively, the optical data solutions can also aid in the detection
of inconsistencies within the radio data solutions, as discussed below,

In the following we first give a general procedure for conducting
a consistency analysis between any two different estimates of the
same physical quantity, evaluated in terms of a defined figure of merit.

Then we develop an analysis for obtaining the covariance of the estimate
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difference, required to compute the figure of merit, when the two
estimates are obtained using any two different data types, or their
combination. This is followed by a discussion of the use of the set of
figures of merit to give indications of pdssible problem areas when the
two-observation sets consist of radio and optiecal data, and the dis-
crepancy resolution philosophy, if an inconsistency were suspected.
Finally we give a particﬁlar application of this, using simulated

radio and optical data, which demonstrates the effectiveness of the
process.

Consistency Analysis Process

The following prﬁcedure should be conducted for each pair of solu-
tions to be examined for consistency:
1) Form the vector difference between the two estimates of the
system staée vector x,

A_A _A e
AX =X, ~ X, (5-4-1)

2) Calculate the covariance of this difference, A. In general
this will be a function of the physical model assumed for
the system and the particular filter or filters used to

- . A A
obtain the estimates X and_§2.

3) Caleculate a figure of de-merit, £, defined by

1/2
£ 4 [AQT ATt Ag] (5-4-2)
The value of this figure of de-merit indicates the extent of

the discrepancy between the pair of estimates %1 and‘gz; it

is, qualitatively, an indication of the difference between

the estimates, normalized with respect to the uncertainty,

and with all the dimensions collapsed into one scalar measure,
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Discrepancy Statistics for Different Observation Types

We now develop the covariance A to bea used in Eq. (5-4~2) for the

case when the solutions Ql’ 2. arise from the use of two different data

2
types. As in section 3.6, let the observation vector z depend on the
estimated spacecraft state vector x and the unestimated "consider™
parameter vector y through the equation
= Ax + By +n (5-4~3)

where

En) =0 R

E[n(ti) n(tj)] = Raij
and where we have made the notational replacement of A and B for G and
H respectively, to conform with conven;ional batch least squares filter
notation,

Given any two data types, denoted here by (r) and (o), the vector

¥y can in general be

“
e
A
«

(5-4—4)

where Yoo Y, and Yy are respectively comprised of parameters to which
(i) only data type (r), (ii) only data typée (o) and (iii) both data
types, are sensitive. The corresponding matrix B can then be written

B 2 [B 1B i8] (5-4~5)

Let the observations be similarly grouped with subscripts 1, 2, 3
respectively; the corresponding equations will then be

= Ax+ By +ong (';5‘-4—6)

AGE o™
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z, = A x + B,y +n, (5-4-7)

2 "2

zy = ABX + B3y + n, (5-4-8)
with

Elng (£n, ()] = B8, , 1=1,2,3 (5-4-9)

By £ [BqiBogiByyl = [Bpq{0iBy;] (524-10)

B, a [BrngoziBbz] = [OiBoziBbz] (5-4-11)

the zero matrices arising because of the definition of zl, B0 and of

Zys Br. Since subscript 3 denotes both data equations together, we will
have
29 n;
zg = . ng, = ) R (5-4~12)
22 p
[*] 51
A3 = . and B3 = . (5-4-13)
2 2

and, since n;s 0, are independent white noise,

(5-4-14)

=
1]

. A . . .
The least squares estimate, X, with X estimated and y considered

from equation (5-4-3) and assuming no apriori omn x is
T -1 7t 1 1
§=[AR A] ATR Tz .

xat 7L, (5~4-15)
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where X is the "computed" covariance of Q,
D

XQE{I§~x]y= 0] [Q"le=01T}

-1
= [AT RL A:{ (5-4-16)

Substituting =z from Eq. (5-4-3) into Eq. (5-4-15) we obtain-
X~-x=§ + XA" R " n (5=4-17)
xy 7
where Sxy is the sensitivity of 2 to errors in v, given by

s =—xfgly (5-4-18)
Xy

Using Eqs. (5-4~16) to (5-4-18) we can obtain the expressiops

P Agd-x &- 00

=5 P S. +X (5~4-19)

X ¥ %

P AR} -0y

Xy
=85 P 5-4~20
Xy ¥ ( )
or
-1
8 =P - {5-4-~21)
Xy xy 'y
where
Px ny
p 2
PT P
Xy y

Since v is not estimated Py is constant, given by

Py = Py(to) (5-4-22)
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For each data set z; and matrices Ai’ Bi’ Ri the equations above
will hold yielding the corresponding estimate %i with the estimated

covariance Xi’ consider covariance

and sensitivity Sx v which will consist of
i

s =1{s g g (5-4-23)
Y% iVt X351 XYy

We note, using Eq. (5-4-10) and (5-4-11), that
s =0

(5-4—24)

w
I}
o

The quantity that we need to evaluate relative consistency between

. A AL . . e
any two estimates Xi’ Xj is the covariance of their difference, A,

given by
A= ELE; - 8 & - 200
ij — i j i i
- =2l -0 - & -l {& -0 - & -l
i j i J
=P -~ P -~ P + P {5-4-25)
X, XX, X, X, X,
i 179 371 j ‘ .
where RX % is the cross variance between the estimates Qi and %.,
i %4 ] 3
p A E[(%. -x) @& - x)T]
xixj i 3

- (P )T . (5-4-26)
g X.Xi
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which, using Eq. (5-4-17), gives

T
P, =E (s v + X, AT Rt a, (s oy + K.AT RL n, ]
%5 L iiTi i %Y o R T
=s P ST  yxaArp?t E(n,n?) RoL ALX,
xiy v xjy 11 1 1] | J 1
(5-4-27)
Since n, are white noise,
E(n nT) =0 (5-4-28)
1"
and
T\ _ T i T
E(ninB) = E[ni(nl ! nz)]
I
- [Ri‘silj RiGiZ:l
& [5511 , 512] 171,02 (5-4~29)

Therefore the second term of Eq. (5-4-27) is zero for (i # 3, j # 3);

for j = 3 it is given by

— Rt 0 A
. T -1 [ : 1 1
[2nd Term|j = 3] = X.A R, ™ R;|65 | 612] RN X,
0 R, 2
_ T { -1 ,T -1 ,T
= XA ( 1 M % PRy A 512) *3
= X, , i=1, 2 (5-4-30)
Therefore Eq. (5-4~27) with (5-4-20) yields
P =s__P st
%1% 1Y ¥ %Y
=p plpT (5-4-31)

XYY Ry
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and

=5 P ST + X

P X 3
e b T A

=P prp +x , i=1, 2 (5-4~32)
xiy v x3y 3

where X3 is given by

-1

_ {1 “1) o
X, = (xl + X, (5-4-33)

Substituting these expressions into Eq. (5-4-25) yields_Aij; thus

-1 T -1 T
A =P - P P P - P P P + P (5-4-33)
i2 xy le v X,y X,y ¥ Xy X,
and
Agg =P, - P pt Pi -2, - P p ! Pi + P
(5-4-34)

In particular, for:Alz, using Egqs. (5-4-23) and (5-4-24) in

Eq. (5-4-31)} and assuming a blcck diagomal form for Py’

[ p 0 0 0
yr
P = [sx 0 s 0 P 0 S
1% 1r %17 Yo %Y
0 0 P s,
- b [ *17]
=5 p st (5-4-35)

*p b *2%
which reduces to zero if Yy, is a null vector, i.e. if the error sources
for the two data types are completely disjoint. In this caseAl2

reduces to

> (yb = 0) (5-4~36)
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Radio-0Optical Discrepancy Detection and Resolution

The consistency analysis process described above should be
conducted to examine consistency of the optical only sclution with each
of the following radic solutions;

(i) doppler only
(ii} range only

{(iii) doppler plus range.

The difference between the optical estimate go and each of the fadio
estimates gﬁ, j= (i),_(ii), (iii), should be formed as in Eq. 5-4-1.
Sinece the dominant error sources affecting the radio and optical data
are quite different, the covariance of this cl:i.ifference,.A,j is_given
from Eq. 5-4-36 by

Aj =AO +Arj
\acrl-uare.[\_0 is tﬁe covariance of the reference optical solution gﬂ and,Ar-
are the covariances corresponding to the different radio solutions 2% ’
described above. The figures of de-merit fj are then computed according
to Eq. {(5-4-2). The magnitude of these will indicate the extent of the
discrepancy between the optical solution and the different radio solu-
tions; this could be interpreted to be an indication of consistency for
small values of fi, or inconsistency for large wvalues of fi.

Eight (=23) different situations are possible from the results of
these three cases, if the solutions are regarded as being either con-
sistent or not consistent with the reference optical solution, These

are tabulated in Table 5-2, where a check (A/) or a cross (X) implies

consistency or incomnsistency, respectively.
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Consistency Analysis

TABLE 5-2

Situation No.

Opt. vs Dopp.

~ Opt. vs Range

Opt. vs (Dopp + Rag)

1 \X X X
2 X X N
3 X A X
4 X N N
5 N X X
6 N X )
7 N X
8 N N
Note: & implies consistency
X implies inconsistency
239 Eﬁgﬂlﬁga%'Pémﬁais
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The probable interpretations of the different situations are,
respectively:

1) Either (2) anomaly in optical data or (b) anocmaly (or

anomalies) affecting both doppler and range,

2) Anomalies in both deoppler and’range, having effects of com-

parable magnitude but opposite direction,

3) Anomaly in doppler with possible range effect,

-4)  Anomaly in doppler,

5) Anomaly in range with possible doppler effect,

6) Anomaly in range,

75 Combination strategy for doppler and range suspect, or

8) No anoﬁalies-— the desired goal,

As is evident, the doppler plus range-case (case iii) is useful
primarily in providing supporting information for knowledge acquired
from cases (i) and (ii). However, in addition to answering whether or
not an inconsistency may exist between radio and optical data, the
values of the figures of de-~merit for all three cases can give indica-
tions of possible problem areas. These values Would therefore be of
significant assistance in -analysis.

The process for the resolution of a discrepancy would necessarily
be an adaptive one. The following factors ghould be examined:

1) Solutions obtained by deleting the suspect data type and

combinirg the rést,

2} Sclutions obtained by scolving fqr’the parameters pértaining

to-the dominant error sources of the suspect data type,
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3) THistory of the suspect solutions to see if it shows
convergent or divergent behavior,

4) Comparison of resiﬁuals of each data type against trajectories
gased on the other data types so as to detect any structure
within the residuals.

Application to Simulated Data

We now present an example for the application of the analysis
techniques described above, using simulated radio and optical data;
this example illustrates the efficacy of the consistency analysis
techniques in tracking down problems.

The first four items in Table 5-3 list the B-plane estimates and
covariances of representative solutions obtained using

1) optical data only

2)  doppler data only

3) range data only

4) doppler plus range data.

The corresponding solutions are shown graphically in Figure 5-13. 1In
all the radio data solutions only the spacecraft state was solved for.
The optical data solution was obtained solving for both state and
satellite ephemeris. The effect of satellite ephemeris error is
generally éﬁparent from the optical data residuals (see for instance
Fig, 4-6b of Chapter 4) therefore this strategy is reasonable.

The figures of de-merit for cases (2), (3), and {4) were computed
using the optical only solution, (1), as the reference for comparison.
These are listed in the laqt column in Table 5-3. It is immediately

apparent that there exists
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TABLE 5-3

Application Example: Radio-Optical Consistency Analysis

Estimat Figure of
Solution Set stimate, Covariance,f&i De-Merit,
‘}Ei fi
T ——
i Description E+R ; BT
. [
I . -
{ Optical only 6432 1 6779 [191 62 —_—
[ 1
: i 62 264 |
i -
| Doppler only 6583 | 7901 [ 45690  -70397 5.77
I
! | ~70397 163423
N i
: 1
! Range only 6221 | 7751 [27242 109747 52.77
:
[
| | 10974 4577]
{ 1
: _
} Doppler + Range | 6537 | 7921 [9548 3843 65.48
| [
, I 3843 1584 ]
1 |
[ _
| Range only 6600 | 6829 26235 10544 1.36
| (after range |
| £ix) ~ | 10544 4388 |
i ]
1 _
: Doppler + Range | 6877 | 6975 9652 3873 4.61
i {(after range i
! fix) | 3873 1691
1
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{i} an unacceptable inconsistency of the optical data gsolution
with thé doppler data sclution, and
{(ii) a gross inconsistency of the optical 6n1y solution with both
the range only and the doppler plus range solutions.
The indication from this is that there is an inconsistency between
doppler data and range data, probably due to some gross problem with
the latter; in addition there may be andther anomaly affecting the
radio data (both doppler and range) or the optical data.
The mathematical fepresentation of the range observable p is
(Ref. 27)

P=(AtkTF,mmﬂ0M

where

(z}t)LT round-trip time of the signal in seconds of station time
F = conversion factor from seconds of station time to the
units of the range observable
M = modulo number. The largest integer multiple of M which
is less than (zst)LT F is removed from this quantity,
leaving the observable p, which is less than M. This
operation on a number n is referred to as "modding"
n by M,
The problem with the data in the example was that the range was
"out of mod" due to a large error in the apriori trajectory used; this
caused solutions containing range to have the statistically large dis-
crepancy with solutions using doppler and optical data, Reintegrating
a trajectory from an optical plus doppler solution and refitting the

range data brought the range back within the correct "mod”.

237



The range only and doppler plus range solutions, using the
reintegrated trajectory, are cases (5) and (6) respectively, in
Table 5-3 and in Figure 5-13. The figures of de-merit, f, for these
and for the doppler omnly solution (case 2) show that there still exists
an inconsistency at an unacceptable level between the optical and the
radio data solutions. Since the values of f are quite different for
doppler and range the indication is that there may be an error in the
radio data which affects doppler data more than the range data — e.g.,
station location errors. This indication was then confirmed when the

station location errors were subsequently solved for.
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5.5 Navigation System Fuel Costs Analysis

In this section we develop a reliability analysis of the combined
radio plus optical navigation systeim from the standpoint of fuel costs.
This consists of a parametric probability analysis to study mavigation
performance sensitivity of the overall radio + optical system to optical
subsystem religbilities. The result of this is a method which can be
an aid in identifying possible promising areas for enhancing overall
radio and optical orbit determination reliability.

The criterion for the measurement of navigation performance here
is chosen to be the amount of propulsion fuel savings achieved. The
fuel is measgred in units of the absolute value of incremental velocity,
AV, that can be imparted to the spacecraft. This is normally a major
concern for a mission since the spaceeraft has limited fuel capacity
and therefore limited capability to make velocity changes. For an ideal
mission which goes perfectly according to plan with nc errors, there
would be a certain nominal amount of AV needed for required propulsive
maneuvers. The difference between the nominal and the actual AV
required in the mission in the presence of statistical dispersions is
termed ‘AVSTAT’ There is a total budget provided for these statistical
variations., The total expenditure of fuel in excess of the nominal must
stay within the budget, and is a measure of navigation performance
for a given phase of the mission} ZAVSTAT is therefore a measure of the
predicted navigation performance.

The relative likelihood of failure of any one television camera,

or of both cameras, can be assessed as a function of spacecraft compo-

nent reliabilities. TFailure of one camera would eliminate the use of
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the planet-star two-—camera data type required at the control point;
failure of both cameras would eliminate optical navigation entirely,
The lack qf a suitable star background could also eliminate optical
navigation at :the control point, as was discussed in section 5.1.
There are therefore four possible optical navigation (ON) system
operating modes as follows: optical mavigation
(i) operative at both the control and the knowledge point,
(ii) inoperative — i.e. radio-only at both control and
knowledge,

(iii) operative only at knowledge — i.e. only radio available
at control; this can occur (a) if only one camera is
operational or (b) due to an inadequate star background;
and

(iv) operative only at control.
Let "C" and "K" refer to, respectively, the events of having optical
data at control and knowledge; then denote the probability of the four
cases by, respectively, ?(C, K), P(~C, ~K), P(~C, K) and P(C, ~K) where
"." means ™no optical data ati;" we then have

P(C, K) + P(~C, ~K) + P(~C, K) + P(C, ~K) = 1 (5-5-1)
However,

P(C, ~K) = 0 (5-5-2)
because this could occur only in the extremely unlikely event that in
the interval between control and knowledge, both cameras fail, This
leaves only three optical navigation operating modes and we therefore

have

P(C, K) + P{~C, ~K) + P(~C, K) = 0 (5-5-3)
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The total probability density of ‘&VSTAT

f(AV) = £(AV/C, K) P(C, K) + f(AV/~C, K) P(~C, K)

can be expressed as

+ £(AV/~C, ~K) P(~C, ~K) (5-5-4)
Based on control and knowledge radio only and radio plus optical

covariances, a Monte Carlo maneuver analysis gives AV histograms

STAT

for each of the three ON operating modes; thesé correspond to the three
conditional probability densities in Egq. (5-5-4). ’

Since the three probabilities in Eq. (5-5-4) are related by
Eq. (5-5-3), there are only two independent parameters on which the
distribution of ANSTAT depends. The two parameters chosen for analysis
here are P(Q?i) and P(C/OPT), i.e., the probability of havigg any
optical data, and the probability of having optical at control given
that one has optical at all. The first parameter, which implies the
existence of any optical data at all, is rather an obvious choice,

since we are interested in determining the efficacy of the optical

navigation system in its contribution to the overall reliability of the

orbit determination, as measured by AV reduction., The second

STAT

parameter, P(C/OPT), can be used to assess the influence of obtaining

optical data at the control-point.

In terms of these two parameters, noting that "OPT" = "K", we
can write
P(C, X) = P(C/OPT) - P(OPT) (5-5-5)
and
P(~C, ~K) = P(~C/~K) P(~K)

(1 - P(C/~K)] [1 - P(X)]
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which, due to Eq. (5-5-2), gives
P(~C, ~K) = 1 - P(OPT) (5~5-6)

Similarly (or using Eq. 5-5-3)

P(~C, K) = P(OPT) - (1 - P(C/OPT)) (5-5-7)
Using Eqs. (5-5~3) through (5-5-7) in (5~5-4) and computing IQVSTAT
based on
AVgraT
F(AV) = 0.99 (5-5-8)

we can therefore ﬁarameterize ‘lVSTAT in terms of P(OPT) and P(C/OPT).
The results of this parameterization are displayed in Fig-

ure 5-14(a) and (b) for a case where the radio 0D was considerably

degraded owing to very large (10 km) station longitude uncertainties

assumed. TFigure 5-14(a) demonstrates the importance of obtaining

optical data in order to reduce AV In the complete absence of

STAT®

optical data (P(OPT) = Q) AV is 265 mfsec; (typlcal allocation

STAT
budgets are ~125 m/sec). On the other hand, with P(OPT) = 1, the

acquisition of optical data at control reduces AV to 26 m/sec.

STAT
Even with optical data available at only the knowledge point AVSTAT is
07 m/sec. Also, we note that inereasing the reliability of successful
control OD.is effective (in the sense of significantly re&ucing ZKVSTAT)
only with a fairly high reliability of the overall optical system — i.e.
P(OPT) greater than 90%.

The sensitivity of AV TO P{C/0PT) for comnstant P(OPT) is

STAT
illustrated in Figure 5-~1%(b); for instance, for a single camera sys—

tem reliability of P(OPT) = 94% (if at least one camera system is
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operating, we are assured of optical data at knowledge), ZKVSTAT varies

from 127 m/sec for P(C/OPT) = 0 to 93 m/sec for P{C/OPT) = 1.
The marked reduction in ZKVSTAT for high values of P(C/OPT) indi-

cates that it would be beneficial to maintain this probability as high

as possible, In fact, this relates to the star availability discussion

in section 5.1. We have

I

P(C/0OPT) P(2 camera ON system/l camera ON system)

x P(stars)

P(2 TV/at least 1 TV) x P(stars)

]

P(2 TV) x P(stars)

where P{stars) is the probability of wviewing stars on the vidicon at
control. Since this probability may be zero in some extreme cases, it
would be desirable to plan the flight trajectory so as to ensure a

suitable star background at control.
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CHAFTER 6

CONCLUSIONS

The eentral conclusion of the dissertation is that Optical

Navigation can be a very effective means of navigating an interplanetary

spacecraft during its approach phase to the planet, particularly~with

the combined use of radio and optical data. More specifically, in the

following we discuss the principal conclusions of the investigations

reported here.

1)

0f the three observation methods examined the satellite-star
method yields the best accuracies followed by the planet-star
two—camera method. The former is therefore the preferred
method for the knowledge phase; for the contrel phase the
latter must be used due to camera pointing limitations,
Optical navigation using the planet limb without stars is the
weakest method, but does contribute to an improvement in
accuracy relative to ''radio-only" navigation; it would be a
viable choice in situations where the other two methods are
not available,

The primary error sources for the three methods are, respee-
tively, satellite ephemeris errors for the satellite—star
method, camera offset biases and planet center—-finding errors
for the two-camera method, and TV pointing errors for the

planet-1imb one-camera method.
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2)

)]

4)

5)

Light~time effects are important and must be considered, but
stellar aberration effects can be neglected. This is because
(i) in the data types using stars, only star relative
information is sought and differential stellar aberration
effects are very small and (ii) in the planet limb one-
camera method, camera pointing errors are an order of magni-
tude larger than tﬁe stellar aberration effect.

Relativistic effects can be neglected for the current state
of the art,

The optical navigation performance is not heavily dependent

on the number of stars in the field of view when this is

grgater than one. However, calibration of the television and
of the spacecraft instrumentation, prior to acquisition of
optical data, is of significant aid in improving data
accuracy,

The optical data and the radio data are complementary in
their inherent information content for spacecraft mavigation.
The optical data types are relatively weak in their ability
to determine velocity and time of flight informatiomn; radio
data determines these same quantities quite precisely. On
the other hand radio data is weak in the determination of the
out-of-plane (ecliptic) component of position, where the
optical data can contribute significantly.

The major error sources of the optical and radio data are
quite different. For the latter the primary errors stem Ffrom

uncertainties in the tracking station locations, planetary

ORIGINAL PAGE I8
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6)

7)

8)

ephemerides and non—gravitational accelerations. Optical data
is insensitive to these errors, On the other hand optical
data is affected by uncertainties in the satellite

ephemeris, TV pointing and camera characteristics, to all of
which rédio data is insensitive.

The accuracies of the optical navigation processes, using the
three optical observation methods, differ markedly in their
sensitivity to the amount of radio data used. The final
accuracy using the satellite-star method is almost unaffected
by changes in the amount of radio data; the planet-star two—
camera method is significantly affected; and the planet limb
one—camera method is practically useless without some radio
data. However, the dependence of the-two—camera method on '
radio data éeduces considerably if the data arc is lengthened,
and almost disappears for sufficiently long optical data
spans. In these situations the optimal strategy is to acquire
data at the beginning and at the end of the data span, with no
data in between.

Tn all cases a combination of optical and radioc data yields
the best results and much earlier than either separately.

F?om the orbit determination point of view, the maneuver
timing should be delayed as much as feasible, sc as to benefit
from the strength of the optical data, which increases with
decreasing range from the planet.

The consistency analysis technique should be applied to the

radio and optical estimates, This ecan help in establishing
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the validity of each data type or aid in the detection and
resolution of inconsis;encies.

53] The sensitivity study of navigation fuel costs versus

optical subsystem reliability shows that enhancement of con-
trol orbit determination reliability is effective only for a
high overall optical system reliability (greater than 907%).
Since this latter reliability should typically be quite high,
attentien to control optical 0D, particularly in the area of
star availability, would be fruitful.

Looking towards the future of space navigation, the next major
step will be in the area of Autonomous Navigation (see Ref. 43). Since
this must be a completely self-reliant system with no earth—gased
dependence, optical navigation will pléy a major role in its develop-

ment. In addition some means to supplement optical angular data with

a data type providing range information may be needed in the future,
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APPENDIX A

B-PLANE DEFINITION

The target parameters used for accuracy analysis are the B plane

parameters (Ref. 44) defined in Figure A-1l. The uncertainty in these

parameters is mapped into the 1 o aim plane dispersion ellipse.

The following definitions for the B—plane refer to Figure A-1,

Parameter

B

[2;]

3]

=

I=:]
o

Definition
The vector from the center of the target body
directed perpendicular to the incoming asymptote
of the target centered approach hyperbela.
Unit vector from the center of the target body,
in the direction of the incoming asymptote of the
target centered approach hyperbola.
Unit vector from the center of target body,
defined by the intersection of the plane normal to
the incoming asymptote with a reference plane
{usually at the true ecliptic of date) centered
at the target body.
Unit vector perpendicular to T in the B, T plane
(defined as the B-plane), positive toward the -z

direction of the reference plane.

The component of B along R.

The -component of B along T.
The semi-major axis of the one-sigma uncertainty

ellipse in the R, T plane.
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Figure A-1. B-Plane Definitions -
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Parameter Definition

SMIA The semi-minor axis of the one-sigma uncertainty
ellipse.
3] The orientation angle of SMAA measured positive

clockwise from T to R.

Tf The uncertainty of time of closest approach- to

the target.
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