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1.0 INTRODUCTION

1.1 General

This is the final report on the SHUTTLE KU-BAND SIGNAL DESIGN
STﬁDY performed for NASA Johnson Space Center under Contract No.
NAS 9-14846 directed by William Teasdale. It represents the work
accomplished during the period 15 May 1977 to 15 May 1978.

The general cbjectives of the overall contract were threefold:
(1) to perform a detailed analytical evaluation of the demodulaticn
techniques for the Ku-band Shuttle return 1ink; (2) to develop
analysis and performance of uplink and downlink noises and nonlinear
signal distortions on the detection of Shuttle signals transmitted
through the TDRS satellite repeater; (3) tc determine rocket exhaust
effects on Shuttle communications.

What follows is an overall description of areas addressed in the
report, the resuits obtained and recommendations based upon the study.

1.1.1 Report Contents

This report is concerned with addressing and documenting LinCom's
findings on three main areas previously identified. The report is
divided into 7 sections.

Section 2.0 has addressed the problem of carrier synchronization
and data demodulation of Unbalanced Quadriphase Shift Keyed (UQPSK)
Shuttle communications signals by optimum and suboptimum methods.

The Shuttle return Tink signal requires the implementation of a
three-channel demodulator which is unconventional in the sense
that the two channels (the lower data rate channels) are

combined at the modulator by phase modulating the I and @ channel
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data streams onto a subcarrier. This subcarrier is then used to
moduiate the Q channel of a carrier while the high rate I channel
(50 Mbps) is phase modulated onto the I-channel of the carrier.
Demodulation of this unconventional signal design is investigated
herein using the theory of maximum Tikelihood estimation. Various
physically realizable demodulator structures are derived under
various assumptions regarding a priori knowiedge of subcarrier and
clock synchronization. Mechanization of these structures at the
functional level are demonstrated and some generalizations are
suggested. The results are useful in defining the Ku-Band Shuttle
demodulator for the return 1link, i.e., the carrier, subcarrier,
clock and data detector functional diagrams. The ISI effect due to
the bandlimiting of the channel is considered and recommendations
to successfully combat this Timitation are proposed. These
recommendations can be useful when increased data throughput must
be achieved while the quality of the performance of the system is
to remain high.

Section 3.0 addresses the problem of analyzing carrier
reconstruction techniques for unbalanced (QPSK signal formats.
Certain signal designs for the Shuttle require carrier reconstruction
from an UQPSK waveform in which the power ratio is variable between
zero and six dB. It is also well known that a Costas or squaring
loop cannot provide a coherent carrier reference for a balanced
QPSK signal. Therefore, it is important to be able to predict
the "optimum" carrier reconstruction technique for a varying power

split between the inphase and quadrature channels of the signal and
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compare the optimum method. with the Costas high rate tracking
method. It is also of interest to compare this with that of
conventional receivers for balanced QPSK, viz., the fourth power
type, etc. Intuitively, some form of hybrid loop will arise as a
consequence of the desire to track an unbalanced QPSK signal as
well as the more conventional QPSK signal in which the data rates and
powers are balanced.

There are various approaches to this problem including that
of nonlinear filtering theory and the maximum a posteriori (MAP)
approach. 1In what follows we shall derive the so-called carrier
reconstruction technique based upon using the MAP approach. From
the gradient of the MAP solution, closed Toop carrier reconstruction
configurations are suggested. It will also be clear as to how the
Costas Toop fits into the problem of carrier reconstruction for an
UQPSK signal. The theory is derived for two important cases; when
the receiver has and does not have a priori knowledge of the clock.

Section 4.0 is concerned with evaluating the demodulation approach
of the Ku-Band Shuttle return Tink for UQPSK when the I-Q channel
power ratio is large, i.e., 4:1. For this case the carrier can
be recovered from the high power component only by the use of a
squaring or Costas loop. Two different implementations of the
carrier recovery loop for suppressed carrier BPSK signals are
considered in this section. In particular, the tracking performance
of the sguaring loop in which the squaring circuit is mechanized
by a Timiter-muitiplier combination to produce the absolute value

of the incoming signal, followed by appropriate bandpass-filtering,
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is compared to that of usual squaring loop whose squaring circuit 1is
the times~-two multiplier which exhibits a square law characteristic.
Section 5.0 considers the effects of uplink and downlink noises
and nonlinear signal distortions on the detection of Shuttle
signals transmitted through the TDRS satellite repeater exhibiting
both AM to AM and AM to PM characteristics. Probabilities of symbol
errors as well as transition probabilities when the channel is
considered as a discrete memoryless M-ary symmetric channel are
derived as functions of up/downlink signal-to-noise ratios and the
characteristics of the TDRS forward and return processors. The
applications of the transition probabilities in the computation
of bit error rate as well as the computational cutoff rate R0 are
derived. The theory provided is needed in order to gain the
necessary insight into Shuttle TDRS simulations when the user
constraints and other channel distortions are included into the model.
Section 6.0 is concerned with determining the effects that
Shuttle rocket motor plumes have on the RF communications. LinCom
has collected data taken at the Naval Weapons Center, China Lake,
California., at tests conducted by Lockheed Missiles and Space
Company to determine rocket plume effects of the TRIDENT I on RF
communication. Data was obtained on the effects of plume on
amplitude and phase of the RF transmission at the GPS/SATRACK
frequency of 1575 MHz. The three firing tests successfully
measured attenuation, phase shift, attenuation jitter and phase
Jjitter caused by the rocket motor exhaust. Empirical formulas

are given for both the attenuation jitter and phase Jitter in
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terms of total RF attenuation. Knowledge of the effects of the
TRIDENT I rocket plume on RF transmission will perhaps be useful 1n
predicting the Solid Rocket Booster (SRB)} plume effects on the
Shuttle communication at S-band frequencies.

Section 7.0 discusses the effect of data asymmetry on bit
error probability which is of particular concern on the Shuttie
Ku-band returniink where large values of data asymmetry are
anticipated. The performance sensitivity is analyzed for NRZ data,
both coded and uncoded, and tabulated for various bit error
probabilities. A theory which accounts for coding and channel
filtering 1s presented and bit error bounds are derived for this

case.
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2.0 MAXIMUM LIKELIHCOD DEMODULATOR FOR THE SHUTTLE KU-BAND
RETURN LINK

2.1 Introduction

This section addresses the Ku-band service to Shuttle
(return 1ink) via mode one. 1In this mode three digital data
sources serve to modulate the return link Shuttle carrier
(Fig. 2.1). Two of these three data sources are modulated
onto a subcarrier to produce a UQPSK signal modulated subcarrier.
This UQPSK subcarrier then modulates the Q-channel of the carrier.
The I-channel is modulated (high rate) directly with the other data
source and these two signals (I and Q) are then combined to produce
another UQPSK signal modulation for transmission to the ground via
the TDRS. The effort on this task has been to identify optimum
and suboptimum methods of carrier and subcarrier synchronization
data demodulation techniuges for this unconventional type of
communication signal design. From this study a recommendation

for implementation is made.

2.2 Recommendations

2.2.1 UQPSK Notation, Approach and Recommendations

A simplifier UQPSK modulator is shown in Fig. 2.2.
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The data source one is characterized by the modulation sequence
{gk} which can be real for BPSK modulation format {ak=jﬂ} or

complex for a more general MPSK constelation fthen a, is the

complex MEﬁ root of unity or {ak} = {eJZHmk/M, m

1

k = 0,1,..-,“‘1}?

The data rate is (T) ' = R and the signaling waveform is p{t) which
can be selected to comply best with the bandwidth constraints
imposed by the channel. p(t) can be real or complex too (for

SSB or VSB type of modulation it is complex and real otherwise).
The Tocal oscillator waveform can be purely sinusoidal(an=é 2 ; %)
or any other type of periodic waveform. The two signals s](t) and

sz(t) are combined to produce the signal s(t) which is
s(t) = YapP Re 2 Z o p. (t-kT,)ed 0t
n1 1
k n

+/(T<)P Im{ZE unskpz(t-sz)ej"“TJt} 2.1)
n k

Here a is the percentage of the power P allocated to the channel.
Using this notation to display all the relevent parameters of

the modulation scheme, we arrive at Fig.Z1 which is the Shuttle

orbiter transmitted functional modei. The data on Ch. 1 can be

NRZ-L]M]S encoded or represent uncoded data, on Channel 2 it

will be chosen to be either NRZI-L.M,S or Bi—¢-LIM15 and on

[

Channel 3 it will be NRZ-L1M1S. The signal 1s observed in

white Gaussian noise of single-sided power spectral density NU

watts/Hz. The satellite channel is assumed to be linear although

o[}nam -
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the existance of power amplifiers such as TWT in the Tink

may cause the certain instances a concern about the channel
linearity assumption . In addition, it 1s assumed that the
channel 1s not bandlimited {which is a restriction} and this
assumption can be easily removed by using a modification of the
nonbandlimited solution as we shall later see.

2.3 Derivation of Detection-Synchronization Schemes

2.3.1 Broadband Channel

The signal at the output of the 3-charnel modulator in Fig. 2.2
{Mode 1) 1s

s(t) = /EI:VO.SP Re {2 @k;>1(1:-!<T])ejt } + Im[‘/U.—'I_G?[Re{Z

k n

o yaTnwget Junt
. Zan Z bkpz(t klz)e sC }} a0 )
n k

+ Im‘/_O_.W [Im {Z o 2 CKP3(t—kT3)e‘jnm5Ct }:I ejugt}}
n K

(¢-2)

In addifion to a perturbing noise, the channel will add a random
phase g{u) different for the carrier and the subcarrier and random
delay t(u) different for each data stream. Thus the signal at the

input of the demodulator will be
ORIGINAE PAGE IS

y{tsefu),t(u)) = s{t, o), c(u)) + n(t,u) OF POOR QUALITY]

(wat+
=¢2{U.O§P£%: akp](t'kT]‘r](u))eJ 0 91(u))}

(Nuet
+ /0TGP Im{\:Re {Z @ > bkpz(t-sz-qz(u))eJ e wz(u))ﬂ
n k

Hlugto, (u)) H

e

o[}nC)m T
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AP j (nwe, t+6,(u)
+ /0.047 Im[[ﬁ“{ifl *n :Z: Ckp3(t-kT3-T3(U))ej(n sct+o( )}}
n k

n(w0t+91(u))}}

.e + n(u,t) £-3)

where the inclusion of (u} as an argument wi1ll indicate that the
variable is random.

Coherent demodulation of a carrier-modulated signal requires
that a reference carrier with a precisely-controlled phase
relative to that of the received signal be made available at the
recerver. In the case of a double-sjdeband (DSB)} signal, the
effect of a relative phase error 1s only a loss in a signal-to-
noise ratio in the demodulated signal. For other modulation
formats, such as PSK and combined amplitude - phase modulation,
which involve modulation of both the in-phase and gquadrature
components of the carrier, the problem is more severe in that a
reference phase error will introduce co-channel interference into
the demodulated signals (crosstalk). In such systems, it is often
required that phase errors be held to less than a few degrees.

Since the data signals are in the form of modulated synchronous
stream (sequence} of pulses, it requires an accurate timing
information for successful demodulation of the data sequence.

The effect of an error in the sampling instants of the data
detector outputs is an increase in the amount of intersymbol
interference, which can drastically reduce the margin for errors
when noise is present. The probiem is especiaily severe when
the data bandwidth is sharply limited to a value near the

minimum {Nyquist) bandwidth for the data rate used. In this

<:#£})1(ii;f?z"““
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situation, the timing error must be held to a small fraction
of the symbol interval (T) for satisfactory performance.

In almost all situations, practical considerations require
that carrier phase and timing information be extracted from the
received signal itseif. In some situations, it is practical to
incorporate fixed periodic signals (such as pilot carriers or
periodic data sequences, muitiplexed with the information signal)
in order to aid carrier phase and timing recoverf. In other cases
(as in ours) where the total power is sharply limited, it is
mmportant that all of the available power be allocated to the
information bearing components of the signal. Thus, we restrict
our attention here to the situation where no periodic signal
components are available for phase and timing information. A
unified approach to these problems is provided by considering the ML
estimation of the unknown carrier phase and timing parameters. The
ML estimator performance provides valuable bounds on the performance
that may be attained with any other estimation schemes. Also, the
structure of the ML estimator suggests a variety of suboptimum
estimator structures, which may have practical impiementation
advantages. We examine two basically different approaches to
phase and timing recovery problems by means of ML estimation. In
one approach, the attempt is made to recover the unknown parameters
without reference to any information about the data signal. In
the other approach, generally called "data-aided" approach, we
obtain superior performance by taking advantage of whatever 15

known at the receiver about the transmitted data signal. The

oﬁn&m -
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disadvantage in this approach (as we shall see) 1s that the phase
and the timing estimators are coupled and that special means must
be taken to start the scheme or decouple the phase and timing

recovery.

2.3.1.1 Carrier Phase Recovery (Timing Assumed Xnown Perfectly)

Using the compiex notation, introduced earlier, a general

¥

carrier modulated signal immersed in noise can be expressed as

y(t) s(t,) + nfu,t)

or
j(’-"ct"e (U))
} o+ n(u,t)  bed)

i1

y(t) Relm(u,t)e

where m{t,u) is the complex modulating random data signal and

8{u) is the random phase introduced by the channel, and n{u,t) 1s
assumed to be HGN(O,NO/Z) N0/2 is the two-sided power noise spectral
density. In complex notation n{u,t) = Re (c(t)+1d(t))e‘]‘”0t which

is equivalent to the Ricerepresentation of the noise in-terms of two
low-pass processes c(t) and d{t).

Restating the problem in complex notation will yi1eld
y
y(t) = Rellm(d,£)e® W 4y (u)t))eM0t] (275)

v (ut) = clu,t) + jd(u,t)

The estimation of e&(u) is based on observations over a time interval
of TO seconds. For effective performance, 1t must be assumed

that e(u) remains relatively constant over this interval. The
estimator performance will generally improve as TO increases, but
T0 must be held to a minwmum 1n order to track more rapid phase

fluctuations and to reduce the acquisition time. The likelihood

calfirz(zi;i11.""“'
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function in the case of WGN for the phase estimate e(u) will be

iven b
grven by L(§) = C exp [—ﬁlf [y(t)—S(t,é)]Zdt} " (2-6)
0
.
0

Since y(t) is independent of §, we can write

.

L(§) = ¢4 exp[Re EJNE (vy,meJe) - 13\*—0 (m,m)] (2-7)

In writing &7)the argument t and u were suppressed and the

following defining relation for the inner product is used

(Z,.V) é %"RE{YZ,Yy} = %‘Re f Yz(t)Y;(t)dt = f Z(t)y(t)

T, T,
(2-8)

{a) ML Estimator Not-Aided by the Data (Non-Data Aided Estimator)

In this approach the appropriate ML function to maximize
(with respect to 8) is the expected value of 27) averaged over
the random parameters in m{uy,t). For a BPSK-DSB with suppressed
carrier, m(u,t) = +1 at any time instant. Assuming that m(u,t) is
a stationary Gaussian random process with autocorrelation Kmm(t-s)
and since m{u,t) = %: ai¢1(t), the coefficients in the Karhunen-

Loeve expansion of m(u,t) are independent Gaussian random variables

and the expectation of L(§) is evaluated as follows

mut) = 2L gy teT (2-%2)

i

f Kon(E=slus(s)ds = 5 y.(t) . (2-9b)
T

-14-
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Substituting (2-%a) into (2-7) y1elds
ORIGINAL} PAGH B,

Lo(é‘) = E{L(é)} OF POOR QUA};&'EE
2
- lexo 1 m
= U E[exp 2N, [a1q1 ~ 7—]]
q; = Re{yu,wiejé} (2-10)

Evaluating the expected value, taking the Tagarithm and omitting
the 1rrelevent constant terms yields

As
~ n 1 2

Noting that 4, (8)in (&11)can be written in the form of an inner

product

ﬂg(é) = (Gwsw) (2-12)

the inner product of G.w and w where G-w means an operator G operating

on w(t) and

As Qs

i .
Gult) = 2, - w (2-13)

i 1 0
ot) = 3 auu T Refye% (2-14)
i
from (2-10)

The operator G is actually a system (in our case a linear system)
related to the covarjance operator Kmm(T) as follows: (see F10.2.3)
At moderately high signal-to-noise ratios, we can approximate

G as a low pass filter with unity gain over the band where the

_ c:[f}tlftfi;iwl -
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Figure 2.5 Closed-Loop BPSK ML Receiver (Complex Notation).
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signal power spectral density is relatively large compared

to 2Ng. Now 1f the signal process is sharply bandiwmited,
(near the Nyquist bandwidth), we can say that G'w % w (which

means that the passage of o(t) through a low-pass filter leaves it

unchanged),then from (2-12)

1q(8) =f [Re(y,e73%) 1%t (2215)
To
From (&15) the structure of the receiver that evaluates Ao(é)
is evident. As shown in Fig.2.6, it involves a modulator followed
by a squarer and an integrator. The closed-icop automatic tracking
circuit which invalves a voltage con;rolled oscillator {VCO) driven

by an error sigpal proportional to aAO/aé shown in Fig.2:5 is a

direct result of the relation

A s i
~5%- = 2 J' [Re(y @ Jé)}[Re(—jyye 3814t (2-16)
N
Ty
Noting that
2[Re(v,e ) [Re(~iv,e )] = Im(er"Ja)Z (2-17)

~

and that the integrator 1s actually a LPF, the scheme in Fig.2.5
can be redrawn as i1n FigZ2.6. InFi4.2.6, the twp-Tlines mean
complex signal and one 11ine means that the signal is real. Since

j(w0t+e(u))
}m=+1 at any t, an

for BPSK,s{t) =\Re{m(u,t)e
important interpretation of Fig. 2.6 can be made.

To be able to track the phase we first must get rid of the
modulation by squaring the signal and drive the VCO with the
imaginary part of this operation. The obvious advantage of

that interpretation is that 1t can be generalized for MPSK

c:zf}fltifz)iTl T
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Figure .2.6 Alternative Complex Notation Representation of a Closed
Loop BPSK ML Receiver.
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Figure 2.7 ML BPSK Receiver (Real Notation).
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signals by replacing the squarer with an MEE power device and
then we use the imaginary part of it as an error signal. As
we shall see, this immediately yields the structure of the
tracking device. For BPSK the structure of the actual tracker
will be derived as follows. Denoting by a the real {inphase)

channel and by b the guadrature channel

)2 2

(a+jb)? = a + j2ab - b7 (2-18)

Im(atib)? = 2ab (2-19)

Thus, for BPSK, the driving signal for the VCO w11l be the

product of the inphase and quadrature channel signals as shown

in Fig.2.7. This is the familiar Costas Toop used to track suppressed
carrier signais. For QPSK signais the complex tracker will be as
shown in Fig.2.8. And the struzture of the tracking device will then
be derived based on the same method. The VCO will be driven by the
imaginary part of the fourth power of the inphase and gquadrature

channel signals a and b respectively as follows

(a+ib)? = a% + b2 + 5423 - 6a%H? - jaap’ (2-20)
Im(a+jb)4 = -4ab3 + 4&3b (2-21)
Im{a+jb)? = sab(a?-b?) (2-22)

From (2-21)-(2-22) two schemes for tracking QPSK signals can be
proposed. The one based on (221) w111 be as 1n Fig2.9 and the

Toop based on (222) will thus be as 1n Fig.2.10. In Figs 2.9 and 2.10
it is assumed that the gain factor of 4 can be incorporated in the

gain of the loop filter.

LinCom—

~-19-


http:Fig.2.10

LPF

Im(-)

vCo

LF

Figure 2.8 QPSK Receiver (Complex Notation).
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Figure 2.10 Alternative QPSK Receiver (Real Notation).
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b. ML Estimaticn Aided by the Data

We consider now the case where the moduiating signal m(u,t)
is known at the receiver. For digital data signals, this can be
accomplished by using the decision-directed approach whereby a
reference data signal can be obtained during normal data trans-
mission. This is known as the data-aided carrier recovery approach
and vhe assumption is that the detected data symbols have sufficiently
Tow error probability so that the recetvercan reconstruct an
assentially perfect replica of the data signal m{u,t).

The appropriate ML function 1s obtained directly from (2-7) by

taking the logarithm and omitting the unnecessary constants, thus

yielding .
5 = jé
AU( 8) = 2N, Re(vy,me ) (2-23)
5 T —ﬂg Re(yy,JmE ) (2-24)

Using the relations (2-8,2-23 and 2-24) can be readily written down

s 1 -3
8) = 35— Re tim*e ¥ dt 2-25
(o) = gy Rel ) ] (2-25)
3 . a
—;% = o Rel [y, (6)(=)me¥dt] (226)
0 °  ORIGINAL PAGE 8
For example, for a BPSK-DSB signal OF POOR QUALITY]

m{u,t) = :Z: a p(t-kT) a, = #T; p(t) is real

k (2+27)

Substituting (2-27) into (2-25) and (2-26) yields

role) = ﬁ]i_" Re l‘ry(t) ; akp(t-k'i‘)e-jédt}

c:Zf}fz(ijz)ffz""“
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Ao(é) = %‘ﬁa Re{zk—: akzk(é)! (2-28)

i " ~
_ag.(s) = Re Y a,3(8) = Re > a,.3.2(8) (2-29)
K k

where zk(é) = 'fYy(t)p(t—kT)e"Jedt can be interpreted as samples
of a filter matched to p(t).

Since {ak} are to be obtained during the normal operation
of the scheme, {2-29)canbe implemented as shown 1n Fig.2.11.

For the case of MPSK signals, {ak} are complex constants

3, = o (21/M)my M= 0,1, M1 (2-30)

Substituting @-30) 1nto £-29), the MPSK decision-directed receiver

will be
3y X ) )
<5 (8) = Re )] (-3)a¥z(d) = Re):(-j)(aklijak ¥z, (8)+iz, (8))
(2-31)
o5 ‘Z ( )} (2-32)
——(8) = Re a, z, -a, 2 -
2 S S

For a QPSK modulation {ak} = {+1,+j} = {ak ,ak}. Implementing

I
(229) then will lead to a receiver of the form shown in Fig.2.12.

The delays in the circuits are included to compensate for the

processing delays in the decision circuits (for a decision based on

one symbol 1t will be one symbol time). The performance of ML receiver
aided by the data offers no real advantage over the ML receiver not aided
by the data for the case of BPSK, high S/N ratio and broadband channes].
However, for QPSK signaling and bandlwmited channels, where additional

degradations due to crosstalk and intersymbol interference become

oﬁn@m -
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more severe than the degradations due to additive white noise,
the data-aided ML receiver offers greatly improved performance
This can be achieved by replacing the dotted box in Fig. 2.12 with
a decision circuit, which bases its decisions on more than one
sample-for example decision-feedback equaiizer or Viterbi detector
(VA}, and replacing the delays in the Toop to match the processing
delays of the decision c¢ircuit. By properly designing the loop

and using sophisticated decisicn circuits the impairments due

to the bandlimiting of the channel (intersymbol interference)

and those due to cocharnnel interference (crosstalk) can be
effectively removed, thus the performance of the ML data-aided
bandlimited QPSK receiver shown inFE1g2.12 asymptotically approaches
the perfprmance of the broadband non-data-aided QPSKML receivers shown
in Figs.2.9 and 2.10.

2:3.1.2 Timing Recovery(Carrier Reference Known Exactly)
The fact that we have the carrier reference ideally at the

receiver allows us to convert down to baseband the modulated

carrier waveform, leaving us with
y(t) = x{t-<(u)) + n(u,t) (2-33)

where t(u) is the random delay introduced by the channel, which

1s to be estimated in determining the proper sampling times at the data-

aided receivers.

it

x(t) = 2 ap(t-kT) (2-34)
K

1]

y(t) = 2. ap(t-kT-z(u)) + n(u,t) (2-35)
k

The likelihood function, derived in the same manner as for the

c=lf};31ff:>;1z.---
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phase estimation problem is
Lm=0ﬁm%fﬂWWMt (2-36)
To
2.3.1.3 Non-Data-Aided Bit-Synchronizer

As before, in the derivation of {2-36)we have assumed that
T0 is sufficienly long, so that the random fluctuations in
.4 xz(t-%)dt term due to the data sequence can be neglected.

a0  BPSK-DSB Signals

For this case a, = +1 with equal probability, averaging over

{ a7} in L(7) yields

-25-

LO(%) = Fil{z)} = E {C1 exp Hé-~[. y(t) :E: akp(t-kTa%)dt}
TO K
= {[ I Cy exp 5~ _/- y(t)a,p(t- kT-T)dt}
Ta
1E i o »
f exp akN (r)da qk(T)= f y(t)p(t-KT-t )d
k
- (t) 0
" g T
Lofr) = G l ' cosh kN (2-37}
k 0
&) =Tn(Ly& )
) q, (1) ]
SOR 3 1n cosh §0 (2-38)
k
The evaluation of this quantity 1s performed by the structure
shown in F1¢.2.13. The close-loop tracking loop will seek
the zero of the derivative
g 1 3
_— = . g tanh 2-39
2 Lo 2 @i | ()] (2-39)

e
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rigure 2.14 Closed Loop ML Bit Synchronizer.
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And the actual jmplementation of (2-39 will be as shown in
Fig 2.14. For the more general case when {ak} are assumed to be

jointly Gaussian distributed with mean m and covariance matrix M

Ly(T) = E{ak}[L(%)]
= m L(E,{ak})exp{-%zz (a.-m)MT].(a.-m)}da]...dak...
_[m f 5 1
Ly(z) = Cexp[-jz—zZQij(qj-M)(qk—M)J (2-40)
k J

The above integration is performed by completing the square on
the exponent of the integrand to form a multivariate Gaussian p.d.f.

(which integrates to one). The matrix Q is defined by

=1 _ -1 1 .
Q =M +§-ﬁar {(2-41)
where
Fk = ~}r p(t-kT)p{t-mT}dt = r({k-m)T) (2-42)
m -
o= 2N - (2-43)
q =[ y(t)p(t-kT—;)dt - (2-44)
K
To

The bias term u tend to zerg for high S/N ratios (N0 + 0} and 15 zero
in any case for zero mean data. Since Q is a positive definite
Toeplitz matrix, it can be factored (Q = UTV) and thus we can

CE I8
write the log 1ikelihood function as cn{ﬂzﬂﬂﬁ&liﬂhﬁﬁiﬂﬁﬂ
OF POOR QUAL

cs[}nC)m -
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() = 38 S = 2 Vg9 (8) (m=0) " (2-45)
K J

From (2-45)we see that the test statistic can be formed by filtering
the sampled output sequence from the matched filter with a discrete
filter {Vk} to produce the output sequence {Sk} or equivalently

by modifying the matched filter so that its samples form the

{Sk} sequence. From the expression for @, it is interesting to note
that for high S/N ratio, the correlation in the data sequence (M
matrix), has 1ittle influence in determining the ML estimator, while
the intersymbol interference term (I matrix) ha; a major effect.

The implementation of (2-45) is shown in Fig 2.15. Hence, the evaluation

of AO(T) is performed by the same structure as in Fig. 2.13 except

that the In cosh{-)} nonlinearity is replaced by (-)2 type of

———

nonlinearity (which is the leading term in the series expansion of

4
In cosh x = 25+ £ + X ... ). For broadband channels and uncorrelated
2 12 " 45

o

data, r{(K-m)T) becomes zero for K#m and Q is diagonal, thus in
forming the test statistic the digital filter is shifted ouf of

Fig.2.15. The closed loop bit synchronizer implements the equation

(t) _ )
a\oa: =2 )05 I-;’? sk(%)] =22 %X Vk_jf y(t) 2 p(t-iT-7)dt
k ) k i To
(2-46)

And this can be pictorially represented in Fig.2.16. This scheme
is the “narrowband" version of the "broadband" bit-synchronizer
non-aided by the .data shown in Fig.2.14. The difference is that a

D.F. is included to combat the effects of the intersymbol interference

~28- oﬁn&m |
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Figure 2.16 Closed Loop Approximation of a ML Bit Synchronizer
for a Bandlimited Channel.
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and tanh {-) is represented by (-) {(which again is the leading term
in its series expansion for small SNR).

instead of using M.F. for the bit-synchronizer, correlators
can be used and this version of a bit-synchronizer will be as in
Fig.2.17. The phase of the VCC which controls the start and the
termination of the integrate-and-dump circuits is changed every
T sec by an amount proportional to the magnitude of jﬁg and 1in
a direction based on the sign of aﬂg as computed during the
previous KT seconds.

As a further practical simplification, In cosh{:) can be
approximated as follows

Bk
2
2

In cosh x = (2-47)
Ix] << 1
And thus:AO(%) can be approximated
r:{:-ﬁl ) y{t)p(t-kT-1)dt for large SNR
(7) = 4 (2-48)
AO 2
EZ: ~l§- (y’ y(t)p(tqkT-%)d?) for small SNR
L Mo T ()
T )+ kTt <t < (k)T + 2
Bl
Approximating the derivative-—g; by the difference function
3hy, AO(% + %-A%) - aglT - %-A%)
= (2-48)

3" -
T AT

-30-
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The practical approximation of the closed-loop bit-synchrontzer

will be

ok EU f y(t)p(t-kT-3) - “7)dt -f y(t)p(t-kT-7 + 22 )dt}
TR T (- )
A
.
N . large SNR
1 -~ AT 2 A AT 2
72 2. y{t)p(t-kT-1- =5)dt}) - y(£)pltk T-1+ S3)dt
Mot kLN (34 & T, (3 A%
S k 5 '
small SNR
(2-50)

The closed-Toop configuration using £250)as error signal to drive the VCC
will lead to the so-called early-late gate bit-synchronizer shown in
Fig.2.17. For small SNR the absolute value nonlinearity is replaced by a

squarer and the gain ﬁl-by —lﬁ-and AT is selected so as to optimize

0 2N .
the performance of the synchrgnizer.

b.  QPSK-DSB

In a QPSK signaling system, one has available as input to the
synchronizer two independent BPSK signals. In particular, assuming
perfect carrier synchronization, the output of the in-phase and
quadrature carrier tracker of the QPSK receiver can be written,

respectively as

y{t) = x (t,7) + h(t) (2-51)

yQ(t) = xgltsr) + nQ(t) (2-52)

Xq(tﬂ-‘) = KI(t:T) = Z akp(t“kT"T) (2—53)
k

- c:lf}11<CE:)rrt"""
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It is a simple matter then to modify the BPSK bit-synchronizer to
accomodate a QPSK input. Basically, each output of a carrier
tracker (yl(t) and yo(t)) is processed by identical BPSK bit-
synchronizers and the resultant error signals are added to drive
the VCC as shown in Fig.2.18. In practice the idealized bit-
synchronizer can be replaced by more easily realizable early-late
gate synchronizer with VCC again driven by the sum of the two

I-Q error signals.

2.3.1.4 Data-Aided Bit-Synchronizer

a. BPSK-DSB
For data-aided timing recovery we assume that {ak} are known
(from the decision at the receiver} and the relevant Tog-likelihood

function is

@) = g 2a fy(t)g(t-u-;)dt (2-54)
K
Ty -
BA0 1 o 3
> = };akf y(t) & glt-kT-2)dt (2-55)
0 T

The implementationof (2-55 is then shown in Fig. 2.19.

The resemblance of this circuit to the closed-loop non-data-aided
loop is striking. The only difference is in forming the error-
correcting signal driving the VCC. In the latter case this signal
is formed by multiplying the derivative of the convolved signal
with the convolved signal itself and not with the estimated sequence
{ak} (as in the data-aided case}. This important difference will
create ambiguity (false lock points similar to those in a carrier
tracker or essentially the mean timing-wave frequency 1s higher

than normal) whereas, the data-aided case, for a = 3k with high

C:Zf}fl‘ifi)lTl -
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Figure 2.18 QPSK Signal Bit Synchronizer.

oﬁn&m T

-34-



""_c[}nc)om

probabitity and no ambiguities will exist. Thus, if we have a reliable
estimate of the data sequence {a,}, it can be used to greatly enhance
the guality of the bit-synchronization. A& circuit which actually
generates locally the data sequence {qk} gnd then by monitoring the
transitions in the successive data symbols produces a measure of

the Ytack of synchronization between the input signal and the locaily
derived timing source. A4 block diagram of this Toop (calied data
transition tracking loop DTTL) is given in Fig. 2.20 (BPSK-signals)
This loop is fully explained in Ref.[2-11,pp. 442-457. A generalization
for QPSK signal will again be two BPSK DTTL Toops with an error signal
driving the YCC which 15 the sum of the error signals of the two
BPSK-DTTL laops, as shown in Fig 2.18. For Tow SNR, howaver, we can

noe Tonger c¢laim that é‘k=ak with high probability; thus, DTTL appears

to be inferior to the absolute value early-late gate synchronizer

shown in Fig 2.17 (in case where {ak} 15 uncoded seguence}

2.3.1.5 Joint Recovery of Carrier Phase and Timing Information

It is a straightforward matter to extend the previous methods
to determine simultaneously the ML estimates of (u) and 8{u) for a
carrier modulated with a synchronous baseband digital s1gnal. To
TTlustrate some typical results we consider BPSK-DSR case, In this
case, the Re part of the signal is

vt} = Re{m(u,t}ejaejwot} + Re{yu(u,t}eJmOt}

+

m(t) = %:akp{t—kT—T) (2-56)

ORYGTNAD PAGE )
Q& TOOR QUAI’@% :

oﬁnCJm -
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The Tog-likelihood function is

Ai,8) = 2}-‘5— Re(y, ; akp(t-kT—%)eje) (2-57)

And the implementation of the closed-loop joint phase and timing

tracking algorithm follows directly

I U 3 ay 3B i

P " 2N, 2;_4 K RE(Yy, 7= p(t-kT-7)e’®) (2-58)
R Z Re( ,jp(t-kT-%)eje) (2-59)
a0 0 ” k y

The error signals (2-58)-{2-59) are used to control the VCC and the
YCO, respectively, simultaneously. To evaluate the performance, we
assume that §k=ak with high probability (aimost always) and make a

series expansion of A( ;,é) around the points t=t, 8=6. This leads

to an approximate expression of the form

=1 A Cy a
T
-6 C B b
where
)edd £)ed®
5 = --_2_’1% Re(z 2 p(t-kT-2)e?’, 3" a 2 p(t-kT-r)eJe)
k k
1 g 1. Je 2-
- 2N0 Re(?u’ :é: 3 3% p(t-kT-1)e ) (2-61)

/ R P Y
b = —2—1—~ sz: a p(tkT-1)e’, };akp(t-kﬂ%)e‘w)
i o
" 7w, ( ’JGZa (t-kT-1) 39) (2-62)

" =37-
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A
. ; B L
A = —Z-—EQERe(Zk: a p(t-KkT-t)e 2 a kp(t-kT-r)er

k (2-63)

ml

= 1 ~y 36 - Jé‘)
B = - 2, Re(j%] a, p(t-kT-7)el, };: 8, p(t-kT-T)e”” | (2-64)
1 LB . i
€ = Z—NO‘ Re(z akp(t—kT-r)e‘] 2] Z ay 5= Q(t—kT-'r)e‘]e)
" k (2-65)

The size of the off-diagonal term represent the degree of
coupling between the timing and phase estimates. However, since (2-65)
actually represents the degree of interference dué to the data, it
can be eliminated by properily prefiltering the bandpass signal or
equivalently by digitally filtering 1f the sampled recovered signal.
Assuming that this is done,(2-65) can be made to vanish thus essentially
uncoupling the joint estimation and performance of this algorithm then
becomes as good as if either one of the parameters were known exactly
previously. Things are now ready to apply the outlined theory for
carrier and timing extraction to our specific problem--synchronization
of the UQPSK Ku-band Shuttle return Tink.

2.4 Synchronization of UQPSK Ku-Band Shuttle Return Link

2.4.1 General on Synchronization for UQPSK Signals - 2 Channel UQPSK

The simplified Z-channel UQPSK modulator shown 1n Fig.2.2 is
characterized by the two in-phase and quadrature modulating
sequenceas {ak} and {bk}, where each sequence has different data
rate Ti’ 1= 1,2, and allocated power--that is, the I-channel
modulating sequence {ak} will carry o% of the total allocated power

P and the Q-channel sequence {bk} will carry {1-a)% of P. Therefore

-38-
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the signal at the output of the UQPSK modutator at each time instant

is
J{w, t+8(u))
y(t) = Rem(t,u)e O (2-66)
where
m{t,u) =" /P, 3Py {t=kTy) + §/P5 by p,(t-KT,) (2-66a)
Uoby = A

.[pi(t)dt = E]; ~fpg(t)dt = E [energy of the signals
. sequences { ag and {bk}]
The maximum-Tikelihood function to estimate the random phase 5{u)

will be (from (2-7))

o) = ¢ exp REH— vy (Im(£)e3) - 2 (m(t),m(t)

0 My
(2-67)
where Yy(t) = m(t)+yn(t) is the complex envelope of the received

signal, yn(t) is the complex envelope of the perturbing noise and

the relations specified by (2-8)_hold, i.e.,

lz-RE(YZ,y ) = %Re f Yz(th;(t)dt = fz(t)y(t)dt = {(2,y)

Y
T T
(2-67a)
Substituting (2-66a) into (2-67) yields
5) = J : joy _ 1.
L{e) = C-I exp ReizND (yy,(/F? ak+3¢PE bk)e ) 4”0 (m,m)%
(2-68)

or
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L.{s) C, exp Re%ZN0 (yy,#ﬁ; a e Yexp Re 2N0 (Yy,J/FEbke )
(2-69)
Averaging over a, and bkin(2-69) (assuming that a, and bk are
independent) yields

- ) 6. Py i
8) = C, cosh 5— Re{yy,eJ }cosh ———-Re(yy,je )y (2-70)

L
3 ZN0 2NU

of
Taking the logarithm and omitting unnecessary constants will
finally give

/P " S

A(é) = 1n cosh Eﬁl-[Re(y ,ed® }JJ1+ In cosh 1
0 Y

™ . _j8
o, Re(wy,ae )

(2-71)
The closed-loop carrier tracking system will drive the VCO with

the derivative ofzﬂ(é), that is

~ /B . /P e
ale) 1 je 3 1 je

1

+ tanh Je)

Thus

- ;
—ﬂ—\sseaa-l —2N—0 {RE("( se‘]e)} ‘2‘% RE(Y :je

il
ch
[*7]
=3
o

Wi - [ -
- __2 2dfyy | 2 Je 2-72
tanh 2, {Re(yyge )3 7, Re(yy, e’") ( )

From @-72) the tracking loop implementation is derived and is
shown in Fig.2.21. One can interpret this scheme as follows:
the Toop processes the incoming I-Q signals by convolving it

with filters ideally matched to p1(t) and pz(t). Then it weighs
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Figure 2.21 Two Channel UQPSL ML Non Data-Aided Receijver.
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it by multiplying it with ¢?? and Jﬁg. Further nonlinear process-
ing in the I-channel by tanh(:) and multiplication with the Q-
channel signal wipes out the moduiation in the I-channel and
produces an error signal proportional to é. Similar processing

in the Q-channel by tanh (-) and multiplication with the I-channel
signal is added to produce an error signal that will drive the
VCO. For the Timiting case when either P] or P2 is zero, the
loop reduces to the familiar Costas loop for BPSK signals. For
GPSK signals (although there are many suboptimum schemes,

for example, the loopinFig.2.10), it is clear that the UQPSK
tracking loop can be modified easily for use with both QPSK

and UQPSK by adding switches which will aliow it to go from

one configuration to another depending upon the modulation format.

2.4.2 3-Channel UQPSK Synchronization

The simpTified UQPSK signal at the output of the modulator

(as shown inFig2.1 mode'(@D ) can be written as

’

Jw_ t jwst
e SC Te 0

(2-73)

S(t) = Re '(vPya p, (t-kT, +3L/Poby by (t-KT )i py (E-KT,)

The channel adds random phases 8, and' 9, to the carrier and
subcarrier frequencies, respectively in addition to the WGN

n(t), and random delays Tys Tp and t The received signal will

3°
therefore be of the form

y(t) = RE{(/E?akpl(t'kT1'T1)+fffﬁgbkrh(t-kT2-12)

Jlw,_ t+e,) Jlws*0,)
b /P pylt-kToe)le ¢ e O 2

+ n(t) (2-74)
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Assuming that timing 1s known at the receiver, the ML estimator for
this signal will make use of 96% of the total power P and the theory
for the 2-channel UQPSK developed earlier can be applied.
Thus, estimating each random phase 9T and 62 by way of a 2-channel
UQPSK demodulators, the proposed scheme for demodulating 3-channel
UQPSK signal is shown in Fig.2.22. In the training period, the
main Toop will first lock on the carrier using the 80% of the power
present in the {ak} sequence. One way to ensure that the loop )
will lock on it is to send a training sequence known at the receiver.
Next, the second loop will lock on the subcarrier and the heterodyned
signal is converted down to baseband. Using then {ak} and {bk}
as two channel UQPSK signal, the main carrier loop is aided by the
additional power in {bk} sequence to ensure proper tracking
thereafter.

There are 3 cases of interest, which will model the channel
behavior accurately. Depending on each case, a different carrier/bit
synchronization scheme which will perform best is proposed.

a. Broadband Channel (No Intersymbol Interference)

In this scheme,shown in the block diagram in Figure 2.27 —
carrier tracking Toops and the bit synchronizers are coupled and the
bit timing was assumed known. This assumption can be relaxed although
this will lead to a decrease in performance and therefore must
be used only in the initial training pericd. The moment the carrier
is recovered with sufficient accuracy, the bit synchronizer wili
be able to find the correct timing and aid the carrier tracking
further, thus ensuring convergence of the estimates of the phase

and the timing to their correct values. The coupling between the

oﬁnc)om "“""'"
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Figure 2.22 Three Channel UQPSK ML Non-Data-Aided Receiver.
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phase tracking and bit synchronization can be further relaxed

by properly prefiltering the input signal (as shown in Section 2.3)
In addition, there can be several variations of this scheme.

For example, whenever we convolve the signal with a matched filter
we can use integrate and dump filters and vice versa. Also,
instead of early-late gate bit synchronizer, for example, the

DTTL synchronizer shown inFig.2.20 can be used. Also, if

more reliable data detection fs desired, the data detection

Boxes can be'reb1aced by more sophisticated decision devices
decision feedback equalizers or ML sequence estimation impie-
mentation by the Viterbi algorithm . Little gain will be
achieved, however, by doing this replacement for our case--
broadband channel, high SNR, where the performance of the scheme

in Fig.2.27 is nearly optimum. For the case, however, when there
is intersymbol interference due to bandlimiting in the channel,

a significant improvement in the performance can be achieved by
basing the implementation of the block diagram in Fig.2.27 on the
data-aided approach as shown in Fig.2.28.

b. Moderately Bandlimited Channel (Small ISI)

As mentioned before, to ensure that there will be no

dﬁop in performan?e due to I?Ithe carrier tracking Toops should

be data-aided. This will ensure best possible carrier

reconstruction and will keep the crosstalk and distortions as

low as possible. The bit synchronizers can be left non-data
d1ded.since they will operate well enough in a small ISI environment,

yet keeping the coupling with the carrier-reconstruction loops to

a minimum. This, in fact, will allow a. fast start-up and
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¢
g}»%i3ﬁy However, since we are trying to come up with a data-aided scheme, we

convergence of the whole synchronization system since no special
circuits for a start-up will be needed. Although in general for
low SNR the data-aided bit-sync is superior, in the particular
case of small ISI their performance will be very nearly equivalent
and thus the 1increased complexity of providing start-up circuits
does not justify the use of a data-aided bit-synchronizer for
this case.

To find the structure of the data-aided carrier tracking
loop for 3-channel UQPSK we first derive it for the 2-channel
UQPSK as in Sec.2.4.1 and then generalize it for the 3-channel

G_;‘3“\?’(:::15:3. The ML function for the 2-channel case is derived in eq.(2-69)

need not average over {ak} and {bk} (in fact, they will be

assumed known or estimated). Taking the Tog im (2-69) yields

o 1 ~ ia 1 s JJ6
.A(8) = Re N, (rys/P1a,e”") + Re 2y (vys/Ppibe”™)  (2-75)

The VCO will be driven by the derivative of A(a) with respect to

8, namely

2O = pe Sy PR 4 e 2z (1 Pp-Bie™®)
(2-76)
The implementstion of (2-76) will lead to the circuit in Fig. 2.23
which is the two-channel UQPSK data-aided carrier reconstruction
loop.
Following the considerations which led us to the 3-channel
ML non-data aided UQPSK in Sec.2.4.1 the 3-channel ML data-aided

carrier/tracking loop is shown 1nFig.2.24 and the complete
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Figure 2.23 Two Channel UQPSK ML Data-Aided Receiver.

oﬁnam -

-47-



'—"c[}nC)om ]

carrier/bit synchronizer is pictured in Fig.2:28.

t
c. Severely Bandlimited Channels {lLarge ISI)

When the channel, however, is severely bandlimited, to ensure
distortion-free and reliable communication, we must employ the
data-aided approach to both carrier tracking and bit synchronizing
circuits. This will lead to the circuit in Fig.2.29. In this
block diagram, the bit-synch circuit will be data aided, thus
the DTTL circuitfromFig 2.20 is appropriate. ﬁTo ensure best
possible operation, the simple decision circuit {quantizer) in
this scheme can be replaced by a VA box or use the already
estimated sequence {ék} from the carrier circuit to form the
transition signal Ik' Since a delay is required to produce
an estimate {gk} in the VA box, the corresponding delay must be
inserted in the lower branch of the bit-synchronizer leading to
a circuit shown in Fig.2.25. Now the derivation of the bit-synch
depends on {ék}, which are derived from the carrier t;ggiing Toop,
thus tne esfié;tes (3,;) are coupled. Uncoup}ing can be

~ . accomplished by sending a training sequence or filtering the
input of the bit synch properly. If this is to be avoided,
however, then the circuit inFig. 2.25 can be medified by using
a separate VA box to replace the simpie decision circuit. Since
the decision is now based on several data bits, an appropriate
delay must be inserted in the lower arm to compensate for the
processing delay. Thus, using either one of the schemes in Fig.2.25
or Fig.2.26 can serve as an appropriate data-aided bit-synchronizer

box for the strongly bandlimited channel in Fig.2.29.
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2.5 Conclusiogns

A theory for carrier and bit-synchronization for QPSK and UQPSK
is presented. From the theory, circuits performing carrier track-
ing and bit synchronization are derived. Three cases of interest
are examined: broadband, moderately narrowband and severely
bandltmited channel cases. Recommendations considering the
tradeoff between the simplicity of the impTementation and the
reliability of performance are given. Specifically, 3 synchronization
schemes are proposed: for the broadband channel a synchronization
scheme using non-data aided carrier/bit synchronizer as shown
in Fig.2.27 is recommended. For the moderately bandlimited
channel a carrier reconstruction Toop will be data-aided while
as bit-synchronizer a simpler non-data aided circuit can be used,
as shown in Fig,2.28. For the severely bandlimited channel, however,
both the carrier tracking loop and the bit-synchronizers must be
data-aided, thus leading to the block diagram in Fig,2.29. This
scheme will eliminate the impairment imposed by the bandlimiting
of the channel and will ensure high performance even in most

difficult conditions, once started.
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3.0 CARRIER SYNCHRONIZATION TECHNIQUES FOR UQPSK SIGNALS
USED ON SHUTTLE COMMUNICATION

3.1 Introduction

An unbaTlanced QPSK (UQPSK) signal format is a QPSK signal
where the two quadrature components of the carrier have unequal
power and are modulated with independent binary data streams of
different rates. This transmission scheme is most useful when
the data of two different sources with possibly varying rates have
to be transmitted in the sa;e frequency band. This signal design
will be used in the development of the Tracking and Data Relay
Satellite System (TDRSS), Shuttle Communications, and the Navigation
Satellite Timing and Ranging Global Positioning System {NAVSTAR GPS).
Carrier synchronization techniques for UQPSK sigrals in which
the power split in the in-phase and quadrature (I-Q) channels is
variable and the I-Q arm data rates are also variable and therefore
of interest. 1In fact, certain signal design concepts for the TDRSS
require carrier reconstruction from an unbalanced QPSK waveform in
which the power ratio imbalance, say A, 1s variable between zero and
six dB. It is also well known that a Costas or squaring loop
cannot provide a coherent carrier reference for a balanced QPSK
signal. Therefore, it is important to be able to predict the
"optimum® carrier reconstruction technique for a varying power
split and data rates between the inphase and quadrature channels
of the signal and compare the optimum method with the performance
of a Costas loop tracking the high power, high data rate channel
only. It is also of interest to compare this with that of

conventional receivers for balanced QPSK, viz., the fourth power type,

oﬁ'n&m -
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etc. Intuitively, some form of hybrid loop will arise as a consequence
of the desire to track an unbalanced QPSK signal as well as the more
conventional QPSK signal in which the data rates and powers are
balanced.

There are various approaches to this problem including that of
nonlinear filtering theory and the maximum a posteriori (MAP) approach.
The carrier reconstruction technique is derived based on the MAP
approach outlined in Ref. 3-1. From the gradient of the MAP solution,
closed loop carrier reconstruction configurations are suggested.

It will also be clear as to how the Costas loop fits into the
problem of carrier reconstruction for a UQPSK signal.

The theory is derived fro two important cases: In case one the
reciever has no knowledge of the clock whereas in case two the
receiver is assumed to have knowledge of the clock. This latter
case is not too restrictive an assumption since high quality
frequency control can be used {as e.g. for the TDRSS) so_Egat the
carrier frequency uncertainty is small when compared with the link
data rates. Thus the beat note, which serves to Tock the carrier
toop, is of sufficient quality to lock the bit synchronizers
that provide the clock prior to carrier lock.

3.2 MAP Phase Estimator for Unbalanced QPSK Signails

An unbalanced QPSK {UQPSK) signal is defined as

s(t) = /55? d; (t) cos(uyt+e) + Jﬁﬁz'dz(t) sin(ugt+e) | (3-1)

c:zf%fl(iji;lTl -
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where P1 and P2 represent the power in the two quadrature components,

d1(t) and dz(t) are two independent bin9ry signal waveforms, mo/Znis the
carrier frequency and 8 is the carrier phase.The problem is to find the
maximum a posteriori probability (MAP) estimate of the phase & when s(t) is
observed over a time interval T and is immersed in white Gaussian noise

of two-sided spectral density NO/Z
x(t) = s{t) + n(t) 0z<t<T (3-2)

The derivation follows the same outline as for a BPSK signal (Ref 3-1
p. 524-530} and will therefore be kept short.
We assume that data source 1 (generating d](t)) is clocked at times
KT,,k=0,1,2,...,K and data source 2 is clocked at times kT,, k=0,1,2,...,
KZI Let tk ,k=],2,...,K]+K2 be the ordered set of times rand §. Let

ty = 0 be the beginning and t = T the end of the observation in-

K-I +K2+1
terval [0,T]. The datain (3-1) are then constant in any interval (tk-1’tk)‘

The observed signal x can be expanded into orthogonal base functions cos mgt,
sin wyt n each such interval:

x(t) = a,cos th + bksin mﬁt + nO(t); tk_}ititk (3-3)
where nO(t) is an additive noise process which is uncorrelated with the signal
and the noise components contained in ay and bk and can therefore be
neglected for the estimation. Conditioned on o ,d](t) and dz(t) the

random var{iables ak,bk are independent and Gaussian with mean

£ akldi,dz.a))ﬂqaﬁldT(t) cos e+¢§52d2(t)51n 85 te(t, q.t,] "(3-4)

oﬁn@m -

~-R7-



.:slmeom

E{ bk[d],dz,e)}= -Wld](t)sin e+\r2??2d2(t)cose it E“’k-]’tk] (3-5)

and variances NOIAtk whereatk=tk-tk_1.
For brevity in notation we define the vector

i)
€= (a]’a.-,a}( +K2+1ob]s--~sb +K2+]) (3-6)

1
and let p(alc )} be the a posteriori probability of 8 so that Bayes

K

theorem allows us to write

P(e)
plolc) = pre) j’ o p(c | dy(t),dy(t) o) dd;dd, (3-7)
414

For a uniform probability density of o the MAP estimate of g is the value

which maximizes the integral above. The integrand is easily written as

K]'FKZ-H M‘.k T
plcld,(t),dy(t), 8) = C({tk})exp3 Z N (ak+bk) N, (p1+p2)€ ]
k=1
]+K2+1 Atk 1 K2+1 ft_k |
exp) Z: k\IZP d (t cos 6- Z o bk@?] d1(tk) sin 9}_
k=1 k=1
Ko+l oty Ky+K,+1 Atk
exps Z k\IZPZ s1ne E kv—z z(t Jcoss
& =1 .

where C({tk}) is a constant independent of 8. Collecting terms in the sums which

contain the same data symbol dT’ d2 and then averaging over the data yields™

kT1

K
1
2
p(c lo) = ¢, k|=|1 cosh[ Ny \jZP.l

x(t)cos(mot + e)dt]
(k-1)T.|

kT

K
2 2
2
H cosh[ O{IZPZ S x{t)sin{ wot+e)dt]°c2f(e) (3-9)

k=1 (k-1)T,

*To simpiify the notation we assume T = K
-58-
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where cosh x is the hyperbolic cosine function. The optimum estimate for

8 maximizes f(0) or equivalently In f(e), i.e.,

kT
Ky i
In f(8) = Z 1n cash [:%O\I'Z—P] S x(t)cos( w gt+ o )dt]
k=1 (k-1)7,
+ 2. In cosh N JEEE S x(t)sin{ wt46 )dt | (3-10)
=1 0 %t 0

We can interpret(3-10) as follows. For sach value of 8, one correlates the
received signal x({t) with the stored local replicas (ZINU)Jﬁﬁq -cos&uot+e)
and (Z/ND) {?ﬁ} sin(w0t+ 8) over respective intervals [(k-l)T1,kTT],[(k-1)T2,kT2]
The result of the correlation in the respective sums of' (3=10)-are
added and weighted in accordance with the log hyperbolic cosine. These
random variables are accumulated over K} or Kz successive symbol intervals
and stored. The phase e yielding the largest accumulated value 1is

then declared as the MAP estimate, say 5. Unfortunately, 6 takes on a
continuum of values between -7 and 7, and hence to apply the above tech-
nique in practice for each Tsecond observation interval one must quantize
9 into a number of levels compatible with the size of buffer storage that
one can economically provide and the accuracy of the estimate required.
Furthermore, 8 is usually a slowly varying process when compared with the
center frequency wy SO that some form of updating or tracking the changes
in 8 is desired. To accomplish this we now propose closed loop systems

which can be motivated by the MAP theory.
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3.3 Unbalanced QPSK Carrier Reconstruction Loops Motivated by the MAP
Theory for Known Bit Timing

Any successful carrier reconstruction technique
must provide for acquisition as well as tracking of the slowly varying
{now assumed) process 8{(t). Thus a closed loop concept which employs
the phase~locked loop principle is of interest. It is possible to pro-
pose a closed-loop system, incorporating the development given in Section3.?2
that would continuously update the estimate of the input phase g. This
can be accomplished by differentiating f{ 8), or equivalently In f{s ),
with respect to sand equate the result to zero. The solution of this
equation represents the peak of the a posteriori probability density func-

tion and hence the MAP estimate. Hence,

- A d
gle) = gg (In f(e))le _: .

kT
K 1 )
- ] 1 tanh[ W j x(t)cos(u Ot+e)dt} io \]2_!’] S X(t)sin(uotm)dti
k=t (k=1)T, (k-D)T,
K, kTZ )
Z s tanh [—ﬁ-—-@ S x(t)sin(w +e)dt] 2 Wj x(t) cos(m0t+e)dt
k=1 0 (k-1)T, (k-1)T,

(3-11)
By using g(é) as an error signal 1n a tracking loop to control the phase
of a variable phase oscillator one arrives at the closed loop configuration
in Fig3.1. Basically, the receiver takes the in-phase and quadrature pro-
Jections of the incoming signal components and performs correlation inte-
grations over the respective bit intervals. The voltages are held for
time intervals equal to the symbol durations of the respective data
rates and weighted in accordance with the power split in the channels.
Further processing includes the hyperbolic tangent weighting and then

accumulating the samples over K1 and K, symbols in each channel. The
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difference of the two arms is taken and this provides for a phase esti-
mate which is used to control the phase of the local oscillator.

Two points are worth noting here. First, the theory has suggested the
optimal weighting, for a given power split at the transmitter, of the
decision voltages in accordance with the square root of the signal power
to noise spectral density and not "P/NO" itself! This fact is important
when the effective loop gain, which sets the Toop bandwidth, damping and
static phase error becomes of concern in the design. Furthermore, when
P equals zero, i.e., a binary phase-shift keyed signal is transmitted,
the upper arm of the loop opens and the lower loop reduces to a configura-
tion reminiscent of a Costas loop. The same comment is true about the
lower arm when P2=0. On the other hand, when P]=P2 and T1 = T2 we have
a configuration which will reconstruct the carrier for purposes of de-
modulating QPSK.

Using analog circuitry the loop 1s probably difficult to implement
owing to the requirement of implementing the nonlinearity tanh x; how-
ever, it is interesting to examine the carrier recontruction Toop which

results when the signal-to-noise ratio is assumed to be high and Tow.
The hyperbolic tangent of x can then be approximated by sgn(x) or x, respectively.

Using these approximations in (3-17) leads to the implementation of Fig. 3.2
where G{x) = sgn(x) for high SNR and G(x) = x for Tow SNR. Note that the
number of demodulators has been reduced to two and that the digital filters
(accumulators) have been replaced by an analog filter in this implementation.
These loops will be referred to as two channel Costas type Toop with active
arm filters. Notice that since the accumulators required by the MAP approach

have been removed here the optimum values of thechannel weighting constants are
~ 2 LY 2
K1 = 4P]/(N0 T]), K2 = 4P2/(N0T2) (3-12)

where Ti= R;] is the bit length of di(t)' Equivalently, the optimum ratio

of the two gains is

Ky /Ky = (PT,)/(P,T)) - (3-13)
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3.4 Performance Analysis of UQPSK Carrier Recontruction Loops with
Known Bit Timing

' 3.4.1 Two Channel Costas Type Loop With Active Arm Filters Without Hard-Limiters

Consider the loopof Fig3.2 with G(x)=x and the input signal x{t) = s{t)+n(t)

where s{t) was defined in (3-1) and

n(t)a]_[N t)cos{uyt+e )= N (t)sin(ugt+e)] (3-14)

Since 6 is constant, or at least slowly varying, the correlation between
NS and Nc can be neglected. They are assumed to be baseband Gaussian
random processes with a flat spectral density NON/HZ (single-sided)
in their bandwidth . Neglecting double frequency terms the output of

the phase detectors (gainm ) becomes
ec(t) =K x(t) 2K, cos(w0t+5)
\] 0 [\I—;d1 (t) N t)]Jcose(t) + [J—z (t}- N (t}Isine(t)

(3-15)
e () =K x(tN2K, sin(m0t+6)
“IKOKm [P,d; (£)#N ()] sine(t) - [Pod,(t)-N (t)Icose(t) 516

where ¥=g-g is the loop phase error. 1If the phase error process is
slow we can assume that ¢stays constant over one integration time

(for both transmission rates). Setting KoK, = 1 this yields, see Fig.3.2

zm.(t) =T, \]Eldh-(t) cose + T, \1_1:'_2 d21.(t) sin e

+ N.s(t)  cose - N.(t) sine (3-17)
zg4(t) = ‘r1.\| Py dift) sine- T, NP, dy;(tkose

o {t) sin e+ N (t) cose (3-18)
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kT,
A1 -
d,. * T S dl(s)ds, kT, <t (k)T (3-19)
(k=1)T,
KT
A -
Nci(t) = Nc(s)ds, KT, <t< (k+1)T1 (3-20a)
(k"] )T_i .
kT,
Nsi(t)-éj Ns(s)ds, kT1<tf_(k+l)T1. (3-20b)
(k-1)T7,

N N ., i=1,2 are piecewise constant functions with variance::% = NOTiJZ‘

ci? 'si

Since NC,NS are bandlimited, successive outputs N ,NS of the integrate-and-dump

circuit are correlated. However, if the noise banéwid%h is considerably larger
than the faster signal transmission rate this correlation may be neglected.
This will be done here. Note, however, that Nc] may be correlated with.
several successive samples of K, and vice versa due to the different

integration times for the two channels. Since the quadrature components

are independent we can write for the crosscorrelations
EtNNgg 1= 0, Jok =152 (3-21)
E{Nq(tINo(s) 1= EWNG (EIN,(s) 3= Ryp(tss) (3-22)

The outputs of the multipliers are easily shown to be {see Fig.3:2

; Kizci(t)zsi(t)

Y]
—_—
(g
~—

il

1.2 2
= 51T [P]d]1.(t)-Pzdgi(t)]+2T1.N'P;dh.(.t}ICi(t) +# ydy (1) N (t) ]
2 v
+ () - N () 3R sin(2e)

o THPP, dyg(8) dpg(8) + TLDTPYdp (8] N (8) = Py dpi(e) N g(t) ]
+ Nsi(t)Nci(t)}fEi cos{24) (3-23)
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The loop phase estimate of the incoming phase is derived from Z and 2yt

. KVF(p)
T T T I (8)-zy(8)] _ (3-24)

~~

For §=O, the case of greatest interest here, and Kk=Kka we find
2pe + (K TSPy + KzTng)F(p)sin(Zw )
2, 2 2 2
- FRMEIKTIPpd5{t)  +KToPid 35 (t)  Isin(2e) )= F(p)N(t) (3-25)
where N(t)= N](t)-Nz(t) and

Ni(t) = Nyp(t) + Nyo(t) + Ng(t) i=1,2 (3-26)

2

- 2
Ni](t) - Ki[NCi(t) -NSi

(t  )Isin(@+ 2KN_(t N (2 )cos(2¢83_27a)

Nip(t) = 2K;T NPy dp; (8) Ny(t)  +JF, dyy (£) N y(t)  Isin(ze)

+ zxiTiEJF; d(t) N (t) -Iﬁédzi(t). Nes (t)  Jeos(29) (3-27b)

2

- - 2 2 : 2
Nig(t) = KT 1.1=3_1[d3_1.,1-(1:)-|-:{cx3q,1.]sm(zso}f‘ZKiT]. PPy dy4{t)dy (t)cos (2¢)

(3-27¢)°

We note that the three terms 1n 327} are zero mean and uncorrelated for
a given ¢. This simplifies the computation of the spectrum needed in
obtaining Toop performance im noise.

Defining the signal component
A . 2 2 2 2 4 L
S (0)—§{k]T1P]+K2T2P2-K]T]PZE{dZT(tX—KZTZPlE{d]Z(t)ﬂ (3-28)
and linearizing the equation of operation the phase error is given by
= H 4(p) IN(£)/S'(0)] (3229)

where

i (s = L st(0)IF(s) (330)

¢ s + [S'(0)IF(s)
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Assuming that the bandwidth of N(t) 1s much wider than the bandwidth of

H ¢(s) the variance of ¢ can be approximated by

2 . . {3-37)
9% g% NiB /[5(0)1
]
where B/ is the one-sided loop bandwidth and N, is the one-sided spectral
density of the equivalent noise N{t).
As noted earlier, Mck(t), Nsk{t), k=1,2 are piecewise constant with

discontinuities at the signal clock times. Hence if the clock phases are known Ni a

N2 are nonstationary. For the nonstationary correlation function we

find [3-3]
Rultysta) = Ry (t080) + Ry (315800 Ry (8 82) Ry g, (t2087)

4
L AL +T}P2E(d2]]] + TIPPRELART) A (t,ty)

2 2 4 2,
+ 4x§@§[o§ +72p1s(d$2) » TR T+ ToPiPoELdRS] Aplty ty)

4K, Kyt R (ty,t,)+ T, T,[P:R (t,t,)+P,R (ty,t,)]R (ty,t,)

4. (tystp)}

2.2
+ TSTSP.PLR {t;,t,)R
1°27172%d4,dy," 17727 dyqdy,

2
4%, K, { R (t,,ty)+ T T,[P,R (t,,t, }+P,R {t,,ty)IR, N ,(t,,t.)
1728 N Nt 200 17251y qdy, 212 doydgy ' 271N Mot 2

2.2 )
TTPPARa, a,, B8Ry, g (P2t ) (3-32)

23
where

1 if ty and t, in the same interval (kTi.(k+1)T1)

Aj(ty,ty) = " €3:33)

0 otherwise

To keep the computation simple we assume that T2=nT1 where n is an integer
and that the clock of data source 2 is derived from the clock of data source
1, i.e. each clock pulse of dz coincides with a clockpulse of d {(This can

be shown to be a worst case assumption. For a more general resu]t see [3-37.)

The variances are then found to be E{dfz} 1/n, E{d21} 1. Computing the

correlation functions is straightforward but tedious [3-3]. The result is
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1 t~<T], 0<.1:+1'<nT1

Rd d (t,t+c) =\1 t:>T1, nT}<t+r<2nT] (3-34)
21722
0 otherwise

R 2
N N ,{t,t+r) =R (t,t+1)
cl¢c2'™? 1 d21d22

' ]
Ry 4. (tot+t) =5 Ry 4 z(t,t+1)

11712 2172

Substituting these functions into 3-32) for ti=t, ty=tér and averaging
over t yields the staticnary correlation function which can then be

integrated over r to yield the spectral density of the noise at w=0

NL A
0 2 _ 3,2 22
— = SN(O) = NOT1{K][N0 + 2T1(P]+P2)] +K2n [nN0+2nT1(P1+nP2)

- 20Ky K, [Ng#2T; (Py+0P,) 1}

5 2, 2.4 2 .
HTIP.P, KT + Kon" = 2KiKon“] (3-35)

The phase error variance is found from (3-31)

N: 2P.P,T
0 2 2.3 172°1 2., 12
) (%1+?T;)[K1 +K2n - ZK]Kzn]+ (P2+ ——-ﬁzr) [K]-n sz
Ucp = NOBL

5 5 (3-36)
We note that the performance of a single channel Costas loop can be
found from this result by setting either K] or Kz to zero. To find the

tracking performance of a Costas Toop for a BPSK signal P2 and K2 ¢an be
set to zero. The result then becomes independent of n.

The squaring loss is defined as
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N.B ' Z
S'(0 P -
PR £ )
A PT
Introducing P = P,+P,, A=P,/P., §,= — and using the optimum ratio of the
T2 271 ] NO

constants G‘T3Juﬂdi can be rewritten as

[1-2vn3272(1+ 0}
;JL -

(3-38)
(1+ —%—)(I-ZMM‘?)H[H ?-("m)—] (1-nn)2

This loop 1s unable to track balanced QPSK since for n=1

(1-02(1+n!

JL 3 TF (3-39)
Gk (‘* Trlxr)

1

which is zero for A=]

3.4.2 Performance of Two-Channel Costas Type Loop with Hard-Limiters

This jmplementation is representedbyFig3.2 when G(x) =

sgn(. Due to the nonlinearity in the loop a slightly different
approach must be used here to find the performance.

The dynamic phase error z(t) can be split into a random and a non-

random part for a given phase error ¢ ~

z(t) = E@(t) 1 + N(t,P)=S(e)+N(t, ¢) (3-40)

where S(¢) is the loop S-curve and N{t,¥) 1is a zero mean white noise process. The

loop equation can then be written as

{s(e) + N(t,e)} (3-41)
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The loop equation can be linearized by setting

S(¥) = S(u) + $'(0)e " (3-42)

N(t,®) = N{t,0) (3-43-

where S{0) =0 and S'(0)= 9%(‘—?;)- 0=0 .7(341) can then be rewritten as
5'(0)KVF(P) N(t,0) N(t,0) 214
L rETORFE S - PP STy (344,
which is identical in formwith (3-29), hence the phase error variance
follows from (3-31).
3.4.3Computation of the Loop S-curve and Its Slope
The loop S-curve is defined by
. 3-45
\J—S1 ~I—2 o( %) (3-45)
where
$;(#) = E{z4(t)sanlz 4 (D¢} (3-46) "
S,(9) = Ef{z_,(t)san[z ,(t)]]4} (3-47)

From(3-17,3-18} it is clear that 21,2y are independent Gaussian random
variables when conditioned on d”,dm. Hence the conditional expectation

of (347)can easily be found

51(‘9) = E {zs1sgn(zc])} = .
T'i . T}
= ( \[PT siny - JFZ cos®)erf \rﬁ cosp+ \]P_z sin® }—-

9

” (3-49),

and similarly for the other channel ORIGINAL PAGE IS
OB EQOR QUALITY]

T
+ JT] sine + {FE cos¥)erf (JF'] cos¥ —JP;_ sine) J‘;’

o
1
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T n
Syle) = E{zczsgn(zsz)} = ;T Z )Eﬁ](ﬁ—& -i) COs¥ + J'P'z' simp]
k=0

er‘f(\}ﬁ’?(ﬁ—k- -1) sine - JP, co J_E_-.{?——)-i- [\]?]'(%5- —1)(:0599 - P, sinv}
5 .

t'-zr‘f([\[P—1 (2_::_ -]) sine + {P, cos%l d%{-zz-)i (3-49)

S =K, $,(#) -¥K; S,(¥) isplotted fnFig3a.3 for n =1,2. It must be

pointed out that this Toop implementation has multiple faise lock points

and that the slope of the S-curve depends on the signal-to-noise ratio.
Using (3-48),(3-49),eq.(3-45) can be differentiated to find the slope

S' at zero .

WKy TP 2 "Gy
s'(0) = 11 er + afn erf
1+ 1T+a) (T2}
2 | %% NG A 2 ! 5 5
-ﬁl“ﬂ\j exp '(hﬂ) TN P AT
(3-50)

where we have used the optimum ratio of the gains (3-13).

3.4.4 Computation of the Noise Power

Under the assumption of a small phaseerror the signals in the four

arms can be approximated by

7, (t) = T, \{F{dﬁ(t) + N (t) (3-51)
2, (t) = -T, JFE'dZT(t) + Ny, (t) (3-52)
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In these terms the dynamic error signal can be written as

2(t) =\Ry z;(t) - Koz, (t) = Kz (thsanlz g (1)1 TKyz,(t)sanlzy(t)]
(3-53)

The correlation function of z is
E {z(t])z(tz) }= K{E {z](t])zl(tz)} + KoE {zz(t])zz(tz)}
- NKK; E {z(t))z,(t5)) - KK E {zz(tl)z](tz)}(3;54)

These terms will presently be computed

By 2 E 2,(t)2(8)) = E {2 (t) )z (tp)sanlz q (£ )2, (£,)]) (3-55)

Conditioned on d]]and d21this can be factored

E1=Ed]1,d2]{5[251‘tx’zsl(tz)'d11’dz135[53”(2c1(t1)2c1(t2))|d11’d21]}

(3-56)
Using the previously defined function A] one can write for the first

conditional expectation:
Elzgy (t)2g1(t0) | dyy,dy I=[T2P,d2 +02]A, (£ ,t,) (3-67)
s1' 1/%s14 "2 112721 172721 12" =2

For the second expectation one can write for A]=i

E {sgnlz q (ty)z,(t,)] 3= E {sgn[zgl(t])]} =1 (3-58)-
hence one finds

= T2 2 2
Ey [T]st{d21}+ op 1A (t,t5) (3-59)

The same method can be applied to the second term in (3-55. The third
term can be factored:
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E {z](tl)zz(tz)} = E {251(t1)Zcz(tZ)SQH[Zd(t1)252(t2)]}

He>

E {zs](t])sgn[zsz(tz)]} E {zcz(tz)sgn[zc](t1)] } (3-60)

Let E.. be the first factor in {3-60)

3

Eqp 2 E {2 (ty)sanlzg,(t5)])

31

= T P, Eldy(ty) sqnl-Tp WPy dyp (1) + Ngplt) ]

+ E{ N (ty) sonl-T, Py dpp (t)) + Hplty )]

-T, NP, dys (t )
r* 2 V2 "2t 2

- ['Tz‘ﬁz dyp (1) + ELNg, | N }N (3-61)
! J2Var(N_, [ N;)

where
E{ NSZ INS] }=E{ NSZ(tZ ) INS](tT ) } (3—52)_

Var(Ng, | Ngp) = E€DNG(t) = EONG | N 112 INg (L)} (3-63)

For convenience we define the function

13 sz-(n-'I)TT <t} <kT2+T1;kT2 <t2 <(k+])T2; some k
B(t]-tz) = . (3?64)'
0; otherwise
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Then for
B(ty,t,) = O: ECN_, | N_;3 =0, var(N__ | 2
1°%2 s2' sl d Ngy) =o
s2 s] 2 (3—65)
B(t1,t,) = 1 ECNgy | Ny} = Ngy, Var(Ng, I = 21 o2

since st is the sum of n independent samples of N51(t)- Hence one finds

T 2
s ={T] JE; erf ’-ZJP_Z N 2"1_ exp - TaP2 }B(t . _
LJZ—GZ Zn 2m] 1 2) (3-66)

The second factor in (3-60) can be computed the same way and Eq is found to be

2

e e )
\]—0'2 2mn ZUS

- 2
T \]P 20
[P 1 181 _2
'{TZ L e [ 2 UJ T 1?)} ()

Finally, the last term in (3-54) can be found from E3 by interchanging subscripts

(3-67)
on t.

Substituting E, through Eg4 into (3-64), averaging over t, and integrating over

(tz-t1) gives the noise spectral density at zero:
- B_G‘&

_ﬂg'
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Né = N T2K ke + ] +na ° + ]
P 1 b R T G E VI (T +1) 7
; A ﬁnk 1 clnx
-2 ﬁ erf (]H) W exp 1T %)
9 %1 1 i 2
L m—_ erf W +J-1_r- expi - '(‘F!_T)' (3-68)
where we used the optimum gain ratio 3-13). The phase noise

variance and squaring loss can now be found from 13:31) and (3-37), respec-

tively.
3.5 Performance Comparison

In this section we will compare the performance of the im-—
plementations investigated in the last section. In addition we will
investigate how the power unbalance affects the performance of the
carrier recovery loop. In Figs. 3.4 and 3.5.. squaring loss is plotted as a
function of the power split for balanced and unbalanced (10:1) data

rates, respectively. Clearly, the implementation with hard-limiters

performs better for most conditions and is the only one
which is able to track the carrier over all data rate and power
splits. To investigate the effect of power unbalance on synchroni-

zation we assume that the bit energy in both channels is the same

= = | -69
P-‘T] PZTZ , =l (3-69)

ORIGINALY PAGE 1§
OF POOR QUALITY]
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Figure 3:5. Squaring Loss for Balanced Data Rates.
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Assuming a two channel Costas loop with hard-1imiters,the squaring loss

s found from {3-37)

o . [erfic -¢= T exp(-2)7° 1+ A
L c(140) + 1-20 [ erf( r)+ 1 ewn(-2)1%  2(1+1)

(3-70)

where e:=PTT1/N0 PZTZ/N Eb/NO‘ (Note that this does not approach theBPSK
case for A+ 0 since E /N, is constant. To find the BPSK performance n is
kept constant in (3-68) and A is set to zero). E9.(3-70) Jis plotted in
Fig-3.6as a functicn of A for different values of Z. Clearly, balanced QPSK

is optimum for most values of %. Only for Tow values ofZ the optimum is moving

to low values of A.
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3.6 Unbalanced QPSK Carrier Reconstruction lLoops Motivated by
MAP Estimation Theory

Fig.3.7 1l1lastrates the UQPSK carrier tracking loop which is
motivated by the MAP carrier reconstruction loopas derived previously
Here the integrate and dump circuits have been replaced by low pass
filters (LPFs), the digital fiiters in the two arms are combined
into a single loop filter and the variable phase oscillator is
replaced by the VCO to accomodate channel frequency uncertainty.

The nonlinear elements are G(x) = tanh{x}. When the signal-to-noise
ratio is small then the nonlinearity G(x)} can be approximated by

G(x} = x and the loop is recognized as two Costas loops in parallel.
As any system in which the same signal is processed via different
filters the problems of arm imbalance and mismatch filters must

be contended with in the hardware. On the other hand, at high signal-
to-noise ratios the hyperbolic tangent in Fig. 1 can be replaced by
the hard limiter G{x) = sgn x. This carrier tracking loop for

UQPSK is essentially two polarity (modulation wipeoff) type loops

in parallel. It functions to wipe the modulation off the inphase

and quadrature channels thereby creating an error signal for
controlling the VCO. In passing it should be po%nted out that

there exists the modulation/remodulation type of carrier tracking

loop which is similar to this mechanigation; however, it is believed
that its hardware implementation is more complex and it wiil not

be indicated here. To match the loop implementations as closely

as possible with the solution of the MAP approach, we choose the

gains 01,02 such that they compensate for the DC gain of the integrate-

and-dump filters (assuming unit DC gain for the passive arm filters),i.e.,
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Figure 3.7 UQPSK Carrier Tracking Loop Suggested by MAP Approach.
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= P = -71
C; KT, i=1,2 (3-71)

where T"I is the bit time in channel i and Ki are the gains obtained

from the MAP approach. K2/K1 was found in [3-4]

2

(Ko/Ky) opt PoT1/P T, (3-72)

+

The optimum gain ratio for passive arm filters is therefore

2

(CZ/C'!)opt = PZTZ/PIT} . (3-73)

3.7 Performance Analysis of UQPSK Carrief Reconstruction Loops with
Unknown Bit Timing

.7.1 Performance Analysis of a Two Channel Costas Loop with
Passive Arm Filters

This implementation is illustrated 1h Fig.37 with G{x) = x.
The model for the received signal is defined by egs. (3-1), (3-2) and
(3-14) of Sec,32. Neglecting double frequency terms the correlator
outputs of Fig.3.7 .

€y (&) = .ﬁ: d, {ticos g+ .fp? dz(t)sin @+ N_(t) cos o

- N_(t) sing .-(3-74)

€, (t) = ./Pl‘ d,(t)sin @ - JP';dz(t) cos 9+ N _(t) sin o

+ N‘(t} cos @ - (3-75)

-84~



aCin Com

where ©= 8-8 and § is the phase of the VCO output, Defining

the filtered signals and noises {using the Heaviside operator)

dji(t) = Gi(p)[dj(t)} (3-76)
N_.(6) = Gitp)[Nc(t)} - (3-77)
N_.(t) = Gi(p)st(t)] - - (3-78)

the signals at the arm filter outputs can be written as (leaving off the

variable t for concise notation)

z ., = cinl‘dli cas cp+.ff’_2‘d2i sin @+ N_, cos @-N_, smcp}

ui
~(3-79)
Zg = Ci[ﬁ;dﬁ sin @ - ,/}E—’é‘ dZi cos @ + Nc11 sin @+ Nsi cos o}
- (3-80)
For the multiplier outputs one finds
e = C,Z{Pldf - P, d )———-—wn 20 N, (¢, 26) {3-81)
1 1

where we introduced the noise

A 2 o
Ni(t' 2w} = C, {-'[»Jﬁlpz dl-dza_ - JP—I‘ CIliNsi LA dZiNci B c1 si]
cos Zcp-!- [,JP" d) N +./ P,d, N_ ]Sm th+ [N -N ]Sm 25

" (3-82)
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Let now

2 2 2
] sm o)

11" 1’ -c2 2(P19y5-Fpd zz (3-83)

e
AETREPEREI

+ Nl(t: 2@) - Nz(t; 2‘@)

Assuming zero VCQ instabilities and VCO tuning voltage, the
instantaneous phase 8 of the VCO output is related to its input
through

. K Fp)
R (3-84)
D .
Hence for a constant signal phase 8, one finds
_ 2 2 2 sin2eg
2= K FEI IR 8} -2 ,80 )1-Co (P a7 -Podr 1220 4 e, )
, ; B (3-85)
where
= °_°...Q sin2p
N (¢ @} = 2[, ¢, ©)-N,(t, @] = {~Xgtx, - x0) _ (= )T
‘ ' i (3-86)

and

A 2
da” 2tc PP, dyydgy - /P PS d1pd5,] (3-87)

A 2.2 o2 2 2 .2 3-88
Xy = CiN "Ngy) - GoN o -Ngp) (3-88)
Ap 2 2
N -Z[CINSINCI C,N_,N_,] (3-89)
4

e 2tc 1 W Ppdy N WP, N )= C ‘J—dmN 2T/P;d,5,N )]

2 (3- 90)
x, = 2{Cy(/Pia; N | -/P,d, N 1)-C wi31‘1121“ 2 VP, 45N )]
(3-91)

tH-g
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All these variables have mean zero, Using the independence of

data and noisge it is easy to show that they are uncorrelated, hence

the correlation function of Ne is

2
* i 2
E(N_(t, qIN_(t+7, @)|p} = [E{xcxc,h Efgx.d ] sm4

. 2 1
-+ B, T]]___.._Q‘coz 29 (3-92)

xd'r] .t E{xaxs'r P+ Blea®un

Assuming the correlations

Ry (1) = Ry (1) = Ry (1) i=1,2 (3-93)
81 c1 1

()

R (t} = Rnl1) ° - (3-94)
NN, ( N_ NN :

= R
Nc a

1

it follows that

- . o 2 i =12 3-95)
Ryz(r) = Ry (0) +2Ry () i= L _ {
1 1 i
= 2 - 3-96
Rang(T) = RNI{O)RNZ(O) + 2R (1) {3-96)

and the correlations of the x-processes are_

) :
(MHCoR, (TR, (T)

4
Exx. } = 4P, P_[C.R, (T)R
d dr 172174, dyy 12 22
c2cir (TIR (] (3-97)

1727d,,d," 745,45,
4

- 1. -

E{xmeJ =E ;,xsxsq_} = 4{Cl[Ple11('r) +P2Rd21('r}]RN1(T)

4 2 2
+ G, [P\R, (M+P,R., (TR, (1)-2C C,[P,R (7)
217, 2 d,, N, 172¥17d, 4, ,

+P,R () (r)}  (3-98)
2 d21d22| 1RNN
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2 2 2

4_2 4 2
E{xNxN_'} = Bix xNqu = 4[CIRN1(T)+CZRN2(T)-2CICZRNN( )]
(3-99)
Substituting (3-97),(3-98) into (3'—92):3_ett-ingc‘os 2¢p=1 and integrating
over T yields the noise spectral density at W= 0:

!

0 4
L C R, ( R, (r)dr+GC R, (TR, (r)dr
2. z{ 1f T 21 T z.r-' d;5 §22

- 262 e R (TR (r)dr
I.- 411912 951%2 }

LAt |
+ o] j‘_' PRy (MHPRy (1) + Ryg (D] Ry (r)d7

' o
+ Cg J‘ [PlR {(r}+ P,R, (1) + RNZ(T)] RNZ(T)dT

dip | & dp
- 20 C [P Ry (t) + P,R (T)H+R . (T) ] Ry ()T
f 1%a, 4, 2R, T T P }
(3-100)
We note that
@ N
= -2 2 Jemin 3-101
Ryglm) = ‘L > | 017 ™ a (3-101)
D G, ()G (De jomiT, (3-102)
Ran(® = [ 5 600
- |
= 2 Jeminy - (3-103
R, (1= ] 54 016 (6] (3-103)
* ik -
o
. o jZTTfT 3
Ry 4 (M = Sdi(f)Gl(f)Gz(f)e af (3-104)

il i2 -0

Substituting these relations intc (3-100) y1elds
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Nl
0. o .[a [-If-o— +P.S. () + B,S {f)+—-———2p1pzs (£)S (f)]
2
2 b ? 1dy 274, Yoo dia
2 2 2 2.2 '
fetle @ - Gyl 0] ] as (3-105)
We linearize the loop egquation

_ 2 2 2 2 2 2
PP ‘KvF(P’{EC1(Pldn‘Pzdzl)"cz(P!dlz'l?zdzz’] @+ N (t 20)

- - (3-106)
and replace the quantity in brackets by ites mean value, Then one
finds for the phase error as a function of the noise

K.,F(p)

1 _@: - 2[ ] 2[ ] Ne(tl 'ip’
p+C,lP,R (0)-P,R {0y1-C,IP.R {(0)-P_R {0)

1 1 dll 2 d21 21 d12 2 dzz ,
. (3-107)
or, setling .-

2
(0}] - cztled (0)-P,R

1 (0)] (3-108)
21 12 22

d

2
stoy= ;[P R d

(0)-P_R
11 2

The phase error variance can be found from{[3-4]

1
2 NG

= —— B
° (s T

where S'{0) is the slope of the loop S-curve at ¢©= 0 and BL is the

loop bandwidth, The performance of a single Costas loop tracking

o) (3:109)

one of the channels can be found by setting C1 or (3z to zero, Using

the optimum gain ratio (3-73) and setting

TZ = nTl; Pl S wme— . Pz e (3-110)

P AP
14X

One can write for the noise spectral density
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N7 o(1HA)
=0 _2\AP
2 2(1.;.;& < I [ Sdlff) + ?«Sdz(f) L INTETN L) d ()84 (f)}

fla (f)lz-nxlcs (f)lz-jzdf (3-111)
14 2 .

and for the slope of the S-curve
CzP
SHo) s = T‘%l- {Rd {0} - '.\Rd (0) -nl[Rd (0)-le (0)]} (3-112)
11 al 12 22

As in the case of active arm filters[3-4] this implementation does not

track on balanced QPSK since for n = 1 the slope is

- 2 2
CyP 2 1.
S0 =y By O 2= 30N = €PRg O vl EDLE)

which is zero for A= 1,
- “
3:7.2 Performance Analysis of 2 Two Channel Costas Loop with Passive
Arm Filters and Hard-Limiters

Since this loop is identical with the one analyzed
in 6.1 except for the hard-limiters the demodulator outputs must
still be characterized by (315H3-16). The filters are also unchanged
from the last section; however, to keep the problem manageable the
effect of the filter on the signal will be considered in this section as a
reduction in signal power only, i.e. the filter outputs are still

square-waves corrupted by Gaussian noise:

z, = ci[“@li d, cos @ + '/?Zi 4, sinog+ N cosg-~N_, sin o} ey

Z,. = Ci{./f"li' él1 sin ¢ - '@2*‘: c-l2 cos ¢ + Nci sin ¢ +Nsi cos @} /(3-115)

Using the same approach as for the active arm-filter case[3-4] we
find the slope of the loop S-curve at ¢ = 0 and the noise spectral density
for 9 = 0,
O RooR s 2
ITY]
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3.7%.2.1 Loop S~Curve

The loop S~-curve is defined by

Sie) = E{cle) (3-116)
'where.
€= ¢, ~¢, (3-117)
€ =2, sgn(zul) (3-118)
& = 2z, 580(z,,) (3-119)
Setting
S, (@) 4 {c,] 0} (3-120), -
we find

;) = Efz,; sen(z )|}
= CIE{“PH d, sing- ./?21' d, cos @+ N, sin@+N_, cos © ]

Bgn‘.ﬁn dl cos @ + A/Pz]. <:’n2 sin @ + Ncl cos @ - Nsl sin cp'_”q:}
’ (3-121)

Conditioned on dl’ dz this expectation can be factored s-llnce the sums
of the two noise components are again zero mean independent

. . 2 '
Gaussgian noise processes with variance g, = N Bi where Bi is the arm

0

filter bandwidth
5,60 = ClEdl’dz{El;/?u d, sing - ./?21 d, cos @ + N s:.n ?22)
3-

+ Nsl cos °Pld1’d2’ cp]E[s_gM./?ll d}. cos @ + ./PZI’ d2 sin o
+N_y cos @ - N sin qJ)]dl,dz,cp]lcp}
the conditional expectations are easily computed: ORIGINAT PAGE IS

OF POOR QUALITY
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Si(q)) = ClEdl,dz{‘;@ll dl sin :p-./'§21 dz cos @ |

(3-123)
s ﬁ;dl cos q:+.fl:_?l d, sing |

V2 oy ?

This is readily averaged over the four pairs (dl’ dz)
. VP cosp+ ./.52_1‘3111 @
, Sl(CP) = 'icl (.\Pll'Sinﬁp '”@21 cos glerf ' ﬁal
. L] ‘ Afi 11 cos m - g/?zl 5'111 m
+ (.}?11‘ sin @+ ./§21‘ cos glerf s o

(3-124}
Similarly one finds for S2 ()

- "PIZ‘ sin¢ -./'P'zz'cos Q]
Sz(cp) = -é-Cz (,fPlz‘ cos @ +./§22' sin @leri ‘ .,/7-_‘02

) . VP sing - ./’Pzz' cos @ |
+ (/P cos @ - JP,5 sin @lert 7,

(3-125)
To find the slope at @ = 0 we take the derivative of Sl and S, with

respect to @

VP11 2 Py F
_ MR 2 C1I\Y7 21
501= {77 o 7] - e (s 7
1
(3-126)
. . F=/E P N
sy 22 2 22 12
2( }.... 02{4/522 erf[ @02]4' .fplz'ﬁ exp -( 20_2) ﬂcz
: 2 (3127)
The slope of the S-curve at ¢ = 0 is then
S'(0) = S}(0) - S3(0) (3-128)
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3.7. 2,2 Noise Spectral Density

The correlation function of the noise can be split into auto- and

cross-correlation functions of the multiplier outputs ei, i=1,2

-qupr) ==~E{é G)e &4ﬂq} = R&q1(?)4‘31q2(ﬁ - RTQIZ(T)-'IHXIZ(-T’

(3-1 59)
where
Ry (1) = Efe (t)e, (t+1)) "(3-130)
i i
- ) %12(’7) = E{el(t)%(t‘l"f)} ) (3-131)
The fourterms of 3-129) will presently be computed. For the first
one finds
5 -~
Tl = - - -

vy (T = CIE(/By ) dp + N )VFp1 4, + Y, ) (3-132)

-Elbgn{W/Pyy ¢ + N WP 4+ N T

~—

J

since dl'dZ’ Na’ Nc are independent, The first e:;pectation is simply

E{(~ - =
Uy 4+ )(-VF57 d, +N_ )} = P21Rd2"” *Rys1 (1)
The second expectation is (3-133)
E B JE -
Eenll/P) 4 W PIWP N O (3-134)

= Edlle(E{sgn[(.fP—‘ll 4, +Nc1)(./13?1 d, T+Nc11_)] ]dl, le})

Calling the conditional expected value M(dl’ dl'r) it can be shown |.3:'3]
that
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M, d; ) = dyd, erfz(ﬁ—l-) (3-135)
Piio & P1T -l R
el I B (T (T

where He is the Hermite polynomial and p 1(rr) is the normalized
correlation function of the noise

A _&ﬁl (3-136)

Averaging over dl’ lethen yields

d,d

‘B . = %[Rd (r)+1] M(1, 1) -i-%‘[l-Rd (r)IM(1, -1)
171y 1 1

+ and Rnl(-r) becomes

2 .
Rnl("') = CltPZIRdZ(T) + RNSI(T)]3EI':E2 (Fcl )R (T} (3-137)

N’sl{"-):1

_exp )Z e 1 ( ) ((1+Rd (rh=(~1)" (1 Ry (ﬂ]%

n=1 n!

e T

In the same way one finds RNZ(TI.Finally, one finds for the

cross-correlation

4 .
Ry2fm S E{C,C,[-/P, 14, +N_10P S d, + chT]

Deeem(WPay 4N T {-/Pp 4, +N , D)
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= C1GE (/P 4, 4Ny Jsgn(-/F0d, +N_, )}

.E{(.fio—‘lzdIT+chT)sgn(.@"\ll d, +Nc1)} (3'-“!3é)

Condijtioning the first expectation on dZ’ dz , N 1 it can be factored
8

El(-/P,) 4, +N_ )sgn(-/F,; dystNgp 404, N

-/ d erf[ 22dz¢] +N erf[ z2 2T+mm51)-|
21 .

Ve o, _ W2 R 5T J
where (3-139)
ry,(tlo
121792
m,) = BN, [N} = oy el {3-120),
EN_,N_, }
gl” s2¢ 1 -1 " ‘ )
T15(T) 5105 5, 7 [sN(fyclff)szf)] (3-141)
{(where 7 -1 stands for the inverse Fourier transform)
R, (r) = Var{¥_, [N .1=o02[1-z2, (1] (3-142)
12\ = s27'sld = 92 12
Hence the first expected value in (3-136) 1s
B{-vF,1 d, +N,q)sen(-/Pprd, +N 5 )]
o % 22 -

2

Interchanging subscripts one gets the second expected value in {3-138)
Substituting RNI’RNZ’ Rlemto (3-129) one finds the correlation function

of the noise
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2 /P
(1) = [P +R 1
Ry 1P, R 4, Ry (1] erfz Ve )Rdl{-r)
g ( Piiy < Ry (1 2 AP
= exp{ - —3— = He —=iNinr
m ci g RPN a-1 ( 9 Jit 4 ok

- (-1)7(1- a, ()13

m® ./'13 ‘
°"P - "'""') Z ch, ei-l (___cgf )%[(“Rdzm’

- - n -
0°0-R, ()
a6 mny et 2]+ girem (22 2)

“ ] w %2712~ exp ( )}
] Eclrlz"""’e"l’ '(;"zé')}
ﬂ;;] e ()

-{.\/’17'12" R dl('r)erf

P

. {4/512 Rdl (-T)eri

where (3-144)
l - J'I'—TL !T{ = Ti
- i
Rdim = (3-145)
0 7]> T,
N
) -1
Rysi(™) = Rgai(™ = 7 [—2—0 Ici(f)lz] - (3-1486)
N
| 21 "
Typ(T) = 310, 7 [?O- G’{(f)csz):l (3-147)

ORIGINAE PAGE I8
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The integral of RN over T is the noise spectral density at £ = 0,
To simplify the notation we define the arm filter bandwidths Bi = G'Ri

and introduce the parameters T, =nT,, P, = B/ (+X), P, = AP/ L4A,

2 .
Pij = Pisdij’ (c:z/cl) =n}i, p, = PT1/[2N00.(1+1 )] and the notation

o=

I=) = J _ =(ridr (3-148)

Then the noise spectral density becomes

Nt PT A+IR,, L R..)
0 _ .2 1 1 Nsldl 23 )
Z < Y1 {[lsd21(1-3n)+ TP ort Wosq
(14+0)IR R,y -
1 SV Ned d2 A
# s, ()4 —F7 ] ert (JXnpsg )
12. 1 22
. - 2k
AstI 2 i I(RNisledz) 5
+ - exp(-2ps. ) He (s, ')
T, = 91 =1 gfk(zk)x 2k-17"""dyy
2k~
TS
, + Nsl “"q2 - 2 ( }
: ' 4k-2 eoraWos
alk (2k-1)! 2k~2 d11
nis 2k
. d;; 2 i R yeaRa1Ran) )
T '1'1_- exp(- pn?\sd ) He (/Zprins )
1 22 k=1 ngfzk); 2k-1" dyy
2k-
. I(RNIZZIRdl) 2
_ He (W2pnXs, 1)
cjk 2ek-1)1 k-2 4,
. L 2kl
141) 2 o IR R.q) -
$ 832 o Nsl “dl 2
1 U k=1 | o) @K)! 21102 d;
12k
+ Nsl HeZ (/255
4k-2 N ‘
o7 2k-1)l 2k-27"dy
2k+1
A1en) 2 = (IR S R.,)
+n—.(__!_ - e <2 Nc2 d2 2
PT ®p(~2pnds; ) He Somis
S 422’ izt o:,:k(zk)z k-1 PR3,
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2k
I(RNCZ) . 2
T2 Heyy pWZ0mAs, )
S (2k-1)1 22
1
- 20/l -z )eri(ps. eril/pnis, }.Js. s
( Bn) dll dzz dl2 d21
zx 421
o erf(./pn},s ‘)exp(-psd )I{rlz dz)
—/ erf(A/psd ‘)exp(—pn}.sd )J'.(:c'12 a1
il
_2a
exp(-ps - pods ., )z ,(1)T (=7} (3-149)
n‘Tlp 4y, dj," "12!7 12

——— - -

Using the same notation in (3-128 the expression for the slope of the S-curve

takes the form

c..F
1 "
SO = T {”an erf(‘“psdu) - Zlﬁexp(‘pscz )34

11 21

; 5T .
+ NS, erf(a/ans ') - ZF exp(=pnis )s g
T dz2 w 422 ‘112} (3-150)

and the squaring loss is

2
N, (510)]
4 = -I:I_;)—P——_— (3-151)

3.8 Performance Comparison

The squaring loss has been evaluated and iﬂotted in Figs. 3.8 and 3.9
for balanced and unbalanced data rates for the following loops:
A.  Two channel Costas Toop with active arm filters (analyzed in [3-4]).
B. Costas or squaring loop tracking either I (B1} or Q (B2) channel

signal works either for A << 1 or A ¥ 1 (depending on which channel is

being tracked) but not for both

ORIGINAL! PAGE IS
OE EOOR QUALITY]
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Eb/NO = 10 dB

E E C
.0] o 82
81
iz 4 L =t *
0 2 ! 5 8 T

Figure3i8 Squaring Loss for Unequal Data Rates (n=10).
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Figure 3.9 Sguaring Loss for Balanced Data Rates.
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Two channel Costas loop. This loop combines the power of I and

Q channel and works therefore over all power splits for unequal data ratI

None of the loops above can track a balanced QPSK signal.

D.

Two channel Costas loop with active arm filters and hard-
limiters (analyzed in [34]. This implementation performs well
for all data rates and power splits but has several false lock
points [3-4].

Two channel Costas loop with first order Butterworth arm

filter and hard-limiters, This loop shows an infinite phase

error variance for A~.,l and unequal data rates, This is due to
the large filter bandwidth chosen (3 times the data rate} to satisfy
the assumption of undistorted pulse shapes. This departure from
the design suggested by the MAP approach invalidates the choice
of the channel gain settings and performance can therefore be

improved by numerical optimization of the gains,

The fourth power loop is another implementation capable of tracking

a balanced QPSK signal., It is nevertheless restricted in its use by

self-noise which prevents carrier tracking for A a .2 [3-7].
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4.0 SHUTTLE LINK DEMODULATOR ANALYSIS OF SQUARING CIRCUIT MECHANIZATIONS
USED IN SQUARING LOOPS

4.1 Introduction

It is well known that the Costas loop of Fig.4- la and the squaring loop
of Fig. #-1b have the same theoretical noise immunity in both the acguisition
and tracking modes. However, in the implementation of a squaring loop,
mechanization of the times two multiplier is an important consideration inso-
far as system performance at low signal-to-noise ratio. is concerned. Con-
siderations which must be accounted for in the choice of the "squaring"
approach include a wide dynamic range with respect to the signal level, good
thermal stability, and accurate sguare law response over the dynamic range of
input signal and temperature levels of interest. The performance with an
analog multiplier usually indicates degraded signal-to-noise performance
relative to theoretical. In an attempt to overcome the degrading effects
at low signal-to-noise ratjos, an alternate approach to the implementation of
a squaring circuit was considered. The alternate mechanization of the loop
is illustrated in Fig. 4-2. As far as the authors can-tell the tracking
performance of this limiter/multiplier implementation of a squaring circuit
incorporated in a PLL has not been addressed in the open literature.

The purpose of thissectionis to investigate the performance of this
implementation as compared to the known performance of the ideal squaring loop
case given in [4-3]. In particular, relative comparisons are made on weak
signal suppression factor on the phase error signal in the second imple-
mentation, error signal SNR as a function of the input SNR, effective loop
SNR and squaring losses as functions of input filter bandwidths and input
SNR's. From this computation the degradations on loop performance due to
this Timiter/multiplier implementation from the ideal squaring loop case

is established.
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Fig.-4-2 shows the timiter/muitiplier type of squaring loop under

4.2 Preliminaries

consideration. In that figure, hl(t) is a bandpass filter with center
frequency y and equivalent single-sided noise bandwidth 81(81 << mo),

given by

[--) . 2
Bi ;1:- IH(JU’ H dw
TERY

1]

(4-1)

where H is the transfer function of the filter. The input signal to the

limiter/multiplier combination is defined to be of the form

x(t) = s(t) +n(t) (4-2)
with
s(t) =V2 A sin (ugt + o(t)) (4-3)

where o(t) is the information bearing signal, and n{t) is the narrow band

noise reprasented by
n(t) = JE‘[nc(t) cos wgt - ns(t)sin mot] (4-4):
where nc(t), ns(t) are zero mean uncorrelated Gaussian processes with

E(n(t)] = EME(t)] = o¥/2
cs = E[nz(t)] = NgBy (4-5)-

E[nc(t)ns(t +1)} =0

In @-S)NO is- the one sided spectral density at the input to the BPF h}.

-106~



il

LoinCom

BPF z{t) - F(S)

- = (hg)

¥

Figure 4.2.

X  y BPF [
———a u]l) ﬁgy{[—u
> LIMITER —

Squaring Loop with Limiter/Multiplier Implementation for Squaring.




4=£:;}2<::zc¢43

The noise process n{t)} can be further written as
n(t) = /E—Ni(t) cos (ugt + 9,(t)) (4-6) .

where Ni’ 8, are the noise envelope and phase respectively given by

Ng(E) = 4 nSt) + nd(e)

and i
-1 ns(t)
ei(t) = tan —n?_t')-

Combining (4-3),(4-6). through some trigonometric identities we can re-
write the input signal x(t) in the form:

x(t) = /§'E(A-N5(t)) sin o(t) + N (t) cos #(t)] (4-7)
where

o{t) = ot + e(t)

No(t) = N;(t) cos (8,(t) - 8(t)) (4-8)

Ms(t) = Ni(t) sin (ei(t) - 8(t))

The noise processes NC, NS involve the information bearing signal a{t).

To obtain the statistical properties ofNC,NS we can rewrite (4-8) as follows:

ﬂc(t) = n (t) cos e(t) + n(t) sin 8(t)
(4-9)

.

Hs(t) = ns(t) cos eft) - nc(t) sin o(t)

fNAL PAGE 13
ggi%gog QU d}.LIT,gl
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which gives directly the following, assuming the noise process and the
information bearing signal are statistically independent
ELN_(t)] = EIN(t)] = ©
21= E[N2T = of 4-10
ECNC] E[NS]_ a /2 { )
E[Nc(t)ﬂs(t)] =

If in addition to (4-5 we: define the normalized input noise autocorrelation

function to be

= 2 - - ]
Rn}[ ) = o Pn(r)COSmor , <1<

-~

where rn( 7 1s low pass and has the properties

(4-11)

r(0) = 13 [r () ]<ts f r,(7) dr

)~

then the auto- and cross- correlation functions for Nc(t) and Ns(t) can be
written in terms of rn(r) and c§ as: '
o
- - n FYY IV
E[Nchn] = E[NSNST] = rn(r) COSAB_

, (4-12)

o
= - N sinag
E[NCNST] = -E[NSHCT] =5 Fn(T)S HAET
where

se_=o(t)- p{t+t) .
_=109-
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4.3 Limiter Output Signal

The ideal limiter function is defined such that

+] if x(t) >0

y{t) = sgni{x(t)) ={ (4-13)
=1 if x(t) <0
The input process x(t) can be written, from (4-7),-as follows
- x(t) = /2 v(t) cos (a(t) - ¥{t)) (4-14)

where

<
1]

V(A—NS)2+ NG

c ‘(4-15)

Using the complex Fourier transform approach of relating the limiter output
time function to that of the input, one obtains [4-1]

y(t) = — fG(jA) exp [Ja x(t)] dA
2] /.

(4-16)

= .1]7; f ii"—‘- exp [jn v(t) cos (&{t) - v(t)) ]
C

with G(jA)} = 2/, the transfer characteristic of the hard Timiter [4-T],--and
C the dynamic path of integration. Expanding the exponential function in (4-16)
by the Jgcobi-Anger formula

Zcos 6 Z:
e = e, [,{(z) cos ke
o0 %k ORIGINApy

QUALITY
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where £y = 2 for a1l k > 1 and €y = 1, and where Ik(z) are modified Bessel
functions, the limiter output y(t) can be integrateu to be [4-2]:

® k
y(t) %"E;% %il%_T cos {(2k + 1) [ et) - ()] } (4-17)

It is clearfrom (4-~17) that. only odd harmonics are present in the limiter output.

4.4  Squarer Qutput

To obtain suppressed carrier tracking, the data modulation &{t)
[bi-phase modulation assumed] has to be removed to create a sinusoidal signal which
is tracked by the PLL. This is accomplished by multiplying the limiter
output (a stream of ¥ 1's) by the incoming signal, and then obtaining the
harmonic¢: around 2mo by passing the multiplier output throught the zonal
filter hZ' The multiplier output can be written as:

x(t) *© y(t) = /Z v(t) cos (a(t) - y(t))
— ° {4-18)

- k
=% % -%%—);TCOS{(ZR + 1) [o(t) - *r(t}]}
k=0

The second harmonic term can be selected from (3-19 to be the following:

2(t) = 2 u(t) cos [2 (s(t) - v(D)) ] + (a-19)

Note then that in the above discussion the filter h2 is assumed a mathematical
entity which selects only the second zone component. In reality, a physical
bandpass filter can only approximate this condition since the spectrum of

cos [2 (a(t)-y(t)] extends on all ; however, because of the assumed narrow band
approximation (i.e., By<<wy), the error is small. Notice also from (4-19) that
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since bi-phase modulation 1s assumed {i.e., e(t)= 0 or =), z(t) is actually
a sinusordal signal at twice the carrier frequency g when the noise effect
y{t) is negligible.

4.5 Weak Signal Suppression

To obtain the loop error signal, the squarer output z2(t) is mixed
with the local reference signal

r(ti¢) = -/Z sin 2[ut + ¢] (4-20)

where ¢ is the phase difference between z(t) and r(t;¢). Omitting 4m° terms
the error signal that the PLL tracks is then

€(t) =e 3= V(t) sin [2 (4 + v(t))]
_(4-21)

. (A-n)? - N2, . N, - (A-N)
=:_3.._{ 5 sin 2¢ <% .
T W‘*“‘“) Vi + (a-n )2
C s

cos 2¢

It is of interest to compare this error signal with that of the perfect
squaring loop (See [4-3],pg.. 59, Equation 2-69.)

f5q(t) = Kk { [(A-N)2N2] sin 26 + (2 N_(A-N)] cos 25} (4-22)

in which KI’ Km are rms VCO output in volts and multiplier gain respectively

Disregarding the multiplicative constants both e{t) and £ (t) can be written
in the form

.
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m
———
ct
—
1

a sin 2¢ + B8 cos 2¢
(4-23)

m
-
ct
1}

a' sin 2¢ +B8' cos 2¢

where o, 8, and o' ,8' are random processes as defined in .eqs.{(4-21) and (4-22)
respectively. For the perfect squaring loop case (eq. "4~ 22) the
following equations are readily verified from (4-10)

2

E(a') = E[(A-N)? - Ni] = A
(4-24)

E(B')

2-E[NC(A-NS)] = 0

Thus for the perfect squaring loop the mean error signal E;;TET is
directly proportional to A2 sin 2¢, and the term8' cos 2¢ can be
considered as a zero mean equivalent noise process. yot1ce then in
the perfect squaring Toop case the mean amplitude of the error signal
e(t) depends only on the input signal ampiitude A. In addition, the
SNR of the Toop error signal can readily be computed from the first
two moments of ssq(t) to be the following T

SNR = g&zﬁy = _._2_____.._.A4 (4-25)
ESq Var(s 2A Gﬁ + Gg

This can then be written in terms of the input SNR as

2
O

SNR = 4-26
ESQ 1+ 291' { )

where P; is the input signal to noise power ratio, defined by

Ao .
Py T T % N B . (4—27)
°n
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The output to input SNR ratio 1S given by

SNRe
sq_ . 3 )
Py i+ 291 - (4-28)

which approachs 1/2 as Py, and approaches o as °i""°' Figl 4=3
shows a plot of this ratio.

However, in the case of the Timiter-multipliier implementation of the squaring
loop, there is signal suppression on e{t), which is a function of input SNR Ps-
Suppression in e{t) will affect the loop bandwidth and tracking performance.
However, if this can be compensated for by some confrol of the multiplier or
loop gain, then signal suppression on e(t), by itself, will not affect Toop
performance. The actual performance, of course, will depend on how much the
noise power is suppressed relative to the signal power, which is discussed

in the next section. To evaluate the SNRE for ¢(t} it is necessary to compute
the first two moments of the termms «, 8 defined in eqs. (4-21) and {4-23).: As far
as the first two moments of a, B are concerned N and N occur at the same
time and thus they are independent Gaussian with varxances 9 /2, and the
evaluations of the expectations are reasonably straightforward The results are

2 2
(A—N )¢ - N _
E(a) = C_{= %-/E‘A 7o, e F[%;aipi] (4-29)
‘[ﬂ {A-N )
N [A N )

E() =

i
o

- - (4-30)

‘ﬁu(a-m | -

ORIGINAL PAGE 18
OE POOR QUALITY]
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- 2
(A-N )2 - N F K: )
= E = 29' (] + 01) + "’83“" Q-‘ e-pi F(4; - p'i]

7 2
V/"c + (A-Ng) (4-31)

2 2 2
N (AN .
E@?) = 4-5[ ¢ A . %-{zmpiJ . f_%_e‘f’i F [4; 5; "13} (4-32) ;
b’"i * “""Ns)2

where F is the confluent hypergeometric function [4-6] defined by

_ - s Iy v v (4-33).
with
(ms d; v) = m (m+d) .-« (m+ (v=-1)d)
and
(ms d; 0) = 1

For (233 toconverge;. in general, it is required that x| <1 and v # O,

-1, -2, .... . However, for the cases of interest in Equations (4-29) to {4-32)
the particular confluent hypergeometric functions invelved can be written

in terms of simple functions and modified Bessel functions (See [4+41,2.1073)

o
_i [o 8 p
g ne = fe T [P 0-D 1) (4-34)
ps -
FL4 550,] = -—5-4- [e ! (o? - 3%+ 6o, -6) + 6] (4-35)
o]
i
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Written in such forms then it is easy to see that the convergence of (4-29)-(4-32)
actually does not depend on the value of Py-

Since for large 91/2

0 91/2

i\_._ e

Ve py/2

thus the mean amplitude of the error signal €(t), as P>, is given from
@-21) with the multiplicative constant 4/3 % neglected).

lim 19m (A-NS)2 - ch] .
E [(t)] = £ sin 2¢
c s
L 1im 3T A 1.4 A I (31)4. (1 ’..._) i (pi) sin 2¢
A A 3¢ 0\ 2 Te C1T
(4-36)
= A sin %¢ -

The weak signal suppression factor on E [={t)] as a function of py can be
given as

Py
EAIE!tH - e /-p-ie 2

y

£Io(f-ig) + (1 :7_—) I (f-;-) 1 sin 2¢ (4-37)
1

The multiplying factor on sin 24 in eq.-. (4-37} ° is 11lustrated in
Fig.4.4. as a function of the input SNR.

7
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Similarily to eq. (4-48) we can compute the ratio between the SNR
of the error signal e(t) and the input SNR oy The following result
follows directly from (4-34) and (4-35)

3 -Py 5 ¢
SNR_ _ -8—-/? /o, e Fl=s 33 o]
pil  _
—— e ?i F[4; 5; pi]}

. o5, |2 4-38
] pie"p’l[ IO(-p—;-} + (1 - 51—) 11 ('—%)] (4-38)

-f1i 0 -
2 {('H'p‘) -8 7 [E J (pi3 -3 912 + 6 D.i '6) + 5]}
o]
i .

This ratio.is compared to that of the perfect squaring loop in Fig. 4.3,
It is of interest to observe the following 1imiting cases for the above ratio:

[ -
SNR

e I (4-40)
YR A Ha s B -

As far as this ratio is concerned the limiter-multiplier implementation is
equivalent to the perfect squaring loop as p; —=and is ~0.54 d8 { 9v/32)
worse than the perfect squaring loop as py — Q.
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4.6 Effective Loop SNR and Squaring Losses

- As far as loopperformance is concerned the essential factor is the
effective loop SNR { [4-5] )which depends on the noise power spectral
density Neq of the equivalent noise process in the error signal e(t),
around zero frequency. Neq is defined to be [4-3]

Neg * 2[@ Rneq(t) dt <=(4~41)

Where L is equivalent to zero mean noise procasses in £{t) {egs. (4~21)
or (4-22)). . For the perfect squaring loop case the auto~correlation
function R (t) of the equivalent noise process in {22) has been
computed by>Y Lindsey and Simon [4-3]-to-be

R (t) = 4[AZR (t) +R 2(¢)] 4-42
Rsq e e (4-42)

where R (t) is as given in @-12) . From this the equivalent noise power

spectra]cdensity around zero frequency N__ is computed to be

sq

_ 2y -1
Neg 4 AN, S (4-43)

where No is the input noise spectral density and_ch.is defined to be the
circuit squaring loss

o
- 2 )
SJL . V4 fRn (t)dt - (4-48)
ANy e e
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The effective loop SHR of f for the perfect squaring loop is given [4-3]-n
terms ofjgf and the equivalent 519n31 to-noise ratio in the loop band-
width (BL) of a second order PLL f = A /N

feff (perfect squaring) = ‘-f-,e{t : (4-45)

To compare the two implementations it is necessary to compute the N eq for
the equivalent noise processin (4-21) and to define the effective squaring
loss in the second implementatinn through eq. (4-45) by computing the
effective loop SNR f’ff. To obtain Neq’ in this case, requires computation
of the auto-correlation function of equivalent noise term in (4-21)

N (AH)
n = cos 24

eq
JN (A-r )2 |

Assuming ¢ = 0 (for tracking) the auto-correlation R, () is found from
eq

N (A-N) . (AN ) ,
Rn (T) = 4 E (4‘-46)

eq Jui + (A-NS)Z JNCT (A-N, )2

The random variables Nc, Ns, th. Nsc are jointly Gaussian, zero mean,

with covariance matrix (seeeq. (4-12))

-

1 0 rn(r) cos 48 r‘n(r) sin &9;)
0 1 -rn(T) sin fo_ rn(T) Cos de
2
a
A = —%—- r (T} cos 28 - r {7} sin o, ] 0
rn(T) $in b, rn(T) cos 4e 0 1 J’

p -121-



For all practical considerations the ceorrelation times of the input noise process

n(t) is much shorter than that of the modylation process 6{t), then the

‘actual covariance matrix A of N, N, N_, N
¢’ 's? ¢t

practical considerations, the following:

sc is given by, for all

~
qnz 1 0 rh(r) 0

A = = 0 1 - 0 rn(r) (4-48)
H r.{7) 0 ] 0
¢ rﬂ(t) 0 1

For simplicity in notation, define
S Nc » Xo ® HCT

Y1 * A-Ng,yp=A-No,

Then the joint density of X1s Y15 %29 yz are given by

2
_ 1 ] . n 2.2, 2 a2
p(x], .Y]a x2’ Yz) = m expy- 2|M1/2 2 [(X] "'XZ (y]'A) +(.Y2 A)")

= 2r (1) {xyx, - (y! - A) (y, - A)) ] "o

(4-49).

wIGINAL PAGB IS
©E POOR QUALITH
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L

o .
Where lﬁlllz = Bl - rilc)]. With A # 0 the computation of the

4
expectationin #-46] involves quite complicated four fold integrals and
numerical integration seems to be the only possible method of solution.
If A =0 (which is a good approximation to small input SNR cases), the

the expectation (-46) canbe avaluated exactly.
envelopes and random phase angles:

' (Y
v, = y§={'+y§ ,Bi—-tan] (i);izi.z (4-50)

*3

In terms of the noise

the expectation (4-46).can be- computed from the following integral:
1 2 2 (Vi3
R (g) = — f f dv.dv, V, ¥V, e
neq 4n2|4] /2 o o 17271 72 §]A) /2

2r 2n
d@l d@z sin 20 sin 292 exp

“ﬁ’“n("')‘ﬁ"z cos(gy-4y)
2| N1/2
(a-51)
The double integral on 8 and ¢2 can be evaluated directly to be _

2n 2w

5 )
ar (t)v,v, cos{d,-#-)
) nn 172 2 "1
f[ délddz sin 25151 sin 2:52 exp 1 2] AIUZ ‘
)

_ ) cnz rn(t)
—-. a 12 _Wvlvz (4‘52)

With this simpiification then 6-51)can be evaluated (see [4-6])
to be

R (t) = . f’_“;. " tt) (] ""Zn(t))1
q

Ne [2 - r'nz(t)]s/'2

X 1 4 F[—i—; §~;1;x23+ 5x FI%-; g-; 2; le

- F[%;%; 2; x2]£ (4-53)
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where we have defined
2
ry (T)

4 -r2(c) (4-54)"
n

X ¢

and where the confluent hypergeometric function 1is defined through

Flasgivid = Z (o 1iv) (85 Tiv) xV (4-55)

vi {y3 T3v)

Ve

where fa; 83 k) is definedin (4-33). The effective loop SNR can then be
computad, with this approximation for small SNR cases, from (4-37) and (4-53)
to be

el 2
Peff = ot R [_( + @ '*%?) I1(§1ﬂ} (4-56) -
Yeq

B

where B is the one sided Toop bandwidth and Ne is the equivalent noise
Spectral density computed from R“eq( T). Writing °n2/2 as N W./4 (4-53) .
be written as

R, (€)= N W, g() (4-57)

where

L
o(c) = 32 ) (1 -y ()

{ 4Fp

: (2 - r 2(r))/*
(4-58)
+5 L F [%—; %; 2; X% - F-'Ig-; %—; 2;)(2]}
and
"eq = 2N My f g(t)dt (4-59)

Then the effective loop SHR can be written in the same form as (4-45)
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where the equivalent squaring loss jgican be written as

n -p

, Ipi 2 7 [Io(;'l) + ('I "'1};) I}(’;j')]z

d = ~
f g(t)W,dt

(4-60}

where g is defined in (4-58).

4.7 Numerical Results -

. As an example, consider a bandpass filter with an RC transfer

function, The equivalent low pass spectrum for Nc(t) or Ns(t) has
correlation functions:

Ru ()= Ry (D= L e () (4-61)

Assuming signal distortion due to filtering is negligible, then the

squaring 1oss for an ideal squaring loop for this RN (¢) 1s computed
[4-3] to be ¢

4 - ——-1--;-- (4-52)

For the same correlation function the equivalent circuit squaring loss
forithe 1imiter/multiplier implementation can be comzuted from(4-60)
where the integration on g{t) can be performed numerically. This result
1s plotted as a function of #  together with eg (4-62) on Fig. 4.5.

It is noted that the limiter/multiplier implementation has relatively
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more sguaring loss than the ideal squaring loop for low input SNR

cases, Which is expected. However, 1t is interesting to note that as o; = 0
the difference between the two squaring losses asymtotically approaches
~=0.8 dB8,

As Py becomes large, the A = Q0 approximation is no longer valig,
However, it is seen from the definition of Neq(t) in
(4-21) that

Neq * ZHc(t) as p; * oo

and thus

R“eq (t) + 4RN C(‘c) as p; » @

Neq+4N° aSDi"‘“‘

On the other hand, since the signal suppression factor approaches unity

as Py > = the effective Joop SNR approaches, as Py~ =

! 2
Paff IN-;Q—L—— - %-'p as o = (4-63)

From (3-63), it is clear thatxﬂiapproaches unity, as was in the case of
the ideal squaring loop case,eq.{4-62). Therefore, we ccnclude that the

loops have identical tracking performance at high signal-to-noisa ratios,
as p.i—H!O.
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4.8 Conclusions

Impiementation of a carrier recovery circuit for a suppressed carrier binary
phase~-shift keyed signal poses the interesting question of which approach to
take. This paper develops the tracking performance of a practical squaring
loop in which the times two multiplier 1is mechanized as a limiter/multiplier
combination; this "squaring" approach serves to produce the absolute value
of the arriving signal as opposed to the perfect square law action which is
required in order to render acquisition and tracking performance equivalent
to that of a Costas loop. The absolute value type circuit appears to be the
more practical circuit to build when such things as low signal-to-noise
ratios, a wide dynamic range of signal level and temperature variations are
considered. In the signal-to-noise ratio region of interest, it is shown
that an absolute value type "square law" circuit degrades the input C/N0 by
0.5 to 0.8 dB over that of an ideal squaring loop. This also says that the
tracking performance of a Costas loop is better, by 0.5 to 0.8 dB, than

that of a squaring Toop implemented with a limiter/muitiplier combination
for times two multiplication. At high SNR it is shown that the tracking
performance of the two mechanizations is identical. In addition, the beat
note level and phase detector gain are nonlinear functions of the signai-l
to-noise ratio at the input to the limiter/multiplier. This is of concern
as far as maintaining the design point loop bandwidth and damping as the
signal level varies. Finally, the weak signal suppression factor is derived
and plotted as @ function of input signal-to-noise ratio.
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5.0 DETECTION OF SHUTTLE SIGNALS TRANSMITTED THROUGH THE
TRACKING DATA RELAY SATELLITE (TDRS)

5.1 Introduction

This section is concerned with determining the effects of
uptink and downlink noises and nonliinear signal distortions on the
detection of Shuttle signals transmitted through the TDRS Satellite
repeater exhibiting both AM to AM and AM to PM characteristics.

The performance of the Shuttle/TDRS forward and return Tink is
determined in terms of probabilities of symbol error as well as
transition probabilities when the channel is considered as a
discrete memgryless m-ary symmetric channel. These results are
derived as functions of up/down 1link signal-to-noise ratio and
the characteristics of the TDRS forward and return processors.

5.2 Communication Link Model

The communication system to be considered in this section‘is
shown in Fig. 5.1. Information bits (assumed binary) are first
grouped into k-bit groups and then transmitted to the satellite
repeater by a MPSK (M=2¥,k=1,2,3,...) transmitter which
transmits one 0% the M phase-shift-keyed symbols per k coded bits.
Notice that BPSK, QPSK and SQPSK signals are special cases of
this format. The satellite repeater is a bandpass nonlinearity,
consisting of a bandpass filter and a TWT amplifier, which in
general has both AM to AM and AM to PM characteristics. Additive

Gaussian noise is introduced on both the uplink (TDRS repeater

c:lf}il(ii;l?I'____

-130-



D

=¥£:}rz<:i:é44e

Memoryless
- ‘/T\ o - Zonal
s(t)=A cos(w t+o) \/ x(t) Nonlineur
¢ Devi Filter
evice
AM-AM/AM-PM

Uplink Noise, nu(t)

Fig.5:1. MPSK Satellite Communication Link

~131-

> Sample

Singie

Detector

Downlink Noise, nd(t)



C:zi} O

noise) and the downlink (ground station receiver noise). The
demodutator is assumed to be coherent MPSK detector which
heterodynes the received MPSK signal with a correctly phased
local reference and decides one of M phases was sent by computing
{in principle) the inverse tangent of the ratio between the values
of the baseband outputs of the zonal low pass filters at the I
and Q (inphase and quadrature) channels in the demodulater, which
are sampled once per symbol. Fig 5.2 illustrates the operations
of the MPSK coherent receiver. Through an inverse mapping that
maps each of the M-phases intc a unique group of k bits the
transmitted information can be received from the demodulator
output phases. '

Of major concern in thissection is the- effects of uplink
and downlink noises on the performance of the MPSK communication
system of Fign 5.1. Thus we have omitted the effects of inter-
symbol interferences created by the transmit filter, the receive
filter, and the bandpass filters in the satel1ite repeater. In
other words, all the filters in Fig: 5.1 will be assumed zonal
filters that pass the desired bands of signais without introducing
intersymbol interferences, wnile 1imiting noise powers to finite
values. Since for rectangular wave-shaping MPSK signals have
equal bandwidth occupancy for equal symbol\rates, this assumption
does not hamper the tradeoff between selection of various MPSK
systems with respect to bandwidth requirements.

A numberof papers. [5-]-[5-6Fhave==considered the determination

of che error probability for special cases of the channel of

Fig: 5.1. Jain and Blachman B-T] considered the detection of ORIGIN
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BPSK signals transmitted through a hard-Timited channel.

Mizuno et al {52] later extended their analysis to an n-Tink
channel with hard limited repeater between links. Hetrakul “and
Taylor [5-3], Lyons [54] have also considered channels similar
to Fig: . 5.1. There is a major difference between the approach
undertaken in [5-1],[5-2 and that of [53],[-4]. The approach of
B-1],5-9 can be called the convolution approach, which invelved
the convolution between two independent phase distributions as
explained in detailin[E-5]. The approach of [5-31,[5-4] first
separated the output of the nonlinearity into a gross output
signal term and a zero mean equivalent noise term. Through
analytic modelling of the bandpass nonlinearity the moments

of the equivalent noise term are then computed, from which

the density functions of the equivalent noise terms are then
approximated by truncated Gram-Charlier series expansions.

From these approximated expansions of density functions numerical
integration are then used to obtain the probability of symbol
errors of the MPSK system. It is felt that this appreach is
more direct. In addition to probability of symbol errors the
transition probabilities when the channel is considered as
M-ary channels are also evaluated. From these transition
probabilities the probability of bit error of the uncoded

MPSK system can be directly evaluated for any given mapping
between the coded bits and the phase-shift-keyed symbois (for
example, Gray codes). Also can be evaluated from these
transition probabilities is RO, tne computational cutoff rate,

which is an important parameter in coding analysis.
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A general formulation of the symbol error rate expression
for MPSK signals transmitted through a bandpass nonlinear
channel with both uplink and downlink noises is given in Section 5.2.
Two different computational techniques are used to compute these
error rate expressions, which stem from two expressions of
the probability of symbol errors derivable from the general
formulation. These are discussed in Sections 5.3 and 5.4. Computation
of bit error rates and RO from the transition probabilities are
discussed in Section 55. Numerical examples for a specific nonlinear
channel are discussed in Section 5.6.

5.3 Probability of Error for Shuttle Signals Transmitted Through
the TDRS Satellite Repeater

—

In the uncoded case the information bits is first grouped .
into groups of k bits and then the transmitter transmits a M-ary
(M=2k) PSK symbol for each k information bit. Many mappings can
be made between the information bits and the phase-shift keyed
symbols. One that commonly is used is the Gray code which has

. the unique advantage that there is only one bit difference between
adjacent phases transmitted. Let ¢3k be the sequence of phases
being transmitted, then the waveform of.the transmitter output,

neglecting the effects of the transmit filter, can be described by

S(t) = 3 Ap(t-kTicosLugt ] (5-T)

=

where ©g is the carrier frequency, A the signal amplitude, T
the symbol duration, and p(t) the waveform shaping function of

the symbols. Assuming p(t) to be rectangular pulses then the
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transmitted signal during one symbol can be simply written as

S{t) = Acos[mct+9"k] (5-2)

for 0 <t <T.

At the TDRS input, the front end noise is assumed to be white
Gaussian with spectral density NT‘ Let 81 be the bandwidth of the
BPF in front of ‘the TWT in the TDRS and assume B] is wide enough
to pass s(t) without distortion. Then the uplink signal plus

noise input to the TWT combination has the form

1

x(t) = S(t) +n(t)

v1(t)cos[mct+n](t)] (5-3)

where n](t) is the narrowband Gaussian noise with mean zero and
variance c% = N]B]; and where vy and ny are the envelope and

phase respectively of the narrowband process x{t). If we further
assume the BPS's between the TWT input and at the TWT output to

be zonal filters in the sense that they pass the fundamental zonal
outputs of these noﬁlinearities without distortion while suppressing
completely their higher zonal outputs, then the TDRS can be
considered as a memoryless bandpass nonlinearity with AM to AM

and AM to PM characteristics f(v]) and g(u]) respectively. The

output of the hDRS for input x(t) can then be written as

y(t) = flyj(t)Jeosfu t + g(v ()} + n (t)] (5-4)

Let N2 be the spectral density of the white noise at the front

of the receiver BPF with bandwidth 82, and again, assume B, to be

2
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wide enough to pass y(t) without distortion, then the receive
filter output can be represented as the following narrowband

process

]

r(t) = y(t) + nylt)

vz(t)COS{mct + nz(t)] (5“5)

where nz(t) is the narrowband Gaussian noise with zero mean and
variance cg and where v and ny are envelope and phase of the
process r(t). Since coherent detection is assumed the Tocal
refereqce of the receiver can be assumed. to ftrack out the average
phase shift caused by the AM/PM characteristic of the TWT so that
the local carrier reference can be assumed to pave the form

cos[mct+§], where g denotes the mean phase shift

g = E[g(v)] _ (5-6)

and where E denotes the expectation with respect to uplink-envelope
61. The resulting single sample, inphase and quadrature components

at the demodulator are then

z. = v, cosln -E]'
(o4 2 2 (5-7)
z; = v, sin[nz-ﬁj
Once avery T seconds a pair of Z, and z is formed in the
demodulator from which a decision is made with respect to
which of the M phase was sent. The conventional MPSK detector,
which is optimal for additive while noise channels, is to form
(see Fig. 5.2)
- ~1
np =g = tan [z./z ] (5-8)

LinCom—
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and to decide that was the transmitted phase according to the

A
decision rule: choose @ = ¢ = ZT“T“ ,m=0,1,....,M1, if and
only if
2w “q 2r T
MM ~W S MY < megty (5-9)

form = 0,1,2,...,M-T.

Since the filtered uplink and downlink narrowband noise processes
have uniform phase probabjlity densities and the TDRS repeater
nonTinearity is independent of the input signal phase, there is
complete symmetry with respect to each of the M possible transmitted
phases. Hence without Toss of generality we can consider the
transmitted phase to be ¥ = 0. In the following we shall derive,

in addition to the probability symbol error, the transition

probabilities:

- 2r _m = LA Y 5-10
PR;J MW SN J M+MICPO£ (5-10)
47 Os] 323 :M']

';vm'ch is the probability that the MPSK demodulator will decide
A
¢ =35 /M was sent while ¢=0 was indeed transmitted. Note that
the probability of symbol error is simply given by
M-1 -
PM(E) = 1-PM(0) = 1 - Z PM(J) (5-11)
j=1

which is readily available from the transition probabiiities PM(j).

Recall that (eq.5-3) theinput to the satellite repeater can be

~138- o[)l:nai?’l |




| —"‘eﬁnﬁ)m

written as,

x(t)

H

s(t) + nq(t)

vy {(t)cos [mct+"} (t)]

The conditional probability density of vy and M given A and ¢
can then be readily obtained from a polar transformation of the
joint Gaussian density functionof the inphase and quadrature

components of x(t):

v o v$ + AZ - Zv]A COS(n1-¢)
P(\J-I sn]lA,S’) = 5 exp > (5-12)
27"0'-1 -20'1

Similarly the conditional distribution of the downlink received
signal envelope Vo and phase Ny given vy and M is given by

(see eq.5-5):

vy v + F2(uy) =2v,F(v; )cos[ny=ni-g(v;)]
p(V2:ﬂ2'V-‘:n'f) = 2""—2' exp

170'2

- -20'; -
(5-13)
The conditional transition probabilities given vy and nq, PM(jlv],n1),
defined in an exact manner as the unconditional transition prob-
abilities PM(J) can now be obtained by integrating the conditional
probability density p(vz,nzlv],n1) over the respective regions of Ny
defined by eq (5-9) and the range of vy from 0 to =:
¥ (23+1)+g
PM(ilv]sn]) = p(vz,n2|v1,n1)dv2dn2 (5-14)
i (23-1)+g 0

The unconditional transition probabilities PM(j) are then obtained by

averaging 5-14 over vy and K
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© S %’(25+1)4§ =
. PM(J) =[ f p(\"l :ﬂTIAaSD)f p(stﬂz,lV] :Tl-] )dvzdnzdﬂ-idU]
0 Y0 . - ’
g (23-1)%g 70 (5-15)

In the following sections we describe two approaches that can
be applied to further simplify the form fold integral of (5-15) in order
to arrive at an easily computable expression of PM(J).

5.4 Confluent Hypergeometric Expansion.Approach

5.4.1 General Bandpass Nonlinear Channel

The conditional probability density of n, given vy and ny can
be evaluated by integrating vo n (6-13 over the region from 0 to =.
Several equivalent expressions of P(ngl”]aﬂ1) are available (see [5-8]i.
The following Tists two equivalent expressions of this conditional
probability density,

a2 A,
. 2[5 _ -0y sinf(nymy)
P(nzlv]=n1) = St g COS(nZ-nz)e

(5-16)
32 . "‘gg Sinz(nz'-ﬁz) - —
T cos(nz-nz)e erf[p2 cos(nz—nz)]

and
= o
p6n2|v1,n1) =‘§% 2{: €, ﬁ%' r(%+1) 1F][ g~;n+1;-3§]cos n[nz-ﬁé] (5-17)
n=0
where
2, QR ROOR QUALITY
T, = ale) (5-19)

In the above equations, erf stands. for the standard error function,
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. - (5-20)
n
2 n>1
and IFT represents the confluent hypergeometric function. In the
following derivations we shall use 6-17), which is a Fourier series

expansion of the density of o while its coefficients involve

hypergeometric functions.

Since
. 2 —
AR G5 om0
f cos n[nz-‘?rz]c[n2
— 2 —_ - —all:n>
B %?1: - ﬁ- + g n sin M cos n[-] M n'i (g(v]) g)lin>1
. (5-21)
the conditional transitional probabilities PM(jlv],n1) can be
evaluated from 6-17) to be {note:since 6-17) is a convergent
Fourier series, the integrals over n2 and the summation over n
can be interchanged in order):
- nmT
©  sin —s
1 2 M
Glhysml =g+ 5 20 ——
n=1
rzH) _
X T(n+l 92 1 'I[zan'{'] '92]‘:05 n[J N 7\]"‘(9(\"’ )'g)]
i=0,1,2,...,M-1 . (5-22)

For the special case when uplink noise is absent v]=A and
n1=‘? are known constants; it is clear in this case that the
unconditional transition probabilities are the same as the
conditional transition probabilities given in (6-22). In particular,

we have, in the absence of uplink noise,

77:']4-] .. o[:ilam
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nw n
1,2 sinmporm) 2
PO = W*T 2 TR TmAy P2 aTilpntlsmeileos v
n=1 (5-23)
where
2
92 = (A) = constant
2 9 P
o)
2
_ . 27 - -
¥ = 355 - Dngralvy)-g] = g(A) - g

which is the probability of correct reception of the usual one link
MPSK system with SNR pg and phase incoherence v. In fact, for the

BPSK case (M=2) it can be easily verified that

= 7 (5-24)

+ %—erf[pz cos $]

P,(0}

ol
which is a well known result for coherent detection of BPSK signals.
In general to obtain PM(j) we must average PM(j/v],n1) over v,

Substituting 6-12),56-17) into G-15)and observing the fact

and N
that
21T \)-EA 21T —_
f exp(——z- cos “1) cos n[j = = ny=g(v;)+gldn,
(o]
0 1
v A
= ¢os n[j 2 _ g{vy) + 9] 1 L 5-25
M 1 n 2

1

where In(x) are the modified Bessel functions, we have the following
general expression for the transition probabilitias for MPSK signals

transmitted through a bandpass nonlinearity with up/down 1ink noises:

2,, 2
-v; /20
L1 ST TG e T
Pu(d) = ﬁ*’f}“z n 1y © -2
0 n=l i 21 (5-26)
\).{A f(\}-l)\ n f(v'l) . 211' e,
X I"(EZ_) 75, ) | 2\ Ty (00 M Ty mabyyrelpdy
1
§=0,7,2,.. . M {), Cz
tnl_om —
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with pf = A2/2c12, the uplink SNR, the symbol error probability is

then given by

PM(E) =1 - PM(G) (5-27)

Before we discuss the effects of backeff of the TWT and
the definition of downlink SNR, we shall discuss some special
cases of the above expressions.

5.4.2 Reduction to the Hard Limiter Case

In the case of the hard Timited repeater,

f(v])
5 = pp constant, not a function of v,
2 t
glvy) = 0 (5-28)

then (5-27) is reduced. to

n=1
~(v,/207)
- v]e 1 1 Av]
xf . In(-—z—) dvy (5-29)
0 % A

The integralin 5-29 can be evaluatad by the Weber and Sonine's

integral formula, arriving at the following result:

= sin T )l ORIGINAD PAGE IS
- M1 2 M 2 non OF POOR QUALITY,
Py(E) w2 Th [r(nﬂ )] )
n=1
x 1F [-%;nﬂ;-p%] 15 [g-;nﬂ;-pg] (5-30)

This result is in exact agreement with that obtained by Mizuno et al.
[5-21.
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For the special case of BPSK, sin ﬂ% is zero for all n even.

Thus for this case (5-30) is reduced to:

3
b r{n+3)
_ 2 -1)" 2 2n+1 2n+]
Po(E) = ? T Z In] [r(2n+2)] 1 P2
n=

. .2 1. L2 _
X ]F][n+§32n+2,—p]] ]F][n+§32nf2, 92] (5-31)

Using the identity {see (22) in [5-1])

) -
-p /2. ,,2n 2 2
1. 24 _ e® I2n12 e o _
[FyIntg2mi;p®] = S [ (34 ()] (5-32)
p
5-33) canalso be written as
2, 2
_1 1 cleyepl2) e gy
PolE) = 7 - 7 oqpp8 > el
n=0 '

5. 4.3 Asymptotic Values of P_

Next we consider the asymptotic behavior of PM(E) when either
the uplink or the downlink SNR's go to infinity. Consider the

following integral in (5-27):
w 2 n 2
R A2+ R AR VM E(R) n, .. {fiR)
f R~ exp ("1 3 2)%( 2){(7’2?) 1 [2’”‘”" (72%‘2“
0 1 o o e :

X COS n[g(R)-'sT]} (5-34)

which can be written as

oy v i Y o[}n@m
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© "\ o] (f(“1) " n floh?
f P(v]) Avy /202 ) 1F] _2_;n+];—(;202 )

2
o
X COS n[g(v1)-¢] dv, .(5-35)
where p(ul), defined as
Vv 2 v Av-l
P(vl) = axp - P71 1"2‘—2‘ IU 5 (5-36)
9 9 9 )

is readily recognized as the probability density of the uplink signal
plus noise envelope. Clearly when the uplink SNR p?ﬂ (i.e. when
aﬁG) we have
Tim  p{v,) = &(v,-A) (5-37)
50 1 1
0'-] |
where § is the Dirac-Delta function; and also we have
Av
1
. o _
Tim *——Ev—j— = 1 (5"38)
9

Hence the integral (5-34) becomes, as or]+0, the following

I

n n, .2 s
oy 1F1G30t15-05]cos nlg(A)-g] (5-39)
Substitute (5-39) into (5-27), we have

. N n
) oMl 2 & sinmy ret) N, .q._ 2
tim Py(E) = Fr-7 2 W T(ndly P2 1T1lz3ntTsmep] (5-40)
0170 n=1

x cos n[g(A)-g]
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where p, = f(A}/#?bZ in this case defines the downlink SNR. Here (5-40)
is [see (5-23)] clearly the probability of error of a one~
1ink MPSK system with phase incoherence g{A}-g, as expected.

Mext we consider the casez whan the downlink SAR Py

(i.e., cr2+0). Using the known relationship on confluent

hypergeometric functions
. = okt et -
‘IF'l[ais ,XJ e 'IF-l[B Galls X:I (5 41)
and the asymptotic behavior

r{g X a8

. ny
(Fplesesx] = S55 eTTT x>> 1 (5-42)

eq. (5-27} can be reduced to

+ 'n-n'.
. M1 2 ST T i 2 .M
lin Py(E) = -5 2 f dvp 7 @ -l ¥ =
%2 n= 0 N ]
_ Av, —-
x I | —5 Jcos nlg(v;)-g] (5-43)

9
With the foliowing relationship, which can be easily verified by

using the Jacobi-Anger formula:

w7 ~{g{va) ! ) 1 2 &, sin 5%
f 5= exp[(Au]/c.t) cos ”T]dnl =§tT Z ————
-'% -(9(v1)4§) n=1
1‘5’m1 _
X In (——%—)cos n[g(v1)-g] [5-44)

the asymptotic Pe given in (5'-43) is verified to be in agreement

with the following, | ggigél&lz é’ﬁ;g
ALY A b "
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(vy )+g

i

1im PM(E)

cz-a»O

vy a‘\zi'\,v.i-fo’m1 Cos Ny
f f 7 exp - 7
27!'5'] 201 N

3 -9(vy)¥g
which is easily seen to be a correct result whan downlink noise

is absent, from basic arguments.

5.5 Backoff and qun?ink SNR

Unlike the case of the hard Timiter channel, the probability
of symbol error expression 5-27) for a. general bandpass nonlinearity
is not explicitly given in terms of up/down Tink SNR's. In fact,
both c? and cg are presentin (5-27). It is useful to normalize (5-26),
{5-27) in terms of SNR's and certain parameters of the
noniinearity which we will define in this section. First
let fL denote the AM/AM characteristic of the limiter and Tet
V1,SAT denote the input envelope at which the Timiter saturates.

Correspondingly, define the limiter backoff coefficient BL to be

the ratio:

2
. A -
V1,SAT
Then, in terms of BL and v SAT the uplink noise variance c% in

(5-26),(5-27) can be written as:

2 IS 8 "% AT
& = A - TL1,SAT (5-47)
] 52 52

"1 "

)dnldv]

(5-45)

Secondly, let fT,gT respectively denote the AM/AM,AM/PM characteristics

of the TWT, and Pin SAT denotes the input power at which the TWT
H]
saturates. The backoff of the TWT, BT’ is customarily referred to

as the ratio between the input power into the TWT and Pm AT
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P,
n

8 B e——— (5'48)

T PansaT

This backoff is controlled by the adjustabie drive between the
limiter and the TWT as illustrated in Fig.5. 1. tLet o be the

gain of this adjustable drive. Then o is related to Br through

the relationship:
SAT
2 pin

e < By > (5-49)
f (vy)72

P

where fL(“1)/2 is the average power of the limiter output:

2

12277 1 .2 V1 2 .M Avy

7 filv) = ?f fiLlv) 7z e""‘(‘ﬁ 5} Ll =z iy
1 1

0 20"[ g
(5-50)
In terms of p%, Bl and Vi SAT eq. (5-50) can be written as
@ LB v %2
122 - 1 20 L T1,8AT ~ Yo t.2 “1 , Ny
7 FLlv) 2f fL( 2 "o "1)"19xp ["1“ t 3 )]Io(/?pﬁ)d‘ﬁ
0 (5-51)

where we have defined the normalized envelope:

v M /2, - 2 |
\)-I = — = R \)-I = - p.l (5—52)
7 BL V1,SAT

The effective AM/AM and AM/PM characteristics T and g of the

combined nonlinearity of the soft limiter and the TWT with

their respective backoffs are then given by:

B v
) L V1,887
fv) = fp [“fl,( e "1)]

B v (5-53)
v - L T1,5AT ~
g9tv) = g {“ﬁ(\/_z Il ”1)]
_148- o[inam




“_o[}naam

where ¢ is given by eqs. (5-49) and (5-51).

Another parameter that needs to be defined in the error rate
performance 1s a measure of the downlink SNR., It is felt that in
the case of a general bandpass nonlinearity it is most straight-

forward toc define the downlink SNR at saturation (of the TWT):

2 POUT,SAT (5-54)
P2,SAT

g

2
where POUT,SAT is the output power of the TWT at saturation. Noti?e
this definition is consistent with that of the downlink SNR in
the hard Timiter case. With this definition of pg SAT then,
together with BL(546), BT&}48),a (6-49), f and g(-53), the transition
probabilities PM(j) of (5-26) can be written as

.. Nt n
T = sin— I‘(-Z-'H) N 9 ¥y
Pyld) = H"LJ T 2 Th rn+1) V1 exp"["] “":2‘]
0

n=1

no

P2, SAT v\ n P2 SAT MR
x I (/Zp,v ){( : £(5,) Fo| Bsnt1;- 2 F(9;)
LA R | R e AV A N R "ot sat’ !

X cos n[j gﬁ-- g(u1) + Ej} dvy , J=0,1,2,...,M=1 (5-55)

In (5-55) the functions f and g are those defined in (5-53, which
are dependent upon the backoff coefficients BL and B of the
limiter and the TWT respectively, in addition to their respective
AM/BM and AM/PM characteristics. Eqs.(6-55) gives an expression of
the error rate which is easier to apply when performing tradeoff

betwe=en various up/down link SNR's and backoft{ conditions.
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5.6 Error Function Expansion Approach

An alternate expression of the symbol error probabilities can
be obtained by first writing the conditional probability of symbol
errors given upiink envelope Qv1) and phase (n1) in terms of
error functions. Recall from egs.(®-14) and 6-i3, the probabilities
of correct detection, PM(O), are obtained by averaging the

conditional correct detection probabilities (see eq. (5-14))

0|V s'ﬂ] f P(vzmzlv],n]]dvzdnz (5'-5_6)
T —

*g

3]

where the conditional density p( Vorlp [vy>my ) 15 91ven in (5-13)
Defining the new variables x = vo/o, and Tetting f(v]) (v1)/02,

then 6-56) can be written as

tg

==

X +? (vq)- 2xf(v Yeos[n,=n g(v
PM(0|u1,n]) = 2—1[ dnaf X EXP[ ! 12 2 1

+g (5-57)

3&:1

Noticing that

x cosfny=ny-g(vy}1 = x cos n, cosLay+g{vy}] + x sin n, sinln;+g(v;)]

(5-58)
and introducing thé transformations z = x cos M and w = x sin 2
into (5-57) we can write
i Z tan ﬁ- ) )
PM(0|v],n1) = 5117._[ dzf exp [- (z-1) ;(u.r"O) ]dw
0 -z tan g ' (5-59)

where the I-Q channel compcnents are defined as

LinCorrs—
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I = #(v,)cos[n +g(v, )+3]
. (5-60)
Q = "f(\-’])s-in[ﬂ]'i'g(v]);g]
With Ay = Z-I.and A, = wtQ eq.(-57) can be simplified to
P 0lvsn) = [ exp(-2%/2) AR (2/2)dr,  (5-61)
AR R ./- P-4 7 P{-25/2}dx,
-1 a
where
a = -[(a+I) tan % - Q]
(5-62)
= L3
b = [(A.I+I)tan T Q]
Since
erf(x) = -erf(2x) .
5-63
, X2 (5-63)
erf{x) = 1 - erfc(x) = 7-1?‘[ g = dt
0
we can rewrite (5-61) as
22 (a;+I)tan & +
I _1) pri)ean 3 + @
P (0|u],n] W J exp { - — erf e
-1
(A]+I)tan % -
+ erf oAl dk] (5-64)
This is a general result which we proceed to simplify. Let
z = x+I then (5-58 can be written as
\
.[ o3
PyOlviang) = 5 J‘ f(1,Q,x)dx + £(I,0,-I) (5-65)
=1 -
' ORIGINAL;
> ¢+ PAGE
where OF poog Qflélzg
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(x+1)tan & +Q
£(1,Q,x} 4 exp(-xg/f!) exp(-yZ/Z)dy (5-66)

-[{xsI)tan  -Q]

Now 7(I,Q,-1) =0 so that

3P, (0] v 5y ® e

M 1M _ 1 5f (1,Q,x) .

ST = Zf s d (5-67)
-1

To evaluate this integral we need to evaluate »f/35l; thus

2 [(x+1) tan & +01° [(x+T)tan & -01°
& = tan % exp(-x~/2) exp[ — :l+ expl: = ]

(5-68)
which can be simplified to

2 2\ A
.@5 = tan ﬁ{exp l:(sc—zc2 % (—————b_éa )jl exp lisec:2 %(____(xfg) )]
2 2 2
+ exp [(ser:2 W (d_éc )} exp [sec2 % ((XE) )}} (5-69)

where

. 2 T N ™
LR £
sin 7 G sin M cos

==

b & I sin %+ Qcos g (5-70)

.27 T
¢ = 1Isin H-Qcosmcos

=|a

g’ in & . us
d = IsmM Qc:osM

This simpTiﬁ'es 3f/31 as much as we need for the present.
We now continue with thedevelopment. Substitution of (5-69)

into 6-67) and making the change of variables
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P (%) sec-g—— Ao —7—) sec “ (5-71)

Teads to

(0w »n 2 .2 I cos +#Q sin ¥ ﬁ
1 1 . 2 - M M
-———B-IT—-——-— = o= sin % exp [(sec ;)(——ELﬂ 1+ erf( 7

2 2\] I cos 3z~ Q sin
+ exp l:(sec2 %)(%)J 1+ erf( M 75 M) (5-72)

after considerable manipulation and simplification. The conditional

error prebability is then found from the above expression by
integrating between 0 and I, i.e.,

I @ap (0|u],n-|

] T A1 = P(0fvpany) - Pyl0lvan)]  (5-73)
0 {I=0

Since I=0 implies f(v’l) = 0, then

1
p (Olv 5Tl = — 5-7_4)
1 I 1=0 M
and we have
I ap (Olu )
- M 171
Pyl0] vy »1) -_H-+J' o d1 (5-75)
0
Fhe conditional probability of symbol error given vy and M is
then given by
I u(0]vysn
. - M-T 127 5-
PM(E[\J]’H'I) M f o1, dI' (5-76)
0

when 5-72) is substituted into the integral of (5-75), we obtain
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- flvg)sin[ & - n; - g(vy) - 9]
P (Elvpn) = EL ’ 1 Mo 1

JZEZ

erf

f?bz

f(u])sin[ % + My + g(u1) + g1 {

A 2 24

- Q cos
e | erf’(;\1 cot & - ________*_'1_) d2,

M ZSin%

]
)
Dk—.—.
+
o

27

A -2 Q cos =5
1{"- 2 2 T M
- 4j e erf (Az cot 3 --—--—~—-—2 — ) dx, (5-77)

where

£(vq) - —
A, = 72},—;- sin[ § #(ny + g(v;) + )] (5-78)

The overall probability of symbol error can then be evaluated
by averaging 6-77) over v; and ng, as indicated in eq. (5-15). Some
simplification of 5-77) can be made for the cases of M=2 and M=4.

Their results can be shown to be the following.

BPSK (M=2)
9 f(v1)COIS[n1 + g{vy) + q]
E]v],n] = yerfc 725, (5-79)
AGE 18
QPSK (M=4) ORIGINAL F.

OF POOR QUALITY
Py(Elvyong) = -31— [erfc(A,) + erfc(A )]

- Jgerﬁ: (A, } - erfc (A_)

The same approach as that of Section5.3 can be used here to

take into account the Timiter and TWT backoffs and up/down Tink

oﬁnam -

SNR's.
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Figures 5.3 and 5.4 show the symbol error probability vs

downTink SNR with uplink SNR as a parameter for BPSK and QPSK.

LinCom—
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6.0 ROCKET EXHAUST EFFECTS ON SHUTTLE RF COMMUNICATIONS

6.1 Introduction

The Shuttle Space Transportation System has two Solid Rocket
Boosters (SRB) attached to the main propulsion unit. The two SRB's
assist the main propulsion unit during Tiftoff and into the early
and critical phase of the launch trajectory, depending on the
Took angle from the ground station(s) to the Shuttle antenna, since
SRB pltumes are relatively opaque to RF signals. The uncertainty of
" the efforts of the SRB plumes on Shuttle communications is further
compounded by the fact that these SRB's are the largest ever used.
Thus, there is no directly applicable past experience that can be
depended on explicitly.

Certain extenuating factors make it difficult to predict the
plume effects on the Shuttle RF communications. These factors
include ground reflections of the RF signals, the cloud of ground
debris stirred up by the wind and pressure generated by the rocket,
dynamic effects of changing aititude and look angles. -

Knowledge of the effects of the TRIDENT I rocket exhaust on RF
transmissicn are perhaps helpful to run some RF signal tests for predic-
ting Shuttle exhuast (plume) effects on the RF transmission. The
RF tests can be designed to minimize these extenuating factors and
maximize the TRIDENT test results can be extrapdlated or help in
designing tests for determining SRB plume effects on the Shuttle

Communications during taunch.

The Shuttle Communication frequencies at S-band are:

02287.5 MHz PM downlink TLM
«2106.4 MHz PM downiink CMD
12217.5 MHz PM downlink
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This report describes the measured results and the effects of

the TRIDENT I rocket exhaust (plume) on the amplitude and the

phase of the radic frequency transmission at the GPS/SATRACK
frequency of 1575 MHz. The contents of this report and the

measurement results are based on the tests conducted by Lockheed
Missiles and Space Company and documented in the report entitied,
"TRIDENT I Rocket Exhaust RF Transmission Measurement Report."*

The measurements were made before and during the following motor

firing at the Naval Weapons Center, China Lake, California:

CST 1 Third Stage
CST 2 Second Stage
CST 3 First Stage

The following conclusions were reached.

1. The three firing tests successfully measured attenuation,
phase shift, attenuation jitter, and phase jitter caused
by the rocket motor exhaust.

2. Empirical formulas quantifying the relation between attenuation
and both jitters are developed. The relation can be expressed
as follows:

Attenuation Jitter(dB) ~ 0.4xAttenuation (dB)
Phase Jitter (degrees) ~ 4.0xAttenuation (dB)

3. The simulation of the rocket motor exhaust by aluminum foil
strips prior to each firing aided analysis of the results.

4. The correlation between field measurements and the model
are considered good enough to warrant the use of the model

in planning future tests.

*The contents of this memo are extracted from the following report.
"TRIDENT I Rocket Exhaust RF Transmission Measurement Report,"

Lockheed Missile and Space Company, Inc.; Report No. LMSC-D057671,
March 1977.
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Section 6.2 of this report contains a description of the test

equipment and the test installation.

Section 6.3 of this report contains the observations made
during the motor firings, during the simulation of the plume
by aluminium foil strips, and by runs of the model.

Section 6.4 of this report analyzes the correlation of the -
ohservations within each set and between sets while the appendix
presents recorded data.

6.2 Test Description

Three combined systems test (CST) test firings were conducted
and two RF transmission systems were used. Figure 6.1 shows a
functional block diagram of RF transmission system for test Setup
No. 1. An elevation sketch of the antenna configuration is
iTlustrated in Figure 6. 2. During CST No. 1, the RF transmission
system consisted of a Cw'oscillator feeding a fixed antenna located on
one side of the rocket plume, with a vertically movable receiving
antenna located on the opposite side of the plume. The oscillator
frequency was 1575 MHz. A network analyzer was used to compare a
reference sample of this transmitted RF signal to the signal
received by the moving antenna. The resulting phase and amplitude
output signals were recorded on a magnetic tape.

Figure 6.3 shows test configuration of CST Tests Nos. 2 and 3.
For the CST tests 2 and 3, a modified system was employed which
provided the capability of transmitting from an alternate antenna
placed approximately 150 feet from the plume or from the
original transmitting antenna which was located approximately
25 feet from the plume. Also, when transmitting from the aft
antenna, the forward antenna was connected to an auxiliary

receiver in order to measure the RF power reflected from
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the ptume or from the aluminium foil plume simulation surface.
The simulation experiment was designed to approximate plumes of
various widths.

6.3 Tast Results

.3.1 Firing Results - Forward Antenna

The observations from the three firing runs were reduced and
plotted in Figures 6.4 through €.6. The four observations on one
plot permit the relations of the four elements (phase, attenuation,
phase jitter and attenuation jitter) to be compared.

.3.2 Simulation Results - Forward Antenna

Figures 6.7 through 6.12.summarize the observations. The
simulation experiments were performed before each firing and are named
for the firings they preceded.

.3.3 Model Results - Forward Antenna

A model to forecast the effect of rocket plume on the RF
transmissijon has been detailed in a Lockheed Missiles Space-Company
report entitled, “C4 Rocket Exhaust RF Transmission Model," LMSC/
D057575, 8 December 1976. Figures6.13 and 6.14 show model
predictions for the forward antenna configuration.

.3.4 Firing Resylts - Aft Antenna

Figure 6.15 shows the observations of the first stage firing
from the aft antenna.

.3.5 Simulation_Results - Aft Antenna

Figures 6.16 through 6.19 show the results of the two aft
antenna simulation observations.

.3.6 Model Results - Aft Antenna

Figures 6.20 and 6.21 show the results of runs of the model with

different plume widths for the aft antenna configuration.
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6.4 Analysis - Correlation of the Observations

-4.1 Firing Correlation

Figs. 6.22 and *6.23 show plots of the forward antenna attenuation
and phase shift of the three firings. The attenuation comparison
shows all three stages converging to zero at about 10 feet (antenna
height) but they show different magnitudes and shapes near their
maximum values. Similarly, the firing phase comparison shows fair
correlation for the maximum values.

A.2 Firing Jitters

Figures 6.4 through 6.6 show that the attenuation and phase
jitters have a rough correlation to the magnitude of the attenuation
for the largest values of attenuation. Note that the jitters do
not vanish when attenuation goes through zero. The amount of
mechanical jitter present in the data and its contribution is
unknown .

Based on the test results and correlation of the observations,
the peak values of attenuation, attenuation jitter, and phase jitter

are tabulated below in Table 6. 1.

Table 6. 1. Peak Values

Stages ]
Parameters TFWD [ TAFT {2 3 Sum

1 Attenuation (dB) 20 17 20 15 72

2 Attenuation Jitten 6 5 10 9 30
(dB)

3 Phase Jitter (dB) | 40 32 [i20 80 | 272

Attenuation Jitter/Attenuation = 30/72 ~ 0.4 dB/dB
Phase Jitter/Attenuation = 272/72 ~ 4 degrees/dB
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From the above it can be summarized that the following emperical

formulas quantifying the relation between attenuation and both

Jitters can be used., Note that the jitter values are peak-to-peak

Attenuation Jitter in dB ~ 0.4 (Attenuation in dB)

Phase Jitter in degrees ~ 4 (Attenuation in dB)

. 4.3 Simulation Correlation

The simulations repeated the same experiment and gave similar
results within the limits of experimental error. Figures 6.24 and 6.25
show the case of four feet width foil in the forward antenna set. In
the forward antenna set the two and four feet width foil results
had a good correlation. The correlation between the runs decreased
as the width increased. The aft antenna set had similar results
as forward antenna case, i.e., as the width of foil increased, the
correlation between the runs decreased.

4.4 Triple Comparison

The forward antenna data (attenuation and phase comparisons)
are pilotted in Figs. 6.26 and 6.27 for a four feet comparison,
to correlate and see how closely the three kinds of data compare
(i.e., firing third stage, simulation and model). Similarly, the
aft antenna observations are plotted in Fiqures 6.28 and 6.29 as
a six feet comparison.

The simulation data show the most rapid swings, the firing
data changes less abruptly, and the model results are smoother
and shalTlower than either. The simulations provided a spectrum

of widths to roughly approximate the plume.
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Figure 6.25 Simulation Comparison, Phase Shift, Forward Antenna.
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APPENDIX 6A
RECORDED DATA

Fig. 6 A.1 iliustrates the analog recording of the firing
data of the second stage using tweqty~five cycle filters on the
amplitude and phase data; runs using this filter bandwidth
were used for the hasic results. Fig. 6A.2 represents a
record of the second stage firing data using 5 kHz filters.
The peak-to-peak deviations on runs with this filter were
measured and reported as phase and amplitude jitter.

As the antenna is cycled up and down with no obstruction
between transmitter and receiver, the received amplitude and
phase both change. The amplitude changes are caused primarily by
the interaction of the beams of the two djrectionaT antennas used.
The phase changes reflect the fact that the distance between the
antennas is changing. To remove these changes caused by variable
antenna position, phase and amplitude measurements made during a refer-
ence run with no obstruction are subtracted from those with an
obstruction and the difference attributed to the obstruction. The
primary indication that data is valid is the fact that it approaches
free space, i.e., converges to zero difference, above the obstruction

whose centerline is at zero feet for all tests.
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7.0 PERFORMANCE SENSITIVITY ANALYSIS TO DATA ASYMMETRY FOR
UNCODED AND CODED SHUTTLE BPSK KU-BAND RETURN LINK SIGNALS

7.1 Introduction

The performance sensitivity to data asymmetry is analyzed for
NRZ data, both coded and uncoded. The definition of data asymmetry is
in agreement with the TDRSS Users' Guide (STDN No. 101.2, Revisions).
The math model used and assumptions made are summarized. The CNR
degradation {s tabulated for the infinite bandwidth linear white

2, 1073,

Gaussian noise channel for bit error probabilities of 10~
107%, 107°, 10°® and data asymmetries of 5, 10, 15, 20, and 25%.
In the uncoded.BPSK case, both periodic and random data is
considered. Degradations for the K=7 rate one-half convolutional
code is tabulated over the above range of data asymmetry and

bit error probabilities. A more elaborate analysis of the coded

case is documented which takes the effect of filtering into account .

7.2 Data Asymmetry Degradation on the Linear White Gaussian
Noise Channel

7.2.1_ Definition of Data Asymmetry

For 100% transition density the data asymmetry can be defined

as (Ref. 7-1)

. + -
longer bit - shorter bit _ T -T
longer bit + shorter bit T++T'

-t
¥

Famana Y

(7-1)

- T~
Figure 7.1 I1lustrates Asymmetric Pulse Stream.
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7.2.2 SNR - Degradation

When a bit stream with data asymmetry is detected by an
integrate-and-dump detector the SNR at the detector output is
reduced whenever a negative bit has one or two positive neighbors.
For an uncoded data stream the error probability is given by

P, = 3 erfc (7—23‘;—> (7-2) |

X

where
X = expected value of detector output

g, = r.m.s. value of detector ocutput

o, can be easily computed:

X is given in TableZl for the 3 three-bit combinations which
are affected by the data asymmetry. In the remaining 5 cases

it is

X = AT - (7-4)

Note that in TableZ) optimum timing was assumed for the detactor.
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Table 7.1. Expected Value for the Detector
Qutput

|

Bit Sequence

AT(1-2n)

AT(1-m)

AT(1-m)

7.2.3 Error Probability for Uncoded Signal

From {7-2), (7-3), (7-4) and Table 7.1 the average error

probability follows easily:
1. NRZ random bit stream (50% transition density)

E
5 . 5 b 2 !/5 E
Po = 7§ erfc N_g * 15 erfe ﬁ-g- (I-n)} + —]-g.— erfc [gg‘(l-?n)] (7-5)

-

2.  100% transition density (periodic data)

Fe_ ry erfc(}% )+ %erfc /ﬁ? (1-2n)

-199-



Table 7.2a.

Degradation in dB for Uncoded Signals (Periodic Data).

cgin Com

‘\Wﬁ?:L\ 5% 10% 15% 20% 25
1021 .5 1.2 2.1 3.4 5.0
102 5 | 1.4 | 25 | 3.8 | 5.4
104 s 1.5 2.7 4.0 5.6
10° | 6 1.6 2.8 4.1 5.7
108 7 1.7 2.9 4.2 5.8

Table 7.2b.

Degradation in dB for Uncoded Signals (Random Data).

r

e 59 10% 159 20% 259
08| .2 .6 1.1 1.7 2.7
1073 2 g7 1.a 2.5 3.9
1074 1.3 .9 1.8 3.0 4.6
10° | .3 1.0 2.1 3.4 5.0
10°%] 4 1.2 2.3 3.6 5.2
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where Eb = AZT. The necessary increase in Eb/N0 to offset the error
rate degradation is tabulated in Table 7.2a for periodic data and
Table 7.2b for random data.

7.2.4 Error Probability for Coded Signal

We consider two models, one which includes the effects of
filtering and leads to bit-error bounds and one based on an infinite
bandwidth channel. For the latter, performance results are tabulated.

7.3 Description of Bandlimited System

A communication system model is shown below. The memoryless binary
source produces a stream of binary bit;, each equal to 0 or 1 with
equal probability. The convolutional code chosen is one that will
be used on the Space Fhutt1e and is K=7, rate = %3 and nonsystematic.
The modulator creates a baseband BPSK signal corresponding to the
coded bit stream, a sequence of pulses with amplitude either A or

-A for some A. Asymmetry of. the puises is allowed; specifically,

Memoryless
Binary o _Convolutional »| ModuTator
Source . Encoder (Baseband)
—_—7’ r = %.
Y
Cheby chev Channel
-] et Filter
_Kﬁr/ n,B
{1owpass)
WGN
¥
Integrate Viterbi
> e Detector
Delay and Dump Decoder
ORIGINAL PAGH 1y

OF. POOR QUALITY;
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transitions from A to -A occur late. The channel consists of a
Chebyshev filter specified by its degree n and bandwidth B, followed
by the addition of white Gaussian noise. A signal-to-noise ratio

is specified. The Viterbi decoder used here ignores intersymbol

interference. It truncates beyond 4K branches back.

7.4 Justification for the Detector

In order to partially justify the detector we have chosen,

we first consider the simpler system.

WGN
Memoryless dk Convolutional Cy S(tlf’“\J n(t)
Binary Source Encoder > Modulator A
' d . r(t)
k| viterbi K Integrate
q—-—-—-———. 3 ]
Decoder and Dump

Let us say that the binary source emits a total string of length N;

then the length of the coded string is 2N. Suppose Cye +1

[[]

3

k=0,...,2N-1. The modulator produces the signal

2N-1
s(t) = 3 P (t]

k=0

where ‘

ﬁ A fm‘k%gﬁ:<(ﬂq)%
L PACE 2 p (t) =
OglGﬁﬂﬁl‘gﬁI_ RS k o otherwise
QE/” -
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The set of functions p,(t), k = 0,...,2N-1, defined on 0 < t < AT
is an orthogonal set of equal-energy signals, when the inner

product (x,y) of two functions x(t) and y(t) is given by

NT
(x,y) = f x(t)y(t)dt
0

Let r(t) = s(t) + n{t) where n(t) is white Gaussian noise.
Let {51(t): i} be the set of all possible modulated coded
bit strings. Then we define the vectors §j, r with components
i .
Sy» T given by

i _ i
Sk - (S ’pk)
k=0,...,28-1T, all i

T (rop) -
Then [1,52.1,582.2] the maximum-Tikelihood decision rule is to

decide that 51(t) was the transmitted message when i maximizes

This. is what is done in the detector above. The integrate-
and~dump part produces the vector r, within multiplication
by a constant; the VYiterbi decoder takes the vector inner
products of r with ail possible §j and yields the data string
corresponding to the si that gave maximum inner product.

The decoder in our complete system is not optimal. The
filter in the channel produces intersymbol interference, which
our Viterbi decoder will ignore. Also, bit asymmetry throws
off decoder performance. A Viterbi decoder can be devised which

accounts for intersymbol interference [3,54.10].

-203-



LinCom

The following development of a bit error bound is based on

7.5 Bit Error Bound

results given in [4]. The modulated signal s{t) will consist of

a string of 2N rectangular pulses, each of duration T/2. We allow
b1t asymmetry, where

asymmetry =n

_ duration of longest pulse-duration of shortest pulse

T duration of longest pulse+duration of shortest pulse

This can be modeled by having transitions from 1 to -1 occur

late by a time of n%. A sample piece of signal is shown below.

1
0 -
14
~— g“*?*T <~ T —
le' -

We define two "pulses™ p](t), pz(t), shown below. Now we can

express s{t) as a sum of pulses. Let P be the baseband signal

1 I+ pz(t)
p1(t) | ‘ £

0 n
__ 0l .
0 T 1
? -  —

power, so that the energy per data bit is PT. Let Cps k=0,...,2N-1,

Mo —
N —|

be the sequence of code bits, ¢, = #1. Then

2N-1 .
stt) = R b kg )
k=0

ORIGINAL PAGH 13}
©F POOR QUALITE .
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where

-1

=1 and ¢

RIS K

p,(t)
P-1,k(E) =
: p1(t) otherwise

and Cq = -1.

We now pass s(t) through the filter, which has impulse

response h{t). Let
s' = Sof
p-[ = D]-ah » 1= 132
I i = -
pi—],i i-l,i°h’ i 0,....2N-3
Then
2iN-1

, T
CePr-1.x(tk 7))

To s'(t) we add noise n(t), which has two-sided power

spectral density NO/Z, obtaining

r(t) s'(t) + n(t) .

Now the signal enters the demodulator.

aCz'n Com

First the signal is

delayed by -to in order to compensate for the delay caused by the

filter. Then the vector r is obtained, with components Ty given by

(k+1)T/2
r(t+t0)dt, k

=0,...
kT/2

The vector r is the sum of two vectors s' and n, where

-205-
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Jgguf(k+l)T/2 s‘(t+t0)dt

s& =
KT/2
(k+T)T/2
N = J%:-[' n(t+t,)dt
KT/2

Consider the probability of an error event. The vector ¢
is the coded bit string that was sent. Let é_be another one of
Hamming distance d from c then the pairwise error probability that

¢ is chosen over ¢ is

o
]

d Pri(r,c) > (r,c)]

Pri0 > (r,c—é)]

Pr[-(n,c-¢) > (s*,c-c)]

First, we Took at the term -(n,c-c). It is a zero-mean
Gaussian random variable with variance given by

2N
2] = E

s

E[(_TI_,_C_-_(;:) 2 ni{ck'ek)z
k
1

o

2N-

1]

2 ~ 2
(E nk)(ck—ck)
k=0

We find that

2 2 (k+1)7/2 (k+1)T/2
Eny = E n(t-i-to)dt/ n("c'l'to)dr
k k

T/2 T/2
2 (k+1)T/2 N,
- T —ﬁ-dt
kT/2
)
2
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So the variance of -(g:g;é) is d- —%--4, or ZdNO. Therefore
((g ,g-§>)
P = Q R —
d J2ai

&) 2
Q(x) = QJ;[ e ! /Zdu
X

where

Now we Took more closely at s'. 1Its kEE component is

{(k+1)T/2
[ s'(t+t0)dt
kT/2

W
~
—| o

. 2§-1 5 ((k+1)772
= /P :E: < J;: H 1, 1(t+t ~j —Jdt
i=0 kT/2

We define, for i = 1,2

(k+1)7/2 tO ] ;
p'l (t+t0)dt: k = |:- '-T-"/*é' ,...,ZN-‘[

(k+2+1)7/2 T
p%(t+t0~z Eodt for all &
k

—J
—i|ro

‘—m

(k+2)T/2
We assume ggk) = (0 for k < -y and k> v, ¥ = 1,2. The delay -to
was chosen so that ggo) is the largest of all ]ggk)[, i=1,2. We
define
gkl ype =1, ¢, = -
(k) 2 i-1 1
9i 1.4 =
1 ,1 (k-‘i) .
9y otherwise

Then
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b= (k)
>k 4 :E: €39i-1,1
i=0
k+y, (
- k)
- P ji: €i9i-1,1
1=Ky
Now we can bound (s',c-c).
U )
(s',c-c) = sp(cp =Gy )
k=0
2N-1 - kty X
= P Cigglf%’_i(ck-ck)
k=0 =Koy
2N-] K+
= (k) X (k) R
= '/F‘(Ckgk_]’k + 2 C'igi"],'i)(ck_ck)
k=0 i=k-y
~ Ay T 2 (K) (o .z
-7 -1,k ) T DT D0 695, (eey)
k=0 k=0 7k _
v , .
A VP ggJ)zd = \/-pRZd Z maX(Ig'E.I)i’lgg])l)
.iz"'u
i7#0
v . ]
- P’ - 5 max(|of ], 16f7))
i=-y
i#0
Therefore
’2P 0 hd i 3
i=-y
" i#0

The values of gg]),géx) can be found for any given filter and amount
of asymmetry. For example, for a fifth-degree Chebychev filter
with bandwidth equal to four times the data bit rate and ripple of

ORIGINAL PAGE B8
OL POOR, QUALITY
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v

10%, asymmetry of 0 gave géo) - Z max([g§1)|,lg£i)|)
i=-u
i#0
a value of .58, while asymmetry of 25% gave a value of .32.
The bit error probability is bounded by

== ]

Pb < 2 i na(n,d)Pd
d

n=1 d=de e

where a{n,d) is the number of paths of coded weight d with n data
bits different from the transmitted data bits [2.84.4]. For high
signal-to-noise ratios this is dominated by the minimum-distance

path, so that

where ¢ is small compared to Pd . For the code chosen, df = 10.

7.6 Pérformance Degradation for Infinite Bandwidth Channel Case °

Using the transfer function bound the performance can be computed
for a VYiterbi decoder. The channel can then be represented-by a

model for the transition probabilities given by

b = -.}e,-fc(/% ) - (7-7)

Es

1 ] Es 1 S
9 = g erfc ol ] erfc T (1-2n); + 7 erf T (Ten)
0 0 0 (7-8)

Using the BPSK error probability

1
P = = (p+q)
®psx 2
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the performance for the coded signal can be found using standard
conversions of Pe to Pb' The CNR degradations for a coded channel

are given 1in Table 7.3 for a rate one-half K=7 convolutional code.

Table 7.3. Degradation in dB for Coded Signals.
P, coded | P_BPSK | n=5% | n=10% | n=15% | n=20% | n=25%
1072 6.31x10°2 2 5 8 1.2 1.6
1073 1.27x1073 2 5 .9 1.3 1.8
1074 2.82x10°% | .2 5 9 1.4 2.0
107° 1.9 x1072 2 5 1.0 1.5 2.2
1070 1.28x1072 2 5 1.0 1.6 2.4
1-p
1 ]
p
-1 Sy |
1-9

Figure 7.2. Channel Model.
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