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Preface

Beginning with Volume XX, the Deep Space Network Progress Report changed from
the Technical Report 32- series to the Progress Report 42- series. The volume number
continues the sequence of the preceding issues. Thus, Progress Report 42-20 is the
twentieth volume of the Deep Space Network series, and is an uninterrupted follow-on to
Technical Report 32-1526, Volume XIX.

This report presents DSN progress in flight project support, tracking and data
acquisition (TDA) research and technology, network engineering, hardware and software
implementation, and operations. Each issue presents material in some, but not all, of the
following categories in the order indicated.

Description of the DSN

Mission Support
Ongoing Planctary/Interplanctary Flight Projects
Advanced Flight Projects

Radio Astronomy
Special Projects

Supporting Research and Technology
Tracking and Ground-Based Navigation
Communications—Spacecraft/Ground
Station Control and Operations Technology
Network Control and Data Processing

Network and Facility Engineering and Implementation
Network
Network Operations Control Center
Ground Communications
Deep Space Stations
Quality Assurance

Operations
Network Operations
Network Operations Control Center
Ground Communications
Deep Space Stations

Program Planning
TDA Planning

In each 1ssue, the part entitled “Description of the DSN™ describes the functions and
facilities of the DSN and may report the current configuration of one of the seven DSN

systems (Tracking, Telemetry, Command, Monitor & Control, Test & Training, Radio
Science, and Very Long Baseline Interferometry).

The work described in this report series is either performed or managed by the
Tracking and Data Acquisition crganization of JPL for NASA.
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Network Functions and Facilities

N. A. Renzetti
Office of Tracking and Data Acquisition

The objectives, functions, and organization of the Deep Space Network are
summarized; deep space Station, ground communication, and network operations control

capabilities are described,

The Deep Space Network was established by the National
Aeronautics and Space Administration (NASA) Office of
Space Tracking and Data Systems and 1s under the system
management and technical direction of the Jet Propulsion
Laboratory (JPL). The network is designed for two-way
communications with unmanned spacecraft traveling approxi-
mately 16,000 ki (10,000 miles) from Earth to the farthest
planets and to the edge of our solar system. It has provided
tracking and data acquisition support for the following NASA
deep space exploration projects: Ranger, Surveyor, Mariner
Venus 1962, Mariner Mars 1964, Mariner Venus 1967, Mariner
Mars 1969, Mariner Mars 1971, and Mariner Venus-Mercury
1973, for which JPL has been responsible for the project
management, the development of the spacecraft, and the
conduct of mission operations; Lunar Orbiter, for which the
Langley Research Center carried out the project management,
spacecraft development, and conduct of mission operations;
Pioneer, for which Ames Research Center carried out the
project management, spacecraft development, and conduct of
mission operations; and Apolle, for which the Lyndon B.
Johnson Space Center was the project center and the Deep
Space Network supplemented the Manned Space Flight Net-
work, which was managed by the Goddard Space Flight
Center. The network is currently providing tracking and data
acquisition support for Helios, a joint U.S./West German
project; Viking, for which Langley Research Center provides
the project management, the Lander spacecraft, and conducts

mission operations, and for which JPL provides the Orbiter
spacecraft; Voyager, for which JPL provides project manage-
ment, spacecraft development, and conduct of mission
operations; and Pioneer Venus, for which the Ames Research
Center provides project management, spacecraft developrflent,
and conduct of mission operations. The network is adding new
capability to meet the requirements of the Jupiter Orbiter
Probe Mission, for which JPL provides the project manage-
ment, spacecraft development and conduct of mission
operations.

The Deep Space Network (DSN) 15 one of two NASA
networks. The other, the Spaceflight Tracking and Data
Network (STDN), is under the sysiem mnianagement and
techmcal direction of the Goddard Space Flight Center
(GSFC). Iis function is to support manned and unmanned
Earth-orbiting satellites. The Deep Space. Network supports
lunar, planetary, and interplanetary flight projects.

From its inception, NASA has had the objective of
conducting scientific investigations throughout the solar sys-
tem. It was recognized that in order to meet this objective,
significant supporting research and advanced technology devel-
opment must be conducted m order to provide deep space
telecommunications for science data return in a cost effective
manner. Therefore, the Network is continually evolved to keep
pace with the state of the art of telecommunications and data



handling. It was also recognizad early that close coordination
would be needed between the requirements of the flight
projects for data return and the capabilities needed in the
Network. This close collaboration was effected by the appoint-
ment of a Tracking and Data Systems Manager as part of the
flight project team from the initiation of the project to the
end of the mission. By this process, requirements were
identified early enough to provide funding and implementa-
tion in time for use by the flight project in its flight phase.

As of July 1972, NASA undertook a change in the interface
between the Network and the flight projects. Prior to that
time, since 1 January 1964, in addition to consisting of the
Deep Space Stations and the Ground Communications
Facility, the Network had also included the muission control
and computing facilities and provided the equipment in the
mission support areas for the conduct of mission operations.
The latter facilities were. housed in a building at JPL known as
the Space Flight Operations Facility (SFOF). The interface
change was to accommodate a hardware interface between the
support of the network operations control functions and those
of the mssion control and computing functions. This resulted
in the flight projects assuming the cognizance of the large
general-purpose digital computers which were used for both
network processing and mission data processing. They also
assumed cognizance of all of the equipment in the flight
operations facility for display and communications necessary
for the conduct of mission operations. The Network then
undertook the development of hardware and computer soft-
ware necessary to do its network operations control and
monitor functions in separate computers. A characteristic of
the new interface is that the Network provides direct data flow
to and from the stations; namely, metric data, science and
engineering telemetry, and such network monitor data as are
useful to the flight project. This is done via appropriate ground
communication equipment to mission operations centers,
wherever they may be.

The principal deliverables to the users of the Network are
carried out by data system configurations as follows:

(1) The DSN Tracking System generates radio metric data,
i.e., angles, one- and two-way doppler and range, and
transmits raw data to Mission Control.

(2) The DSN Telemetry System receives, decodes, records,
and retransmits engineering and scientific data gener-
ated in the spacecraft to Mission Control.

(3) The DSN Command System accepts spacecraft com-
mands from Mission Control and transmits the com-
mands via the Ground Communication Facility to a
Deep Space Station. The commands are then radiated
to the spacecraft in order to initiate spacecraft func-
tions in flight,

(4) The DSN Radio Science System generates radio science
data, ie., the frequency and amplitude of spacecraft
transmitted signals affected by passage through media
such as the solar corona, planetary atmospheres, and
plantetary rings, and transmits this data to Mission
Control.

The data system configurations supporting testing, training,
and network operations control functions are as follows:

(1) The DSN Monitor and Control System instruments,
transmits, records, and displays those parameters of the
DSN necessary to verify configuration and validate the
Network. It provides the tools necessary for Network
Operations personnel to control and monifor the Net-
work and interface with flight project mission control
personnel.

(2) The DSN Test and Training System generates and
controls simulated data to support development, test,
training and fault isolation within the DSN. It partici-
pates in mission simulation with flight projects.

The capabilities needed to carry out the above functions
have evolved in the following technical areas:

{1} The Deep Space Stations, which are distributed around
Earth and which, prior to 1964, formed part of the
Deep Space Instrumentation Facility. The technology
involved in equipping these stations is strongly related
to the state of the art of telecommunications and
flight-ground design considerations, and is almost com-
pletely muitimission in character.

{2) The Ground Communications Facility provides the
capability required for the transmission, reception, and
monitoring of Earth-based, point-to-point communica-
tions between the stations and the Network Operations
Control Center at JPL, Pasadena, and to the JPL Mis-
sion QOperations Centers. Four communications dis-
ciplines are provided: teletype, voice, high-speed, and
wideband. The Ground Communications Facility uses
the capabilities provided by common carriers through-
out the world, engineered into an integrated system by
Goddard Space Flight Center, and controlled from the
communications Center located in the Space Flight
Operations Facility (Building 230) at JPL.

The Network Operations Control Center is the functional
entity for centralized operational control of the Network and
interfaces with the users. It has two separable functional
elements; namely, Network Operations Control and Network



Data Processing. The functions of the Network Operations
Control are:

{1) Control and coordination of Network support to meet
commitments to Network users.

(2) Utilization of the Network data processing computing
capability to generate all standards and limits required
for Network operations.

(3) Utilization of Network data processing computing
capability to analyze and validate the performance of
all Network systems.

The personnel who carry out the above functions are located
in the Space Flight Operations Facility, where mission opera-
tions functions are carried out by certain flight prejects. Net-
work personnel are directed by an Operations Control Chief.
The functions of the Network Data Processing are:

(1) Processing of data used by Network Operations Control
for control and analysis of the Network.

(2) Display in the Network Operatijons Control Area of
data processed in the Network Data Processing Area.

(3) Interface with communications circuits for input to
and output from the Network Data Processing Area.

(4) Data logging and production of the intermediate data
records, )

The personnel who carry out these functions are located
approximately 200 meters from the Space Flight Operations

" Facility. The equipment consists of minicomputers for real-

time data systern monitoring, two XDS Sigma 5s, display,
magnefic tape recorders, and appropriate interface equipment
with the ground data communications,
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DSN VLBI Articles

This issue of the DSN Progress Report contains two articles which relate to current
DSN VLBI activities.

The first article describes the functional requirements and system design of the DSN
VLBI Systemn, Mark I-79, a2 new system being implemented in the Network.

The second article provides a tutorial introduction to the technology of VLBI. The
basic concepts are described, and equations are derived by which various parameters
related to interferometiy can be approximated.

At the back of this issue, the interested reader will find a brief VLBI history as well as
an extensive VLBI bibliography.

May and June 1978
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The DSN VLBI System, Mark i-79

B. D. L. Muihall
TDA Engineering Office

The DSN VLBI System has been established as a new Network System. This article
describes the systenr and discusses the system functional requirements. '

I. Introduction

Very long baseline interferometry 1s a new capability being
implemented 1n the Network to support flight project naviga-
tlon requirements and provide station frequency standard
stability monitoring of sufficient accuracy to effectively vali-
date hydrogen maser performance.

In order to manage this major new implementation, the
DSN VLEI System was established, and a review of the system
functional requirements was held omi24 February 1973. A
description of the system and the phases of its implementation
foilow.

II. Definition

Very long baseline interferometry is a method of measuring
the time of arrival of a radio signal at two locations very
distant from each other on the Earth’s surface. From the
measurement of difference 1n time of arrival, the position of
the radio source and/or several other parameters of the prob-
lem can be determined. These other parameters mclude
Universal Time One (UT1) {the instantaneous rotational angle
of the Earth), polar motion, the relative position of the two
stations, and the time offset and rate of change of the clocks
at the two stations.

L. System Characteristics

The DSN VLBI System can be charactenized as a new
implementation in the 64-meter subnet and the Network Oper-
ations and Control Center. The implementation modifies exist-
ing station equipment; implementation of the 34-meter subnet
15 planned later {e.g., the multimission open-loop receivers, the
occultation data assembly, and the digital recorder assembly).
New hardware and software will be implemented in the Net-
work Data Processing Areg at JPL Pasadena,

VLBI requires at least two stations and a central facility for
correlation and estimation processors.

The station diagram consists of an antenna pointed at the
signal being used fo make ithe measurement, low-noise micro-
wave amplifiers, and receivers for receiving the signal and
converting it to zero offset. At this point, analog-to-digital
converters and multiplexers convert the data to digital form
and direct them to the appropriate device for recording. The
diagrams show various implementation phases. These are
Block 1 (Phase 1, 2, and 3) and Block 2.

Block I handles data differently than does Block 2. As
shown in Fig. I, the Block 1 system records the data on
computer-compatible tape for playback and transmission to

-1
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the Ground Comimunications Facility (GCF) wideband data
lines.

The DSS configuration for Block 1, Phase 1 is shown in
Fig. 3. GCF transmission capability will be achieved by July
1979 by employing the Block IV receiver and DSN Advanced
System IF to video converters to provide data to the DSS
Radic Science Subsystem. By July 1980, the multimission
open-loop receiver will be transferred. This configuration
(Fig. 4) is called Biock 1, Phase 2. The Block 1 configuration 1s
completed with Phase 3 by the addition of the Block 1 proces-
sor (Fig. 6). .

The Block 2 interferometer (Fig. 2) requires such large
volumes of data and is used so relatively infrequently that the
data are recorded on a digital instrumentation recorder, the
digital recorder assembly. These tapes are then shipped or
transported to the correlation facility. Figure 3 shows the DSS
configuration with the Block 3 Monitor and Control Subsys-
tem, which centralizes the collection of configuration and
calibration data. -

The correlation facilities are also divided by Blocks 1 and 2
in Figs. 1 and 2. These two processor facilities employ the
same design and equipment, special-purpose hardware for cor-
relation, control computer, and correlation software. However,
as before, the method of providing data to the correlator is
significantly different for Block 1 than for Block 2. In the case
of Block 1, the computer edits the data received over wide-
band data lines and provides two serial streams of bits repre-
senting the information recorded at the two separate stations.
These data are accepted by the correlator and the cross-
correlation is performed. This facility serves only DSN opera-

tional functions, and consequently, will be located in the -

Network Data Processing Area (NDPA).

In the case of Block 2, the same correlator design is em-
_ployed; however, the data are provided by playback from the
digital recorder assembly. This facility will be located outside
of the Network Operations Control Center (NOCC) at another
location within JPL, Pasadena.

IV. DSS Configuration

The DSS configuration (Figs. 3, 4, and 5) includes the
portions of the Ground Communications Facility (GCF) that
exist at the station. The configuration at both VLBI stations s
identical.

The signal is received and passes through the Antenna
Microwave Subsystem. In this subsystem, the phase calibrator
tones generated by the Receiver-Exciter Subsystem are
injected as high up, as near the front end, as possible. These

tones provide a calibration of any drift between the injection
point and the analog-to-digital coaverters. The Antenna Micro-
wave Subsystem also provides water vapor radiometer data to
the DSS Monitor and Control Subsystem for logging.

The signal next passes o the Receiver-Exciter Subsystem,
where the signal is converted from RF to 300 MHz IF. The
signal is then divided into eight IF-to-video converters. These
IF converters are in turn interfaced to the A-to-D converters in
the DSS Radio Science Subsystem. At this pomnt the data
either go through a multiplexer to the occultation data assem-
bly for recording for Block 1 functions or the digital recording
assembly for Block 2 functions. After the observation, if
Block 1 configuration is in use, the data are played back from
the real-time record, blocked up in GCF blocks, and provided
to the station wideband data assemnbly for transmission. If
Block 2 functions are being used, the recording on the digital
recording assembly is shipped back to the correlation facility.

The Monitor and Control Subsystem has the functions of
configuring the stations and collecting various calibration and
configuration data. These calibration and configuration data
are provided to the digital recording assembly for logging and
transmission over wideband lines with the actual VLBI data or
they are provided over high-speed lines for monitoring pur-
poses. If Block 2 data are being recorded, then the computer
recorder on the occultation data assembly is used for collect-
ing the calibration and configuration data and providing them
with the digital recording assembly tape. The Monitor and
Control also receives predicts from the Network Operations
and Control Center, which are disseminated to the appropriate
subsystems, including Antenna Mechanical, for pointing the
antenna. '

V. Ground Communications Facility and
Network Operations and Control
Center Configurations

Figures 6 and 7 show the entire GCF, including the station
portion and the NOCC configuration. The NOCC configura-
tion is further divided between the equipment in the network
data processing terminal and the network data processing area.
The network data log provided by the GCF can be used for
collecting the VLBI and the calibration and configuration data
for Block 1. The VLBI real-time momtor collects configura-
tion and cahbration data to verify the performance of the
network in real time.

The VLBI data are replayed and metered out to the VILBI
correlator assembly that is under the contrel of the VLBI
processor assembly, a computer with the correlation program
running in it. The two data streams are cross-correlated and
the resulting fringes are recorded by the VLBI processor



assembly. After the correlation process, the post-correlation
tape is replayed through the same computer and post-correla-
tion and estimation processing are performed. The final prod-
uct is clock sync, UT1, the polar motion.

The Block 2 correlator does not employ the GCF transmis-
sion, and consequently, the tapes of the digital recording
assemtbly and occultation data assembly are brought to this
facility, where the corielation process is quite similar using the
same design correlator and identical software except for addi-
tional features and functions required of Block 2 over Block 1
capability.

The Display Subsystem provides station cenfiguration data
to the network operations and, from this area, controls are
sent to the station. In the Support Subsystem, the VLBI
predicts program is used to generate the sequence of events for
the station, mcluding the antenna pointing angles, which are
then transmitted through GCF for Blocks 1 and 2 data acquisi-
tion.

VI1. Block 2 VLBI Future Requirements

The future of the Block 2 VLBI processor beyond the DSN
requirements for radio source catalog maintenance are being
studied and defined. The evolutionary growth of this facility,
so that-it can serve the radio astronomy community and the
National Geodetic Survey requirements as well as the DSN
needs, is briefly described.

Table 1 shows the evolutionary steps for the processor for

. Tadio astronomy applications. The columas list the number of
stations or radio telescopes which can be sumulizneously cor-
related, the number of BWS channels that can be correlated in
parallel, and finally, the need dates for the expanded capabil-
ity. The first step would be the two-station, 8-channel corre-
lator capability, This capability employs digital instrumenta-
tion recorders with 24 tracks, which are capable_ of extension
to 28 tracks. In order to reduce tape usage, the eight BWS
channels are blocked up after A and D conversion and written
across the 24 tracks. This requires deskewing upon playback.

The first step in ncreasing capability would be to add
Mark II compatibility for system validation and for processing
of Mark II tapes, which will still be in use when the processor
becomes operational. The need for this Mark II capability
could be as early as 1979, even though the processor is not
operational at that time. At the same time, capability should
be provided to read eight tracks of data directly off the tape
and provide each track to the respective correlator channel so
that the processor would be capable of performing Mark IlI
processing with multiple passes through the tape. The capabil-

ity for parailel reading without deskewing could also be used
as early as 1979.

The second step would be either to expand to three stations
and three baselines with eight channels or expand the two
telescope processors to 28 channels, all of which would be
read directly off independent tracks of the 28-track recorder.
The expansion from eight to 28 tracks increases processor
thruput by a factor of 3.5 if all 28 tracks are parallel BWS
channel recordings. On the other hand, geing from two to
three stations increases thruput by a factor of 3 (three base-
lines versus one). This latter step is considerably more expen-
sive, since an additional tape drive is required.

By 1981, a third step could be justified in terms of the
needs of the radio astronomy community. This third step
would be to prowide three baseline correlators with 28 BWS
channels per station. At this time, a decision point is reached.
For the ultimate capability, the number of 1adio telescopes in
the radio astronomy network needs to be identified. Presently,
there are four, perhaps five, radio telescopes in the United
States which will shortly be equipped with Mark [II instrumen-
tation. By 1981, we should be able to say if the number of
radio telescopes in the Network Users Group will increase to
eight or possibly ten.

Based on the ultimate number of potential telescopes, the
decision can be made to proceed to increase the processor to
four, possibly five, stations, leaving room for ultimate expan-
sion to the final number. At tlus point also, the existing
hardware correlator assembly probably needs to be repackaged
to make room available for cabling to interconnect all the
other station correlators so that in Step 4, when expansion is
made to four or five telescopes, the repackaging would leave
enough room for additional cabling and modules to allow all
the necessary cross-correlations to be performed in parallel.

The expansion in BWS channels beyond 28 may also be
required, but this decision can probably be made later. The
increase i hardware for expansion in channels goes by n,
while the incfease for expansion in telescope goes by 72, and
consequently the ultimate number of stations to be processed
simultaneously 15 a more critical decision than the ultimate
number of BWS channels. -

Table 2 shows the growth of processor capability required
primarily for geodetic but also for geodynamic (UT1-polar
motion) apphcations. Some differences between these require-
ments and the astronomy requirements are:

(1) BWS channel widths for radio astronomy range from
0.125 MHz to 2MHz (possibly both narrower and



wider widths will be required), while geodesy requires
2 MHz to 25 MHz channel bandwidth.

(2) Radio astronomy requires independent track recording,
- while geodesy requires maximum tape efficiency while
keeping the ability to speed up or slow down the data
rate during the observation, depending on the source

strength. This requires blocking the data and writing
across all tracks regardless of the tape speed.

The immediate impact of these Block 2 processor plans is
the design requirement to be able to expand the correlator to
multiple baseline. The Block 1 processor is not affected since
it will remain a two-station device.



Table 1. Radio astronomy applications -

Numbei- of Number of
Step telescapes BWS channels Date needed
0] 2 8

(blocked and written
over 24 tracks)

1a (Mark II compat.) 1979

1b 2 8 1979
(parallel, each track
recorded independently)

2 3 8

2 } 2 28

3 3 . .28 1981
(Decision points for ultimate number of telescopes)

4 4 (57 28 1983

Tabla 2. Geodetic and/or geodynamic applications

Number of  Number of BWS

Step apfennas  BWS channels  channel width Date needed
2 2 2-25MHz 1981
2 2 6 2~ 8MHz 1981

6 6 2-. 8§MHz 198213
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A Tutorial Introduction to Very Long Baseline Interferometry
(VLBI) Using Bandwidth Synthesis

J..I..Molinder
TDA Engineering and Harvey Mudd College

This article gives a tutorial presentation of the basic principles underlying Very Long
Baseline Interferometry (VLBI) using bandwidth synthesis. Although many subtle details
are ignored, the article presents the basic signal processing approach and summarizes
results showing the tradeoff of measurement accuracy with spanned bandwidth, source
strength, antenna size and efficiency, system noise femperature, and data volume, Results
pertgining to minimization of required antenna time for a given baseline measurement

qccuracy are also discussed.

Introduction

A concise description of VLBI, given in Ref. 1,15 repeated

below.
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In very long baseline interferometer (VLBI) measure-
ments, the radio signal produced by a distant source 1s
recorded simultaneously at two radio antennas. Because
of a difference 1n raypaths, the signal will be delayed in
time at one antenna relaiive to the other. By cross
correlating the- two signals, the time delay andfor its
time derivative may be determined. In addition, cor-
related amplitude measurements can yield source
strength and structure. If the radio signal is generated by
an extragalactic object, the radio source may be regarded
as a fixed object because of its great distance. In this
case, the time dependence of the tume delay is generated
by the Earth’s motion but depends, of course, on the

source location and the baseline vector between the two -

antennas, In general, measurement of the time delay

and/or its derivative for many sources can lead to a
least-squares determination of source locations, the base-
line vector, and Earth motion paramsters, such as UT1
and polar motion.

Although much has been written about VLBI, a need was
felt for a tutorial introduction to the basic principles involved.
It is much easier to understand the more detailed analyses of
VLBI after the central ideas are understood. Thus this tutorial
concentrates only on the basic principles and ignores many
subtle details that are discussed thoroughly in the literature.

IIl. Monochromatic Source (Ref. 2)

Consider two antennas separated by a distance (baseline) B
receiving a signal from a distant extraterrestrial source. The
geometry 1s shown in Fig. 1. If the source is assumed to be
monochromatic and noise {receiver and background) is



neglected, the received signals at the two antennas can be
represented as

Vi(®) =4, cos2aft

and
V,(£)=A, cos 2nf(z- ‘rg) (D
where
A,,4, r1epresent the strength of the received signals at

antennas 1 and 2, respectively

T, = (B cos ¢)fc is the time delay (typically a slowly
varying function of time due to the earth’s
rotation} in the reception of a given wavefront at
antenna 2 relative to antenna 1

¢ is the velocity of light
These signals are processed by the system shown schemati-

cally in Fig.2 to produce a cross-correlation function
R(fg, Tye» £ From Fig. 2,

V.,.(0=[A, cos2nft] [M, cos (2ﬂ'fL01f" )

A M,

=5 cos Ra(f,- f, o)t t0,]

AM,
*—5 cos (22(f, tfL 50— 8] (2)

where

[0, I8 the effective local oscillator mixing frequency at
station 1

M, 1s the amplitude of the local oscillator at station 1

¢, represents phase shifts due to the receiver and local
oscillator (Phase shifts due to other propagation ef-
fects such as the ionosphere can also be included in
this term.)

The low-pass filter is designed to pass the difference term and
reject the sum. term. (Assume for simplicity that the filter gain
is 1 for the difference frequency. Equivalently it can be
umped in with M, and 8,.) Thus the recorded signal at
station 1 is given by

AIMI
v, 6= 5 cos [27r(j;-fL01)t+81] (3)

In an entirely similar fashion,

A,M,
v, 0= 5 cos [21r(j;—fL02)t- 2ﬂf;‘7‘g+62] ()

As indicated in Fig. 2, ¥, (f) and V,, () are typically
recorded on maguetic tape (digitally in most cases, as discussed
later) and shipped to a central facility for correlation and
further processing.

Correlation consists of advancing the recorded signal ¥, ; (£)
from station 2 by a model time 7,, that approximates the
expected geometric delay 7, taking the product of the signals
and again low-pass filtering. This is equivalent to multiplying
V1) and P, (¢ + 7,,,) and low-pass filtering. From Eq. (4),

A,M,
5 cos [2?1(]‘;“]}{02) {t+r, )~ 21r]§fg+62]

VéL(t-*-Tm) =

A, M,
=5 cos [21r(j_;-fL02)t

T2~ S0 T ™ 27rjg'rg+82] (5)

Taking the product of V,; (£} and ¥, (¢ +7,,), expanding
into sum and difference terms, and noting that the low-pass
filter removes the sum (high-frequency) term yields

’ R(r,,7,., £)=K cos ¢ (1) (6)
where
K= A A MM,
. 8
and

0, =21(fp 05~ Fro0)t~ 200~ fr 0007y,
+2afr +8, -0,

The cross-correlation function R(rg, T £} 18 processed
further (as will be discussed in a later section) and the delay 7
as well as the delay rate %g, which are the basic VLBI data
types, are determined by analyzing the phase of the cross-

correlation function. Nofe that ¢.(7) may also be written in
the form

qbf(t)= 20(f, oo = Fro )t T 20fAr

+20f; 00T 10,7 0, N

17



where
Ar= T T

A. Angular Sensitivity

The gedmetric delay T, enters into the phase of the cross-
correlation function ¢f(t)- as the-term 2nf,7,. Suppose it is
possible to detect a variation in the phase ¢,(¢) of 27 radians (a
one-fringe change). This corresponds to a change in geometric
délay (assuming the other terms of ¢f(r) do not change) given
by ’

2@ f_; A‘rg =2n (8

or

Now the relationship between small changes in 7, and small

changes_in the_ angle to the source Y-can be-approximated by

arg

Substituting 7, = (B cos P)/fc yields

_ —Bsin .
Ar, = B Ay (10)
or
__-c
A= B v N
. 1,
Using ATg = —-gives
%
¢ 1 _ A
MNEFsnv f Beny (1)

since c/f_‘r = A, where A is the wavelength of radiation at fre-
quency f,.

As an example, suppose B = 10,000 km and A= 13 cm
(corresponding to an S-band signal). Then

-13x10°0  -13x1078
1X 107 sin ¢ sin g

A= rad

18

_ -0.0027
sin

(12

arc sec

As stated in Ref. 2, “This illustrates the potential of VLBI: a
change in position of 1073 arc sec causes detectable changes in
the cross correlation. At -the present though, there is an ambi-
guity in determining which fringe the source is on.” That
ambiguity problem is brought out in the next two sections.

B. Phase Measurement

The cross-correlation function R(‘Tg, T+ 1) is multiplied by
the cosine and sme of a model phase ¢,,,(¢) and integrated over
an interval of T seconds (the integrator eliminates the sum
frequency term of the product) to produce the so-called cosine
and sine-stopped fringes

p T )= g cos [¢f(f) - ¢, 0]
and

b6 7,) =% sin [, 6,,()] a3)

The phase of the cross-correlation function can, in principle,
be determined (wathin a multiple of 2x) as

plt7,)

¢ (0~ ¢, (O =tan™" wGT )

or

— “S(t’ Tm)
0=, O LGS

(14)

In actual practice the phase is determined by fitting sinusoids
to the cosine and sine-stopped fringes.

lll. Polychromatic Source and
Bandwidth Synthesis

As noted above, the phase of the cross-correlation function
R(7g, 7y, 1) due to geometric delay can be determined only
within a multiple of 2w (ie., ¢,() = 2nfyte + 2mm). If the
source consists of several spectral lines (pelychromatic) it is
possible to determine the delay-*by combining measurements
from the cross-correlation functions of the individual spectral
lines, As an. example, suppose the source consists of two
spectral lines at frequencies f; and f,,. The phases of the
cross-correlation functionis due to the geometric delay term are
then measured as



¢ﬂ(t)= Zﬂfﬂ-rg +21m
and
qbﬁ(t) = 211']:_21'g +2mn (15)

where m and » are integers (see Fig. 3). If the a priori
uncertainty in slope § of phase versus frequency is less than
ASI,2 =2a{(fi,~ f;), then corresponding phase points may be
connected (i.e., the relative phass ambiguity Tesolved) and the
delay 7, is deterinined by the slope of the connecting line,
since :

B ¢f2 - ¢f1
& 2, - £

or

T === (16)

It is important to note that the uncertainty in S includes
uncertainties in both 7o and instrumental delays. The instru-
ment defay uncertainty can be essentially eliminated by using
a phase calibrator. In addition,. there is of .course some uncet-
tainty in the measurement of the phase ¢f(t) due to noise as
indicated by the error bars in Fig. 3. (Noise is considered int a
later section.) If the uncertainty in the measurement of 0,(2)
at a given frequency is gy > then the uncertainty in Ty (neglect-
ing certain errors due to ionospheric effects) is given by

Vis,
R
UTg i 20y~ for) un

where the +/2 results from incoherent differencing of phase
errors. The point is that for a given o, , the larger the term

. oo - fy (commonly called the spanned bandwidth), the-

smaller will be the delay uncertainty Orge This technjque is
known as bandwidth synthesis. ’

In this simple example, increasing the spanned bandwidth
would. also require more accurate a priori information in order
to resolve the relative phase ambiguity. This dilemma can be
avoided if an additional intermediate channel is added as
shown in Fig. 3. Assume the relative phase ambiguity is re-
solved between channels 1 and 3 using a priori information.
The more precise estimate of Ty determined by using chan-
nels1 and 3 may now be used to resolve the ambiguity
between the outside channels 1 and 2. Obviously several inter-
mediate channels may be required to resolve the relative phase

ambiguities depending on the spanned bandwidth, accuracy of
the a priori information, and uncertainty in individual phase
measurements. :

IV. Wideband Source and Noise

A. Cross-Correlation Function

In most cases the source used in VLBI (a natural radio
source for example) is broadband and can be approximated as
white noise over the band of interest. In this case the correla-
tion function can be shown (Ref. 1) to be of the form

R@@,,£)= D(AT) 003 9,0) (8)
where
Ar= T T
"f"f(t) = 27?(_&02 - &01)t+2ng7+ 21:]1027"1 +é,-86,

Note that the correlation function differs from the mono-
chromatic case in that the amplitude of the correlation func-
tion D(Ar) is a function of Ar= 7 - 7, rather than a
constant. For example, if the receiver has a rectangular band-
pass of width W centered at fo the amplitude of the correla-
tion function is given by {Ref. 1)

sin tTWAT
D(A7) =K, W == (19)

where K, 15 a constant. This dependence on model delay
reflects the accuracy with which the two signals have been
aligned in time.

Note further that, in the case of a broadband source, delay
information can be obtained by analyzing the amplitude as
well as the phase of the cross-correlation function. To deter-
mine 7_ from the amplitude of the cross-correlation function,
the model delay 7,, is adjusted to maximize D{Ar), at which
point Ar=7, -7, =00r7, =7,

The accuracy with which delay can be determined using the
amplitude of the cross-correlation function depends on the
width of the peak of D(A7)} versus Ar. In the case of a
rectangular bandpass, the first zero of D(Ar) (see Fig 4)
occwrs at #WArT= 7w or Ar= 1/W. Thus the accuracy with
which delay can be determined using this technique is propor-
tional to the reciprocal of the channel bandwidth. Typically
this bandpass shape can be used to estimate the delay 7, with
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an accuracy of 0.01/2W to 0.1/2W seconds (2.5 to 25 nsec for
W= 2MHz).

B. Bandwidth Synthesis

Rather than use the amplitude of the cross-correlation
function to determine the delay, which would require record-
ing a wide-bandwidth signal, several narrower bandwidth
channels are used (see Fig. 5). Cross-cotrelation functions are
computed for each channel, and the delay is determined by
analyzing the phases of the cross-correlation functions and
using bandwidth synthesis as explained above for the poly-
chromatic source. However, the amplitude of the single-
channel cross-correlation function can be used to improve a
priori knowledge of 7, prior to performing bandwidth
synthesis, It can be shown that for a given delay uncertainty
Or g bandwidth synthesis requires less data than the amplitude

technique for many cases of practical interest (Ref. 3).

J. B. Thomas has drawn up an alternate way of looking at
the bandwidth synthesis process shown schematically in Fig, 6.
First of all, the amplitude of the correlation function.is used
to give an unambiguous delay measurement based on the
channel bandwidth W (2 MHz in this case). This delay measure-
ment can then be used to resolve the delay ambiguity resulting

from the most closely spaced channel pair (5MHz in this .

example). The delay ambiguity results from the phase slopes
spaced by AS; 5 in Fig. 3 [A7; 3 = (1/2m) AS, ;]. Once the
ambiguity in the most closely spaced channel pair is resclved,
the more accurate measured delay obtained is mn turn used to
resolve the ambiguity in the more widely spaced channel pair
(20 MHz in this case). Note, that both the uncertainty in the
delay measurement and the ambiguity spacing decrease as the
channel separation increases (see Egs. 16 and 17) as indicated
in Fig. 6. -

V. Effect of Noise and Digital Prbcessing

When noise is included, the cross-correlation function may
be written

R(r,,7,,, )= D(A7) cos ¢, () + n(t) (20)

where n(f) is a random function due to receiver and back-
ground noise. A rather involved analysis (Refs. 4 and 5) shows
that

_n§'_= D(AT)max - D(O) - TaITaZ wr (21)
N %n % Tsl Tsz
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where
S _ . . . .
v stopped fringe signal-to-noise ratio
¢, = ms fringe noise
T,,.T,, = effective radio source temperatures (K) at sta-
tions 1 and 2, respectively
T, T, = total system noise temperature (K) at stations 1

and 2, respectively
W = channel bandwidth (Hz)

T = total integration time (sec)

In the actual implementation of this technique each
channel is hard-limited and sampled (1-bit quantization) at a
rate 2. The effect of hard-limiting for low signal-to-noise
ratios is to reduce the signal to nose ratio S/ by a factor of
2/z (Ref. 4) and thus for the actual system

§_ _ 3 Ta I»Ta 2-WT ( 9 2)
N = TaTs

Note that maximum S/N requires that the model delay 7,
must be accurate enough to keep D{Ar) near its maximum
D(0) to provide the most accurate measurement in the
presence of noise as described below. In addition, further
processing requires “seeing” fringes, which in practice requires
that S/ be at least 5 and preferably 10.

A. Phase and Delay Measurement Accuracy
(Refs. 5 and 6)

The error in determining ¢, () - ¢,,(?) from the stopped
fringes may be illustrated by noting that p (7, 7,,) and
u(t, 7,,,) are projections of a vector consisting of the signal
vector plus a noise vector on two orthogonal axes as shown in
Fig. 7, where

n, (D

w67, )= 2 cos [5,(0)- 0,01 + =5

and

n )
106 7,) =2 sin 19,0 -6, + =

(23)

Since the noise is spherically symmetric, it follows (see Fig. 7)
that for smatl rms phase deviations,

= tan~1 (noise) .. noise _ 1 %f 24)

%, signal/ ~ signal  S/N



A more rigorous analysis (Ref. 5) yields the same result,
and thus (assuming the relative phase ambiguities have been
resolved) the system noise-limited delay accuracy Or, is given
by )

\/2—%
UT

— _—-L
¢ n(h, -7, )

where fi;, f;, now refer to the center frequencies of
channels 1 and 2, -respectively. Defining the spanned band-
width B = f., - £, yields

o = V2o VI [ TT, (26)
s 2xB, 4B, [ T T WT
Substituting (Ref. 7)
1 1072¢ T
T,=5 g Jegdi i=1,2 eh)
where
1 i
3= antenna polarization loss
J = correlated flux of radio source in Janskys (Jansky =

10726 Wim? Hz)

e = antenna efficiency

(=N
i

antenna diameter in meters

K = Boltzmann’s constant (K = 1.38 X 10723 Joule/
Kelvin)

3 r.T
o = 1.24 X 10 517 52 sec . (28)
g Bst . d2 €€, WT

It is sometimes convenient to give o in cm by multiplying
by the speed of light (3 X 101 %m/see). If, m addition, the
spanned bandwidth B, is measured in MHz (106Hz) and if the
sampling rate is twice the channel bandwidth so that the
number of megabits of data ¥ is given by

gives

N= 20T Mhits = SrT

10°

where

S, = mean sampling rate in megabits/sec for each channel

T = total integration time in seconds

B_= spanned bandwidth in MHz

Then
K T.T
2 s17 52
o, (cm}= / cm 29)
Ty JB’SJ'aZla'2 eleerT ‘
where

B_ = spanned bandwidth in MHz

J = correlated flux of radio source in Janskys

€, = antenna efficlencyi=1,2
di = antenna diameter in meters
K, = 5.26 X 10*

Again it is important to note that Eq. (29) gives the
standard deviation in the measurement of the delay 7, due to
thermal noise only. Other error sources such as instrumental
effects, propagation (ionosphere), modelling, etc., must also be
considered. The real importance of the equation is to show the
manner in which various parameters affect VLBI accuracy.

As an example, using the following values for a typical
Mark I observation,

K, = 526X 10%
J = 1 Jansky
T, =T, =30K
S, = 4 Mbps
B, = 40MHz
d’1 = c:i'2 =64 m
€ = e =05
T = 150sec (2-1/2 min)
yields

_ 526X 10° (30)(30) _
9. M) = 6aEd) +/ 55)65@ase - O om
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Note that if the spanned bandwidth and antenna param-
eters are held fixed, o, varies as ($,7)"1/2 = N"1/2, where
N= total number of bits for the observation. In the above
example,

N=8 T=4(150) = 600 Mbits =6 X 108 bits

The sampling rate S, is proportional to the channel band-
width (2 MHz for the Mark IT VLBI system) and thus, if the

channel bandwidth is increased, the integration time T can be -

decreased while maintaining a given o, as long as NV =S5,Tis
held constant. A wider channel bandwidth may allow a2 more
accurate single-channel delay to be computed, however, which
affects the resolution of phase ambiguities in the bandwidth
synthesis process.

It should also be pointed out that T refers to integration
time, during which the same radio signal from the source is
recorded- at two stations. If short segments of the signal are
recorded, careful timing is required to insure signal overlap.

VI, Measuréfnent of Source Position and
Earth Motion Parameters

As stated in Ref. 1 for an extragalactic radio source, “the
time dependence of the time delay is generated by the earth’s
motion but depends, of course, on the source location and the
baseline vector between the two antennas.” Eor exa}nple, the
relationship between the geometric time delay Tgs baseline B,
and source position is given by (Ref. 2)

ol

(30)

[sind sin 8, +cosd cos s, cos (a, - ]

where

B = length of the baseline

& = declination of the source

8, = declination of the baseline
a = right ascensio-n of the source
o, = right ascension of the baseline
¢ = velocity of light

In addition, the instantaneous spin axis of the earth (which
is the reference for the source and baseline coordinates in
Eq. 30 above) changes both with respect to an inertial refer-
ence frame (precession and nufation) and the earth’s crust
(polar motion).

22

A number of delay measurements at various fimes and for
various sources can be used to make a least-squares determina-
tion of source coordinates, the baseline vector, and earth
motion parameters. A discussion of some of the tradeoffs
involved in this type of measurement is given in the next
section using the baseline as an example.

A. Baseline Accuracy

The standard deviation of the error in baseline measure-
ment is approximately given by (Refs. 8 and 9) ~

£ (1)
where

N_= number of parameters solved for in the multi-
parameter fit

N = pumber of observations

A = constant ranging from 1 to 4 depending on a
covariance analysis based on source locations, etc.

and
2_ 2 2
G, O'Tg o,
where
o_ = that given previously
4

o = standard deviation of other uncertainties such as
ionospheric effects, tropospheric effects, uncertain-
ties in source positions (if taken as given), frequency
standard deviations from linear performance in time,
ete.

For example, consider solving for three earth parameters
and four clock parameters using 28 observations, with o_=

0.7 cm (see previous calculation) and 4 =4. Assume for sim-
plicity that ¢ = 0; then

o= (0.7)4) % =14cm

The total number of bits required in this case is given by

Np=N, ST=28X6X10%=168X10'° bits



B. Delay Rate Accuracy

For a given standard deviation in phase oy, the standard

deviation in delay rate may be approximated by noting that,
from Eq. (6),

éf (t)=2ﬂjr~v%g+2ﬂ(f}.02 _fLOI) (32)
and thus -
g "Sf = zﬂfso%g
or
O,
U:fg = r sec/sec (33)

Since for an integration interval of T seconds, é. can be
approximated by taking the difference in phase over the inte-
gration interval and dividing by T,

\/i-%

o L adi
g éf— T radians/sec (34)
and thus
2
g: = ﬁ sec/ (35)
i 2T cfsec

Note that there is no ambiguity problem in determining
delay rate and the effective spanned handwidth for delay rate
is the rf channel frequency f,. Since g ¢ varies as T~ 112 N
vartes as T ~>/2, Note that although for a given spanned bancf
width and anienna parameters, @, depends only on the
number of bits N= ST (thus allowing a tradeoff between
integration time and channel bandwidth), ¢; depends

explicitly on the integration time 7" (varying as T~ for a fixed
Ufg)' From Eq. (26),

2B (
g, = g 36)
b VT g )
Substituting into Eg. (35)
i (37)
g. = o_ secfsec 37
e ST T

or

B

. 5 .

g = =0 cm} cmysec
fg f;‘T Tg( ) n’r

Dividing by the wavelength of the signal at frequency [

B,
T fT?\

o, (cm) 70 {cm) Hz.

Using the previous Mark IT example yields

6
. X1 07-622X 10 Hz

z ) t3x 10"%)(150)

Accurate measurement of %g strengthens the multiparameter
fit for baseline measurement, especially the z-component
(along the earth’s rotation axis), as schematically indicated by
Fig. 8. A tradeoff of 7 vs 7 accuracy for a given baseline
component accuracy thus exists. This affects observation
strategy and has not.been analyzed in detailas-yet, sirce the
experimental data on typical ¢; at X-band are only now
becoming available. £

V. Required Antenna Time for a Given
Baseline Accuracy

As discussed previously, the standard deviation of the error
in baseline measurement is given by Eq. (31):

) o0=06_4 £
* NObS
where
2_ .2
o) Ufg'*'a
and
- K, TyTy (38
o BJdd, [eeST )

Following an analysis by D. Rogstad, the total antenna time
T,nt 8nd number of bits Ny required for a given baseline
accuracy are given by
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http:0.7=6.22

T, =N, (THe,) (39)  of T4 = Noy,(T+12,,) subject to a constraint on ¢ (or 62).
The result (which can be derived using Lagrange multipliers) is
and
_ s o\ 2 o\ 2
NT_NObS rT (40) T =N A% (_0_) t (1 + '_.S') se¢
ani —p o) mYy b
o

where t,, is the average time required to move from one
source to another (=4 min for a 64-m/64-m antenna pair),  This corresponds to

and T is the integration time per source (assumed uniform).
2 Oy 2 Te % - .
Np=N 4 7) Sz, (To) ¥+I bits

For convenience, define
. Normalized curves of the results are given in Ref. 9, as well as
Then a discussion of how o, shounid be handled. Rogstad has subse-
quently obtained further results in this area.

o = Kz Tsl Tsz ( 41)
§ BSJdl d?. eI 62 Srtm

073‘ tm 2 v (42)
E‘ = ? or UTg = G.s' _TT
VIIl. Summary
and . . - w + = = = = - == - Thistutorial is Intended to gi‘ve‘th; r;aacier an appreciation
”””” 42 ' AN of the basic principles of VLBI. It should not be used as the
ot = (03 + UZ) i L (03 ?”"_ + Ui) 7 £ (a3)  solebasisof further analysis. A great deal of technical literature
g obs obs exists for those interested in further information and more

detailed analyses. Especially recommended as a starting point
Clearly, there is a tradeoff between T and N, in maintain- are the articles by J. G. Williams (Ref. 2), A. E. E. Rogers
ing a constant 0. Rogstad has determined the minimum value  (Ref. 10), and J. B. Thomas (Ref. 1, 4, and 11).
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Viking Extended Mission Support
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This report covers the period from 1 March through 30 April 1978. It reporis on DSN
support of Viking spacecraft activities during the period and continues reporting on the
DSN Viking Command and Tracking support. it also continues the reports on the status
of Viking DSN Mark III Data Subsystem Implementation Project (MDS) related testing.

l. Viking Operations
A. Status

The Viking Orbiter 1 spacecraft continued to make detailed
photomaps of Mars during this reporting period and to return
scientific data on Martian cloud patterns, temperatures, and
water vapor in the atmosphere.

To conserve gas, the Viking Orbiter 2 scientific observations
of the poles of Mars were discontinued during this reporting
period and the spacecraft commanded into a roll drift mode of
operation. In this mode Orbiter 2 cannot observe Mars or sup-
port relay links from Lander 2. However 1its radio signals were
used to map gravity variations on Mars, caused by pockets of
dense material called Mascons, which shghtly change the or-
bital speed of the spacecraft.

The Viking Landers continued their investigation info the
composition of the Martian soil. Plans were completed for
automatic operation of both Landers with little or no instruc-
tions from Earth starting in early June.

B. Orbiter 2 Aft-Bioshield Jettison

The Viking Orbiter 1 (VO-1) aft-bioshield (Fig. 1) was sep-
arated shortly after Lander separation in 1976. The shock
impact on the VO-1 radio subsystem was a momentary change

m the uplink sipnal level, indicating a momentary out-of-dock
even with an uplink signal present. Also, a transient occurred
in the traveling wave tube helix current, which required a half
hour to recover. Because of these effects, and a failure in a
gyro power supply on Viking Orbiter 2 (VO-2) at Lander
separation, the VO-2 aft-bioshield was not separated during
the Viking primary mission. The science community was inter-
ested in having this separation done during the extended mis-
sion, so as to provide a wider field of view for instrument
operation.

The decision was made to separate the bioshield on March 3,
1978. The 64-meter Deep Space Station (DSS 63) located in
Spain was the primary tracking station supporting the bio-
shield jettison with the 26-meter Spanish Deep Space Station
(DSS 61) assigned as a backup 1f needed for commanding.

The separation sequence went entirely without problems.
The first indication of a successful separation was an abrupt
change in the spacecraft two-way doppler from DSS 63. The
VO-2 aft-bjoshield separation is the last major spacecraft
event planned on either Orbiter.

C. Spacecraft Problems

The VO-2 spacecraft developed 2 serious gas leak in the
attitude control system in late March resulting in loss of haif
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of the spacecraft’s remaining gas supply. To conserve gas the
Orbiter’s redundant attitude control system was switched on.
To prevent depletion of the remaining gas due to leaks in the
1oll jets of the redundant attitude system, VO-2 was com-
manded into a roll drift mode of operation while scientists
prepared the most useful science sequences for the remaining
lifetime of the spacecraft.

D. Radio Science

Radio Science activities and experimentation continued
during March and April. These activities include near-
simultaneous Lander/Orbiter ranging, VO-1 and VO-2 Earth
occultation coverage, and the Gravity Field Experiment.

ll. Network Support

Table 1 shows the Viking Extended Mission (VEM) track-
ing support for March and April 1978, Noticeable during this
period is the increase of 64-meter support (DSS 14, 43, 63)

during April. This-is- primarily- due to-the gas leakproblem on ~

VO-2 requiring the additional 8-dB antenna gain from the
64-meter network over the 26-meter neiwork to make up for
the 21-dB signal loss when VO-2 was commanded into 2 roll
drift mode and the transmitter configured to the spacecraft
low-gain antenna.

Table 2 gives the total number of commands transmitted
by the DSN for Viking Project during March and April 1978.
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lll. DSN Mark Ili Data Subsystem (MDS)
Implementation Testing and Status

As indicated in the last report of this series, MDS test and
training had been completed at all DSN stations except DSS
11 at Goldstone, Cabifornia. DSS 11 was released on 15 Jan-
uary to begin their MDS upgrade and complete test and train-
ing during this reporting period.

A. DSS 11 Test Status

Test and training activities for Viking started in March and
consisted of three Operational Verification Tests (OVTs) and a
DSN/MCCC System Integration Test (SIT).

Only the third of the three Viking OVTs was considered
successful. Problems in the Simulation Conversion Assembly
(SCA) at DSS 11 and the Test and Training Computer in the
Network Operations Control Area (NOCA) at JPL prevented
testing of the telemetry system. Both the SCA and the Test
and Training Computer are used by the DSN to simulate a
spacecraft and generate simulated spacecraft telemetry data.

The first System Integration Test scheduled for 29 March
was cancelled due to SCA problems and a last minute priority
placed on the Viking Mission Computers by the Viking Project

, to support real-time operations. A Viking SIT retest on 7 April

was considered successful.

After several successful demonstration passes with the Vik-
ing spacecraft, DSS 11 was placed under DSN Viking Configu-
ration Control, effective 26 April.
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Table 1. VEM tracking support 1978

g - March April

D Tracks Hours Tracks - Hours
1 19 - 167 - -
12 5 22 1 - 8
14 . 37 272 47 - 365
42 30 201 30 192
43 15 68 27 163
44 [ 43 - -
61 ) 25 281 15 159
62 3 22 . 3 29
63 30 293 42 440

Total 170 1369 165 1336

Note: Number of tracks represent the simmation of all Viking
spacecrafts tracked. _Track time, in hours, represents
actual scheduled station support.

* Table 2. Commands transmitted during March and April 1978

Commands
DSS March April
11 . 119 -
i2 1 374
14 1326 3032
42 261 1079
43 124 275
44 T3 -
61 1073 1503
62 461 73
63 2597 4005

Total 5965 10341
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This article covers the time period from 1 January 1978 through 31 May 1978.
Ongoing Pioneer Project operations [Pioneers 6 through 11) are briefly mentioned. The
DSN prelaunch preparations and launch operations for the Pioneer Venus Orbiter are
described in detail, along with a brief update on the Pioneer Venus Multiprobe launch and

encounter preparations.

I. Pioneers 6, 7, 8, 9, 10, 11

Pioneers 6-9 have only been tracked on a few rare occa-
sions, due to the higher priority of other DSN users, and all
the spacecrafts’ status-appear to be unchanged. Pioneer 10 and
11 are being tracked almost daily; Pioneer 10 mostly by
DSS 63, and Pioneer 11 mostly by DSS 42 and DSS 62. Pie-
cession maneuvers on Pioneer 10 and 11 are routinely being
conducted approximately every four weeks.

ll. Pioneer 12 (Pioneer Venus Orbiter)

A. Prelaunch Training and Testing for
Launch and Cruise '

The DSN prelaunch test and training program was planned
to follow the established sequence of:

(1) Start DSN Operational Venfication Tests (OVTs) (on 1
Oct. 1977)

(2) Start support of ARC Ground Data System (GDS) tests
(on 1 Nov. 1977)

(3) Start support of MOS Operational tests (in January
1978)

{4) Start DSN Initial Acquisition tests at launch minus 30
days

(5) Support prelaunch Operational Readiness Tests (ORTs).

The initial DSN OVTs uncovered some problems such as
the inability of the Telemetry Processor Assembly (TPA) to
process Proneer Venus uncoded telemetry, and several station
and NOCC problems associated with the newly implemented
high-speed data 22-bit error polynomial. These problems were
discussed in detail 1 The DSN Progress Report 42-45 (Pioneer
Venus 1978 Mission Support for April 1978),

The above problems delayed the DSN readiness for GDS
support by approximately one month; however, the principal
obstacle in preparing for the Orbiter launch was severe prob-
lems with the ARC simulation, telemetry, and command soft-
ware. To expedite the development of the ARC software a
series of single system “data flow™ tests were initiated in
January 1978, occasionally supported by DSS 11, 44, 62 and
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ViL-71; but the bulk of these numerous tests were conducted
retween ARC and CTA-21.

“The DSN QVT schedule was also extended to keep the DSS

rew proficiency at an acceptable level, and these added OVTs
vere also utilized as a data source to provide ARC with
ypportunities to further develop-their telemetry and command
oftware.

Formal GDS tests started on 1 March 1978 and MOS tests

n 20 March 1978, and the QRTs‘in May 1978, with no
ignificant DSN problems. ’

}. Pioneer Venus Orbiter Launch

34
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3
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(6)

The Pioneer Venus Orbiter Initial Acquisition study
was published and sent to the Pioncer .Acquisition
station (DSS 44) and the back-up station (DSS 42) on
15 April 1978 prior to the Initial Acquisition OVTs.
The Initial Acquisition OVTs were conducted success-
fully, with both stations confirming that station and
JPL crews-scheduled to stipport the launch were fully
trained.

All BSN launch-required facilities were green prior to
launch. There was, however, a major antenna failure
during a rain storm at DSS 44, with repairs completed
only 24 hours prior to launch.

Predicts had to be regenerated at L-20 minutes due to

a5 kHz change in predicted frequencies supplied by

Ames.

After a reasonably smooth minus count the Atlas
Centaur lifted off at 13:13:00.073 GMT. The launch
to parking orbit was nominal with Main Engine Cutoff
(MECO) 1 occurring 7.4 seconds before predicted
time. The Centaur second burn was nominal with
MECQ 2 and spacecraft separation occurring 4.5 sec-
onds before predicted time. Spacecraft “injection
appeared to be very nonunal with midcourse correc-
tion calculations from prelimmnary data calculated to

‘be about 3 meters per second.

During the minus count only two communication
problems of any significance occurred. The spacecraft
telemetry 7.2 kilobit/s HSD line was down for 24
minutes which caused the Project to reschedule a
command memory readout. The ACN 6.2 kilobit/s
spacecraft data line to the Cape was red for 8 minutes.

During the plus count all ETR, STDN, and ARIA
supported all data intervals essentially as planned. No
major losses of data occurred. Mark events 1 through
13 were read out.

(7)

8

®

(10)

ACN support for possible commanding was flawless,
however, the PMOCC elected to not send the com-
mand to start the science sequence because of ambigu-
ous telemetry indications. This was the most signifi-
cant post-launch problem and first became apparent
when processing the post-separation ACN data by the
PMOCC showed a tremendous number of spacecraft
problems. At the same time the Hughes computer at
the Cape, processing supposedly the same data,
showed all was well on the spacecraft. This ambiguity
in the spacecraft status caused the Project to not send
the command from ACN to start the science se-
quence. The first DSS 44 data processed by the
PMOCC showed all was well and the science sequence
was started from that station.

This discrepancy in processing of ACN data was
caused by an error 1 the high-speed data system
Block Error Decoders (BED) located at Ames and was
not isolated until one month after launch. The BEDs
were relabeling high-speed data blocks found to have
errors as error-free blocks.

The imtial acquisitions by DSS 44 and 42 were text-
book except for "2 momentary loss at the backup
station {(DSS 42) when the antenna ran mto the DEC
prelimits during autotrack on the acquusition aid an-
tenna. DSS 44 acquired the uplink with only 5 Hz left
of the planned uplink sweep at VCO level.

The only anomaly during the first pass was an indica-
tion of the spacecraft rejecting a ground command
that was never sent after DSS 62 AOS. This anomaly
was later determined to have been caused by excessive
radhated transmitter power causing the command
detector (CMD) to interpret nose.as a command. This
CMD was then rejected’ due to checksum errors.
DSS 44 radiated 500 watts (SCM) during the initial
acquisition pass and DSS 62 acquired at -1 kW as
planned. Subsequent to the above diagnosis, uplink
power was reduced to 300 watts at all stations until
launch plus 2 days when the power was increased
(over DSS 11} to 1 kW.

Magnetometer boom deployment, first precision
maneuver, and high gain antenna spin-up were sup-
ported wrthout incident. Extensive science calibration
refated activities have also-been continuing.

Two other major events after launch were the Trajec-
tory Correction maneuver on 1 June and the first
attempt at executing the HMigh Gain Antenna and
X-band calibration over DSS 11 and 14 on 8 and 9
June. The X-band downlink signal level was 10 dB
lower than expected. Subsequent testing showed the
loss was due to bandwidth spreading resulting from


http:noise.as

the uplink command modulation being turned around
into the X-band.

Although this report has concentrated on problems en-
countered, the overall launch support was considered very
successful and the view has been generally expressed that ttus
was the smoothest planetary launch to date.

lll. Pioneer Venus Multiprobe

A. Launch Preparation

The Multiprobe launch preparation is a relatively small task
compared to the Orbiter launch, as the stations involved are
tracking the Orhiter daily and both spacecraft are very similar
in the launch/cruise mode as far as the DSN is concerned.

The only DSN tests planned are initial acquisition OVTs
with DSS 42 and 44; and support of a single MOS test on
12 July 1978; and two ORTs on 27 July and 2 August
respectively.

The only change from the Orbiter launch is that DSS 42
will be prime, with DSS 44 as back up. The reason for this is
that the spacecraft will rise and set in the DSS 44 West
“Keyhole” resulting in the DSS42 rise earlier than DSS 44
and also resulting in DSS 42 setting approximately one hour
ten minutes later than DSS 44, permitting an overlap with
DSS 62.

B. Multiprobe Entry Planning

As a result of the four 8-hour Multiprobe Entry procedure
development tests in March 1978 {discussed in The DSN
Progress Report 42-45) conducted at DSS 14, the following
procedures have been generated and will be used in the remain-
ing Multiprobe Entry preparation activities:

(1) A detailed step-by-step sequence of events covering the
entire Multiprobe Entry portion of the mission was
developed.

{2) A first cut at an E-3 hour checklist (E = time of entry
of the probes into the Venus atmosphere; nominally at
an altitude of 200 kilometers) was developed. The start
of this check at DSS 14 and 43 is coincidental with the
time-at which the station configuration is finally frozen
(i.e., no further rectification of hardware failures). The

check consists of a switch-by-switch “preflight” fol-
lowed by acquisition of the bus downlink signal by the
five closed loop receivers and five open loop reccivers.
This signal is processed by the four (closed loop re-
ceiver) telemetry strings and routed via HSDL to JPL
for verification (s¢e Fig. 1). Simultaneously, the closed
loop receiver doppler is processed and transmitied to
JPL and the four open loop receivers and Muit1 Mission
Receiver (MMR) similarly acquire the bus signal, con-
firmed on the Spectral Signal Indicators (SSIs), and
record the open loop doppler and telemetry on the
DRA and PPR recorders. The open loop signal recorded
on the PPR recorders is replayed via the up-converter
into the closed loop receivers and again routed back to
JPL. This positively confirms correct configuration of
all the closed and open loop data paths. Finally, the
checklist requires the termination of the bus signal
tracking and all other signal'sources, the loading of new
tapes, and the loading of all required probe parameters
and frequencies, etc.

(3) The E-1 hour checklist is virtually a final recheck of
switch positions and frequencies prior to probe acquisi-
tion.

(4) These procedures plus the extensive multiprobe en-
counter prepass calibrations will be exercised in tests
starting in July 1978 and continuing every other week
to December 1978, specifically involving the station
crews who will be supporting the actual encounter.

The initial exercises at DSS 14 in March indicated that a
16-man crew is required to operate at DSS 14 and DSS 43
during the encounter, so the above tests are planged at a time
when the prime crews are “back.-io back,” enabling both
crews to work an extra four hours in parallel along with the
off shift personnel needed to produce the full complement
of 16.

C. ALSEP Tracks

The ALSEP tracks, are being execuied to produce VLBI
data in order to check out the VLBI Wind Measurement
experiment which mvolves station equipment, CTA-21 pro-
cessing and MIT processing. The tracks involve various com-
bmations of D8S 14, 43, and STDN Santiago and Guam track-
ing stations. This series of test tracks was described in The
DSN Progress Report 42-45; and the next aticle in this series
will include a detaled status of the results of the tests con-
ducted from February through July 1978,
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This article reports on activities of the DSN Network Operations organization in
support of the Helios Project from 15 April 1978 through 15 June 1978.

. Introduction

This article is the twenty-second in a continuing series of
reports that discuss Deep Space Network support of Helios
Mission Operations. Included in this article is information on
Helios-1’s seventh perihelion, Helios-2's fifth perihelion, and
other mission-related activities.

Ii. Mission Operations and Status

The Helios-1 spacecraft passed through its seventh peri-
helion on 29 April 1978 at 06:13:30 Universal Time Coor-
dinated (UTC). The perihelion pass was not covered by a DSN
station, but rather by DSS 67/68 at Weilheim, Germany. The
spacecraft was at a bit rate of 512 bits per second (bps) coded
in Format 1, configured in medum power mode and with all
experiments on. All spacecraft subsystems and experiments
were in excellent condition.

Hehos-2 passed through its fifth perihelion on 30 April
1978 at 05:08 UTC, and as was the case with Helios-1,
coverage was by DSS 67/68. The bit rate was at 256 bps coded
Format 2. The spacecraft was in a medivm power mode and all
experiments were on. All of Helios-2 subsystems and experi-
ments appeared to be in excellent condition.

On 3 June 1978, the Helios Project requested that the DSN
64-meter stations use 20-kilowatt (kW) power for uphnking to
Heligs-2. The reason for this was due to the Sun-Earth-Probe
(SEP) angle decreasing below 4 degrees. Since 23 May 1978,
the highly active Sun began to influence uphnk and downlink
signals heavily, with ever-increasing frame deletions. On 3 June
1978, two commands were lost over DSS 43 (Canberra,
Australia) prior to the 20-kW uplink request, which prevented
the spacecraft from configuring to the gap coverage read-in bit
rate. This resulted in a 13-hour loss of data. In addition to the
20-kW mode, the Project will transmit all critical commands
three times, which has proved helpful in the past during similar
conditions. Also, the telemetry bit rate was lowered to 128
bps, which is the lowest bit rate capable of reading out the
spacecraft memory to cover gaps between stations. The above
configuration will exist until mid-July,

An unexpected blackout entry occurred on 8 June 1978
over DSS 63 (Madrid, Spain). Staticn 63 had trouble main-
taining telemetry Tock at 128 bps and the sitvation did not
improve when the rate was lowered to 64 bps. DSS 67/68
(Weilheim, Germany) was asked to acquire, and the results
were the same as experienced at DSS 63. As a result, the
project configured the spacecraft’s memory for a 22-day
storage period assuming a symmetrical exit angle, and the
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spacecraft was commanded to an 8 bps read-in mode on
8 June 1978 at 18:07 UTC. The subsequent passes at DSS 43
and DSS 63 showed a very.degraded signal and proved “almost
blackout™ conditions at an SEP angle of approximately 3.1
degrees. This region will be exited on 29 June 1978.

Overall coverage of both Helios spacecraft for this period 1s
listed in Table 1.

lll. Special Activities
A. DSN Mark Il Data Subsystem (MDS) Update

As reported 1n the last article, DSS 11 MDS update was
completed (Ref. 1) and the station placed under configuration
control to support Helios flight operations on 26 April 1978.
This completes the DSN MDS implementation.

B. Support of On-Board and Ground Experiments

The DSN 64-meter stations have continued practicing

polarimetry and Meteorological Monitor Assembly (MMA)

procedures (Ref.1). During 'thé blackout period of Helios-2,
discussed earlier in this article, Faraday rotation data (Experi-
ment 12) will be collected during all 64-meter Helios-2 tracks.

This utilizes the same procedures for polarimetry and MMA
procedures mentioned above. These data will also be corre-
lated with pulsar data collected by the 100-meter antenna at
Effelsberg, Germany, on 12, 13 and 14 June. In addition fo
this period of high interest, the time of closest approach
(smallest SEP angle) of 17, 18 and 19 June, is most critical to
experimenters and good data is hoped for.

Concerning Experiment 10 (micrometeoroid counter and
analyzer), the experiment on Helios-2 was turned off on
5 June, after the experimenter suspected a problem, due to a
current nise in Sensor-A of the experiment package. The dafe

"of Experiment 10 turn-on and checkout has not yet been

determined at this writing,

C. German Space Operations Center (GSOC)
22-Bit-Error Polynomiat Code (EPC) Conversion

In October, 1978, GSOC is scheduled to convert to 22-bit
EPC to conform to the DSN 22-bit configuration. The first
test of the system, referred to by GSOC as the Mission Control
and Computer Center {MCCC) bypass, was conducted on
2June 1978. Data- were successfully passed from DSS 62
(Cebreros, Spain) through the high-speed switch at JPL to
GSOC wiule in the 22-bit EPC. Future checkout of the system
is planned prior to final conversion in October.

Reference
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Table 1. Helios tracking coverage

Station Number Tracking time

Month Spacecraft type of {hours,
. YP tracks minutes)

Aprit Helios-1 26-meter 42 252:07
64-meter 3 13:56
Helios-2 26-meter 39 232:05
64-meter 21 116:36
May Helios-1 26-meter 55° 33341
64-meter 1 5:06
Helios-2 26-meter 22 124:00
6d-meter 29 140:20
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The currently deploved ranging systems are subject to a variety of waveform
distortion errors and equipment vagaries which limit the accuracy of the range data used
for Navigation and Radio Science, In light of this fact, this article presenis arguments,
both subjective and experimental, for increasmg the accuracy of the currently deployed
ranging system by the adoption of an approximately I MHz sine wave for the
precision-defining signal for ranging. Inferences are also drawn for the design of more
precise and wider bandwidth ranging systems in the future.

I. Introduction

We have, in recent months, reviewed the instrumental
limitations to range measurement accuracy. Two specific
objectives were sought: devising cost-effective improvements
to the current generation of ranging systems, and establishing
guidelines for future ranging system development. Our analysis
and supporting experimentation indicate that within the
bandwidth constraints of the current, or NASA Standard
Transponder, a 1 MHz range code plus appropriate filtering in
the ground systems should improve the accuracy achievable to
the order of 1meter (6ns). In the long term, further
improvements fo range zccuracy can be achieved only by
increasing the bandwidth of the entire end-to-end ranging
system. Since many elements of a two-way ranging instrument
are common with three-way or differential one-way instru-
ments, the information we have obtained should also provide
useful guidance to the design of these related systems.

One unexpected result of our work was confirmation of the
previously suspected sensitivity of the ranging system to errors
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caused by changes in Tracking Station equipment configura-
tion. In our current test series, errors induced by changes in
the uplink modulator were as large as 11 meters (70 ns). This
type of error may be a prime contributor to the ranging
system problems currently under investigation by both Viking
and Voyager projects.

Il. Near-Term Improvements

In the design of precise measurement systems, it is virtually
imperative to utilize the entire available bandwidth with
signals that are readily detected and processed in a way which
directly contributes to improving the accuracy of the measure-
ments. This is not done in the current ranging systems, in
which both the fundamental and third harmonic of the
precision-defining range code fall within the passband of
current ftransponders. While the third harmonic could be
processed to enhance ranging accuracy, this processing is not
done, nor is it readily implemented. With the current
range-code detection schemes, the third harmonic contributes



nothing to measurement precision, and could be removed by
filtering (Ref. 1}. Its principal funciion in the current system
has been to allow a numerically simple conversion from
range-code correlations to estimated range. In actuality, the
presence of the third harmonic creates the opportunity for
severe distortion errors to arise, so that its removal would
improve accuracy, though not precision. Phase-shift and filter
effects vary between stations and between transponders, to
cause configuration-dependent bias errors and waveform dis-
tortion effects which are the limiting error sources of the
current sirstem.

Let us suppose that the received ranging waveform consists
of the fundamental and third harmonic from a square-wave. As
noted above, we have previously shown that simply throwing
away the third harmonic does not degrade the precision of the
range delay estimate with respect to thermal nojse. However,
aside from ambiguities, it is easy to show that a range delay
estimate can be constructed using this third harmonic alone
which has exactly the same precision as the delay estimate
derived from the fundamental component. Since the funda-
mental can resolve the three-fold ambiguities of the third
harmonic, and since their thermal noise errors are indepen-
dent, the two delay estimates could be combined to effect a
+/2 improvement in precision over either one alone.

If, however, the transponder in question can pass the third
harmonic of the conventional 500 KHz range code with little
attenuation, it ¢an also pass the fuindamental of a 1 MHz range
code with little or no attenuation. Doubling the range-code
frequency provides a direct factor-of-two improvement in
delay-estimate precision with respect to the conventional 500
kHz range code as conventionally processed. It also provides a
V2 improvement in- delay-estimate precision over the best
processing for the conventional range code. As the third
harmonic of the 1 MHz code now does not pass through the
transponder, further improvements require first increased
transponder bandwidths, and subsequently increased band-
width throughout the system.

There 15 an additional advantage to the 1 MHz.code which
resulis because none of the code harmonics pass through the
transponder. Professor L. Rauch has recently pointed out
{Ref. 2) that nonlinear elements such as exist in the tran-
sponder’s modulalor and power amplifiers can induce phase-
shifts in the fundamental component of a waveform which
depend upon the phase of the harmonics entering the
nonlinear clement. With all harmonics removed from the rangs
code prior to such nonlineanties, delay errors induced by the
harmonics should be minimized. We anticipate that use of the
1 MHz range code, coupled with filters in the ground receiving
system which pass only the fundamental cof this code, will
greatly reduce sensitivity to DSN equipment variations which

manifest themselves in changes m the harmonic structure of
the waveform.

Knowing that the third harmonic of the conventional 500
kHz range code is passed by the transponders, it has been
suggested that a range code of that frequency be used to gain
an additional factor-of-1.5 increase in range precision. This
gain is unlikely to be achieved for two reasons: First, the third
harmonic is attenvated by 3 dB in several of the present
physical transponders, and second the 1.5 MHz signal is now
close to the transponder filter band-edge and thus more
subject to phase-shifts due to environmental changes in the
transponder.

It is worth noting here that if’ a PN range code were used
instead of square-wave, only those spectral lines below the first
zero of the spectrum are at a phase which helps improve signal
delay resolution, while those between the first and second
spectral null (may) degrade resolution. This is exactly analo-
gous to the behavior of a square-wave as discussed above,
where the third harmonic, falling between the first and second
spectral nulls, is nonbeneficial in resolving range delay with a
correlation-type estimator, When we earlier asked (Ref. 3) for
the best unit-power waveform to be tracked by a delay-locked
loop in terms of residual phase jitter, the answer was almost
identical to a PN which had been fittered to include only the
frequency region below the first spectral null. The length of
that PN depended upon the SNR that was to be achieved by

the delay-lock tracker, which effected the band-limit con-

straint for that system.

The PN, however, is a waveform with many spectral
components within the main lobe of its spectrum. Any
nonlinearities in the ranging circuit will generate cross-modula-
tion terms between these components which coincide with
some other component. This creates the potential for wave-
form distortion effects similar to those we have now, albeit at
a lower magnitude. If we keep the waveform spectrally simple,
ie., a sine-wave which occupies nearly the full bandwidth
available, the distortion effects induced by nonlinearities can
be scrubbed off by filtering at appropriate places within the
system.

The conclusion we wish to draw from this can be
summarized as follows: To get the best possible results for
ranging, the available bandwidth should be completely utilized
by these signal components which are most useful. For the
near term, 2 1 MHz range code will substantially improve the
accuracy achievable with current transponders. Our recent test
results, to be described next, reinforce this opinion. A future
article will discuss other currently limiting error sources, and
the anticipated effect of increasing the available ranging
bandwidth.
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lll. Experimental Results

Several experiments were recently conducted.to measure
the so-called ranging “waveform-distortion™ error and test the
concepts previously proposed (Ref. 1) as a cure. These
experiments utilized the Mu-ll Ranging System {Ref.4)
installed at the Telecommunications Development Laboratory
(TDL). The first of four groups of experiments determined the
precision of the current ranging system. The remaining three
experiments measured the improvement in precision gained by
(1) filtering all but the fundamental frequency of the 500 kHz
range code prior to demodulation, (2) utilizing a 1 MHz range
code, and (3) using 4 1 MHz range code filtered asin (1).

The results of our investigations indicate that a filtered
1 MHz code (3 above) reduces the waveform distortion to
below I ns of error. This also imncreases the ranging system
immunity to errors induced by equipment varation in
receivers, exciters, and transmitters.

A. The Setup

Figure 1 illustrates the various experiment configurations.
The Mu-Il Ranging System range code modulated a carrier
which was echoed either by a wideband zero-delay device or
the proof test model of the MVM’73 transponder. Mu-1I
Channels 1 and 2 were respectively connected to 10 MHz IF
signals from the Block IV and Block III receivers. One of a pair
of passband filters was inserted into either the Block IV or
Block HI to Mu-II IF cable to provide a band-lifnited received
range code. The filter characteristics are shown in Fig. 2 for
the “500 kHz” filter and Fig. 3 for the *“1 MHz” filter.

B. Experiments and Results

The gen;a'ral test plan consisted of utilizing both the zero
delay device and the MVM’73 transponder in conjunction with
each of the following four test conditions:

(1) 500 kHz code, unfiltered '
(2) 500 kHz code, with filtered IF signal
(3) 1 MHz code, unfiltered

{(4) 1 MHz code, with filtered IF signal

The data from tests (1) and (2) or test (3) and (4) were
obtained simultaneously by connecting one channel of the
Mu-II directly to the Block III (IV) IF signal and inserting a fil-
ter in the Block IV (III) IF signal attached to the other chan-
nel. Comparison of Block III and Block IV data showed error
differences on the order of tenths of nanoseconds. Because
differences between the two Mu-II channels were of the same
magnitude, the taking of data simultaneously is-redsonable and
justified by minimizing the test time. It must be noted that
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Mu-II channel 1 exhibited an unexpected periodic error, which
appears as periodic hash on the data graphs displayed below.
From extensive testing we infer that this error is due to
hysteresis in the channel 1 A/D converter and interaction
between the three Mu-II coders. The hysteresis was predicted
by Layland (Ref. 5). Coder interaction was discovered experi-
mentally. Because these inseparable errors are small {<I ns),
they will be ignored in this article.

. Each of the tests described below involved stepping the
local model of the received range code in 7 ns steps over a span

" of one quarter of the period of the highest frequency code

(clock). At each step, the code phase measurement & is
compared to the actual phase §. The graphs are the error
function 0 - § and are in units of nanoseconds. This is a direct
display of the so-called “waveform-distortion™ error.

1. 500 kHz code, zero delay device. This configuration is
identical to current DSN ranging (Planetary Ranging Assem-
bly — PRA) zero-delay calibrations. Figure 4a is the error
function without fittering. The peak-to-peak error is 18.5 ns. A
dramatic improvement is shown in Fig.4b. By adding the
“500 kHz filter,” the error is reduced to 1.5 ns.

2. 500 kHz cede, transponder. The peak-to-peak error in
Fig. 5a is about 7.4 ns. This is the error of the unfiltered
ranging system. Adding the “500 kHz filter” (Fig. 5b) reduces
the error to about 2.1 ns. This is a substantial improvement
over the current ranging system.

3. 1 MHz code, zero-delay device. Tests with a 1 MHz range
code confirmed the expected improvements. Using the zero-
delay device, a peak-to-peak error of 3.9 ns (Fig. 6a). Using
the “1 MHz filter” reduced this error to 1.0 ns (Fig. 6b).

4. 1 MHz code, transponder. This final test set further
justifies the use of a 1 MHz code and filter. Without the filter
(Fig. 7a), the error is 14.2 ns. When the “1 MHz” filter is used,
the error (Fig. 7b) is only 0.6 ns.

C. End-To-End Distortion Immunity

The “end-to-end ranging system” includes the ranging
machine, exciter, transmitter, receiver, spacecraft transponder,
zero delay devices, and all cables, switches, connectors, etc., in
the ranging path. Bach component in this path is capable of
inducing, to varying degrees, range code distortions in both the
frequency and time domains. Jumps in DSN station range
calibrations and spacecraft range residuals evidence the relative
susceptibility of the range system to equipment vagaries.

The exciter modulator is one major source of waveform
distortion. Two standard DSN modulators were compared in
terms of relative spacecraft delay versus moduiation index.



The left side of Fig: 8 shows an almost 70 ns worst-case
disparity between modulators. Use of the 1 MHz code and
filter reduced this to about 10ns. A similar modulator
measurement was made earlier (Ref. 1) using only the 500 kiiz
code .and “500 kHz filter.” The worst-case difference was
10 ns without the filter and 3 ns with it. During the current
series of tests, using the 500 kHz code with no filter produced
the 70 ns disparity noted earlier. A 30 ns worst-case difference
resulted when the “500 kHz filter” was used. These current
numbers were easily repeatable to withun 1-2 ns during the
six-month period while we sought to explain the differences
batween the 500 kHz results now and in 1975. We now believe
that these discrepancies are due to the extensive modification
to TDL which occurred between the two test series.

In addition, we strongly suspect that the nuinbers- previ-
ously seen correspond only with the behavior of a superbly
tended calibration laboratory which TDL was in 1975. Qur
current measurements follow a period when TDL has been
“mothballed” without continuous expert attention, and may

_ in fact be more representative of the ranging system behavior -

to be expected in the operational DSN tracking stations. The
delicate nature of the current range system is obvious.

Utilizing a 1 MHz range code and IF filter -increases. system
immunity to equipment variation.

IV. Comments

We have demonstrated that use of a 1 MHZ 'r-angt_a code and
a narrow-passband IF filter can reduce waveform distortion
error by a factor of as much as 20. Along with this
improvement in ranging precision, ranging accuracy is en-
hanced by nullifying many errors caused by equipment
vagaries. In our opinion, the IF filter and concomitant
modification of ranging system software (and in the case of
the Planetary Ranging Assembly, hardware} are the most
cost-effective way of improving the current generation ranging
sysiem.

The lessons we have learned here are also-important for the
development of the next generation ranging system. Clearly we
need to increase the available bandwidth, and as we-do, we
should occupy that bandwidth almost completely with a
sinusoidal ranging tone for precise definitidn of range.
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The Deep Space ‘Network is currenily engaged in establishing a new high-uccuracy
VLBI celestial reference frame. This article discusses the: present-status of the task of
finding suitable celéstial radio sources for constructing this reference frame. To date, 564
VEBI sources have been detected, with 166 of these lying within 10™ of the ecliptic-
plane. The variation of the sky distribution of these sources with source strength is

examined.

I. Introduction

The Deep Space Network (DSN) is currently engaged in
establishing a new high-accuracy-celestial reference frame com-
posed of compact extragalactic ' radic sources, principally
quasars. These radic sources afe observed By means of the
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technique of Very Long -Baseline Interferometry (VLBI),
wheréby two antetinas sepdrated by distances of up to an earth
diameter, simultaneously observe the same source (Ref.1).

“This: article will ‘discuss-the effort which has béen undertaken

to find a suitable sét of celestial radio sources from which the
VLBI reference frame may be constructed.



In the past, astrometric or geodetic studies which required
the use of a celestial reference frame had io rely on an optical
star reference frame (that is, a set of optical stars whose
relative positions were well known). Such reference frames
were limited to accuracies of about 0.1 arcseconds (5 X 1077
radians) in relative source positions due to the effects of
atmospheric turbulence on optical observations and the rela-
tive angular (“proper™) motions of the stars in the sky. Since
VLBI sources are extragalactic and thought to be on average
about 106 times farther away than optical stars, proper
motions should be negligible. In addition, the VLBI technique
should reach angular measurement accuracies approaching
0.001 arcseconds (3 X 10~? radians). Hence, VLBI radio refer-
ence frames should possess accuracies which exceed those of
optical reference frames by dne or two orders of magnitude
(Refs. 2, 3).

Of what use is such an accurate celestial reference frame?
Some examples:

(1) Calibrating Deep Space Probe Radio Metric Tracking
Data — The DSN is currently developing an operational
VLBI system to synchronize clock epochs and rates
among the worldwide DSN spacecraft tracking stations
and to monitor earth rotational irregularities in order
to properly calibrate radio metric navigation data from
interplanetary spacecraft (Ref.4). In addition, the
measured variations in earth spin rate and pole position
are important clues fo understanding the dynamics of
the earth’s crust and interior (Refs. 5, 6, 7).

(2) Navigating Interplanetary Spacecraft — The DSN is cur-
rently involved in a demonstration of the value of
VLBI measurements of spacecraft position for improv-
ing the navigation of the Voyager spacecraft (Ref. 8).
Computer simulations have shown that VLBI would

. provide significant navigational enhancements to future
interplanetary missions as well (e.g.: Galileo, VOIR).

(3) Measuring Planetary and Lunar Orbital Motions —
Improved knowledge of planetary and lunar motion by
means of observations of spacecraft in orbit about or
on the surface of these bodies will provide higher
navigational accuracy for deep space probes as well as
useful information for studies of solar system
dynamics. At present, JPL researchers are observing the
motion of both the moon and Mars by VLBI tech-
niques (Ref. 9}.

(8). Monitoring Earth Crustal Motions — At JPL, project
ARIES is currently demonstrating that VLBI can be
used to monitor local crustal motions in order to study
their. relationship to seismic events (Refs. 10, 11).
Eventually, VLBI will be used to measure the relative
motion of crustal blocks on a global scale.

(5) Earth Surveying — The National Geodetic Survey is
considering using VLBI techniques to assist in its ¢ffort
to accurately determine the relative separations of
widely spaced survey markers.

With this justification, we can now consider what the
logical steps in the development of a VLBI reference frame
would be:

(1) Conduct a sky search for celestial VLBI sources which
might be useful.

(2) Choose the “best™ subset of these sources for forming
the VLBI reference frame.

(3) Determine accurate relative positions of these sources.
Although it is concéptua‘]]y possible to pursue these tasks in
purely sequential order,-in practice we have performed these
activities to a large extent in parallel. Nonetheless, to date, the
most intensive effort has gone into searching for sources, and
that is the subject of the remainder of this article.

ll. The Search Concept

The search for VLBI sources first became an organized
pursuit in the sumamer of 1974. Up to that point, perhaps 60
celestial VLBI sources had been found by DSN efforts as well
as astronomers at other institutions. It became evident that
this number of sources would not suffice for future VLBI
requirements, and moreover, that this was probably only a
small fraction of the total number of VLBI sources in the sky,
and hence, probably not an optimum set from which to form a
VLBI reference frame. The search began slowly, but in the
past two years, increased in intensity. Up to the present time,
more than 30 individual observing sessions have been
organized.

lll. What is a VLBI Source?

The strength of a celestial radio source, or its total flux
density, can be expressed as:

o S,= f ﬁ(ﬂ,¢)d6d¢

over the
source

where

S, = total flux density in Jansky
(1 Jansky = 10726 wattsfm? [Hz)
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0,0 = orthogonal angular celestial coordinates mea-
sured from a designated source center in radians

B(8,4) = the angular brightness distribution of the source
in Jansky/steradian

The VLBI strength of a celestial radio source, or 1ts correlated
flux density, can be expressed as (Ref. 12):

S; :lfﬁ(6’¢)e—i(2ﬂ)(u9 + v¢)d6d¢.

over the
source
where
S, = correlated flux density in Jansky
u,v= the components of the baseline vector separating

the two observing antennas, along &, ¢ plane of sky
coordinates, in RF wavelengths

So, for a particular observation, the correlated flux density
is merely the amplitude of one component of a complex
two-dimensional spafial Fourier transform of the angular
brightness distribution of the source. If the source angular size
is significantly smaller than the spatial wavelengths of the
transform component, 1/u and 1/v, then it is easy to derwve
that the correlated flux density is equal to the total flux

density. If most of the power emanating from a source comes _
from angular areas that are large compared to the spatial.

wavelengths, then wvirtually none of the total flux density of
the source appears as correlated flux density. So, to observe 2
significant fraction of the total flux density as correlated flux
density, much of the total flux density must come from
tegions smaller than 1/u and 1/v.

Our baselines lengths were about 7 X 107 RF wavelengths,
and so the spatial wavelengths, 1/« and 1/v, were generally on
the order of a few milliarcseconds. Hence, the radio sources we
detect as VLBI sources have a significant amount of their total
flux density contained in components that are no more than a
few milliarcseconds in angular extent. Only a small percentage
of celestial tadio sources have such tiny strong components.
More typically, radio sources are many seconds of arc to
several minutes of arc in angular extent.

What types of celestial sources have such small compo-
nents? Within our own galaxy there are not many VLBI
sources of interest to us. A few molecular clouds emit maser
radiation from compact regions (Ref. 13). However, because
the molecules radiate at only discrete spectral lines, are
extremely time variable, and ate relatively nearby, these
sources are not the object of our search. Since stars are usually
very weak radio sources, few stars have been detected with

48

present VLBI systems (Ref. 14). The only confirmed, reliable,
and wideband VLBI source of reasonable strength within our
own galaxy is the galactic center source (Ref. 15).

Exterior to our galaxy, VLBI sources within our limits of
detectability fall into three categories:

(1) Quasars — The most distant class of extragalactic
objects. Optically, they are stellar in appearance, with
emission and absorption spectral lines shifted far to the
red. By current cosmological thought, the large red-
shifts are indicative of great distance, generally billions
of light years. The extraordinary power output per unit
volume exhibited by quasars is not explained by
current theories. A prominent suggestion is that the
large energies are released by matter falling into massive
black holes, perhaps as large as 108 - 10'° solar
masses. Ground based VLBI studies indicate that not
only do some of these objects possess angular radio
structure at the milliarcsecond level, but that this
structure can be time-variable over a few months with
apparent internal velocities exceeding the speed of light
(Ref. I6). Most of the VLBI sources we find are
identified as quasars, when optical identifications exist.

(2) BL Lacertae Type Objects —These radio sources appear
to be similar to quasars, but their atomic emission lines
are nonexistent or weak. They are generally somewhat
niore compact and time-variable than quasars (Ref. 17).
Astronomers feel they may be the bright cores of
distant elliptical galaxies.

(3) Galactic Cores — Many galaxies possess an active
central region from which radio emission emanates.
VLBI observations have shown that galaciic cores can
contain angular structure at the milliarcsecond level
and, in one case, structural changes which indicate
apparent internal velocities exceeding the speed of light
(Ref. 16). The VLBI features are often aligned with
larger scale features of the source, which suggest that
both small and large scale radio structure may have
originated from similar explosive events in the core at
different epochs. Of perhaps more terrestrial interest is
the fact that our own galaxy has an active VLBI core.

The noted similarities of quasars, BL Lacertae objects, and
galactic cores may be an indication that all three are merely
different classes of a single type of celestial phenomencn,
perhaps at different evolutionary stages,

IV. Selection of Candidate Sources

If one were to examine the entire sky for VLBI sources to
the level of sensitivity we desire, the task might take several



decades. Hence, our search was relegated to observing known
celestial radio sources to see which of these might be VLBI
sources.

In order to keep from searching all known celestial radio
sources for VLBI components, we have used existing informaz-
tion on radio sources as clues to source size. The following
criteria proved useful in determining which sources might have
structure confined to the milliarcsecond-level:

(1) Spectrum — Power does not fall off with increasing
frequency as rapidly as more typical radic sources in
the range 1-10 GHz. An even stronger indicator is if
the spectrum 1s flat, sloped upward, or peaked in this
range. Of all the indicators of milliarcsecond structure,
spectral properties have proved the most useful.

(2) Variability — Identified as radio or optical variable.
(3} Optical Identification — Identified as extragalactic.

(4) Size Limits — A short baseline interferometer can
determine if a source has components smaller than its
resolution limit (resolution does not exceed a few
arcseconds).

(5) Interplanetary Scintillation — Radio sources that show .

scintillations when viewed through the solar corona
possess components with angular sizes < 0.1 arcsecond.

(6) Detection in High Frequency Surveys — A larger
percentage of sources detected in surveys between 1
and 10 GHz are VLBI sources than is the case at lower
frequencies.

We searched the literature for information on celestial radio
sources. This was not a simple task, as the information is
scattered through hundreds of articles. Nor is the literaturs
static. Many of the high frequency radio surveys have only
been performed during the last few years, and some of the sky
is still unsurveyed at high frequency. Fortunately, a few high
frequency radio surveys (e.g.: Parkes, NRAO-Bona, Chio
State) provide data on a large fraction of the sky. In general,
we chose as candidates only those sources whose total flux
densities were greater than 0.7 Jansky at 2.3 GHz.

To date, our hterature searches have vielded about 1100
celestial radio sources which might prove to be VLBI sources.
Of these, we have performed VLBI observations on almost 900
sources, and have detected 564 as VLBI sources.

V. The Observations

The observations were all performed with pairs of antennas
within the DSN which were separated by mtercontinental
distances. In practice, this meant observing on the Goldstone-
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Australia or Goldstone-Spain baselines as pairs of antennas on
the Spain-Australia baseline cannot simultaneously observe a
very large area of sky. Generally, 64 - 26-meter antenna pairs
were used, but occasionally 64 ~ 64-meter combinations were
substituted. All the observations were performed at 2290
MHz. The receiver chain generally consmisted of an S-band
traveling wave maser followed by a special phase.stable S-band
VLBI receiver which converted the signal to an IF of 50 MHz.
The Mark IT VLBI recording system, which was developed by
the National Radio Astronomy Observatory, then recorded a
1.8 MHz data bandwidth by digitally sampling at a 4-Mbs 1ate
(Ref. 18). Digital sampling and phase stability of the receiver
chain were controlied by rubidium or hydrogen maser atomic
clocks. System temperatures were measured at both antennas
for each source so that the data could be properly calibrated,

VI. Data Processing

Matching tapes from the two antennas were then cross-
correlated on a special hardware/software computer at”the
National Radio Astronomy Observatory in Charlottesville,
Virginia. Comyputer manipulation of the ocutput of this
correlator yielded the correlation constant, p, for each
observation, or the fraction of bits on the two tapes that were
correlaled. Corelation constants were then converted into
correlated flux densities, S, by means of the expression:

5, =260 \/Tsz (gf;)l (%,)2

where
Sc = correlated flux density in Jansky
T = the measured system temperature at antenna /
inK
ds . . .
i the inverse sensitivity of antenna 7 in Jansky/K

L (i.e., how strong does a source have to be in
total flux density (Jansky) to raise the system
temperature 1K)

The uncertainty in the correlated flux density measure-
ments due to random noise effects may be expressed as:

63X 10° / L 1 !
* 0, = 6.
Sc elgz DlD?. \/E

e, = the antenna efficiency of antenna 7 (dimensionless)

where
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Di = the diameter of antenna { in meters

B = the recorded bandwidth in Hz

t= the coherent integration time in seconds

Most sources were observed for at least three minutes, but
for data processing the observations were broken into one
minute segments. From this we see that the 5S¢ detection limit
for this search for VLEBI sources was about 0.1 Jansky. In
addition, one would expect the random uncerfainty in
detected source strength to be about 0.02 Jansky. However, in
practice, systematic errors at the 5 or 10% level dominate the
random contribution for most sources.

If a priori source positions are in error, the tapes must be
correlated over a range of relative tape delay and delay rate
offsets in order to detect a VLBI source. Appropriate searches
in these parameters were performed so that the sky was
completely searched within 0.5 arcminutes of all norninal
source positions. Almost all a priori source position errors
should be covered by this degree of position searching. In
addition, once detections were achieved, the measured delay
and delay rate offsets allowed positional errors to be measured
to about one arcsecond, a good level from which to start
building a VLBI reference frame.

VIil. Resuits

The reduction of our data is not yet at a complete stage.
Accurate source strengths and positions have been calculated
for less than half of our detected_sources. For the remainder
we have strengths accurate to about 20%. Nonetheless, it is
useful at this stage to study the general sky distribution of
detected sources as a function of source strength. In later
articles we will publish catalogs of detected sources.

.

VIII. The General Sky Distribution

Figures la, 1b, and 1c display the general sky distribution
of detected VLBI sources as a function of VLBI source
strength. The plots show the entire sky, with 12 hours of
tight ascension, or celestial longitude, being displayed hori-
zontally, and +90° of declination, or celestial latitude, being
displayed vertically. These maps are equal area representations,
50 that local spatial densities in one area may be compared to
local densities in another.

1t should be noted that displaying these source distributions
as a function of source strength is fraught with-problems, since
the strengths of the sources may be uncertain for anumber of
reasons:
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(1) Due to incomplete data reduction, our source strengths
are only accurate to about 20% for more than half of
the sources.

(2) The total flux density and structure of these sources
are often time-variable over months or years.

(3) The correlated flux density may change as a baseline
turns with earth rotation. This is due to the fact that
changes in the projection of the baseline into the plane
of the sky in the source direction can cause different
spatial frequencies of the source’s brightness distribu-
tion to be sampled.

(4) Differences in correlated flux density between different
baselines may also be apparent due to the samphng of
different spatial frequencies.

Hence, in displaying VLBI sky maps as a function of source
strength, our gradations in source strength should be kept
quite coarse. Even then, the categories are not crisp. However,
although the plots may not show the true strength of a
particular source at.a certain epoch and -on a certain-baseline,
they do indicate the general densitites of sources as a function
of strength.

Figure la shows the global distribution of all 564 detected
sources. The lower limit of correlated flux strength is about
0.1 Jansky. Several things are evident from this plot:

(1) In general, the distribution is dense and rather uniform.

(2) Pairs of DSN antennas cannot commonly view the sky
below =~ -45° declination.

(3) The north polar area is more sparsely populated. This is
directly due to a lack of sufficient high frequency
surveys in this region to easily identify candidate
sources to observe.

(4) The areas near the plane of the galaxy (not shown) are
more sparsely populated. This is particularly evident
between *30° declination at right ascensions of about
=5 and +7 hours. This is due to the fact that high
frequency radio surveys often skip the galactic regions
and that interstellar charged particles near the galactic
plane can cause intrinsically small sources to be
scattered to larger angular sizes.

We should point out that this is not nearly a complete map
of the VLBI sky at the level of 0.1 Jansky. Since one of our
criteria for choosing candidate sources was to generally only
keep sources with total flux densities greater than 0.7 Jansky,
we have missed a-large number of very compact sources with
iower total flux densities.



Figure 1b shows the distribution. of 184 sources with
correlated flux densities greater than 0.5 Jansky, This is also a
rather dense and even distribution, and is 2 more complete
representation of the VLBI sky than was the 0.1 Jansky map.

The DSN Block 1 VLBI System 15 being developed to
calibrate radio metric navigation data from deep space probes
(Ref. 4). The sensitivity of this system to VLBI source
strength is 0.5 Jansky. In order to conserve antenna time, this
system is intended to produce the appropriate calibrations
with only 1 or 2 hours of observing on each of two baselines.
During that short time span, a single pair of DSN antennas will
see only a small segment of sky in common. In order to
properly estimate the desired parameters, there must be a good
distribution of sources within this small common area of sky.
This must be true at any time of day. Hence, this system
requires a source catalog of about 100 sources. The number of
sources we have found with strengths greater than 0.5 Jansky
is nicely matched to the number of required sources.

Figure lc displays the distribution of 50 sources with
correlated flux densities greater than 1.0 Jansky. This is also
quite a complete representation of the VLBI sky, but the
distribution s no longer very dense. Note that less than 10% of
the total number of detected VLBI sources have correlated
flux strengths greater than 1.0 Jansky,

The falloff in number of sources with increasing source
strength is shown more clearly in the histogram of Fig. 2. The
number of sources at source strengths less than 0.5 Jansky is
smaller than the true sky distribution, due to our candidate
selection criteria and our approximate sensitivity limit of 0.1
Jansky. At the high end of the source strength scale, we see
that only 10 sources are stronger than 2.0 Jansky and none are
stronger than 4.0 Jansky. The middle range of this histogram,
say, 0.5 to 2.0 Jansky, can be approximately described by the
expression:

— ~1.9
N= SOSc
where

N = the number of sources stronger than a correlated flux
strength of S Jansky

If this relationship holds-at lower source strengths as well, then
we mught ‘expect to find perhaps 4000 sources with correlated
flux strengths greater than 0.1 Jansky, or seven times our
present number of detections.

IX. The Ecliptic Distribution

Figures 3a, 3b, and 3c display the distribution” of VLBI-
sources within 10° of the ecliptic plane. These maps are
plotted on rectangular grids rather than equal area representa-
tions. The ecliptic plane appears as a sinusoidallike trace
across these plots.

The ecliptic plane is important in solar system astrometric
VLBI work, for it is here that planets and spacecraft mostly
travel. The motions of these- objects may be accurately
monitored against the background of VLBI sources by means
of the technique of Differential VLBI (AVLBI). With AVLBI,
a spacecraft and an extragalactic VLBI source can be simultan-
eously observed on the same VLBI baseline. When the VLBI
measurements of the two sources are subsequentily differ-
enced, most error contributions cancel to a high degree,
providing an accurate measure of the angular separation: of the
two sources. Since the remaining sizes of many of these errors
after cancellation are pioportional to the angular separation of
the two sources, a high density of extragalactic VLBEI sources
along the ecliptic plane is desirable, so that a source close to
the spacecraft is always available. It also follows that opera-
tional AVLBI systems will probably be required to work at
more sensitive levels than is required for the operational
system which calibrates radio metric navigation data, so that
spacecraft/extragalactic VLBI source separations can be
reduced. Ideally, one might desire as many as 100 sources in"
an ecliptic reference frame, so that a spacecraft would never be
more than a few degrees from 2 useful source.

Figure 3a shows all 166 detected sources within 10° of the
ecliptic. The distribution is rather dense and uniform except
for the two areas where the galactic plane crosses the ecliptic
plane at about 6 and 18 hours of right ascension. It may be
possible to increase the density of sources in the galactic
regions by observing at X.band rather than S-band, as the
scattering effect is thought to be inversely proportional to
approximately frequency squared. Also shown are the posi-
tions along the ecliptic of the critical events in the Voyager
and Galileo missions where AVLBI might provide significant
navigational advantages.

Figure 3b shows the distribution of 51 sources within 10°
of the ecliptic plane which have correlated flux densities
greater than 0.5 Jansky. The distribution now becomes
relatively sparse in some areas. Figure 3¢ shows the distribu-
tion of the 14 sources with strengths greater than 1.0 Jansky.
The distnibution is now very sparse as demonsirated by the
fact that no sources appear anywhere near the Voyager
encounters of Jupiter and the whole Galileo. Jupiter orbit
phase is almost quasar-free.
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X. Summary

We are engaged in a task of searching for a suitable set of
celestial radio sources from which a high precision VLBI
reference frame may be constructed. The observational por-
tion of this program is nearly completed. We have shown here
sky distributions of the 564 detected VLBI sources greater
than about 0.1 Jansky and the subset of 166 of these sources
which lie within 10° of the ecliptic. These distributions are
reasonably dense at the level of 0.5 Jansky and below. The
DSN operational VLBI system for calibrating radio metric

navigation data will utilize sources stronger than 0.5 Jansky.
An operational AVLBI system would probably have to employ
weaker sources.

Significant data reduction and some observing remains to
complete the task of searching for VLBI sources. Published
catalogs of VLBI sources, source positions, and correlated flux
densities will follow this article. The tasks of choosing the
“pest” of the available VLBI sources and determining accurate
relative positions of the chosen sources are now receiving
increased emphasis.
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JPL 2 Channel 300 MHz Bandwidth Digital
Spectrum Analyzer
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A miiion {220 / channel, 300 MHz bandwidth, digital spectrum analyzer is being
constructed at the Jet Propulsion-Laboratory. The design, fabrication, and maintenance
philosophy of the modular, pipelined, Fast Fourier Transform (FFT) hardware are
described. The spectrum analyzer will be used to examine the region from 1.4 GHz to
26 GHz for Radio Frequency Interference (RFI) which may be harmful to present and
future tracking missions of the Deep Space Network. The design will have application to
the Search for Extratervestrial Intelligence (SETI) signals and radio science phenomena.

I. Introduction

A million channel digital spectrum analyzer with 300 MHz
of bandwidth is under construction at the Jet Propulsion
Laboratory. ‘The 300 MHz bandwidth was chosen to take
advantage of 2 300 MHz bandwidth K-band travéing wave

maser which is used with parametric up-converters to cover the .

frequency range from 1.4 GHz to 26 GHz. The purpose of the
spectrum analyzer is to detect and identify radio frequency
mterference which may be harmful to present and future
spacecraft tracking missions of the Deep Space Network.

The block diagram of the spectrum analyzer 15 shown in
Fig. 1. The RF system consists of an antenna, parametric

up-converter, maser, and receiver with 300 MHz bandwidth IF
output. An analog filter bank is used to separaie the 300 MHz
into 32 complex channels of 10 MHz bandwidth each. A
pipelined, decimation in frequency FFT is used to process two
of these 10 MHz channels simultaneously. The power spec-
trum is obtained by squaring the real and imaginary parts of
the complex spectrum. The power spectrum is accumulated
for a number of speclra to reduce the data bandwidth to a
manageable value for input to a general purpose computer.

An extensive computer simulation was performed to
determine the optimum hardware implementation to support
the 60 dB dynamic range required. As a result of this
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simulation, the hardware is implemented using 8 bit A/D
converters, 12 bit memories in the first four stages, 16 bit
memories in the remaining 11 stages, and 16 bit, fixed point,
hard scaled calculations in all stages.

Il. Analog Filter Bank

The bank of analog filters, shown in Fig. 2,15 used to break
the 300 MHz total bandwidth into 32 channels of 10 MHz

bandwidth each. The input IF signal is distributed to the 32

complex mixers fogether with the output from a comb
generator. This comb generator supplies the 32 local oscillator
frequencies separated by 10 MIiz. The complex mixer is made
of two mixers and a 90° phase shifter between the local
oscillator input and one of the mixers. The in-phase (real) and
quadrature (Imaginary) outputs of the mixer each pass through
a 5 MHz low pass filter to an 8 bit A/D converter. These 10
MHz A/D converters are now readily available at relatively low
cost because of their use in digital conversion of TV signals.

The low pass filters are 3 dB down at the band edge,
resulting in aliasing between adjacent 10 MHz channels. This
aljasing is compensated for by a postprocessing algozithm in
the general purpose computer.

lll. FFT Block Diagram

The FFT, shown in Fig. 3, consisis of 15 pipelined stages
(Ref. 1), each composed of a memory unit and 2 “butterfly”
arithmetic unit. Only three types of modules are used in the
entire FFT. The memory modules used for the first four stages
have a maximum capacity of 16K complex words of 12 bits.
The other 11 memory modules have a maximum capagcity of
1024 complex words of 16 bits. The same 16 .bit arithmetic
module type is used in afl stages.

The memory modules are programmed with a dual-in-line
header to provide the appropriate delay and trig coefficients
for each stage in the pipeline.

The input to the FFT uses the “Biplex” method (Ref. 2) to
simultaneously process two independent 10 MHz channels in
the pipelined architecture FFT. This method resulis in the
full-time utilization of all memory and arithmetic elements.
The complete spectrum analyzer contains 16 of these dual
15-stage pipelined FFT’s.
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IV. Memory Units

A block diagram which is common to both types of
memory umts 1s shown in Fig. 4. A memory unit is composed
of two delay memories and multiplexers which allow straight
through or crossed input-output connection as required in the
pipelined algorithm. The memory unit also contains the trig
coefficient generator. A delay equalization stage is incorpo-
rated to compensate for different timing delays in the two
paths through the arithmetic unit.

The differences between the two types of memory units
concern the size and type of delay memory and type of trig
generator.

The first four memory units, called 16K max on the FFT
block diagram (Fig. 3) use CCD memories with a capacity of
16K complex words of 12 bits. They are implemented by
multiplexing four Fairchild CCD461A integrated circuits {o
obtain 10 MHz bandwidth. The remaining 11 units, called 1K
max, use random access memories (Intel 2125AL) with a
capacity of 1024 words-of 16-bits: o

The irig generator in the first four stages uses differences
between successive coefficients, stored in ROM, to calculate
the coefficients. This techmque is usable because the decima-
tion in frequency algorithm requires trig coefficients in the
order of increasing angle. Storing differences rather than
coefficients results in smaller ROM size and reduced total
integrated circuit count. The trig generator in the remaining 11
stages actually stores the coefficients in ROM.

The trig coefficients used are always negative numbers so
that -1 is included in the 2’s complement number field.
Appropniate sign changes are incorporated in the arithmetic
unit to allow this convention.

V. Arithmetic Unit

The FFT radix 2 butterfly arithmetic unit 15 shown in
Fig. 5. The complex adderfsubtractor butterfly is placed in
front of the complex multiplier in the decimation in frequency
algorithm. The adderfsubtractor operates oh 16 bits of input
data to deliver 17 bits of output. The output is scaled and
rounded to retamn the 16 most significant bits, The adder is
implemented with the 748283 and the subtractor with the
745381.

The complex multiplier 15 composed of four real multipliers
followed by an adder (745283) and subtractor {745381) to
combine the partial products. The real multipliers are imple-



mented with the TRW MPY-16A. Two of these multipliers are
connected in parallel and multiplexed to obtain 2 10 MHz
multiply rate. This is simple because of the input and output
registers coffained within the MPY-16A. The complete com-
plex multipher contains eight of the MPY-16A’s. A fractional
multiply is performed, and the 16 most sigmficant bits are
retained. The internal circuitry of the MPY-16A is used to
round the result. -

VL. Fabrication

A dual 32K point FFT prototype is now under construc-
tion at JPL. The prototype modules are constructed on wire
wrap boards approximately 15 by 35 cm.

VIL. Maintenance Philosophy

Testers are being designed to completely exercise the logic
of the memory and arithmetic units of the FFT. These testers
are used in manufactunng and depot level maintenance.

In the field, digital test signals, instead of the A/D converter
outputs, can be injected into the FFT. The output of any
module can then be compared to the expected output which is
obtained from the general purpose computer. The failed umt 1s
isolated by this technique and repaired by replacement. Failed
modules are returned to a depot for repair. Since there are
only three module typesin the FFT, only a small inventory of
spares is required. All diagnostic tests are conducted at full
clock rate.
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Use of A Priori Statistics to Minimize Acquisition Time for
RFI Inmune Spread Spectrum Systems’

J. K. Holmes and K. T. Woo

Communications Systems Research Section

A theory is given which allows one to obtain the optimum qequisition sweep strategy
of a PN code despreader when the a priori probability density function is not uniform.
This theory has application to psuedo noise spread spectrum systems which could be
utilized in the DSN to combat Radio Frequency Interference (RFI). In u sample case,
when the a priori probability density function is Gaussian, the acquisition time is reduced
by about 41% compared fo a “uniform sweep” approach.

I. Introduction

The acquisition circuitry of a despreader (a PN code
acquisition and tracking system) is commonly designed so that
complete passes are made across the code range uncertainty, as
shown in Fig. la, during the initial search for the code-epoch.
This search, which is commonly implemented by retarding one
half a chip at a time, then integrating and comparing to a
threshold (Fig. 2), continues until the signal is acquired. This
scheme is efficient when the a priori location of the signal in
the uncertainty region has a uniform probability density
function. However, when the a priori density function is
peaked, it is more likely to find the signal in the peaked region
than elsewhere, so the full sweep approach may not be the
best one.

portions of this wark were performed for the TDRSS Project at TRW
Systems.
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This article is concemed with a method that allows one to
determine the optimum sweep patiern to minimize the
acquisition time, while achieving a required probabiity of
signal detection, for a given a priori probability density of the
signal location. The calculation is carried out for a Gaussian a
priori signal location probability density function as illustrated
in Fig. 1b. However, the approach is general so that it can be
applied to any given a priori signal location probability density *
function.

The basis of this method relies on the fact that any
meaningful statistics (Ref. 1, for example) of acquisition time,
which is the time required to search the code until acquisition,
depends directly upon the number of chips (code symbols) to
be searched. Therefore searching where there is the greatest
likelihood that the signal will be found first reduces the total
number of positions to be searched.



H. Probability of Detection After N Sweeps

Consider a symmetric search centered at the mean of a
symmetric, unimodal, a priori probability density function as
shown in Fig. Ic for the case of ¥ =3 sweeps. Denote @y as
the probability of acquiring at the end of NV sweeps. Typically
Qpn would be 0.9 or 0.5, for example. Let L, L,, L, ..., Ly
dencte the lengths (in number of cells) of the code range
uncertainty to be searched during the &V sweeps, and assume
that Ly, = Ly, =...2 L. Let p(x) be the a prion
probability density of the location of the signal. Further, let S;
dencie the event that the signal is not detected in any one of
the first { sweeps over regions with lengths L, L,, ..., L.
Also, we shall use the notation S, to denote the event that the
signal is not detected with zero sweeps, which is of course a
sure event. [t is clear that the conditional probability density
of the signal location x, given that no sweep has yet been
made, is equal stmply to the a priori density p(x), i.e.,

p(xlSy) = p(x) : M

This density is illustrated in. Fig. 3a. Suppose no signal is
detected during the first sweep over L, , .., suppose the event
Sy has occurred. The conditional density p(x|S,) is equal to,
by use of Baye’s rule,

p(S, |x)p(x)

p(xls)) = 265,)

2

in (2) the condition-al {or a posteriori} probability density
p(S,|x), is clearly given by 7

I—Pa, if xel,
p(S,|x) = 3)
1 if x¢L,

where P is the probability of detection given the signal is
there. The notations x e L; and x ¢ L, denote the fact that
the location of the signal is within the set L, ornotin £, and
P(S) is the probability of the event .S, :

P(S,) = 1- P, P(L,) @

where P(L 1.) denotes the probability that the signal location x
is within the set L, :

Lll?.
P, = f P () )

LIIZ

Substituting (3), (4) into (2) we thus have

(1-PYp()
1-P.PS “P.P(L,) if xel, .
p(xIs,) = (6)
P(x) .
=7 PO T ifx¢L,

1

This conditional density is fllustrated in Fig. 3b. It is easy to
show that

1- P(Ly)
-2, PE)
Q)

- (1-P)PL,)
f P(x|S, Ydx = +
- 1-P,P(L)

"The joint probability density of x and the-event.S| is thus
given by (from Egs. 2 and 6):

(1-Pppkx) ifrel,
plx, 8)=p IS )P(S,)= (3)
P} ifx ¢L1

since P(S;) = 1 - P P(L,). The joint probability of S, and
x € L is given by

- L,/2
PL,,S) = f p(x, §)dx=(1-PYPL,) (9

Lllz

Since L, > L, the joint probability of S, and x e
(L, ~ L,) is given by (from Eq. 8)

_Ll‘rz L

2
2
p,-L,,S)= Px, §)dx + f P(x, S, )dx

—L212 LII'.’.

= P(L,- L)) = P(L,)-P(L,) (10)

Further, let P, i = 1, 2, ..., NV denote, respectively, the
probabilities that the signal is acquired during the i*™® sweep,
but not in the first, second, ..., (f— 1) sweeps. If we can
compute these P;’s, then O is clearly equal to the sum

0, =P +P,+P,+...+P, an
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It is clear that the probability of acquiring in the first sweep is
given by

P, =P.P(L) (12)

The probability P, by definition, then, is equal fo the joint
probability

P, =Prob [acq. in second sweep, fail to acq. in first sweep]
=P, P(L,- L, S)+PPL,S)

=P [PL,)~PLII+P,(1-PHPL)) (13)

In computing (13) we have used Egs. (9) and (10).
Following identical arguments one obtains the joint prob-
ability density

(1-P)p(x) if xel,
P, 8,) = U-PHPx) if xe(L,-L;)
() JifxdL, (14

It is then easy to compute the a posteriori probability
density function after two sweeps:

(1 - Pd)zp (x)

-—-—FCS,;)— xel,
(1-Pyp)
pxlS,) = Tns'z) x¢L,xel,
P (x)
) x§L, (15)

This density function is shown in Fig. 3c. From (14) one
obtains, for Ly =L, =L,

Py = PP~ L,S)+P.P(L,-L,,S)+P,PL,S,)
= P,[P(L)- P(L,)} +P,(1- P)[P(L,)~ P(L )]
+P,(1-PYPL) (16)
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In general, P; can be written fori=1,2,..., Nas.

P=P 3, (A-PYPLY-PL,_ )] (A7)
n=1

with P(Lo) = 0. When (17) is substituted into (11) we obtain,
after some simple algebra:

N N P(L,)
Oy =2 =R A-BY Y ——— (9
=1 =1 (L= Py}

The fact that we can write P; in the form of Eq. (17) is
intuitively clear. We can argue through the case of P;, as given
in (16). The region of search during the third sweep can be
divided into three nonoverlapping regions =L; - L,, L, - L,
and L. By the time the third sweep is initiated, the region-L,
has already been searched twice. Hence the joint probability
that signal s detected in this region during the third sweep but
not during the first two sweeps is Py(1 = P;)2P(L, ). Similarly,
the probability that signal is detected in the region L, - L,
during the third sweep, but not during the first two sweeps, is
P, (1~ P,) [P(L,) - P(L,)], since this region has only been
searched once before the initiation of the third sweep. The
region L; - L, has not yet been searched, and thus the
probability of detecting the signal in this region is simply
P,[P(Ly) - P(Ly)]. P; is the probability of detecting the
signal in any one of these three nonoverlapping regions during
the third sweep, and is thus equal to the sum of these three
terms, which is precisely the result of (15).

lil. Optimum Symmetric Search Strategy

Suppose we design a search algorithm with search lengths
Ly, L,, ..., Ly in the first N sweeps, and suppose the
resulting probability of signal acquisition in these N sweeps is
Qp» which is computed in Section II as a function of the a
priori probability density of the signal location, the number of
sweeps &V, and the search lengths. Denote the acquisition time
that is required for the probability of signal acquisition to
reach Oy by Tg,,- For example, T, o is the time required to
arrive at a Oy of 0.9. The basis of the following optimization
procedure is that, regardless the actuval value of &, the
acquisition time Tg, i proportional to the number of chips
searched, which is proportional to the total search sweep
length

M=
2

-,
1
-



Therefore our problem becomes: Determine the optimum
search lengths L), L;, ... Ly so that @y equals the desired
acquisition probability and

is minimized, thereby minimizing our acquisition time. Our
method of solution is to use the LaGrange Multiplier method.
Let

N N
F=P kz PLYA-PY -2 L, (19)
=1 k=1

where A is the unknown LaGrange Multiplier. Up to this point
the theory is quite general, the only requirement being that
the a priori density be unimodal and symmetric and that P(L,)
be differentiable. Since this problem was motivated by the
desire to improve acquisition time for the spread spectrum
receivers and since a reasonable estimate for the a priori
location of the signal is Gaussian, we shall illustrate the theory
by assuming that the a priori density function is Gaussian.
Now with this assumption we have

Lz 4 - L
P(L) = 2f exp (——) dt=erf 20)
o ~2mo 2¢% 2/20

Differentiating, we obtain

oF _ =i @) _
oL, AtP (1-PYY v 0 (21)
Py
Since
aP(L) 1 L? -
—t - exp (-—J—) (22)
aLl 2ng 80?

we can solve (21) to obtain

I =2/2 In [——1—} (23)
¢ N({- Py

where
A2
PR Sl (24)
Pa-pPY
Lz‘
I == (25)
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Substituting for I, (the normalized chip search numbers)
back into the equation for @y, allows us in principle to solve
for A':

N
Q, =28, (1-B)N*
k=1

ViV uat - 1 2
X f : : exp (— -—) dt  (26)
o V2T 2

This équation appears nearly‘impossible to solve analy-
tically; however it can be solved simply on a digital computer
by tral and error, picking X' so that Oy, equals the desired
probability. This must be done for all &; of course in practice
a few values of N will be sufficient. Before we discuss the
results of the computer solutions Iet us consider the improve-
ment over an unoptimized sweep.

IV. Uniform A Priori Density Sweep Strategy

The wsual strategy for sweeping to obtain acquisition is to
start at the end of the uncertainty region, where the range
delay is minimum, and then retard the range in increments of
typically one-half chip. By sweeping from the minimum delay
to the maximum delay the chances of acquiring 2 multipath -
signal are diminished. If the probability of detection, given
that the received code and the reference code are aligned, is
given by P, and if the a priori probability density function is
uniformly distributed, then the cumulative probability of
acquisition is as shown in Fig.-4. If, for example, a probability
of 0.5 is chosen as the desired probability of acquisition, then
the curve could be read off of the abscissa and the associated
time, denoted by T 5, would be the time it takes to acquire
with a probability of 0.5,

A measure of the improvement of the optimized scheme
over the uniform sweep scheme can be measured as follows,
Denote Tg as the time to acquire with a probability of Q using
the uniform sweep approach. Next, let Ig denote the time to
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acquire with the optimized sweep. Then the improvement
factor of the optimnized sweep over the uniform sweep is given
by

@n

.,
i
I-.]
o Ito’-iq

The acquisition time is then Tg rl = TQO - Clearly =1
since unity is achieved with the uniform sweep strategy, and
therefore the method never increases acquisition tume. Cur
result is for 0= 0.5 as a répresentative case.

V. Numerical Resulis

As discussed in Section III, to obtain- the optimum sweep
lengths we have to first solve for A’ from (26), from which the
optimum sweep lengths are given, fori=1,2,..., VM, by

L =203 a\/;n% ~1la(l-P) (28)

As evident from (28), the solution of A" must satisfy the
condition:

In = - In(I=2,)>0

3 (29)

in order for L; to be meaningful. Thus it is convenient to
define the left-hand side of (29) to be of the form

n = In(1-P)=e*

v (30)

so that instead of solving (26) for A we can solve for the root
of the following equation: e -

N
fo)y =P, > (1-p)NF
k=1

X erf+/e ~ (k- 1) ln(I-Pd)—(éN GD

€6

which can be obtained numerically by the Newton’s iterative
solution, computing successive iterations according to

fx,)

e T )

(32)

where the derivative of f(x) can be evaluated from (31) to be

x—=[¢"~(k=1) 1n (1-Py)]

N
f'x)=p (1-PY*
¢ kz=; . Valet- k- 1D in(1- Pl

(33)

Before we illustrate the procedure by numerical example a
discussion on the choice of NV is in crder. First we note thatin
order for a given &V to give finite opiimum sweep lengths, ¥
must satisfy -

M=

0, <P, 2, (-P)NF (34)

=
El
pa

-

since the right-hand side of (34) is the probability of signal
acquisition with infinite sweep lengths (i.e., for the case
x = d), Next, an upper bound on &V can alse be given by noting
the fact that the smallest value of x is —<o, so that & must
satisfy, from (31),

N
1
Q=P 2, (-2 Feaf  fE-DInT—5
k=1 d

Equations (34) and (35) give lower and upper bounds of &V,
for given values of P, and Qp, within which optimum
solutions of sweep lengths are feasible. The following examples
illustrate the results obtained by this optimum search tech-
nique as compared to the uniform search algorithm.

(35)

Example 1

Suppose P, = 0.25 and the desited @ = 0.5. The admis-
sible number of sweeps N for this case is 3 and 4. The sweep
lengths in terms of ¢ (standard deviation of the signal location
probability density) are shown in Table 1. Also shown in
Table 1 15 the ratio between the usiform search acquisition



time and the acquisition time using this optimum procedure.
The search region in the uniform sweeps is assumed to be +30.
The four-sweep search gives an improvement ratio of 1.73 over
the uniform sweep search elgorithm, i.e., a reduction acquisi-
tion time of 41%.

Example 2

Suppose Py = 0.5 and Q) = 0.9. It is found that only N =4
or N=15 are admissible since solutions do not exist for all
other V. Table 2 gives the sweep lengths and the corresponding
improvement ratios over uniform searches.

As illustrited by these two examples the improvement
factor of this optimum search strategy over the uniform search
varies according to P,, Q) and N. Nevertheless, the improve-
ment factor is always = 1.

V1. Conclusions

We have presented a method that can be used to optimize
(minimize) the acquisition time for a PN-type spread spectrum
system when the a priori probability density function is not
uniform. Specifically we have calculated, for an assumed a
priori Gaussian density function, that, when the 0.5 prob-
ability acquisition-time was used as a measure, the acquisition
time was reduced by 40% for a cell detection probability of
0.25 when three sweeps were used. For the same parameters
and with four sweeps the acquisition time was reduced by
41%. When the acquisition time probabiity was set to 0.9
instead of 0.5 the reduction was 25% of the uniform sweep
time.

This technique has application to the DSN if psuedo-noise
spread spectrum systems are utilized to combat RFL.
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Table 1. Pg = 0.25, Qy = 0.5

Opt search with Opt. search with
3 sweeps 4 sweeps
L !.la, 2.54 1.19
2.96 1.93
3.33 2.46
2.89
Improvement 1.66 1.73

ratio over uniform
search

Table 2. Py = 0.5, Qy = 0.9

Opt. search with

Qpt. search with

4 sweeps 5 sweeps
szo 263 0.56
3.53 242
4.24 3.38
4.85 4.12
4.74
Improvement 1.34 1.34
ratio over uniform
search
ORIGINA™
oF P00
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Fig. 1. A priori signal location and search strategies
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Fig. 4. Cumulative probability of acquiring in time T for the
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E. 3

A UNIBUS Monitor has been designed and constructed to facilitate development of
hardware interfaces with the PDP 11 minicomputer. The Monitor provides usefid displays
of UNIBUS conditions and provides tie user with a flexible dingnostic tool. It can also
serve as a simple display and data entry device, permitting extremely simple input foutput

for development software.

. Introduction

A UNIBUS Moniior has been designed and constructed to
facilitate development of hardware interfaces with the PDP 11
minicomputer {Figs. I and 2). The Monitor provides useful
displays of UNIBUS conditions and provides the user with a
flexible diagnostic tool. It can also serve as a smple display
and data entry device, permitting extremely simple input/
output (IfO) for development software. At this time the
Monitor is being used with the DSN Planetary Radar System,
which uses a PDP 11,

II. The Problem

While the PDP 11’s UNIBUS system sunplifies peripheral
and HO interfacing and handling, it also introduces a single
point of fallure which can bring down a whole system. If a
. peripheral or IfO device fails in a way that interferes with

UNIBUS functioning, it is possible that the processor will be
unable to execute the code. In a situation like this it would be

IUNIBUS and PDP are registered trademarks of the Digital Equipment
Corporation.
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convenient to be able to view the UNIBUS status directly
without having to probe all 56 UNIBUS signal lines individ-
ualiy. In a static situation this would be comparatively simple;
simply hook an indicator light up to each signal line. Since the
UNIBUS is a dynamic system involving various time-varying
signals which typically change too fast for an engineer or
technician to see, some capability must be added in the
monitor to recognize and display this dynamic activity in a
useful way.

fll. The Solution

A. Single Address, Synchronous

In this mode (MONITOR switch — “OFF,” SYNCHRO/IO
switch — “SYNCHRO,” SA/RANGE switch — *SA”) the
UNIBUS Mcnitor waiches for bus transactions involving the
bus address specified by the top row of octal lever wheel
switches. If the A lines contain that address the monitor
latches the A lines on the arrival of MSYN. If the C lines
indicate a DATO or DATOB operation, the D lines are latched
at the same time. If the operation is a DATY or DATIP, the D
lines are latched on the arrival of SSYNV.



B. Range, Synchronous

This mode is similar to mode A (MONITOR — “OFF.)’
SYNCHRO[IO — “SYNCHRO,” SA/RANGE — “RANGE™)
except that instead of responding only to the address dialed
into the A switches, the Monitor responds to all addresses less
than or equal to the A switches and greater than or equal to
the D switches.

C. Single Address, 10

In this mode (MONITOR — “OFF,” SYNCHRO/IO —
“10,” SA/RANGE — “SA”) the UNIBUS Monitor serves as a
UNIBUS peripheral, responding as a peripheral or input/
output device would. It responds to the address contained in
the upper row of lever wheel switches. When the A4 lines
contain the correct address and MSYN is asserted by the bus
master, the UNIBUS Monitor latches down the A4 lines and
responds with SSYN. On DATO or DATOB operations the
Monitor latches down the D lines at the same time as the 4
lines. On DATI and DATIP operations the Monitor asserts the
contents of the lower row of lever switches onto the D lines
until MSYN is released. In /O mode the monitor observes the
UNIBUS handshaking protocols according to Digital Equip-
ment Corp. specifications.

D. Range, 10

This mode (MONITOR — “OFF,’ SYNCHRO/IO — “I0.”
SA/RANGE — “RANGE™) is essentially the same as Mode C
except that the Monitor responds to the range of addresses
between A and D inclusive. On DATI and DATIP instructions
the contents of the lower row of switches are asserted onto the
D lines as in Mode C. In this mode the lower address boundary
and the returned data are the same, but this shouldn’t cause
any problem.

E. Monitor Mode

In this mode both the D and A latches are held enabled. No
dynamic responses are made. All addresses are displayed for as
long as they are present. This mode is useful for taking a look
at the UNIBUS in static situations, such as when the processor
is stalled.

F. Non-Modal Displays

All the other UNIBUS signals are displayed on LEDs
directly on the front panel with no dynamic interactions with
the bus. In addition, the C lines are decoded into the four bus
transactions, DATO, DATOB, DATI, DATIP, and displayed.
Also, the MSYN, SSYN, SACK, and BUS GRANT lines have
pulse stretching one shots so that the signal and an “activity”
indicator are both displayed. In the case of the BUS GRANT
lines the one shot is triggered by the assertion of any grant
line; there is only one activity indicator for the grant lines.
One particular reason for activity indicators on the GRANT
lines and on SACK is that should a UNIBUS device fail with its
BUS REQUEST asserted and be incapable of responding to the
BUS GRANT, the processor will attempt over and over to
grant the request without success, timing out and starting over
again each time. The GRANT ACTIVITY indicator will catch
this kind of failure.

IV. Conclusion

After construction and testing the UNIBUS Monitor was
taken out to DSS 14, where it was installed with the planetary
radar equipment. In this application the Monitor soon proved
its usefulness in analyzing UNIBUS communication
performance.
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DSS 13 Antenna Subsystem Automation

H. Phillips, |. Crane, and P. Lipsius
DSN Engineering Section

Unattended station operation has been implemented at DSS 13, permitting full
operational control from NOCC. Sensors have been installed in the mechamcal
subsystem to monitor critical functions. These are arranged to permit gutomated
premission checkout of the subsystem, aqutomated reaction to component failure, and
identification of failled components under control of the antenna pointing computer.
This monitoring nstellation will serve as a prototype for monitoring equipment to be

installed throughout the DSN. 7

|. Introduction

Unattended station operation has been implemented at
D3S 13, permitting full operational control from the Net-
work Operations Control Center (NOCC). Sensors have been
installed in the mechanical subsystem o monitor critical
functions. These are arranged to permit automated premis-
sion checkout of the subsystem, automated reaction to
component failure, and identification of failed components
under control of the antenna pointing computer. This moni-
toring installation will serve as a prototype for monitoring
equipment to be installed in the DSN.

II. Automated Premission Checkout

The function of a premission checkout is to assure that
all of the antenna subsystem equipment required for tracking
and for automated response to an equipment failure is
functioning. The automated checkout, conirolled by the
Modcomp pointing computer, was planned to be carried out
in the following steps:

(1) Verify that the wind velocity on .site is within
acceptable limits.

(2) Verify that the level in the servo hydraulic fluid
reservoir is within the presciibed limits.

(3) Start the servo high-pressure pumps and the filter
circulating pumps and verify that these are operating.

(4) Verify hydraulic pressure at the azimuth and eleva-
tion servo valves.

(5) Start the gear drve lubrication pumps and verify
lubrication pressure or flow.

(6) Test the drive brakes as follows:
! (a) Set in a zero rate command for each axis.

(b) Release the brakes for each axis, and verify that
the brakes release.

(c) Reset the brakes for each and verify that they
set.

(7) Check the drive operation as follows:

73



(2) Release the brakes and sound the horn. =

(b) In low-speed mode, command a small rate in each
axis.

(¢) Calculate AO/Ar for each axis over a small period
and verify that the antenna is moving at the
commanded rate.

{d) Read the analog rate signal from the antenna and
verify that it is within tolerance compared fo the
calculated A8/AL

(e) Command a zero rate and set the brakes.

Ill. Monitoring During Operations

Monitoring during operations is required to determine if
the mechanical components are operating within normal
parameters and to initiate, by computer control, defensive
action to prevent a catastrophic failure. The sensing points
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were chosen to isolate major potential failure points, and to
provide the computer with the information necessary to
injtiate a defensive reaction when called for. The functions
momnitored and the action to be taken on a sensed failure are
listed in Table 1. The actual sensed points are listed in.
Table 2:

IV. Present Status

All of the menitoring equipment has been installed on the
antenna and is presently operational. The microcomputer for
collecting data and transmitting operational data has been
installed and is operational. A demonstration of remote
operation controlled from NOCC has been conducted. Opera-
tional experience is now being developed to validate the
checkout. Monitor and failure response rationale data are
also being developed on the normal operating range of the
various parameters prior to implementing the final monitor-
ing software in the antenna controller.



Table 1. Monitoring during antenna operation

Table 2. Sensor implementation

Parameter

Action on fajlure

Reservoir oil level change
Slow leakage rate
Large leakage rate

High-pressure pump and
motor operation
Motor current excessive
Pressure ouiput excessive

Low pressire af servo valves

Gear drive Iubricant flow
failure

System oil tempesature
excessive

Wind velocity excessive
Cable wrap-up hmiis

Tracking error excessive

DC power supplies farllure
(control room)

Remote DC power supply

Drive to stow
Stop pumps immediately

Shut off system
Shut off system

Shut off high-pressure pump and
filter circulation pumps

Drve to stow, set brakes
Drive to stow, set brakes

Drive to stow, set brakes
Command zero rate, set brakes

Shift fo low rate command in
high-speed mode and drive to
stow

Automatic servo system shut-
down if both power supplies fail

Automalic servo system
shutdown

In control room

At antenna

Clockwise cable wrapup lumit
Counterclockwise cable wrapup lumit
Azimuth 1 brake status

Azimuth 2 brake status
Elevation left brake status
Elevation right brake status
Azimuth high-speed niode select
Elevation high-speed mode select
Disable circuit status

Power supply I status

Power supply 2 status

Azimuth prelimit status
Elevation prelimit status

Elevation low-speed servo valve pressure
differential

Elevation system pressure

Elevation high-speed servo valve pressuze
differential

Elevation high-speed system supply pressure

Elevation low-speed system supply pressure

Azimuth high-speed servo valve differential
pIessure

Azimuth low-speed servo valve differentizl
pressure

Azimuth high-speed system supply pressure

Azimuth low-speed system supply pressure

Filuid level (hydraulic tank)

Wind speed (southwest wind tower)

Wind speed (southeast wind tower)

Wind direction (southwest wind tower)

Wind direction (southeast wind tower)

Hydraulic oil temperature

Lube o1l pressure

75-horsepower starter status

125-horsepower starter status

Pump flow 75 horsepower (left)

Pump flow 75 horsepower (right)

Pump flow 125 horsepower (left)

Pump flow 125 horsepower (nght)

Hydromech building 28 ¥V DC power supply
status
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FPLA Mechanization of Arithmetié Elements to Produce
A + B or to Pass A Only

D. E. Wallis, H. Taylor, and A. L. Rubin
Communications Systems Research Section

This article describes a 4-bit and @ 3-bit adder which can be implemented under
special hardware restrictions. The chip to be used is Field-Programmable Logic Array
(FPLA} with 12 input lines, 50 AND gates inside, and output through only 6 OR gates.

The context in whick it is being used requires an

“enable” function which can suppress

one of the two numbers to be added. The 3-bit enabled adder is compatible with
lookahead-carry mechanizations using the 74S182. It will be used in the accumulator for

the RFI project.

1. Discussion and Result

The 4-bit adder is pictured in Fig. 1. The point of interest
is the reduction in the number of AND gates accomplished by
sharng six Boolean terms between S, and C,. A sequence of
these 4-bit adders to add two 4u-bit numbers in ripple-carry
fashion would be rather slow, because each next adder would
have to wait for the previous carry.

The 3-bit adder is pictured in Fig. 2. Sixteen of these will
add two 48-bit numbers faster than twelve of the 4-bit adders.
The increase in speed 15 achieved by z well known “look
ahead” arrangement. Bach 3-bit adder puts out a P bit and a
G bit instead of a carry bit. The G bit wil have value 0 if and
only if a carry will be generated. The P bit will have value O
if G has value 1 and a carry would be propagated. Using the
Ps and Gs from all the 3-bit adders at once, the whole arrange-
ment can get the sum of two 48-bit numbers in only 5 gate-
delay times. )

The main point of interest in the 3-bit adder is the sharing

of AND gates by way of the function F. This makes it possible
to implement all the functions desited with the given chip.

76

The other point of interest 15 that F does not depend on C,.
This meant that F will find its final value during the time that
C, is being computed in the lookahead network. Thus when
C, arrives all the gates affected by C, will find their values in
just 1 gate-delay time.

The practical problem was to mechanize a 48-bit digital
integrator (or accumulator) whose memory could be read and
cleared at the same time that a new datum d&; was added to
begin a new integral. The memory type being used was not,
itself, clearable, The form of the integrator is as shown in
Fig. 3.

The available 748381 4-bit arithmetic/logical unit (ALU)
almost met the requirements. The 745381 can be controlled
50 as either to add ils two Inputs (A and B), or to transmit
zero output. The zero output clears the memory, as desired,
but the time-coincident incoming datum d, is lost and does
not initialize the nexi summation.

What was required, then, was an ALU which could add two
numbers A and B, or transmit one of them {called “pass A™).
Np such ALU was available commercially. It seemed, however,
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that an acceptable ALU could be created by programming a
field-programmable logic array (FPLA) such as the 745330,
whose package size and pinout were compatible with the
748381.

The 745330 has 50 AND gates, each of which may be pro-
grammed to AND any of 12 input variables using arbitrary
assignments of which “rail” ‘or true/false sense of each input
variable would be effective on each AND gate, Further, any
combination of the AND gate cutpuis can be ORed into any
of six internal OR gates. Each OR gate is made available as an
output from the 745330, and each OR oufput can be pro-+
grammed so as to invert its output, if desired.

The 48-bit adder logic was to be built on a circuit board .

having little room (“real estate™) for exira components. It
was, therefore; necessary to maximize the number of bits
which could be added by each 74S330. Further, the adder
had to be a “fast” adder, i.e., compatible with carry lookahead
techniques, such as those based on the 745182 lookahead
generator. It soon became apparent that the availability of

only 50 AND gates in the FPLA was going to be a major
limitation in the adder word-size or adder speed or both. Thus
a combinatorial study was made in an attempt to obtain an
optimal design for an adder based on the 50-gate FPLA.

First choice would have been a 4-bit addei with the P, G,
and E functions. We think that is impossible although we do
not know how to prove it.

The design chosen after several trials was the 3-bit adder of
Fig. 4.

Arthur L. Rubin has obtained the following result. Subject
to the requirements of the chip 748330, a 3-bit adder with
P, G, and E which makes no use of a tie around (such as the
connection of the output F to other FPLA inputs, as seen in
Fig. 2) from the output of the ¢hip (and hence avoids the one
extra gate delay) cannot be designed with fewer than 50 AND
gates. Achieving the 3-bit adder of Fig. 4 on one chip makes
the 48-bit adder as fast as possible.
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A Probabilistic Version of Sperner’s Theorem, With
Applications to the Problem of Retrieving
information From a Data Base

L. D. Baumert, R. J. McEliece, E. R. Rodemich, and H. Rumsey, Jr.

Communications Systems Research Section

We show how the design of an optimal “merged keycode” information refrieval
system involves finding the probability distyibution on n-bif binary words that minimizes

P{XéYIU...UY),} where X, Y,, .

. +» Y, are selected independently according io the

given probability distribution. We thern find the minimizing probability distribution in the

caser=1.

I. Introduction

In retrieving information from a large data base, such as will
exist in the DSN’s digital RFI Surveillance System (Ref. 1),
the technique of merged keycodes (Ref. 2) is often useful. In
this technique each record in the data base is assumed to have
a certain number of attributes, Each possible atiribute A4 is
assigned a binary code (whose length is normally that of one
computer word) C (A). If the record R possesses attributes 4, ,
Ay, ..., it is then assigned the merged keycode C(R) =
CAIVC,)V. .., where the symbol U denotes the
logical OR operation.

If one wants to locate ail records in the data base possessing
a fixed set of atiributes, say B, B,, ..., B, one computes
the merged keycode D= C(B,)U ..U C(B,), and then tags
each record R such that D <t C(R). Clearly the set of records
with the desired attributes is a subset of the tagged records.
However, some of the tagged records will not have the desired
attributes; such records are called false drops. It is obviously
desirable to minimize the numbe: of false drops, other things
being equal.

Under certain circumstances, it is reasonable to model the
zbove situation as follows, A fixed number, say r, binary
codewords are selected independently according to a certain
probability distribution P, which is to some extent controlled
by the system design. Denote these codewords by Y,, ¥,
..., ¥, — they represent the keycodes of the attributes of a
randomly selected record. Let X, ..., X, s <ur denote the
keycodes corresponding to the attributes in a random query of
the data base. We assume the X; are chosen independently
according to the same probability distribution P. The proba-
bility of false drop is then

P{X,U...UX,<Y,U...UY}=P{X; <Y U...UY}

g

Thus we are led to ask: What is the probability distribution on
n-bit binary words that minimizes the probability
P{X, <Y, V...UY,} for vanous values of ?

In this article, we will solve this question for the case r= 1.
It is hoped that the techniques developed can be brought to
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bear for larger values of #. In the remainder of this sectign, we
will deseribe our main result.

Let £ be a finite set with n elements, and let V= V()
denote the collection of all subsets of 2. For x e V, |x{will

denote the ‘cardinality of x. The relations of set inclusion.and.

proper set inclusion will be denoted by x < » and x < p,
respectively. The empty set, viewed as an element of V, will be
denoted by 0, and £ itself, as an element of V, by 1.

Let p(x) be a probability distribution on ¥, and let X and ¥
be elements of ¥V chosen randomly and independently accord-
ing to p. We denote by P {X < Y} the probability that X will
be a subset of Y. Our main result is the following.

Theaorem 1. If # 2> 1, then for any probability distribution,

n o\l
P{X<Y} ;([121_])

Furthermore equahity holds for the probability distribution
defined by

or(fg) B

=0 otherwise

In the remainder of this section, we make some remarks
about Theorem 1 and its proof. The proof itself occupies
Sectjons JT--V.

(1) The restriction n > 1 is hecessary, since with n = 1,
the probability distribution p{0) = p(1} = 1/2 gives
P{X < Y}=3/4, whereas

(2) Let ¥ = {y;,..., 3} be a sel of M pairwise non-
comparable elements of ¥, ie,, ¥, <» i iff i=; If we
define a probability distribution p(x) by

plx) = jlul? ifxeY
=0 otherwise
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then clearly P{X < ¥} =P{X =Y} = 1/M. Hence by
Theorem 1,

“<(t3)

This is Sperner’s famous bound (see Ref. 3, for
example) on the maximum number of non-comparable
elemenis in V. Thus (for n»>1) Theorem 1 can be
viewed as a generalization of Sperner’s bound.

(3) For even values of », it is possible to show that the
particular probability distribution cited in the state-
ment of Theorem 1 is the only one for which equahty
holds. For odd 12 = 3, the cbvious alternate distribution

p(x) = ([g])—l if Ix| = [—’ﬂ 1

=0 otherwise

also achieves equality. For odd »n 2 5 this is the only
other equality-achieving distribution. However, forn =
3 there are infinitely many extremal distributions:

px)=a iflxi=1
=13-a iflx|=2
=0 iflx|=0o0r3, for0<a<1/3

(These facts can all be proved by making a careful
study of our proof of Theorem 1. For the sake of
brevity, however, we shall omit the details.)

(4) Our proof contains two main ideas. First, by using
more-or-Jess standard calculus techniques, one ‘can
obtain very strong necessary conditions satisfied by any
extremal probability distribution. This we do in
Section II. Second, we derive in Section IV (after some |
preliminary material in Section III) a lemma dealing
with the expected number of maximal chains through a
point of ¥ which is selected according to a given
probability distribution. This lemma was motivated in
part by Lubell’s classic proof (Ref.3) of Sperner’s
theorem. Finally in Section V, these two ideas are
combined to give our proof of Theorem 1.

ORIGINAL PAGE I8



(5) A possible alternate form of Theorern 1 would concern
minimizing the probability that X and Y are compara-
ble. It turns out that this problem is much easier to
handle; the result is

. n
PIX<Y or X>Y}> ([g])
2

for all r, and equality occurs only for a uniform
probabulity distribution on the subsets of cardinality

o - [

However, this inequality foHows already from a
theorem of Motzkin and Strauss (Ref. 4), together with
Sperner’s original thecrem.

-1

ll. Lagrange Multipliers
The probability & (p) = P {X < Y} is given by the sum

0@ = Z{p@p(): x <y} 1))

We are asked to minimize the function Q of the 2" variables
(p(x), x e ¥), subject to the following constrajnts:

S p=1 @
xeV
px)=20,allxeV 3)

Suppose p is a probability distribution that minimizes Q (p)
subject to (2) and (3), and let G = {x : p(x) > 0}. Temporarily
we regard p and G as being fixed. Consider now the new
problem of minimizing the Tunction,

0.(@) =Z{gx)q() : x<y,x,y e G} G

where ¢ 15 2 real-valued function defined on G, subject to the
single hinear constraint

3 =1 )

xeG

{N.B. ¢ is not required to be a probabulity distribution.)

_Let B = min {p(X)? :x ¢ G}, and let U denote-the Eu-
clidean neighberhood of the function p (restricted to )
defined by :

U= {q: Zj; (q() - p(Y)* <B} (6)

Clearly if ¢ € U, then g(x) > O for all x € G. Thus by the
assumed extremal property of p, we have

Q5q) = Q(p), for all g e U satistying (5) ¢

Thus p (restricted to &) gives a local minimum of the func-
tion Qg, subject to the constraint (5), and so by the
Lagrange multiplier rule there exists a constant A such that

a9

G —_—
0 Mforallx e G 8)

Using (1), this becomes

W)+ oo pO) + 2o b)Y =N forallx e G (9)

y<x ye>x
Furthermore, since P{X < ¥} = P{X = Y} by symmetry,

P YI=PIX<Y}+PX>Y}
- Z;p(x){E PG + Zp'(y)}
xe yEX y=x

DI {0+ Lo+ X v0)}

y<x yox

=2 Z;g p(x) =2, by (9)

Thus we-have identified the constant A in (9), and so we
have

W)+ 2, o)+ 2 py) = 2P{X < ¥,

y<x yox

forallx e G {(10)
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Equation (10) is the condition which must be satisfied by
any extremal probability distribution that we will return to
in Section V.

Note: Equation (9) follows immediately from the Kuhn-Tucker
theorem of nonlinear programming {Ref. 5), and indeed one
can also conclude from K-T that the left side of (9) is = A if
x ¢ G. We have included this elementary derivation only to
make our exposition more self-contained.

IN. Preliminaries About Chains

A chain of length r in ¥ is an (r + 1)-tuple ¢ = (x,, x,,
.., x,) of elements from ¥ such that x5 <x, <...<x,.
If in addition we have [x;. 1= I+ 1, ¢ is said to be a
maximal chain (of length r) from x; to x,. Such a chain is
said to pass through each of the points x4, x;, ..., x,.

If (g, Y15 -5 V) is any chain in ¥, we denote by
MC(yg, ..., ¥,,) the set of all maximal chains from y, to
¥,, which pass through each of the y;’s. The number of
maximal chains 1 MC (¥, ..., ¥,,) is denoted by f(¥,,

v s V) Thus
F@os oo V) = IMC g, ..., V)l 1n
I gy o v s Yo -« » V) 15 @ chain, it is clear that every

s ¥} can be decomposed
, ¥,) followed by a

maximal chain in MC(y,, ...
uniquely into a chain from MC(y,, ...
chan from MC(y,, ..., ¥,,). Hence

f(yox"':yks'--sym)_—'f(yo;"':yk)f(yka'-':ym)

(12)
and by induction it follows that
m~—1
f(yoa“"ym):: H f@,:}fﬁ-]) (13)
=0

In view of (13), in order to compute f{¢) for a general
chain ¢, it soffices to consider the case where ¢= (x, »)
consists of only two elements. This we now do.

Let x = x5 <x, <...<x, =y be a maximal chain

from x to y and let x,,, - x;= {w;} i=0,1,...,r -1
Then (wg, wy, ..., w,_;) is a permutation of the elements
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in the set y - x. Conversely, if (Wy,..., w,_;} Is any per-
mutation of ¥ - x, and if we define x; =x U {wy, w;,...,
w,_; } then (x,, ..., x,) will be a maximal chain from X, =
x to x,= y. Hence theie is a one-to-one correspondence
between chains from x to ¥ and permutations of y - x:

FGy) =1y - xi! (14)
m-1
fo"o:---sym)=H Iy;'-i-l_yfll (15)
=0

As a final bit of notation, for x e ¥ let M(x) be the
number of maximal chains from 0 to 1 passing through x.
Then

Nx)=7(0, x, 1)
=10, x)f(x, 1)

= bl @z - 1x) ! =n!/(;|) (16)

Note that as a function of x, N(x) achieves its minmum
value when [x| =nf2 for rn even, and |x|= (= £1){2 for n
odd. Thus if we define a(n) = [#/2}! (n - [#/2]) !, we have

Nx)Za@), dlx eV, a7n

with equality iff x = [n/2] orn - [n/2].

IV. A Basic Lemma

Let G be a subset of V. If ¢ = (xg, ..., x,) is a chain in
V, and at least one element of ¢ kies n G, we define L (c)
(“the last element of ¢ lying in G™), as follows:

Ls{¢) = xp, where k =max {i: x; ¢ G} (18)
If no element of ¢ lies in G, Lg(c) is undefined.
Further, we define for eachx ¢ V,
" Ng(x) = {c e MC(0, 1): Lg(c) = x} (1%



Thus Ng(x) is the total number of maximal chains from 0
to 1 whose last element in G is x. If now for each x € V¥ we
define g (x) by

g@) =1 e MC(x, 1): Ls(e) =x} (20)

ie., g(x) is the number of maximal chains from x to 1
whose last element in G is x itself, it follows that

Ne(x)=1(0,x) g (x) ey

If p is a probability distribution on ¥V, and if X is an
element of V chosen randomly according to p, the number
of maximal chains from O to 1 passing through X, M(X) is a
random variable whose expectation is given by EN(X))=
Z{p()N(x): xeV} The following lemma gives another
formula for E(MZX)) which is crucial in our proof of
Theorem 1.

Lemma 1

Let p be a probability distribution on V, and let G =
{x e V: p(x)>0}. Then

—1
> PN = YD NG S #) (]y 1)

xeV yeG x<y Ix1

Proof
Using the fact that p(x) = 0 if x ¢ G, and (16), we have

D PENG) = Y P F(0, %) Fx, 1)

xeV xeGG .

(22)

We now -classify the chains in MC (x, 1) according to their
last element in G. If y 2x, then the number of maximal
chains from x to 1 whose last element in G is y is
fx,»)g(). Thus

F, =37 féx )e0) (23)

y2x

Replacing f (x, 1) in (22) by the sum (23), and interchanging
the order of summation, we get

2 PENGY = 3 80) Y, PEIAO, X)fx, »)

xeV. yeG XSy

SO, x)fx, »)

=Y. 10,2)20) Y o £(0,3)

yeG@ X<y

But by (21}, 1(0, »)g(») = N (). And by (14),

FO,07G5) _Ix1tly - x1t (lyl)‘l
0,9 1! x|

This proves Lemma 1.

V. Proof of Theorem 1

We are now in a position to give a short proof of
Theorem 1. The idea of the proof is to estimate the expected
number of maximal chains through a randomly selected point
of Vin two ways. On one hand, this expectation is certamnly at
least o) by (17). On the other hand, using the machinery we
have developed 1n Sections II-IV, we will show that ihis expec-
tation (at least for an extremal probability distribution) is at
most P{X<<¥}- n! The resulting bound, P{X < Y}= a(n)/
n!, is the bound of Theorent 1. Let us now see how this proof
goes in detail.

Let p be a probability distribution that minimizes Q(p) =
PIX<TY}, and let G= {x e V: p(x) >0} Then by Lemma 1,

l -1
3 N = TN T p(x)( :i :) (24)

xeV yeG sy

By (17), N{x) = a(n) for all x. Hence

> pNG) 2 ofn)

xelV

(25)
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Let us rewrite the inner sum in (24) in the following way:

-1 -1
Zp(x)(:i’:) - p()+ 3 p(x)('y’) 26)

X<y X<y ]

We now claim that if # > 1, and x <y,

-1
p(x) (:i:) é%p(x) ‘ X))

If x # 0, (27) is obvious since then the binomial coefficient
will be = 2. If x = 0, the binomial coefficient is 1, but (27) is
true anyway because p{0) = 0. This can be seen as follows.
Let x= 0 in (10); we get P{X<Y}= 1/2+ 1/2 p(0). Hence
if p(0)> 0, then P{X=<{Y} >1/2. But since n>1 we can
select two non-comparable elements x; and x, and define a
probability distribution g by setting q(x,) = q(x,) = 1/2. For
this probability distribution we clearly have P{Y < Y}= 1/2.
This shows that no distribution that minimizes P{X < Y} for
n > 1 can have p(0) >0, and this completes the proof of
7.

Combining (26) and-(27), we get

-1
S0 () <ror+d 3 o

x<y x<y

<p0) +5 2 PO +3 3 P6)

x<y x>y
(28)
We now apply (10) to (28) and conclude that
pI\7T .

> () <PIX<Y), ifyeG (29)

i<y [xi

. Combining (24), (25), and (29), we get

a(n) SPIX< Y} Y Ng() (30)

yei@

Finally we observe that each maximal chain from 0 to 1
is counted at most once in the sum (30). (If ¢ is such a
chain and if Lg(c)= p, it is counted by the term Ng(»).)
Since the total number of such chains is n! (see Eq. 14), we
get ZN () < n! and hence, finally,

n -1
Pix<yi=® o (rn 3]
() e

This completes the proof of Theorem 1.
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The VLBI-Laser Intercomparison Project was established at the direction of NASA to
assess siate-of-the-art geodetic measurement systems being developed by NASA. A Project
plan describing the objectives of the Project, the methods for making the assessment, and
the schedule, was reviewed. The plan was approved and published. This article describes

the contents of the plan.

. Introduction

A. General

The primary objective of the DSN VLBI-Laser Intercompar-
ison Project is the accurate measurement of baseline vectors,
both length and direction, between established geodetic bench-
marks.!

A second objective is the Intercomparison between both
satellite and lunar laser ranging techniques with VLBI. Both
geodetic and geodynamic measurement instruments are to be
evaluated. This is to provide potential users with an assessment
of the value of the different instruments. This assessment is to
be performed in terms of accuracy of the baselines measured
andfor the geodynamic parameters measured, the operability
of each instrument and, finally, the cost of operations of each
system. This leads to the demonstiration of the suitability .of
the various systems to potential.applications.

Ly surveyor’s mark made on & permanent landmark that has a known
position altitude that can be used by varnious geodetic measurement
systems.

B. Specific Objectives

The specific objectives of the Project are divided into im-
mediate and future objectives. The immediate objectives are
to: assess current VLBI and Laser System performance,
ideniify potential problems i the application of VLBI or
Laser Systems by NASA or other agencies, assist system devel-
opment to overcome problems, and finally, demonstrate readi-
ness for technology transfer. All these objectives are intended
to be- accomplished by 1979, except for the intercompanson
between VLBI and Lunar Laser Ranging (LURE} which is not
planned to be accomplished until early 1980.

Beyond 1980 the objectives of the Project are to demon-
strate performance of the five-centimeter VLBI system in an
operational environment and 1ntercompanson with LURE.

C. Assessment Criteria

“The VLBI and Laser Systems will be judged on their ability,
to measure vectors between benchmarks in terms of relative
accuracy, since no absolute scale can be found. By relative
accuracy is meant the repeatability of each system’s measure-
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ments over the measurement session and, in cases where appro-
priate, the ability to close figures such as triangles.

Secondly, the operability, that is the ability to operate each
system, will be assessed. This will be done by noting the
differences between planned observations and actuaily-accom-
plished cbservations of the measurement’s sources during each
session.

Finatly, the life-cycle cost of each system will also be a
hasis for judgement. By life-cycle cost is meant the implemen-
tation cost of an operational system and the operating cost
over the lifecycle of the system. Operational costs will be
measured in terms of man-months of effort per month, and
shipping and setup costs rather than actual salary dollars to
avoid evalvation dependence on salary structure of the user
agency or contractor.

D. Accuracy Demonstration

The objective of demonstrating geodetic and geodynamic
measuiement acculacy can be satisfied by an experiment
which will produce necessary and sufficient results. For exam-
ple, if a more accurate measurement technique existed, then
the accuracy of VLBI could be demonstrated by companson
to this more accurate technique. For short baselines where
conventional surveys can provide centimeter accuracy, this
comparably accurate technique does exist. However, on long
baselines there is no demonstrated technique for producing
comparable accuracies.

Consequently, in the absence of a more accurate measure-
ment technique, no known test of sufficlency has been found,
What can be done 1s to satisfy an exhaustive set of necessary
conditions to infer the accuracy.

. Error Source Evaluation Methods

The VLBI error sources can be grouped for analysis as
follows. First, there are the VLBI subsystems, some of which
can be isolated and examined singly. Others must be lumped
together for evaluation. Table 1 lists the subsystems, the types
of errors that arise, the methods for evaluating each subsystem
or group of subsystems, and the measurement session in which
the evaluation will occur (see paragraph i for measurement
session schedule).

A second set of error sources can be called natural. These
are shown in Table 2 and include the structure and position of
the radio source, the ionosphere, and the troposphere. In two
of these instances, ionosphere and troposphere, related re-
search has been conducted for some years by DSN Advanced
Systems. Also, more work is planned in the future to evaluate
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the water vapor radiometer in an absolute sense. The Project
will closely momitor these activities. But, they are not part of
this Project plan since they have been or will be carried out
regardless of this Project’s sponsorship.

It is the intent of the Project to conduct VLBI experiments
in certain environmental conditions such as variable humidity
to investigate the effect on the interferometry of water vapor,
for example.

Systemn evaluations will be conducted as follows: First,
short baseline closure and repeatability will be performed to
investigate instrument errors. Alsc, comparisons with con-
ventional surveys, such as NGS will be conducted.

Secondly, contential baseline closure and repeatability can
demonstrate VLBI capability and comparisons with satellite
laser ranging can be made.

Third, intercontential baseline comparisons with LURE are
planned as intercomparison with the VLBI system. The
Universal Time 1 and polar motion determined by both sys-
tems will also be compared to establish the geodynamic capa-
bility of the two systems.

lil. Measurement Session Schedule

The Project is organized and conducted as a series of
measurement sessions. Each session is designed to achieve
specific objectives as developed in later portions of this plan.
Sessions are generally conducted once per year. Sufficient time
should be allowed between measurement sessions to evaluate
the resuits so that the planming for the next session can take
full advantage of the knowledge obtained from the last session.

The measurement sessions evolve from the simple to com-
plex by increasing system sensitivity and performance, by
adding more calibrations and by lengthening the baseline being
measured. Also, there are sessions which are intended to pene-
trate deeply into one aspect or subsystem of the system which
may also be conducted and which may in fact be simpler
measurements but performed under more highly controtled
conditions to 1solate error sources of the system.

Figure 1 shows the overall VIBL-Laser Intercomparison
Project schedule. The top two lines indicate the periods for
data acquisition for each measurement session and the sched-
ule for project ieports. As shown, each session has a pre-
session plan describing the objectives of the session and a post-
session report listing the results.

The planning for each session involves preparation of a
pre-session report to document specific objective, measure-



ment strategy and technique, and estimate its estimated ac-
curacies. The .pre-session report also identifies the hardware
and software required and the schedule {or data acquisition,
reduction, and analysis. The measurement is then performed.

The post-session report is published to document the re-
sults. In the post-session report the experiences learned in
terms of operational difficulty and the equipment require-
ments for the next session should be identified. Most impor-
tant of all, the accuracy actually obtained will be published.

Also, there is an overall Project plan, which is this docu-
ment, and there will be a.final Project report at the end of the
Project.

The next line item on the schedule are flight project cvents
and are included to show periods of peak activity and heavy
loading on DSN -facilities. As can be seen from the data
acquisition measurement section schedule, sessions are for the
most part intended to avoid these heavy deep space probe
activity periods to facilitate antenna scheduling.

The next three line items show the deployment schedule
for the mobile satellite laser ranging equipment (MOBLAS),
the Geoceivers, which employ satellite Doppler measurements
to determine their position, and the ARIES antenna which
provides a mobile arm for the VLBI system. The planned
deployments of these three systems require coordination and
the agreement of the respective agencies before the plan can be
finalized. Specifically, the deployment of the Geocejvers of
the National Geodetic Survey in Session Four at Haystack,
Goldstone, and Ft. Davis, needs to be agreed upen.

The next six line items, VLBI data acquisition racks, RF
phase calibrators, water vapor radiometers, hydrogen masers,
noise adding radiometers, and the Caltech-JPL Mark-II Cor-
relator are major equipment 1tems that are required for certain
sessions as indicated by the cross-hafched bars, Note that the
Mark II Correlator will not be employed in Session Six since

_the DSN VLBI processor subsystemn will be used for correla-
tion and estimation for this final session.

The next items are surveys being conducted by the NGS as
part of certain intercomparisons mainly, the survey at DSS 14
between the intersection of axes of this antenna, a benchmark
or monument beside DSS 14, to the MOBLAS location pad
and the ARIES pad 300 meters from the DSS 14 antenna. A
second survey which is planned if the intra-complex report
indicates that the anticipated accuracies are sufficient to pro-
vide a highly precise intercomparison with VLBI will be con-
ducted over the entire Goldstone complex. This survey will
primarily be used to compare the DSS 14 to DSS 13 baseline.
However, since survey techniques require the establishment of
a network of measuring devices the other Goldstone antennas
can also be surveyed without a great additional cost, It should
be noted that DSS 13 will become a wideband VLEBI station
before DSS 14 and consequently DSS 13 will be used 1n cer-
tain long baseline tests in place of DSS 14 where 14 is unavail-
able due to other comments. Consequently, by measuring the
13~14 baseline accurately, these DSSs can be used more or
less interchangeably.

The next item is the implementation schedule of the DSN
VLBI System which will be employed in Session Six for the
operational demonstration. DSN VLBI will produce UT1-polar
motion routinely from July 1979. The prease DSN VLBI
System {5 cm) will be operational in time for Session Six. The
DSS 13 VLBI configuration is the next line item and 1s
planned to be completed by October 1978. At that time 100
MHz of spanned bandwidth at X-band would be available.

Finally, the four participating facdities not within the DSN,
namely, the Haystack Observatory, the Owens Valley Radio
Observatory, the Ft. Davis Observatory, and the LURE equip-
ment at the McDonald and the Haleakala Observatories, are
listed as are their required participation periods as shown by
cross-hatched bars.
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Table 1. Subsystem error source evaluation

E ource Evaluation Measurement
TX0T § $ method session
Instrumentation
Frequency standard®
Phase stability
Phase calibrator?
Phase center
variations to
intersection of Short baselines
axes and connected 3
Phase path variations element
due to antenna dis- interferometry
tortion or sub-
reflector motion
Off-axas pointing
phase effect
Mechanical
Variation between Comparison 2
intersection of axes and with survey
benchmark
Software Comparison of 2

independently
formulated
code, compari-
son of results
with identical
input data

Tahle 2. Natural error source evaluation

Measurement
Error source Ev:laluatlon method session
Source positions and
structure
Uncertainty Baseline repeatability 2&4
source positions
Changing souzce Baseline closure 2&4
structure
Ionosphere? 5- vs X-band solution
(<1 cm)
Troposphere
Dry components® Surface measurements
(<1cm)
Wet component? WVR (water vapor
radiometer) calibra-
tion (<2 cm)
Measurements in
highly vanable
humidity

2Evaluation provided by Advanced Systems and/or ARIES
Project.

3Evaluation provided by Advanced Systems.
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A Fast Computation of Complex Convolution
Using A Hybrid Transform’

|. 8. Reed

University of Southern California
Department of Electrical Engineering
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TDA Engineering Office

In this article, it is shown that the cyclic convolution of complex values can be per-
formed by a hybrid transform. This transform is a combination of @ Winograd transform
and a fast complex integer trapsform developed previously by the authors. This new
hybrid algorithm requires fewer mudtiplications than any previously known algorithm.

I. Introduction

Several authors (Refs. 1-9) have shown that transforms
over finite fields or rings can be used to compute circuiar con-
volutions without round-off error. Recently, Agarwal and
Cooley (Ref. 10) used the techniques of Winograd (Refs. 11,
12} to compute cyclic convolutions. These new algorithms for
convolutions of a few thousand points require substantially
fewer multiplications than the conventional FET algorithm
{Ref. 13).

Previously the authors (Ref. 5) defined a class of Fourier-
like transiorms over the éomplex integers modulo g. This was
a transform over the Galors field GF(¢?), whereg=2P-1isa
Mersenne prime for p = 2, 3,5, 7, 13, 17,19, 31, 61, ... Re-
cently these complex integer transforms were specialized to a
transform length of d points, where di8p (Ref. 8). The advan-
tage of the latter transform over others is that it can be accom-

1This work was supported in part by the U.S. Air Force Office of
Scentific Research under Grant AFOSR-75-2798.
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plished compIete!y by circular shifts, i.e., no multiplications
are needed (Ref. 8).

In this article, it is shown that Winograd’s algorithm (Ref.
11) can be combined with the above-mentioned complex inte-
ger transform aver (GF(g?) to yield a new algorithm for com-
puting the discrefe cyclic convolution of complex number
points. By this means a fast method for accurately computing
the cyclic convolution of a sequence of complex numbers for
long convolution lengths can be obtaned. This hybrid algo-
rithm is comparable in speed to that given by Agarwal and
Cooley (Ref. 10) and is implemented readily on a digital com-
puter. The dynamic range requirements for this hybrid algo-
rithm are presented here m detail.

Il. Cyclic Convolution

The following aigorithm for the cyclic convolution of two
sequerices is based on ideas given by Winograd (Ref. 11). Let
the field of rationals be R. Also let X(u) =x, +x,u +x,u? +



Tt x L Y =y, tyuty,u? o4y a1 be two
polynomials over R. The product T(u) = X(u) + Y(u) can be
computed by

2n-2

T)=X@) - Ye)mod J] (u-e) 48]
=0

where o, ¢ R. Itis shown in Ref. 11 that a minimum of 2n - 1
multiplications are needed to compute (1).

It is readily shown that the cyclic convolution of X{(x) and
¥{u) 15 the set of coefficients of the polynomnal

T'(u) = X(u) - Y(u) mod (2 - 1)

Let the polynomial ## - 1 be factored into irreducible rela-
tively prime factors, ie.,

k
u - 1=T71 &)
=1

where (g,(t), g(u)) = 1 for i#]. Then T'(z) mod g,(u) for i =
1,2, ...,k can be computed using Eq. {1). Finally, the Chi-
nese remainder theorem is used to evaluate 7'(x) from these
residues. The above summarizes Winograd’s method for per-
forming a cyclic convolution.

The following theorem is due to Wmograd (Ref. 11).

Theorem 1: Let @ and b be relatively prime positive integers
and 4 be the cyclic ab X zb matrix, given by

Alx, y)=f(x +y moé a * b), 0<x, y<ab
If w is a permutation of the set of integers {0, 1,...,ab -1},
let

B(x, y} = A(x(x), n(v))

Then there exists a permutation @ such that, if B is parti-
tioned into b X D submatrices, each submatrix is cyclic and
the submatrices form an & X & cyclic matrix.

It was shown previously (Refs. 10, 12) that the number of
multiplications needed to perform a circular convolution of 3,
5, 7, and 9 points of complex numbers is 4, 10, 19, and 22
multiplications, respectively. In order to compute the cyclic

convolution of two longer sequences of complex integers, a
d-point transform- over GF(g?), where ¢ = 2P - 1 and d|8p,
will be utilized here. Since the latter transform can be evalu-
ated without multiplications (Ref, 8) , it can be used with con-
siderable advantage to compute a cyelic convolution of two
d-point complex number sequences. The number of complex
integer multiplications required to perform this circular convo-
lution over GF(q?) is precisely d, the number of multiphca-
tions needed to multiply together the transforms of the two
sequences.

For the moment, let d, the transform length, be an arbi-
tary integer. Nextletd=p, * p, . ..p, be the factorization of
d into prime integers. If one letsa, =p *p, ... p,_; and
b, = p,, then by Theorem 1, ad X d cyclic matrix can be par-
titioned into 53 = p? matrices of size @, X a,. Next let a; =
a, X by, wherea, =p, . .p, ,and b, =p, ,.1fa, isnota
prime, then each #, X e, cyclic matrix can be partitioned into
b3 matrices of size a, X #,.In general, ¢;=a;,; X b, , where
b,y isaprme. If g, ; # 1, then each 7; X g, cyclic matrix can
be partitioned into &%, matrices of size a;,; X a;, ;. Other-
wise, the procedure terminates. If the number of multiplica-
tions wsed to compute the cyclic convolution of p; powmnts 15
m;fori=1,2,...,r, then Winograd has shown (Ref. 10) that
the number of multiplications needed to compute a d-point
cyclic convolution is equal to N =m, *m, ...m,.

It is necessary to choose only certain values of 4 as the
transform length 1n order to combine the Winograd transform
with the fast complex integer transform over GF(g?), where
g = 2P ~ 1 ig a Mersenne prime. For this purpose, let the num-
ber d have the form

d=a-2"-p @

where m =0, 1,2,3 and ¢ = 3, 5, 7, or 9. For most practical
applications, it suffices in (2) tolet p =31 or 61.

If d, the transform length of the cyclic convolution, 1s given
by (2), then by Theorem 1, there exists a permutation of rows
and columns so that the cyclic 4 X d matrix can be partitioned
into blocks of (27 + p) X (2" « p) cyclic matrices in such a
manner that the blocks form an ¢ X ¢ cyclic matrix, Now the
cyclic convolutions of ¢ =3, 3,7, or 9 complex number points
can be accomplished by Winograd’ algorithm. Since 27 -
plg? - 1 for m =0, 1, 2, 3, a transform of length 2™ + p over
GF(g?) can be found and used to compute the cyclic convolu-
tion of the 2 -« p complex number points. The number of
multiplications needed to perform this convolution is 27 - p.
Using this and the number of multiplications needed for Wino-
grad’s algorithm, the total number of multiplications needed
to perform a convolution of 4 complex number points can be
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computed. The results of this computation are shown in
Table 1. The present algorithm, and Agarwal and Cocley’s
algorithm are compared 1n this table by giving the total num-
ber of complex number multiplications required to perform
the different algorithms.

It was shown above that Winograd’s algorithm can be com-
bined with a transform over GF(g?) to yield a new rather fast
hybrid algorithm for computing the cyche convolution of
complex values. In this algorithm it was necessary to compute
the cyclic convolution of 27 + p complex number points for
m =0, 1, 2, or 3. This eyclic convolution of two d-point se-
quences of complex number points is

d-1 :
€= E € e ) (3)

n=0

where d|8 - p and (X — n) denoies the residue of k- » mod d.
To compute this convolution the components of the truncated
complex numbers e, and f,, must be converted-first to integers
a, and b, with dynamic ranges, say, 4 and B, respectively.
Previously (Ref. 5), a sufficient dynamic range constraint for
A and B was shown to be

g-1 .
A4 : )
If 4 =B, (4) reduces to
a<[ /] ®

where [x] denotes the greatest integer less than x.

If the circular convolution of 4, and b,, 1s denoted by ;.
fork =0,1,2,...,d~ 1, then using the procedure described
in the example of Ref. 5, ¢;. can be obtained by using fast
transforms over GF(g?). In (3), ¢ can be obtained by scaling
back c;c into the scale of the original complex numbers for k =
0, 1,2,...d~ l.Evidently, the only error made in this com-
putation of the ¢;.s is the truncation error.

The dynamic range constraint A of the input sequence
given in (3) is generally very pessimistic. By an argument simi-
Iar to that used for integer convolutions (Ref. 14), one can
lessen the- severity for this dynamic range constraint and still
maintain ¢, in the interval #(g - 1)/2 with 2 small probability
of overflowing. This assertion is justified in the Appendix.

To illustrate this new hybrid algorithm, consider the follow-
ing example,
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Example: Let d = 6. Next suppose that the input function
defined by

is convolved with itself. This convolution is

5
= E l:Inb(k—n)
n=0

where (x) denotes the residue k¥ - n of modulo 6. This convo-
iution can be written in matrix form as

¢ g, a 4,4, 4,4a b

0 0%1%2%3% %5 o
¢, a a,a,8,4a,4, b,
€, a,0,a,8,48,4, b,
cy ) di8,a,8,a 4, 53
¢, A il ay 8, a,dy b2
05/ a a,a, 8,a,4a, b1 /

By Theorem 1, there exists a permutation # of rows and col-
umns so that the above cyclic matrix can be partitioned into a
2 X 2-block matrix of 3 X 3 cyclic blocks as follows:

, a. 4. 4a,4,48, 4a b

0% "2%3%1 %5 0
¢, Uy, dy &y sy b:e
c, a,0,8,8,a,a, b4
¢y -— a0, a,8,4,4, by
¢, a,a,a,8, 4,4, b5
€5 ds234, 4,858, ?1
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This matiix equation has the form . . 1 1 0 1
=11 0 1 0 (D
Y, A B X 0 1 1 i

Letxy =1,x;,=0,x,=1andy, =0,y, =1,y, = 1. Then the
matrix equation defined in (7) can be obtained by computing
wherze the convolution of the two sequences 4, and &,,. To do this,
use a transform over GF(g?). In order to avoid overflow, one
needs to choose g = 7 so that the integer components of ¢,

.. . .

€, €y b, b, b,, lie in the interval 1.
Yi=l e |51 ¢ I,X,=)| b, |2 X,=1 b | Since 215 a 3rd root of unity, the transform over GF(7?) of

X, 18
[ s b, b,
3-1
] X, = 2 x 2" =30 +22%  for k= 0,1,2

3,8, a,\ aya, a. n=0

A=1VY a,a,a . B=| o, a_a .
a9 153 Thus, X, =2,X, =5,X,=3.
G804, ;8542

Similarly, the transform of sequence ¥, is

-
=
=
v

w

-1

Y, =Y 2" =242 forg=0,1,2
R n=0
Y, A+B)X + X )t A -B) (X, - X,)
= 2_1
Thatis, Y, =2,Y,=6,Y,=6.But D, =X, Y} ,ie,Dy =4,
Y, (4 +B) (X 1 ¥ X)-A-B), - Xz) D, =2,D, =4. These are the only complex integer multiplica-
tions.needed to perform this transform. The inverse transform
of Dy is .
D+E
= d, =3"1% p 27"
D-F " k=0 ¢
whete D= (4 +B) (X, +X,),E=(4 - B) (X, - X,)- Now =54+22%+4+-27)ymod7  fork=0,1,2
ag ¥y a,%a;, 8, Yag\ b thy since 371 S.mod 7. Thus finally, dy = 1,d, =2,dy = 1.
D=t a,ta,a,tag ay+a, b, b

In a similar fashion, matxix £, piven in (6), can a_]so be ob-
+h tained as e, = 1, e, =-2, e, = 1. Thus, by (6), one obtains

a,ta_,a ta,a ta b
2 557 %0 T¥r e T finally ¢y =1,¢, =2,¢,=1,¢5=0,c, =0and ¢, =0.
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Table 1. Complexity of New Algorithm for the Convolution of
Complex Number Points

No., Complex Number
" Multiphications of
No. Complex Mumber Agarwal and Cooley’s

d Factors Multiplications Algorithm
120 560
124 4% 31 124

210 1520
244 4x 61 244

248 8§x 31 248

420 3800
488 8x 61 488

744 3X 248 992

840 10640
1260 20900
1464 3X 488 1952
2520 . 58520
3720 3X 5% 248 9920

7320 3X 5% 488 19520




Appendix A

A Probabilistic Dynamic Range Constraint for the Transform Over GF(qz)

Let a, = o, + 1B, and b,, = x,, +1¥,,. Then the cyche con-
volution of @, and b,, is given by

[s8

-1
¢l =
k

v (A1)

where g, =d %, =~ 6.V Yn = 0V, T B,%,- In many applica-
tions, the sequences w,,, 8., x,,,and ¥, can be regarded as mu-
tually independent. With this assumption, consider the sum

d-1
Sﬂ = K,

n=0
in (A-1). The expected value of u,, is given by
E(u,)=E(e,) E(x,) - E@)ED,)

where £ denotes the expected value opgrator. With no loss
of generality, the means of o, B,, %,, and ¥, can be
assumed to be zero. With these assumptions, £(u,,) = 0, and
the variance o2 of p,, is given by

02 =EG2)=E(e2) EG2) + B EGY)  (AD)

Finally, assume that &, and §,, are uniformly distributed over
the dynamic range A, and that x,, and y, are uniformly dis-
tributed over the dynamic range 5.

2
) =B =15
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and
2 B
B2 =B ==
12
Substituting these values in A-2,
4282

122

Now by the central limit theorem (Ref. 15), the probability
of exceeding a threshold A is

209, -
g, =2 (A-3)

S
P{—E >
\/Eop

=2(1- o)

where @(}) is the standard normal distribution. Ths equation
can be written as

P { I8,1>\V/d5, ,= 21~ 0 (V) (Ad)
To keep S, from overflowing, one needs the inequality
18, 1< "—?2—1
Hence if one sets
Ao, = L2 (A-5)

then (A-4) is the probability of overflow.

For example, if A = 3, then the probability of overflowing is



PiIS, I>2/dy (= 2(1 - 9(3))=0.0026
which is very simall. Substituting (A-3) into (A-5) yields

A _B=6(Q' 1)

A6
NG ) (A-6)

Equation (A-6) is the required relation among the parameters

A, B, q, d, and A. Similatly, one obtains the same result.

defined in-(A-G) for the sum

Let 21 and 2%2 be binary scale factors for a,, and b,,, re-
spectively. Then since

~2F1<e B <21

kg ko
2"2<x,,y, <2

the dynamic ranges A and B are 2€1*L ang 2%2%1 | respec-
tively. For most applications the two Mersenne prime 231 - 1
and 2% - 1 will provide enough bit accuracy and dynamic
range for computing two 2" - p-point sequences of complex
numbers. To fllustrate this, .if d is chosen to be d =28, A =3,
q=231 - land k, =k,, then by (A-6)

6(q - 1)
A=2F111 = o gl4
. ~ 2dA

Thus one needs approximately &, =k, = 13 bits to satisfy
{A-4) with an overflow probability equal to 0.0026. Thisisa
considerably befter bound than one obtains using formula (5)

for 4. In fact, the dynamic range constraint (5) yields 4 =
2F1 =210,
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The Gravitational Wave Detection Experiment:

Description and Anticipated Requirements

A. L. Berman
TDA Engineering QOffice

One of the most exciting challenges facing gravitational theoreticians and experi-
menters in the remaining decades of this century will be the search for “gravitational
waves” as predicted by FEinstein’s General Theory of Relativity. Proposals have been
advanced to seorch for gravitational waves in ultraprecise two-way Doppler data. In such
an experiment, the toral measurement system includes the Deep Space Network Tracking
System, the spacecraft, the intervening medig, and the data processing system. Fre-
liminary estimotes_of gravitational wave characteristics are used to define a baseline
experiment, with a totdl measurement system fractional frequency fluctuation of
1X 10715, and a desirable experiment, with a total measurement system fractional
frequency fluctuation of 1 X 10-17.

The experiment to detect gravitational waves in ultraprecise two-way Doppler data is
described, as are the gnticipated requirements for the Deep Space Network, the space-
craft, and the data processing system. The article concludes by describing the steps
necessary to provide the capability to perform this experiment.

l. Introduction

One of the most exciting challenges facing gravitational
theoreticians and experimenters in the remaining decades of
the 20th century will be the attempted detection and neasure-
ment of *‘gravitational waves” as predicted by Einstein’s
General Theory of Relativity. Gravitational waves afe spatial
strains propagating at the speed of Hght which are (expected to
be) generated by the violent collapse of stars, star clusters,
galaxy cores, quasars, and seyfert galaxies into supermassive
black holes {for instance, see Thorne and Braginsky, Ref. 1).
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Proposals have been advanced to use “ultraprecise” two-way
Doppler data while tracking spacecraft at large distances (i.e.,
>1 AU) to detect very-low-frequency (~10-2 Hz) gravita-
tional waves (for instance, see Davies, Ref. 2, and Estabrook
and Wahlquist, Ref. 3). Although such a scheme appears to be
one of the more promising suggested, substantial improve-
ments in current Deep Space Network (DSN) and spacecraft
performance will have to be achieved, as well as provision of
new capabilities, to bring to frmtion the utilization of ultra-
precise Doppler data in the search for gravitational waves. It is
thus the purpose of this article tc provide a brief description



of the experiment to detect gravitational waves in ultraprecise
Doppler data, and to establish anticipated requirements for the
spacecraft, DSN, and subsequent data processing.

ll. Definition of “‘Baseline” and “Desirable”
Experiments

As already noted, gravitational waves are expected to be
produced by the violent collapse of stellar bodies into super-
massive black holes; these waves are expected to be evidenced
as spatial strains propagating at the speed of light. Specifically,
one expects (Refs. 1 and 3) that the waves will:

(1) Alter the distance between separated frec masses.

(2} Produce a fractional frequency shift in ultraprecise
Doppler data, on the order of the wave amplitude.

Thome and Braginsky (Ref. 1) have estimated possible
gravitational wave characteristics; these are presented in Fig. 1.
As can be seen, the wave duration (7) is proportional to the
wave amplitude {(#) and the expected ranges of durations and
amplitudes! are:

40 seconds < 7 < 40,000 seconds
10717 < p < 10~14

In Section III it will be shown that the scheme to utilize
ultraprecise Doppler data requires:

7 < Round-Trip-Light-Time {RTLT)

Since the next decade of funded and proposed deep space
missions have maximum distances of either Jupiter (Galleo
Mission, Solar Polar Missionn} or Saturn (Satum Orbiter
Mission), 1t 18 Immediately apparent from Fig. 1 that one 1s
constrained to search for waves in which the amplitude is
~10~1% or less. It 15 also obvious that one would like to search
for waves with amplitudes as low as 10717 (7 = 40 seconds).
This then motivates the selection of a “baseline’ experimént
to look for the strongest expected waves, and a “desirable”
experiment to search for a wide variety of waves. Using this
rationale, and noting that there are stringent requirements
throughout tie entire measurement system, consisting of

(1) DSN Tracking System

(2) Intervening media

1t should be emphasized that these are highly tentative estimates

(3) Spacecraft
(4) Data processing

one proceeds to define the baseline experiment as follows:
(1) Search for waves with amplitude &= 10715,

{2) Require total measurement system fractional frequency
fluctuation (o{AF/FY) of 10715 or less.?

(3) Require each identifiable independent element of the
total measurement system to have a fractional fre-
quency fluctvation of 3 X 10716 or less®

(4) Require averaging times (7,) between 50 and 5000
seconds.

Similarly, one defines a desirable experiment as follows:
{1) Search for waves with amplitudes & 210717,

{2) Require total measurement system fractional frequency
fluctuation (¢(AF/I)) of 1017 or less.

(3) Require each identifizble independent element of the
total measurement system to have a fractional fre-
quency fluctuation of 3 X 10718 or less.

(4) Require averaging times (7,) between 5 and 5000
seconds.

While it is considered technologically possible to achieve a
baseline system in the 1980s, the desirable system may not be
achuevable until the 1990s, if then.

While fractional frequency fluctuation is most appropriate
for the basic description of ultraprecise two-way Doppler
(frequency) data, certain elements of the measurement system
are more conveniently thought of-in terms of phase fluctua-
tion (a(A¢)) or path length fluctuation (o(AL)). For the
remainder of the article, the following equivalents will be
assumed:

o(A) = o(AFF) - deldt - 7,

o(AL) = o(AF[F) » ¢+ 7,

*The symbol o will be used to represent a “generalized” measure of
fluctuation which ultimately may be determined fo most appro-
priately be the Allan vanance, RMS, etc.

3Since there are numerous mdependent elements, 1t 15 assumed appio-
priate to require each mdependent element to be specified at a level
one-half order of magnitude below the total measurement system
requirement.
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where
¢ = phase
F = frequency
r= time
T, = averaging time
L = length
¢ = speed of light

Some typical conversions are

(1) o(AFIF)=1X 10-15

100 1000
Ty seconds seconds
o(Ag), X-band 0.3 deg 3.0 deg
a(AL) 0.03 mm 0.3 mm
(2) a(AF[Fy=1X 1017
~loo 1000
T, seconds seconds
a(Aqb)a X-band 0.003 deg 0.03 deg
a(AL) 0.0003 mm 0.003 mm

lll. Experiment Description

The special feature which allows the usage of ultraprecise
Doppler data for the possible detection of gravitational waves
is a unjque “three-pulse” signature which is a function of the
spacecraft, Earth, and gravitational wave propagation direction
geometry (Ref. 3). The pulses (fractional frequency shifts)
result from effects which™ are conveniently described as
follows:

(1) “Clock speed-up” (Earth only effect)
(2) “Buffeting” (equal Earth and spacecraft effect)

Consider a case where § defines the angle between the
gravitational wave propagation direction and the Earth-
spacecraft line, as seen in Fig. 2. Clock speed-up is evi-
denced as pulses of maximum amplitude -4 and +A at the
time the wave impinges on Earth and a RTLT later, respec-
tively. This is shown schematically in Fig. 3. Similarly, Earth
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buffeting is seen as pulses of maximum amplitude i cos @
when the wave impinges on Farth and a RTLT later. In
addition, spacecraft buffeting produces a pulse of -2/ cos 8 in
the Doppler data a one-way-light-time (OWLT) after the wave
strikes the spacecraft. Earth and spacecraft buffeting effects
are schematically illustrated in Fig. 4. Finally, combining the
clock speed-up and Earth and spacecraft buffeting effects, one
obtains the unique three-pulse signature which is expected to
be seen in ultraprecise two-way Doppler data. The charac-
teristics of this signature are as follows:

(1) Pulse amphtudes
(2} h(cosd-1)
(b) A(-2 cos §)
{c) h{cos@ + 1y

{2) Pulse separation times (r =)Earth—-spacecraft distance)

(a) zr(l + cos 8)
(b) ;r(l - cos §)

Figure S schematically demonstrates the combination of clock
speed-up and buffeting effects for § = 60 degrees.

Finally, it is noted that the above exercise 15 for a single
spacecraft measurement. Should dual spacecraft measurements
be made, one could obtain the two-dimensional propagation
direction of the gravitational wave — certainly a most valuable
bit of additional information.

IV. Anticipated Gravitational Wave
Detection Experiment Requirements

The major categories identified as constituents of the
gravitational wave detection measbrement system are:

(1) DSN Tracking System
(2) Intervening media
(3) Spacecraft

" (4) Data processing

In general, requirements are necessary for multiple
independent elements in each category. As already noted, each
independenily identifiable element will be *“specified” at a
performance level 1/2 order of magritude better than the
entire system requirement, under the assumption that they
will combine m a fashion similar te root-sum-square. Each
major category is discussed below.



A. DSN Tracking System

The central element of the DSN Tracking System is
obviously the frequency standsrd of the DSS Frequency and
Timmng Subsystem. The performance of the new hydrogen
masers currently being implemented is considered to be

o(AFfF) == 3 X 10~15

7, > 100 seconds

8o that a decrease of about an order of magnitude will be
required to achieve the baseline experiment defined in Section
il:

o(AFIF) = 3 X 10716

50 seconds < 7, < 5000 seconds

Numerous other DSN Tracking System elements will have
to be evalvated as to their current performance, and the
technology developed to obtain the desired frequency
stability. Below are listed the various pertinent subsystems,
with the appropriate performance parameter indicated in
parentheses:

(1) DSS Frequency and Timing Subsystem (Frequency)
(a) Hydrogen maser {(or other frequency standard)
(b) Frequency distribution

(2) DSS Receiver-Exciter Subsystem (Phase)
(a) Closedloop receiver
(b) Doppler extractor
(c) Exciter )

(3) DSS Tracking Subsystern (Phase)
Metric Data Assembly

(4) Antenna Mechanical Subsystem (Length)

(5) Antenna Microwave Subsystem {Phase)

(6) Transmitter Subsystem (Phase)

(7) System Cabling (Frequency)

Table 1 summarizes the required performance for the above
elements for both the baseline and desirable experiment cases.

B. Intervening Media

In passing between the Deep Space Station (DSS) and
spacecraft, the signal passes through the following interactive
media:

(1) Solar Wind (dispersive)
(2) Troposphere (neutral)
(3) Ionosphere (dispersive)

‘In the discussion to follow, the ionosphere, consisting of
charged particles, will be considered jointly with the. similar,
but generally much larger effect of the Solar Wind.

(1) Solar Wind. The Solar Wind effect on the gravitational
wave detection experiment has been explored mn detail
in a previous article (Ref. 4). The results from Ref. 4
are summarized as follows (for 7, = 1000 seconds):

(a) Current S-band (both uplink and downlink) Solar
Wind limitation:

o(AF[F) = 3 X 1(;'13

(b} Expected optimum X-band (uplink and downlink
Solar Wind limitation: '

a(AF[F) = 1X 10714

It is a major conclusion of Ref, 4 that to achieve
a Solar Wind fractional frequency fluctuation of
o(AF[F) = 3 X 107'%, one would require simul-
taneousS- and X-band uplink and downlink frequency
band capabihity. To achieve the desirable experiment
level (3 X 10-18), it is speculated that the spacecraft
will require sophisticated new capabilities, such as an
onboard frequency standard and a Doppler counter.

(2) “Wet” Troposphere. An extremely preliminary est-
mate (Ref. 5) for the wet troposphere at an elevation
of 30 degrees (20 cm total signal retardation assumed)
and an averaging time 7, = 1000 seconds is:

o(ALJL) = 1 X 10714

It is considered that to meet the baseline experiment
requirements, water vapor radiometer calibration of the
wet component of the troposphere will be required.
For the desirable experiment level, new spacecraft
capabilities are envisioned.
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(3) “Dry” Troposphere. Again, an extremely preliminary
estimate (Ref. 5) for the dry troposphere at an eleva-
tion of 30 degrees (400 cm total signal retardation
assumed) and an averaging time 7, = 1000 seconds is:

o(AL/L) ~ 7X 10-15

It is considered that to meet the baseline experiment
requirements, extremely accurate surface barometric
pressure calibration of the dry component of the
troposphere will be required.

Media calibration capabilities required for the baseline and
desirable experiment are summarized in Table 2.
C. Spacecraft

Similarly to the DSN Tracking System, individual critical
path elements within the Spacecraft Radio Subsystemn, such as
the receiver, transponder, tiansmitter, need to be specified at
o{ AFF) levels of 3 X 10~1% and 3 X 10~18 for the baseline
and desirable experiments, respectively.

D. Data Processing

Data processing numerical accuracies will need to be com-
mensurate with the ofAF/F) levels of 3 X 1016 and
3 X 10~13 for the baseline and desirable experiments, respec-
tively, Translated into units of cycles, the appropriate require-
ments for data processing numerical accuracies are as follows:

(1) Baseline Expenment
{(a) S-band —3 X 1075 cycle - (7,/50)
(b) X-band— 1 X 10~% eycle - (7,/50)
(2) Desirable Experiment
(2) S-band —3 X 1078 cycle * (1,/5)
(b) X-band — 1 X 1077 cycle - (7,/5)

104

V. Discussion and Summary

In order to progress towards a gravitational wave detection
capability in regard to the proposed usage of ultraprecise
Doppler data, a series of actions will need to be undertaken, as
follows:

1) Development of gravitational wave detection experi-
P gr
ment “drivers,” such as:

() o(AF[F)=3X 10716 frequency standard
(b) X-band uplink capability

(2) Identification of all critical path elements in the Space-
craft and DSN Tracking System, including evaluation
of current frequency stability performance and
development of the appropriate technology to achieve
a fractional frequency fluctuation of 3 X 10-16,

(3} Additional study of the fractional length fluctuation of
the troposphere, and development of the appropriate
tools necessary fo calibrate the troposphere to
o(AL[L)=3 X 10°16,

Prior to obtasimng a total measurement system of
o(AF[F)=1 X 10715 1t is suggested that “demonstrations” in
the early 1980s might be possible at about the o(AF[F)~
1 X 10-14 Jevel. Significant features of such a demonstration
would be:

(1) o(AFfF)=3 X 10715 frequency standard®

(2) X-band uplink and downlink .

Possible missions for such a demonstration would be the
Solar Polar and the Galileo missions.
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Table 1.

Required performance summary

Receiver-Exciter Subsystem
Closed-loop receiver, o(A¢), X-band
Doppler extractor, o{A¢), X-band
Exciter, o(Ag), X-band

Antenna Mechanical Subsystem, o{AL)

Antenna Microwave Subsystem, o{Ag),
X-band

Transmitter Subsystem, o(A¢), X-band

System cabling, g{AFIF)

0.05° « {r,f50}
0.05° - {ry/50}
0.05° » {TGISOE}
0.005 mm - {r,/50}

0.05° - {7,450}

0.05° + {7y/50}

3x 10716

Baseline Desirable
Element Experiment Experiment
Requirement Requirement
Total system, o(AF/F) 1x 10715 1% 10717
DSN Tracking System, o(AF/F) < 1% 10715 <1x 10717
Averaging time, seconds 50 < T, < 5000 5 <7, <5000
Frequency and Timing Subsystem
Frequency standard (H, maser), 3 % 10~16 3x 10718
o(AF[F)
Frequency distibution, o(AF/F) 3% 10716 3% 10718

0.00005° - {r,f5}
0.00005° - {74f5}
0.00005° « {14/5}
0.000005 mm - {zaf5}

0.00005° - {74/5}

0.00005° « {r5/5}

330010-18

Data processing software

Numerical accuracy, X-band 1% 107%* cycle » {7,/50} 1% 1077 cycle » {r,/5}
Spacecraft

Radic Subsystem, o(AF/F) 3x 10716 3x 10718

ORIGINAL PAGE IS '
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Table 2. Required capabilities summary

Media Effect Baselineg Experiment Desirable Experiment
Requirement Requirement
Solar Wind
e DSN Recewve and transmit simultaneous S- and X-band Multiple ane-way and two-way Doppler links

& Spacecraft

Wet troposphere
s DSN

® Spacecraft

Dry troposphere
* DSN

¢ Spacecraft

Recerve and transnut simultaneous S- and X-band

Water vapor radiometer

Surface barometric pressure

On-board frequency standard and Doppler counter;

Multiple one-way and two-way Ddppler links

Multiple one-way and two-way Doppler links

On-board frequency standard and Doppler counter;

Multiple one-way and two-way Doppler links

Multiple one-way and two-way Doppler links

On-board frequency standard and Doppler counter;

Multiple one-way and two-way Doppler links
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Preliminary Analysis of the impact of Power Cycling on
CTA-21 Equipment Reliability

E. R. Cole
DSN Engineering Section

This article presents the preliminary findings of a study being made at CI4-21 to
determine whether Deep. Space Station control room equipment power may be furned off
to conserve energy. The resulis of reliability analysis indicate that there may be some
correlation between the observed increase m failure rate and cycling of equipment power

in the eight-month study period,

l. Introduction

The DSN Energy Conservation Project has been investigat-
ing modifications to Deep Space Stations at Goldstons,
California, in regard to energy conservation and cost reduc-
tion. ‘One of these modifications is to selectively turn off
certain electronic equipment during periods of nonuse or low
activity. Significant energy savings are expected to result,
especially when equipment control is automated in the future
via the computer-based Utility Control System. Hewever, a
key question in considering this procedure is whether cycling
of electrical power will change equipment reliability and thus
impact DSN maintenance and operations activities or cost.

The DSN Equipment Compatibility Test Area (CTA-21) at
JPL, Pasadena, was selected as a test site. This 15 the CTA-21
control room mn building 125 where electronic and air condi-
tioning equipment is presently tumed off on weekends. The
use of the CTA-21 control room provides field observations of
equipment reliability under conditions closely representing a
Deep Space Station’s environment.

Tentatively the study is divided into two phases. Phase one,
which is the substance of this article, consists of data

. collection and performance of a preliminary analysis. It covers

the period of April through November 1977, examining overall
failure trends. Phase two is 2 detailed correlation analysis of
failures with possible causes. Each phase will be discussed in
detail later.

Il. Field Obhservations and Data Collection

After examining CTA-21 past failure and maintenance
records, it was decided that the existing records were not of
sufficient detail or comprehensiveness to support the study.
Therefore, in conjunction with CTA-21 managementand staff,
a special equipment event log was implemented. This form, as
shown in Fig. 1, provides both the DSN Energy Conservation
Project and CTA-21 with an unique source of information
consisting of:

(f) Equipment failures, including references to equipment
event reports (EER’s) when applicable
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(2) Power turnoff periods
(3) Commercial power outages

(4) Air handler failures

(5) High ambient control room temperatures

(6) Equiptient modifications through engineering change
orders (ECO’s)

(7) Other installations, removals, calibrations, and main-
tenance

The log utilizes two coding groups fo ‘assist in data

processing and interpretation. The first group is the event ~

code, which specifically identifies the nature of the event
reported. The second group code provides categorization of
the type of -equipment involved. The equipment event log
serves not only the purposes of the study but also makes
avajlable to CTA-21 management and engineering a useful
maintenance record. Since outstanding events are referenced in
subsequent order in the log, relevant actions can be traced and
monitored for optimum performance.

The equipment at CTA-21 represents nearly ninety percent
of the equipment located in the control room of a typical
Deep Space Station. At times, this consists of over one
hundred individual cabinets of widely varying types of
electronic equipment. Therefore, the equipment was divided
mto ten system categories to simplify analysis:

{6) Radio metric

(7)- Simulation and test
"~ (8) Timing

(9) Facility

(10) Software

(1) Telemetry

(2) Communication

(3) Radio frequency
- (4) Command

(5) Monitor and control

No special tumnoff procedure is used at CTA-21. However,
individual cabinets and systems are turned off in no particular
sequence before general power is removed. The control room
air handlers are allowed to run an additional thirty minutes
after equipment turnoff to remove residual heat. This proce-
dure was initjated when a significant rise in temperature-
related failure rates was noted prior to the preliminary study
period. Likewise, individual equipment is turned on after
general power is restored.

lil. Data Study and Analysis

Initial CTA-21 equipment event data have been processed
for the thirty-four-week period from April4, 1977, untd
November 23, 1977, and were divided into seven subperiods
designated as either “experimental” or “control” periods.
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Experimental periods are defined as thosetime intervals during
which equipment power was turned off on weekends. That is,
those contiguous groups of weeks where.equipment power is
off for nominally two days (weekends) and equipment power
is on for five days. In control periods, the power was on all
seven days-of the-week. The-control périods, listed in Table 1,
start with a weekend during which power was left on and
cover the period until power is next turned off.

Only failure and power turnoff events were included in this
preliminary phase one analysis. No attempt was made to
determine possible causes of individual failures. Turnoff of
power at CTA-21 is conducted on a noninterference basis with
the operations schedule, which leads to widely varying study
period lengths. The statistics of hourly failure frequency {or
rate) was computed to allow comparison of control and’
experimental study periods. _

The distribution of daily failure rates occurring in each
subperiod over the entire study period is shown in the
time-line bar charts in Fig. 2. The time-line bar chart was
produced to reveal any significant distribution patterns, and to
display overall trend. Tables 1 and 2 compare failure rates to
indicate any significant effect of power turnoff on equipment
reliability.

IV. Results of the First Phase Study

Inspection of the above time-line bar chart does not
directly indicate any particular repetitive pattern. However,
the overall 34-week failure trend was downward as shown by
Table 1. Furthermore, the failure rates in both period types
decreased over the duration of the study. One explanation
could be that turning off equipment power over long time
periods extends equipment life and is manifest in' lowered
failure rates. Other possibilities include reduced station
activity and unreported failures. These hypotheses will be
examined in more detail during the second phase.

Table I indicates that failure rate increased duting periods
of weekend power tumoff, and that the overall experimental "
period failure rate-exceeds the aggregate control period failure
rate by 73%. Table 2 shows that the majority of failures
occurred in the telemetry and communication systems equip-
ment. However, the greatest sensitivity to power turnoff was
exhibited in the monitor and control system, although all
systems show an increase in failure rate during experimental
periods.

Figure 3 shows the time distribution density of failures as a
function of elapsed time. The distribution for control periods
exhibits a somewhat uniform density with considerable ran-
dom variation. Since CTA-21 is normally manned during the



week, usually no observations are made of failures that occur
on weekends. They are reported .when- discovered during the
five-day work week. This explains the marked decrease in
failures on weekends. The distribution of failures after power
turnoff shows an apparent 2.5-day cycle of unknown signifi-
cance, whereas a simple “one cycle” exponential distribution
would fend to suggest a strong relationship between equip-
ment failure and power ‘tumoff. This phenomenon will be
further explored in detail during phase two of the study.

V. Significance of Resuits

The initial phase of this study shows an increase in failure
rate during weekend turnoff periods. However, the results are
based on only 282 failures occurring over 34 weeks. The
adequacy of the data sample was tested, and data confidence
intervals were determined to the 95% confidence level as
shown in Table 3.

The resulting confidence intervals indicate that the com-
puted failure rates are at best rough approximations. With an
objective of reaching a 20% confidence interval (£10%
confidence limit) it was determined that a possible 13
additional months of data would be required. Since new data
may have a major effect upon final results, cenclusions at this
stage are undecisive.

The next phase of study not only will benefit from a larger
data base, but also detailed correlation analysis will be
performed. Correlation analysis will indicate relationships-
between failures and other events such as air handler malfunc-
tions, high ambient temperatures, equipment modifications,
life-cycle, etc. Failures thus identified may be eliminated from
data being investigated for relationships to tumoffl periods.
The objective of phase two will be to identify equipment that
is sensitive to power turnoff, thereby providing a criterion by
which electronic equipment may be selectively chosen for
power shutoff to conserve energy.
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Table 1. Total CTA-21 failure rate for 34-week study period

Failuresfhour

Period type Weeks Failures 13;) 0‘;;1 i‘:ifsn -Control Expt
Control 12 8 72 1344 1344 0.0536
Expt 1P 8 91 1344 875 ; 0.1040
Control 2 6 52 984 984 0.0528 .
Expt 2 5 29 864 563 0.0515
Control 3 2 11 336 336 0.0327
Expt3 1 7 168 118 0.0596
Control 4 4 20 624 624 0.0321
Total percentage 34 282 5664 4844 0.0471 0.0816

100% 173.1%

AControl periods (eqpt. not turned off): 1. April 2-May 27, 2. July 23~September 1; 3. October 8-October 21; 4. October 29-November 23.
bExperimentaI periods (eqpt. turned off on weekends): 1. May 28-July 22: September 2-October 7; 3. October 22-October 28.

Table 2. Failure rates for the ten system categories

Failures/hour
System Failures Percent Percent
of total Contzol period Expt period difference
Telemetry 85 30.1 0.0143 0.0244 70.8
Communication 58 20.6 0.0110 0.0141 29.1
RF 34 12.1 0.0058 0.0096 66.8
Command 31 11.0 0.0055 0.0084 52.6
Monitor 31 11.0 0.0040 0.0116 1926
Metne 16 5.7 0.0024 0.0052 111.3
Simulation 14 - 5.0 0.0024 0.0051 58.5
Timing 11 39 0.0015 0.0039 153.6
Facility 2— 0.7 0.0003 0.0006 111.3
Software 0 NA NA NA NA
Total 282 100% 0.0471 0.0816 +73.1%
Table 3. Data confidence and sample adequacy
Confidence interval
Penod type Failures/hour
Limit % of rate
Controf 1 0.0536 +0.0152 +28.5%
Expt1l 0.1040 0.0260 25.0
Control 2 0.0528 0.0167 315
Expt2 0.0515 0.0232 45.1
Control 3 0.0327 0.0269 82.1
Expt 3 N 0.0596 0.0222 374
Control 4 0.0321 0.0161 504
Total control 0.0471 +(.0090 +19.1%

Total expt. 0.0816 +0.0174 +21.4%




EQUIPMENT EVENT LOG

STATION: CTA=21

DATE: 8/01/77 DAY: MON

ORIGINAL PAGE IS
OF POOR QUALITY

EVENT CODE:

8 = BROKEN

C = CALIBRATION F =FAILURE

D = DEFECTIVE

E=ECO

I = INTERMITTENT

GROUP CODE:
A=ANALOG
CA= CABLES

M= MISC

FAC = FACILITIES
L=10GIC P =PWR SUPPLY
CO = CONNECTOR M= MECH ©O =OTHER
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Fig. 1. CTA-21 equipment event log
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The DSS Radio Science Subsystem — Data Handling of
Very Long Baseline Interferometry (VLBI) Data

A. L. Berman
TD#A Engineering Office -

The DSS Radio Science Subsystem, originally implemented- to provide the data
handling capabilities for the DSN Radio Science System, will be modified and augmented
to provide similer capabilities for the newly created DSN Very Long Buseline
Interferometry {VLBI) System. This article describes the key characteristics, functional
requirements, and operation of the DSS Radio Science Subsystem {(DRS) as they pertain

2
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i ,
1. Introduction

The DSN Very Long Baseline Interferometry System was
recently instituted as a DSN data system, following z
successful review of DSN VLBI System requirements on
February 28, 1978. Very Long Baseline Interferometry is a
method of measuring the difference in the time of arrival of a
signal produced by a distant natural radio source at two or
more mutually distant antennas via simultaneous signal recep-
tion and recording. Because of the difference in signal ray
paths between the antennas, the signal will evidence small time
delays in reception between any pair of antennas. By cross
correlating the recorded signals, the time delay and its
derivative may be established for each pair of antennas.
Because the natural radio source is extragalactic, and hence
can be considered a fixed object, the measured time delay and
its derivative provide information on the earth’s motion and
the baseline’ vectors between the various antennas. The DSN
mntends to use VLBI to determine Universal Time one (UT1;
the instantaneous rotational angle of the earth), polar motion,
and the relative positions of the Deep Space Stations (DSS), as

to usage of the DRS by the DSN VLEBI System,

w.ll 28 the time offsets and rates of change between the
various DSS clocks.

The DSN VLBI System will be a phased implementation
with the first two phases identified as “Block 1” and
“Block 2.” Block 1 VLBI will provide for clock synchroniza-
tion between the DSS and is characterized by usage of strong
radio sources and a relatively low data rate of 500 kbits/s.
Block 2 VLBI will provide the radio source catalog for Block 1
operations, as well as the earth motion and baseline vector
parameters required for the Block 1 data processing. Block 2
VLBI can operate with weak radio sources as well as strong
sources, and is characterized by a relatively high data rate of
32 Mbits/s.

The DSBS Radio Science Subsystem provides the data
handhng capabilities for the recently created DSN Radio
Science System, and was described in detail in a previous
article (Ref. 1). VLBI data is quite similar to radio science data
in that both are generated via open loop receivers, and hence
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the DSS Radio Science Subsystem will be modified and
augmented to additionally provide the data handling capabil-
ities for the. DSN VIBI system. This article provides a
description of the key charactenstics, functional requirements,
and operation of The DSS Radio Science Subsystem in specific
regard to DRS usage by the DSN VLBI System.

ll. Functional Description of the DSS Radio
Science Subsystem .

A. Definition

The DSS Radio Science Subsystem, an integral element of
the DSN VLBI System, performs the following functions:

(1) Receives, digitizes and records narrowband open-loop
receiver data, and transmits via wideband data line to
the Network Operations Control Center (NOCC).

(2) Receives, digitizes and records wideband open-loop
receiver data, and transmits via magnetic tape to the
NOCC.

(3) Receives calibration and ancillary data and transmits i
real-time via High-Speed Data Line (HSDL) to the
NOCC.

*

DSS Radio Science Subsystem functions and wnterfaces are '

shown in Fig. 1, while Fig. 2 presents functions and data flow.

B. Key Characteristics

temi are listed below for functions or the Utiunauw. — ..
Assembly (ODA) and the Digital Recording Assembly (DRA).

{1) VLBI Block 1 (ODA) Key Characteristics

(a) Hardware and software compatibility with the DSN
Mark THl configuration.

(b) A to D conversion of narrowband open-loop
. receiver data with 1-bit quantization.

(c) Total data rate of 500 kbits/s.

(ci) Merging of open-loop receiver data with calibration
and ancillary data (“VLBI data”) in real-time.

(e) Reconstruction of analog signals for verification of
calibration tones.

(f) Ternporary storage of VLBI data on magnetic tape
at the DSS with subsequent transmission via
Wideband Data Line (WBDL) to the NOCC.,

(g) Real-time transmisston of VLBI calibration and
status data to NOCC via High-Speed Data Line.
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{2) VLBI Block 2 (DRA) Key Characteristics

(a) Hardware compatibility with the DSN Mark III
configuration.

(b} Provision for recording eight wideband open-loop |,
receiver channels 6f 4 Mbit/s data rate each.

{c) Provision for time tagging of recorded data to one
microsecond or betiter resolution.

(d) Reconstruction "of analog signal for verification of
calibration tones.

(e) Automated control of the DRA by the ODA.

C. Funciior}al Operation

1. VLBI Block 1 Phase 1. Natural radio source signals are
received by the Block IV closed-loop receivers and processed
by the Advanced System Equipment (ASE). Multiplexed
signals from the ASE are received by the VLBI Converter
Subassembly and digitized. The ODA Modcomp Computer
receives the data from the VLBI Converter Subassembly and
records it on magnetic tape. Concurrently, the ODA receives
calibration and ancillary data from the DSS Tracking Subsys-
tem (DTK). In real-time the ODA formats the calibration and
ancillary data for HSDL transmission to the NC Radio Science
Subsystem (NRS) via the Communications Monitor and
Formatter (CMF). Post pass, the ODA formats the digitized
receiver data, calibration data, and ancillary data for Wideband
Data line transmission to the GCF Data Records Subsystem.
Duning VLBI operations, a reconstructed analog signal is
passed to the Spectrum Signal Indicatar (/8T £~~ —gification

4 The DSS

- woutgured and controlled by the

DSS Monitor and Control Subsystem (DMC), while the DRS

status is routed to both the DMC and NRS. Figure 3 presents a

functional block diagram of the ODA while performing VLBI
Block 1 Phase 1 operations.

2. VLBI Block 1 Phase 2. Natural Radio source signals are
received by the Wideband Multi-mission Receiver (MMR) and
pass through VLBI Intermediate Frequency (IF) Converters.
The ODA configures both the VLBI IF Converters (Bandwidth
selection) and the Wideband MMR synthesizer (fixed fre-
quency information). From the VLBI IF converters, the
signals are received by the VLBI Converter Subassembly,
where ‘they are multiplexed and digitized. The Occultation
Data Assembly Modcomp computer receives the data from the
VLBI Converter Subassembly and records it on magnetic tape.
Concuirently, the ODA receives cahbration and ancillary data
from the DSS Tracking Subsystem {DTK). In real-time the
ODA formats the calibration and ancillary data for High-Speed
Daia transnussion to the NC Radio Science Subsystem via the
Communications Monitor and Formatter. Post pass, the ODA

ORIGINAL PAGE IS
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formats the digitized receiver data, calibration data, and
ancillary data for Wideband Data line transmission to the GCF
Data Records Subsystem. During VLBI operations, a recon-
structed analog signal is passed to the SSI for verification of
the calibration tones in the recorded receiver data. The DSS
Radio Science Subsystem is configured and controlled by the
DSS Moenitor and Control Subsystem, while DRS status is
rovted to both the DMC and NRS. Figure 3 presents a
functional block diagram of the ODA while performing VLBI
Block 1 Phase 2 operations.

3. VLEI Block 2. Natural radio source signals are received
by the Wideband Multi-mission Receiver and pass through
VLBI Intermediate Frequency Converters. The ODA config-
ures both the VLBI TF Converters (Bandwidth selection) and
the Wideband MMR synthesizer (fixed frequency informa-
tion). From the VLBI IF converters, the signals are received by
the VLBI Converter Subassembly, where they are multiplexed
and digitized. The Digital Recording Assembly receives the
data from the VLBI Converter Subassembly and records it on
magnetic tape. The DRA is controlled by the ODA; for
example, recording is halted during slew between radio
sources. Concurrently, the ODA receives and records calibra-
tion and ancillary datd from the DMC. These data are
formatted for HSDL transmission to the NRS via the CMF.
During VLBI operations, a reconstructed analog signal is
passed to the SSI for verification of the calibration tones in
the recorded receiver data. The DRS is configured and
controlled by the DMC, while DRS status is routed to both the
DMC and NRS. Post pass, the DRA and ODA recorded tapes
are shipped via Network Information Control (NIC) to the
Network (NWK) VLBI Processor Subsystem. Figure 4 presents
a functional block diagram of the DRA while performing
VLBI Block 2 operations.

" I Functional Requirements of the DSS _
Radio Science Subsystem

A. Functional Requirements for Block 1 VLBI] {ODA)

Block 1 VLBI system requirements on the ODA are as
follows:

. (1) 250 kHz bandwidth
(2) 1 bit/sample
(3) 500 kbit/s data rate
(4) 107 bits data volume

(5) 1 X 1075 but error rate

(6) 2-nanosecond maximum sampling jitter of any bit with
respect to station reference

{7) 10-microsecond time tag accuracy

B. Functional Requirements for Block 2 VLBI (DRA)

Block 2 VLBI system requirements on the DRA are as
follows:

(1) 8 parallel channels

(2) 2 MHz bandwidth/channel
(3) 1 bitfsample

(4) 32 Mbit/s data rate

(5) 5X 1012 bits data volume
(6) 1 X 1076 bit error rate

{7) 2-nanosecond maximum sampling jitter of any bit with
respect to station reference

(8) 5-microsecond time tag accuracy

(9) Conirol of the DRA by the ODA

IV. DRS Planned Impliementation Schedule

The planned implementation dates for the varfous DRS
capabilities are presented below:

VLBI Block 1 Phase 1

{Includes VLBI Converter Subassembly, modification of
ODA hardware and software, DTK interface, wideband
interface.) ’

DSS T4 oottt Tuly 1, 1979
DSS A3 ottt e July 1, 1979
DSS 63 vt e July 1, 1979

VLBI Block 1 Phase 2
(Includes MMR interface and ODA software modifications.)

DSS14 . July 1, 1980
DSS43 .. e July 1, 1980
DSS63 ..o July 1, 1980

V1EI Block 2

(Includes modification of DRA, ODA, VLBI Converter
Subassembly, and DMC interface.)

~

DSS14 oot e April 1, 1981
DSS 43 .\ttt April 1, 1981
DSS63 el April 1, 1981

17
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Absolute Flux Density Calibrations:
Receiver Saturation Effects

A. J. Freiley, J. €. Ohlsen! and B. L. Seidel

Radio Frequency and Microwave Subsystems Section

The effect of receiver saturation is examined for a total power radiometer which uses
an ambient load for calibration. Extension to.other calibration schemes is indicared. The
analysis shows that a monotonic receiver saturation characteristic could cause either
positive or negative measurement errors, with polgrity depending upon operating
conditions. A realistic model of the receiver is made using a linear-cubic voltage transfer
characteristic. The evaluation of measurement ervor for this model then provides a means
for correcting radio source measurements. It also provides the means for assuring that this

souree of error is small in a particular situation.

I. Infroduction

The Jet Propulsion Laboratory’s Antenna Gain Calibration
Program has demonstrated the feasibility of accurately deter-
mining the gain performance of large aperture antennas using
radio metric measurements of natural radio sources (Ref. 1).
One phase of this program examined systematic errors and
their effects on the radio metric measurements. The measure-
ment of low system operating temperature and ambient noise
reference temperature demands operation of the radiometer
receiving systern over a faifly large dynamic range. This
necessitated examination of receiver saturation. The saturation
may be small, but it can have impact on radio source
temperature measurements at the 1% error level.

Dr. Ohlson, a consultant to Section 333, 15 a Professor at the U.S.
Naval Postgraduate School, Monterey, CA.

Consider a classical total power radiometer which goes
through the sequence shown in Table 1. The parameters shown
are defined as

Top = System operating noise temperature (cold
sky).
T, = Increase in system operating noise tempera-
ture due to radio source.
T, up = System operating noise temperature when

terminated in an ambient load.

G = System power gain through the receiver.
This valué is assumed to only be known
nominally prior to use of Tppyp 85 a
reference.

P, P, = Output powers of an ideal linear receiver as

1772743
indicated by an ideal detector.
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Pl Pi P; =

1 Py Observed vutput powers of a real receiver as

indicated by an ideal detector.

First, consider an ideal linear receiver. Step 1 (Table 1)
gives us GT,, when the antenna is pointed slightly away from
the source. Step 2 gives us G(7\,, +7;) when on source.
Step 3 gives us a calibration value of GT 4. The value of
Tppmp is known from physical temperature measurement of
the load and other RF hardware caiculations. Using a prime to
denote estimated values, the estimated gain factor is

r 3
G = €))
TAMB

However, since we are starting by assuming a linear receiver,
we have Py = GT 5 \y and thus G’ =G. Then the estimated
value of T, is measured in the classical manner as

: (2)
and we clearly obtain T, =T .

Il. Real Receiver Analysis

Let the real receiver be described by the compression
factors Cy, C, and C; which have values between 0 and 1.
These represent the reduction of recewver output due to
saturation so that (see Table 1)

P = C,P, <P, ®)
P, = C,P, <P, (4)
P, = C,P, <P, ©)

We assume that the saturafion is not in the detector, but in the
intermediate frequency (IF) amplifier prior to the detector. To
insure that this is the case, most accurate radiometers use a
very accurate adjustable calibrated IF attenuvator prior to the
detector. The detector is used simply as an indicator and the
IF attenuator is adjusted so the indicator is retumned to a
standard reading. This technique eliminates nonlinearity error
in the detector because the detector always, operates at the
same level for each measurement step. The data is then the
difference of the attenuation readings from the attenuator
dial, for Steps 1, 2 and 3 in Table 1.
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From (1) with P§ substituted for Py the measurement of
gain for the real receiver is :

G' = =C.G (6)

Then from (2) and (6), with P, ~P;, P; >P; and G~ G, we
have the measurement of source temperature as

C, (€, ~ Cz)
; -7 -—T @)
s6 ¢t g e

The error in measurement is

T, ®

c )Ts_(cl—cz)
3

d =12-
AT = T!- TS—(C 1
3

Observe that C|, C, and C; are specific values of the
function C(GTy) where Ty is total system temperature, ie.,

¢, = CGT, )
c, = Cl6(T,, +T)] (9)
C, = CGT,\)

We now define a monotonic compression characteristic for 2
receiver as one for which C(x) is monotonically decreasing
with x. Thus, if for example

(10)

< <
Top < Top +T. < T, s

then if a receiver had monotonic compression, it would have

1> ¢,

>C,>C >0 68

i.e., €] hasless compression and is closer to unity.

The first conclusion will now be made. The error in (8) can
be positive or negative. To show this consider two special
cases, satisfying (10} and (11).

(2} Let T, + T, =T yyp- Then C, = C; and from (8) AT

is negative since C; > C,.

ORIGINAL PAGE I8
OF POOR QUALITY



(2) Assume compression occurs only for Ty yp. Then 1=
C, = C, > C; > 0 and from (8) AT is positive.

For any radiometer we will usually have T, < T,yp.
Assuming T, is less than Ty p, two operating conditions.
exist. One condition is in (10). It and the other one possible
are tabulated in Table 2. The error of the first was shown to
possibly be positive or negative. For the second in Table 2, the
error is always negative, under the monotonic assumnption in
(11). The breakpoint between positive and negative errors is
difficult to find by simply setting.(8) equal to zero, since we
have not yet developed an analytic function for (9). The main
result of this section is in (8). This is useful when the
compression factors are known because we can then calculate
the measurement error AT. '

lll. Modeling of Compression

The result above is useful only when C;, C, and C; are
each known. This is wsually not the cagse. Usually a radi-
ometer user knows only that he is operating some amount
(backoff) below a reference compression point, e.g., the
~0.1dB point. In this section we consider a linear-cubic
model and can calculate the measurement error when given
only the backoff value.

The voltage inpui-output relationship of an amplifier is
often modeled with the linear-cubic model?:

(12

This model is widely used for intermodulation product cal-
culation, and seems appropriate here as well. We assume a
bandpass filter to follow the amplifier prior to the detector.
Thus, second and fourth order terms could be included in
(12) but their output would be rejected by the filter and
have no effect. The gain is unity for small v, . Saturation
mcreases for larger v;,. We assume that we will operate far
below the point at which (12) has its maximum value and
starts decreasing for very large v;,.

24 more general form for a real amplifier which incorporates a gain
parameter « and a saturation pazameter § 1s

3

Vout = ®¥in = Brin

ou

With no loss of generality in what is to follow, « and § can be taken
to be unity as in (12).

An amplifier is usually characterized for sine wave inputs
and outputs. Let »;, = A cos wt, where ¢ 15 the IF center
frequency. Substitution of this in (12), and manipulation
gives

3y [ 3
Vo = [A - (éi— )] cOs ot - i% cos 3wt (13)

The second term is rejected by the bandpass filter so the
envelope voltage amplitude of the output sine wave is

3
e=A-3—A-

: a4

We now choose a standard reference compression point, C,.
Commonly, this is expressed in decibels so C, (in dB) =
10 log,4 C,, eg., =0.1 dB from C, = 097724, Since C,
is a power ratio, C:/? then is the factor by which e in (14)
is reduced below the amplitude 4 obtained with a linear
receiver. We wish tc find the input envelope A = 4, where
this compression occurs. Thus

3 3
_ o _ 1/2
A, - =40 (15)
and hence
2 =Fa-am (6)
o 3 r

Since power comes from the envelope as A%/Z, we have the
input power giving compression C, for a sine wave is

2 .
P o= 30-C7%

iy

an

We now examine compression for a noise input. For
Gaussian noise the envelope A has the Rayleigh probability
density

p(A) = £ exp (4P[2P,), 430 (18)
n
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where P, = average input power of the noise. The output
envelope after the filter is in (14) so the output power
{observed by the detector) is

T, LT, 34V
Po.efz-zfo (A 4)p(A)dA

27 3

—p _ ep?
=P - 6P+ p) (19}

The compression factor for noise C,,, is implicitly defined as
P,=C,P, to give

P 27 o

: L
C, =p =1~ 3o, (20)

Now let the input noise power P, be below the sine wave
compression point £, by the backoff B <{1:

P = BP (21)
We then have, by (21), (20) and (17)

C,=1-4B(1- C?)+6B(1- C;’z)2 22)

We have already presumed small saturation, so C, 15 very
close to unity. Thus (1 - CL/2) is <<1 and since B <1, the
third term in (22) is second order in B(1- C}/2) and is
negligible with respect to the second term. Thus

C,=~1-4B(1- C/?%) (23)
This is the main result of this section.

An jmportant question may now be aznswered. At some
reference level the compression for a sine wave input is C,.
At what backoff from this reference level will a noise input
have the same compression? We start with (23) and set C,, =
C,=C. Since B(1 ~ C1/?) <<, we use (1+x)1/2 =1 +xf2
to get from (23)

clz=1-280-C1"? (24)

126

Solving for B gives B = 1/2. Thus we conclude that a noise
input must be backed off a factor of 2(=3 dB) from a sinu-
soidal input to have the same compression. This is reasonable
since the mnoise input has large excursions which are com-
pressed more than a sinusoidal input. :

IV. Application to Radiometer Error

In (8) we have the error in measurement of T in terms
of the compression factors C,, C, and Cj. In (23} we now
have an expression for these factors under the assumption of
a linear-cubic receiver model.

We first characterize the receiver for a sinusoidal input by
establishing the reference level at which a compression of C,
occurs, say ~0.1 dB. This reference level can be determined
by use of a signal generator and precision attenuators. For
use as a radiometer, with a noise input, this same com-
pression occurs for a reference temperature T,. This tempera-
ture represents an mput noise power reduced by a backoff
of 1/2 with respect to the reference sinusoid. Thus for total
input temperature T;, backoff is given by

B = T 2
- 2Tr ( 5)
From (23) we thus have
c =1- 2?5(1-0”2) (26)
n T r A

r

This gives the compression vs input temperature 73, under
the condition that a compression of C, occurs at reference
temperature T,. Square-rooting (26) and using the argument
prior to (24) easily shows that C, = C_whenT, =T .

For simplicity, define
§ = 20~ CP)T, 27

Then the compression factors needed for (8) are of the form
in (9):

¢, =1- 8T,
C,=1-&T,, +T)

Cy=1- 8Ty, (28)



Substitution into (8) gives

21 - MYy (r
AT - r AMB (29)

T, ~2(- P
s T1-20-CP71,  WIT]

- 2T, - T)

Since (1 - € }?) will be small, and assuming 7', p is not
much larger than 7,, we can drop the second term in the
denominator bracket to give '

T -2Fr -T
AT _ ~lf2y _AMB op s
—Ts =2(1-C, /%) T, (30)

This is the main result of this section. In this form it can be
used to calculate correction factors for measurements.
Scveral observations can be made:

(1) The fractional error AT/T,, linearly decreases as T
increases.

(2) The error goes to zero when

T, = Thup "~ 2Top 1)

(3) The emor is positive or negative depending upon
whether T is below or above the value in (31).

A special case is of considerable value: Let T,p and T be
very small compared to T ;- Then

T
AT AMB
= 2(1- C”z) —_ {32)
TS r Tr

Further, aslong as

T,+2T, <T (33)

AMB

the result in (30) is bounded by (32). Thus, we obtain the
useful result which can be used to provide an upper bound
on saturation effects {condition 33 must apply):

T -
AT 1/2y CAMB
< A1- = (34)
TS g Ti’

V. .Example

To illustrate the above calculations, consider the following
example parameters representative of a high performance

. radiomieter using a maser*

T, =15K
7,=100K
T,yp = 300K (35)

Let the receiver be set so that a temperature 7, =400 K gives a
compression of -0.1 dB (C,= 0.97724). The error is, from

. (30), at the 1% level:

— = 0.0097 (36)

The maximum error for any T satisfying (33) with
T, <270, is, from (34)

AT
- < 0
T 0.0172

£

VI. System Constraint for Small Error

ILet us now find the constraint on the receiver com-
pression so that the system error will be small. Assume that
(33) holds and let us use the bound in (34) so that our
constraint will hold for any value of T in (33), Let us take
a value of AT/Ts: Eypax 88 the worsl case error we can
accept. Then for equality in (34) we have the tradeoff in
Tampl/T, v8 Cp

T
= - A2y _AMB
Eaax = 2A1-CH%) T (37

Examples of this tradeoff are shown in Table 3 for a value
of Eyax = 0.003. This Table shows that -0.026 dB com-
pression at a value of T, which is 3 dB above T,y 5 guar-
antees that AT/T, is below 0.003. This is also true if there is
-0.131 dB compression when 7T, is 10dB above Ty yp-
Clearly there is an infinite number of pairs of values satis-

fying (34). The usefulness of (34) is that only one value of
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compression need be specified and this can be done for a
nearly arbitrary value of T,.

In many radiometers, the system calibration is done by
use of a calibrated active noise source reference (gas dis-
charge tube or noise diode) which adds 2 precise amount of
noise tor the system input. This is as opposed to the use of
an ambient load for calibration as done above. With small
changes, it is straightforward to apply the technique above
to the case of an active reference. The key point is that
Step 3 in Table 1 now has “off source—noise reference on”
and temperature T, + T, where T is the calibrated nofse
reference contribution. Also the gain estimate in (6) becomes

The remainder of the analysis closely follows the above and
is omitted for brevity.

VIl. Conclusions

An apalysis has been made of measurement error in a
radiometer due to receiver saturation. The general result is in
(8). A linear-cubic model of receiver saturation was then
asspmed and an explicit result was obtained in (30).

The measurement error is characterized by only one mea-
surement of compression which can be made at nearly any
reference temperature. The work here is useful for calculat-
ing correction factors, or at the very least, verfying that
error is insignificant for 2 particular situation.

Reference
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Table 1. Summary of measurement

Step Description Temperature Ofltp ut power of Qutput power of
ideal receiver real receiver
1 Off source T P =GT P =C GT
1 1 1
(cold sky) op P °op
2 On source Top + Ts P2 = G(Top + Ts) P:’2 = CZG(TOP + Ts)
3 Ambient load T 'AMB P3 =GT 'AMB P3 = C'sGT AMB

Table 2. Error polarity

Condition . Error, AT
T op + TS <T 'AMB Positivefnegative
Top + TS >T 'AMB Negative

Table 3. Saturation tradeoff

Case T AMB'ITr Worst case compression
A 0.5 (3.0 dB} 0.95401 (-0.026 dB)
B 0.1 (-10.0 dB) 0.97023 (~0.131 dB)
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DSN Portable Zero Delay Assembly

E J. Serhal, Jr., and T. Y. Ctoshi
Radio Frequency and Microwave Subsystems Section

This article presents design and test date on portable zero delay assemblies that have
recently been delivered to DSS 14, 43, and 63. These portable assemblies are field-use
delay standards that will be used to periodicaily calibrate the Block IV Translator ranging
paths at each 64-m antenna Deep Space Station.

I. Introduction

The Block IV Translator Method (Ref. 1) is currently being
used to determine the ground station range delays at all 64-m
antenna Deep Space Stations (DSS). The validity and accuracy
of this method are dependent upon the Block IV Translator
ranging paths being recalibrated (1) at periodic intervals (once
or twice each year) or (2) whenever significant component or
configuration changes have been made in the translator ranging
path.

The calibrations of the translator ranging path delays have
been performed in the past years with an R & D Zero Delay
Device (ZDD) (Ref. 2). The ZDD was shipped at various times

to the three 64-m antenna DSS and has been used successfully .

to make translator delay measurements. Recently, the design
features of the R & D ZDD have been improved and incorpo-
rated into 2 field-worthy version called the Portable Zero
Delay Assembly (PZDA). PZDAs have been fabricated for the
DSN and a calibrated unit has now been supplied to DSS 14,
DSS 43, and DSS 63. Operational test procedures for trans-
lator measurements with the PZDA have been wriiten by DSN
Network Operations and are currently being verified. The
purpose of this article is to present pertinent design informa-
tion as well as calibration test data on the PZDA,
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“II. Description

Figures 1 and 2 respectively show the original R & D ZDD
and the new PZDA. For the PZDA, pads and step attenuators
were made to be internal components of the assembly tfo
simplify test procedures for field use. In addition, the PZDA
includes some broadband filters and isclators (see Figs. 3 and
4) to suppress potential mismatch and higher order harmonic
distortion errors. Suppressing these errors is especially impor-
tant when calibrating the PZDA delays by the back-to-back
method to be described later in this article. The tradeoff for a
more accurate unit for field use is a longer defay through the
PZDA because of the additional built-in components, All com-
ponents including filters and isolators have at least +40 MHz
bandwidths at their approximate uplink-downlink center fre-
quencies of 2113 MHz, 2295 MHz, and 8415 MHz.

Figure 5 shows the S° and X-band mixer subassembly for
the PZDA. This subassembly is a standard mixer assembly
being used in the Block IV Doppler Translator Assembly and is

- also very similar to the mixer assembly in the R & D ZDD.

The test cables supplied with the PZDA as shown in Fig. 2
are phase-stabilized F282 cables made by the Flexco Co. in
Denville, New Jersey. These cables were selected (instead of



the smaller diameter F182 cable used for the R& D ZDD)
because of their lower loss.and superior mechanical durability
with flexing, especially at the type N-to-cable transition joints.
Three 7.62-m (25 ft) F282 cables are supplied with each
PZDA for the S-X signal paths and two 3.05-m (10 ft) F282
cables for the L.0O. paths. The F282 cable has a delay charac-
teristic of about 4.72 ns/m and atienuations of 0.66 dBjm
in the 2.1 to 2.3-GHz range and 1.25 dB/m at 8.4 GHz.

Ill. Test Method

The PZDAs were calibrated by use of the back-to-back
method which is depicted in Fig. 6. The PZDA on the right-
hand side is the unit under test while the unit on the left is the
comparison standard. The comparison standard is also 2a PZDA
but differs in that the S5-X isolators are reversed to permit’
signal to flow in the reverse direction (J6 and J7 ports to J3
port}. When making S-S delay calibrations, the 182-MHz L.O.
drive is turned on and simultaneously feeds port J1 of each
unit. The uplink test signal (of approximately 2113 MHz} is
fed into port I3 of the unit being tested. This uplink signal
becomes up-converted to approximately 2295 MHz in the test
unit and then down-converted back to 2113 MHz when it
passes through the standard compazison unit. When measure-
ments are to be made for 5-X band delays, the 182-MHz L.O.
drive is turned off and the 6.3-GHz L.O. drive is turned on to
simultaneously feed port J5 of each unit. The 2113-MHz test
signal becomes up-converted to approximately 8415 MHz in
the test unit and down-converted back to 2113 MHz when
passing through the standard comparison unit.

Insertion phase versus frequency measutements are made
for an input test frequency range of 2113.5 +8.5 MHz using an
HP 8410A Network Analyzer and a microwave source driven
by a frequency synthesizer. Group delay is calculated from the
slope of the insertion phase versus frequency data. [t is neces-
sary to (1) measure the delay of the total insertion delay of
the back-to-back assemblies as shown in Fig. 6 and (2) measure
separately the delays of any test cables (including pads) that
were used to interconnect the test unit to the standard unit in
the back-to-back configuration. The delay of the unit under
test is then determined by subtracting the delay of the test
cables and delay of the standard comparison unit from the
total measured insertion delay. If the delay of the standard
comparison unit is not known, then the delay of the unit
under test can be determined by subtracting out the test cable
delays from the total measured insertion delay and then divid-
ing the net result by two. This latter method is valid only if
both the “test and standard units were built to the seme
specifications and are therefore electrically identical to within
an acceptable tolerance.

For the test results of the article, the delay of the standard
comparison PZDA was known and determined previously by
connecting it to an improved R & D ZDD and calibrating it in
the back-to-back configuration. The R & D ZDD (improved
version) in this configuration was the basic prdmary standard
and was used because it has S-8 and S-X delays of 2.3 ns 1n
each path which are known to accuracies of 0.2 ns (1¢).
These accuracies were established previously from extensive
testing and cross-comparisons.

After completion of the PZDA calibrations, the two 3-dB
pads in the test unit as shown in Fig. 6 were replaced by two
20-dB pads (of neasly the same physical lengths and electrical
delays) to restore the PZDA to its operational configuration of
Fig. 3. The lower value (6 dB) padding was temporarily needed
during the calibration because a relatively strong test signal

level is required for the Network Analyzer insertion phase
measurements.

IV. Test Resulis

Table 1 shows the final calibrated delays of the PZDAs that
were sent to various DSSs. The applicable serial numbers and
_DSS identification are also tabulated. The accuracy of the
delays are estimated to be better than +1.0 ns (10). Due to the
fact that all components in the PZDA including isolators and
filters are wide-band (see Section II of this article), the delay
calibrations in Table 1 are applicable over a wide-band and
apply to all S-S and S-X frequencies for DSN channels 5
through 27 listed in DSN documents.

The insertion losses of the PZDA in the final operational
configuration were determined to be 54 *2 dB for the (8-S)
path going from port J3 to J6 and 55 2 dB for the (S-X) path
going from port I3 to J7. The high insertion losses are mainly
due to the two 20-dB pads (see Fig.3) that are needed to
attenuaie an anticipated test signal level of +19 dBm to a level
of about —20 dBm so that internal S- and X-band mixers will
be operated in"their linear regions. The strong test signal level
of +19 dBm is derived at each 64-m DSS from the ouiput of a
54-dB waveguide coupler which samples the 20-kW transmitter
power.

V. Conclusion

A PZDA that is field-worthy, operationally easy to use, and
accurately calibrated has been developed. A PZDA has been
shipped to DSS 14, DSS 43, and DSS 63. Preliminary results
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of Translator delay measurements from DSS 43 and 63 indi- The standard comparison PZDA as well as calibration pro-
cate the. results obtained with the PZDA agree reasonably cedure documentation have been sent to the DSN Maintenance
well with test data obtained in previous years with the R& D Center (DMC). Recalibrations of the PZDA in the future can
ZDD, be done by shipping the units to DMC.
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Table 1. Calibrated PZDA delays

DSS SN e i

(ns) (ns)
14 2 18.8 14.3
43 3 18.1 14.2
63 4 18.2 13.9
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Fig. 1. R&D Portable Zero Delay Device with external test cables and attenuators
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Fig. 4. Microwave components mounted on underneath side of front panel of
Portable Zero Delay Assembly

o~

Fig. 5. S- and X-band mixer subassembly of Portable Zero Delay Assembly. Same
as Translator Assembly 9456791-3
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Evaluation of the Developing DSN Life-Cycle
' Cost Standard Practice

M. McKenzie
TDA Planning

The DSN is developing a Life-Cycle Cost Standard Fractice. This report compares the
developing Practice to those of industry and the Department of Defense. Results show
that the DSN uses the accepted concept of Life-Cvele Costing, tailoring the concept to
DSN specific needs, but does not push the concept past the point of prevailing theory.

|l. Infroduction

The DSN is developing a Lafe-Cycle Cost (LCC) Standard
Practice. At this stage of development, it is useful to compare
the Practice to those of industry and the Department of
Defense (DOD). Specifically, three questions are posed for
study:

(1) How widely used is the Life-Cycle Cost concept?

(2) Is the DSN LCC Practice, at this stage of development,
in accordance with generally accepted standards?

(3) How does the DSN LCC Practice compare with those
of industry and the military; ie., is the DSN at the
state-of-the-art?

These questions are addressed in the following report.

Il. Use of Life-Cycle Costing
A. Department of Defense

LCC is clearly used by the Department of Defense (DoD).
An investigation of the LCC concept was made in the early

1960°s by the Logistics Management Institute for the Assistant
Secretary of Defense for Installations and Logistics (Ref. 1).
Since that time, numerous DoD and service directives have
clarified and ordered the use of Life-Cycle Cost analysis. An
example is the DoD Directive 5000.28 which states:

“Life-cycle cost estimates will be used as a basis for cost
trade-off analyses when considering acquisition versus
0&S costs, comparing competing prototypes or
comparing current versus new systems” (Ref. 2). .

Furthermore, if using LCC,

“Life-cycle cost objectives shall be established for each
acquisition and separated into cost elements within the
broad categories of development, production, operation,
and support. As system definition continues, the cost
elements are firmed into cost goals to which the system
will be designed and its cost controlled” (Ref. 3).

Thus, the Department of Defense uses Lifé-Cycle Costing to
select a system, and then uses “design to Life-Cycle Cost
elements” to control costs. One source reports that use of
Life-Cycle Cost analysis has resulted in “significant cost
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savings,” validated by the Air Force Auditor General’s Office
(Ref. 4).

B. Wilitary-Related Industries

A sampling of military-related industries was conducted by
the author to deéfermine the extent to which LCC is used.
Martin Marietta, Northrop, and Hughes Aircraft were con-
tacted, and all use some form of Life-Cycle Cost analysis. One
of the three has a documented standard LCC approach
(Ref. 5), two have centralized LCC departments, and all three
use approaches which are tailored to specific use.

Numerous mndustrial articles have been written on LCC
analysis, and will be referenced throughout the remainder of
this report. The general conclusion is that military-related
industries do use some form of LCC analysis, but no single
approach is standard.

C. Other Industries

Other industries use the LCC technique for purposes such
as comparing alternatives:

“In comparing alternative solutions to accomplish a
particular goal, the system showing the lowest life-cycle
cost will usually be the first choice, assuming the
performance requirements defined by the goal are
adequately met” (Ref, 6).

Industrial articles on LCC analysis were found in the following
magazines and journals:

Industriglization Forum
Logisties SPECTRUM
Frofessional Engineer

Proceedings Anmual Reliability and Maintainability Sym-
posium

Management Accounting

The articles will be referenced, as appropriate, in the following
pages. The same conclusion is reached through review of these
articles; the use of the Life-Cycle Cost concept is widespread,
but the specific approaches and models used are not stan-
dardized.

lil. Accepted Life-Cycle Cost Standards
A. Definition of “Life-Cycle Cost”
General agreement exists on the meaning of “Life-Cycle

Cost.” The Department of Defense Directive 500028 states:
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“The Life Cycle Cost of a system is the total cost to the
Government of acquisition and ownership of that system
over jts full life. It includes the cost of development,
acquisition, operation, support, and where apphcable,
-disposal” (Ref. 7).

Similarly, a student of the Air Force Institute of Technology
writes that Life-Cycle Cost is:

“,..a method for evaluating and considering the total
costs of ownership, including the costs of acquiring,
operating, supporting, and disposing of an item, less its
residual or scrap value, dunng its useful life” (Ref. 8).

A Martin Maretta representative states:

“Life-Cycle Costing (LCC) is a Department of Defense
(DoD) acquisition or procurement technique that con-
siders operating, maintenance, and other costs of owner-
ship, as well as acquisition price, in the award of
contracts for hardware and related support. The object
of this technique is to insure that the hardware procured
will result in the lowest overall ownership cost to the
Government during the life of the hardware” (Ref. 9).

A similar concept 1s referenced in Professional Engineer:

“Life-cycle costing is an analysis of the total cost of a
system, machine, device, building, and the like over its
anticipated useful hfe” (Ref. 10).

Thus the DSN definition — Life-Cycle Cost is implementa-
tion cost, plus M&O costs over the life of the capability, plus
deimplementation cost — is in accordance with the generally
accepted definition.

B. Life-Cycle Cost Uses and Purposes

Although the definition of Life-Cycle Costing is standard,
its uses vary with the background of those employing it.
Donald Earles of Raytheon Company explains it:

“...over the past ten years, Life-Cycle Costing has
evolved into four things; a costing discipline, a procure-
ment technique, an acquisition consideration, and a
design trade-off tool.”

The specific use depends on the user. The DSN employs LCC
analysis as an acquisition consideration and a trade-off tool
(Ref. 1).

C. Costing Philosophies

Just as LCC uses vary among users, costing philosophies
vary with the specific application. Costs of a system may be
full costs, delta costs projected from some baseline, or even



variable costs For example, a RAND weapon case study
remarks:

“It is important to note that this definition of weapon
system LCCs is intended to capture only the variable
costs associated with the weapon system. We make no
attempt to reflect any of the “fixed” costs which are
necessary for the management of the organization (e.g.,
HQ/USAF) which uses the system, but which are not
incurred by or for the weapon™ (Ref. 11).

Thus is the costing philosophy assumed for the DSN pathfinder
LCC analysis (Ref. 12). Other companies use different ap-
proaches. Hughes Awcraft Corporation, for example, uses
absolute costs, while Northrop employs absolute or delta
costs, as the situation demands.

D. Project Life-Cycle Period

Another Life-Cycle Cost concept which varies in use 1s that
of project life-cycle pericd. An Air Force publication notes
that the LCC period may be 10-20 years for a DoD weapon
system (Ref. 13). A specific cost analysis done by the U.S.
Army Blectronics, Communications, and Material Commands
uses a 10-year period (Ref. 14). This variability is summed up
in Professional Engineer:

“The Life-Cycle of the system or machine must be
realistically appraised. It can be defined as the expected
physical Lfe or the estimated period to obsolescence,
whichever occurs first” (Ref. 10). ’

The variability of the life-cycle penod-is recognized by the
DSN.

E. Life-Cycle Cost Definitions

Included in the DSN LCC Standard Practice is the
requirement of definitions. Careful definitions insure fair
comparisons and allow validation that no cost has been
forgotten (Ref.15). Although this is a generally accepted
standard in government and industry, it is not practiced as
thoroughly as is wise. Nevertheless, examples of LCC reports
. accompanied by careful definitions can be found. Two
examples are A Summary and Analysis of Selected Life-Cycle
-Costing Techniques and Models of the Air Force Institute of
Technology (Ref. 16), and Life-Cvcle Costing Emphasizing
Energy Conservation, Guidelines for Investment Analysis of
ERDA (Ref. 17).

F. Cost Estimation Procedure

It is clear from even a cursory examination of ti-l:q‘
Life-Cycle Cost literature, that there are a number of cosf:
estimafing methods. Some of the titles of these methods are-

per unit catalog price, cost-to-cost estimating relationships,
non-cost-to-cost estimating relationships, specific analogy,
cxpert opinion, simulation (Ref. 18), accounting, and para-
metric. It is the last two which express the organizational
nature of cost estimating and which concern us here.

In general, the DSN uses the accounting approach, which
lists all cost elements for a project over its hfe and, with a
specific procedure, sums the costs. This method is expianed:

“The most frequently referenced of the life-cycle cost
models in- use tfoday are the additive accounting
models.” They are useful for projects characterized by
dollars and provide managerial vistbility, companson of
costs, identification of specific differences in bidders’
proposals, and visibility of high support costs (Ref. 19).

In compaiison, the parametric approach is useful for esti-
mating effects of learning curves, provisioning policies,
management factors, repair and replacement policies, and
systemn characteristics (Ref. 20). Only a few parametnc models
are sufficiently tested for DSN use.

There are numerous cost models which incorporate these
methods. For example, an Air Force Institute of Technology
study lists twenty such models (Ref. 21). None of these can be
used as a standard cost model. As a Honeywell employee
states:

“The state-of-the-art of cost modeling, however, is not

to the point where existing cost models can be used

universally in whole or in part for wide varieties of

applications. They are highly tailored in terms of

systems treated, scope of elements covered, and cate-

gories of costs included” (Ref. 22).

Thus, there are generally accepted cost estimation proce-
dures, one of which is used by the DSN. There are no models

incorporating these methods which can be used as a standard
LCC model.

G. Cost Elements

Within the accounting cost estimation method are the cost
elements themselves. Again, there is no single lst of detailed
cost elements applicable to all projects. Examples of cost
element lists are given in Tables 1 and 2 and more can be
found in the literature (Refs. 13, 20, 23). At this tume,
however, DSN cost elements must be determined for each cost
study by those familjar with the project.

H. Monetary Adjustment

Another part of Life-Cycle Costing is the monetary
adjustment of projected cosis. Review of the literature shows a
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lack of standardization here also. The Office of Management
and Budget suggests the use of comparative inflation and a
general discount rate of 10% (Ref.24). A RAND study,
however, uses a discount rate of 5% (Ref.25). Northrop
prefers to work solely in constant dollars and inflate only if
required for bidding purposes. The Martin Marietta LCC
process allows total discretion in the inflating and discounting
procedures used on each cost estimation.

Thus, the monetary adjustment used in LCC estimation will
depend upon the project, the intended use of the estimation,
and any applicable laws.

I. Life-Cycle Cost Presentation

The form in which a LCC estimate is presented is
dependent upon the project and the purpose of the estimate.
The DSN pathfinder LCC analysis used a reporting format
designed to reflect the specific cost elements and algorithm
used in that project. Other formats can be found in the
literature (Ref. 26). An example is in Table 3.

J. Standard Practice

As stated previously, the DSN is developing a Life-Cycle
Cost Standard Practice. The question arises: Are LCC standard
practices common in industry and government? The answer is
that in reviewing sixty sources, the author encountered only
four sets of documents which could be considered as standard
practices. ERDA published the Life-Cycle Costing Empha-
sizing Energy Conservation, Guidelines for Investment Analy-
sis (Ref.17), and Martin Marietta has the Computerized
Costing Methodology which incorporates Life-Cycle Costing
(Ref. 3). The Navy has an Economic Analysis Handbook
(Ref. 27), and the DoD has a series of documents published as
guidelines for various weapon procurements (Ref. 28).

The need for standard practices, however, is well docu-
mented, A 1975 Air Force working group found that:

“At least five actions are required in order to establish
an adequately effective life cycle cost analysis capability
in program offices.”

“1. Program offices must be provided with a source of
personnel familiar with analytical techniques.”

*2. These engineers and analysts must be given general
guidance on how to develop, adapt and use life
cycle cost models for specific applications.”

“3. Program office and supporting personnel should
have access to a short course in the subject of
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development and application of life cycle cost
models and methods.”

“d4, Periodic life cycle cost methods workshops should
be held....”

“5. Fnally, program office personnel should be pro-
vided with a central focus of expertise where lessons
learned in each new life cycle application are
integrated with existing life cycle cost models and
methods . . .” (Ref. 29).

Similarly, a RAND study states:

“In order to advance the current state-of-the-art of LCC
estimating, at least the following improvemenis” are
needed:

“1. Operational consistency of LCC procedures™
“2. Better cost allocation rules”

“3, A nomenclature directory”™

“4. Project LCC decision requirements”

“5. An LCC data base” (Ref. 30)

Thus, the need for standard practices is generally accepted,
and some such documents already exist. The DSN, with
others, is responding to this need.

IV. General Conclusions

Life-Cycle Costing is a popular technique, widely used in
the military and indusiry. It is generally accepted that
Life-Cycle Costing is a specific concept whose use shouvld be
accompanied by LCC defimtions, a stated costing procedure, a
stated project life-cycle period, monetary adjustment proce-
dures suited to need, and at feast a locally accepted LCC
standard practice. The DSN is in accord with these generally
accepted standards. The specific application of the standards is
user and project dependent, as found in both the LCC
literature and the DSN.

The DSN is not at the state-of-the-art of Life-Cycle Costing.
The state-of-the-art i3 an advanced and fluctuating position
including such things as economic risk analysis, performance
effectiveness measurement, multiple regression analysis, and
unproven parametric models. These advances are not being
ignored by the DSN, but rather will be incorporated as
appropriate with the DSN environment. The DSN is using an
accepted tool, adapted to local needs, to reduce project costs.
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Table 1. Life-cycle cost categories®

Table 2. Weapon system life-cycle cost categories®

Major categories Subcategories Major categories Subcategories

Research & Development Engineering RDT&E Research & Development

Prototype Fabrication - Test & Evaluation (RDT&E)

g’;‘;"m Test & Evaluation Procurement Aircraft (Fiyaway Cost)

Total Systems Management -?::};?;; Eﬁ?}iﬁiﬁiﬁ

Training . ) . . Technical Manuals

Producibility Engineering & Planning SPO-Personnel
Investment, Nonrecurring Initul Proeduction Facilities Effort Test & Evaluation (IOT&E)

Datal. Ownership Spares: Imtial, Replenishment, Engines,

’IIx.-?s":r:xriiion Trainin, WRM (HIDWR)

£ Maintenance: On-Equipment

Total Systems Management Mamtenance: Qff-Equipment

Investment, Recurring Hardware Cost Management Personnel: Systemn/Ttem
- Attrition Managers

Initial Spares & Repair Parts Traming. Tech Training

Support Equipment Operations: Crew, CMD PERS

Auxiliary Equipment — Mihtary and Civilian

Furst Destination Transportation — Base Only

Initial Training Base Operating Support

Engineering Changes Fuel

System Test & Evaluation Modifications (HDWR)

Total Systems Management Testing & Evaluation (OT&E)
Operating Personnel Item Tmnsportatior} (2nd DS.TFTN)

Personnel, Replacement Training Mumtions and Missiles — Training

Consumption Pcrsor}nel PCS

Integrated Logistics Support ﬁ:;l;zl; dities

Depot Overhaul

Transportation Salvage & Disposal Disposal

Modifications

2Zource: Thomas W Otto, Jr., Life-Cycle Cost Model U.8. Army
Electronics Command Report ECOM-4338, July 1975, p. 8.

330urce: Marco R. Fiorello, Getting “Real”’ Date for Life-Cycle
Costing, RAND Corporation, No. AD-A010 960, Jan. 1975, p.7.

Table 3. LCC trade-off analysis of two competitive products for

two years®

Cost Vendor A Vendor B
Product Price $200,000 $170,000
Installation 3,000 4,000
Mamning Labor (2 Yrs) 46,720 93,440
Preventive Maintenance (2 Yis) 912 1,632
Corrective Maintenance (2 Yrs) 2,800 9,344
Power Requirements (@ 0.025/kW) 1,168 1,314

Parts & Supplies Cost (@ 1% & 2%
of Product Price Respectively) 2,000 3,400
TOTAL $256,600 $283,130

8ource: Gary White and Phillip Ostwald,, “lafecyele Costing,”
Management Accounting, Vol. 57, No. 7, Jan. 1976, p. 42.
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A Brief Historical Introduction to
Very Long Baseline Interferometry

B. Benjauthrit
TDA Engingering Office

This article provides a short historical account of Very Long Baseline Interferometry,
including the rationale, development, and experimenis.

I. Introduction

The technique of Very Long Raseline Interferometry
(VLBI) has been employed to achieve extremely high angular
resolution in the study of radio sources. Unprecedented
accuracies may be obtained for values of various geophysical
quantities. As an example, 1t is now possible to compare time
scales on separate continents with an uncertainty of only one
nanosecond (10~9 sec}). The main purpose of this article is to
provide a short history of VLBI starting from the Michelson-
Pease experiment of 1920 up to the present tume. This
includes the rationale, development, and various experiments
behind the subject of VLEBI. However, due to a large volume of
references! on the subject, only certain aspects are covered
here.

il. The Rationale Behind Radio
Interferometry

Until recently images of celestial objects obtained from
radio telescopes lacked the detail of those obtained from
optical telescopes. The reason is that the resolution of a
telescope increases with the ratio of its aperture to the
wavelength of the received signal, and radio wavelengths are

! All references in this article tefer to “An Extensive Biblography on
Long Baseline Interferometry” following this article.
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about a mllion times longer than light wavelengths. Thus,
radio telescopes are fundamentally confined to a poor angular
resolution when compared to optical telescopes. However, in
practice this is not the case for two reasons (Ref..164):

(1) The resolution of large optical telescopes is confined
not by their size but by wregulanties in the earth’s
atmosphere. The limit is about 1 arc second. This is
about 100 times better than the unaided human eve.
Also, due to longer wavelength, the fluctuation of the
inconung signal path length through the atmosphere at
radio frequencies is much smaller than that at light
frequencies.

(2) The signal must be coherent, or in phase, over the
entire dimensions of the telescope. Coherent radio
waves are much easier to obtain than coherent light
signals, so that radio telescopes can operate much
closer to the theoretical resolution limit than optical
telescopes.

ll. Early Need for Radio Interferometry

Although resolution increases as wavelength decreases, the
performance beging fo deteriorate significantly when the
wavelength approaches the dimensions of the structural
imperfections in the antenna. Further, the largest antennas



available were paraboloidal type; they had the least precise
surfaces. Thus, the best resolution that had been obtained with
paraboloidal antennas did not depend strongly on wavelength
and was about 1 arc minute. Although 1f is possible to build a
more precise large antenna, it would not provide betier
resolution than Q.1 arc minute (Ref. 177). This is the reason
why radio astronomers turned to interferometry, where in
effect itwo relatively small antennas function as opposite edges
of a single huge radio telescope.

The development of interferometry began as early as 1890
when Albert A, Michelson published a paper (Ref. 237)
describing a technique of modifying an optical telescope to
receive star light along two paths, and determining the angular
diameter of a star by means of interference of 1ts own light
waves. However, it was not until 1920 that his technique was
successfully demonstrated on the 100-inch telescope of
Mt. Wilson, in collaboration with F. G. Pease. Figure 1 shows a
sketch of the Michelson-Pease stellar optical interferometer.
Here, a light wave is intercepted by two separated mirrors
which reflect two beams to a commeon point where the beams
are combined. If the path of one beam is made slightly longer
or shorter than that of the other beam, the light waves in one
beam will be out of phase with the waves in the other beam.
When the beams are combined, one sees a pattern of
alternating light and dark “fringes”

Attempts fo extend the optical interferometer to longer
baselines in order to achieve higher resolution have not been
very successful, mainly due to the difficulty in obtaining
coherent light waves from the system and in maintaining the
alignment of the mirrors within a fraction of the wavelength.
1t is much simpler to solve this problem by using radio waves.
Two or more antennas can be used to synthesize large
apertures and achieve high angular resolution. With such an
instrument, one can determine not only the size and shape of
discrete radio sources but aiso their precise positions in the
sky.

IV. Early Development of Radio
Interferometry

Early radio interferometers were essentially radio analogs of
the above well-known optical device. However, in radio
interferometers, the signals are combined and compared (or
cross-correlated) electrically. This idea had evolved from the
discovery of extraterrestnial radio-frequency radiation by
Jansky? in the eardy 1930°s. Figure2 depicts the radio
equivalent first employed by Ryle and Vonberg for solar

2Jansky, K. G., “Electrical Disturbances Apparently of Extraterrestrial
Origin,” Proc Inst. Radio Engineers, N.Y., Vol. 21, p. 1387, 1933,

.
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observations in the late 1940’53 In the same pericd, % radio
Lloyd’s mirror interferometer was set up in Australia. Mean-
while, McCready and colleagues (Ref. 230) used a similar
technique to study solar radiation and its relation to sunspots.

Resolution obtained by radio instruments has been steadily
upgraded by advanced technology in short wavelengths and
increases in baseline lengths. Many radio sources are well
resolved by an interferometer with a baselme of about one
kilometer (km) and a resolution of the order of one arc
minute. However, by the late 1950%, it was realized that
further increases in resolution would be required to study the
structure of those sources in more detail and to resolve the
smaller sources.

V. Modifications to the Basic
Interferometry

The basic 1nterferometer system can be modified in many
ways. One way is to employ several intermediate {requencies,
each generated by an independent local oscillator. Another
way is to use complicated local oscillator chains for
greater frequency versatility and phase-compensating systems.
Detailed discussions on four modifications, namely, lobe
rotation, spectral-line interferometry, Very lLong Baseline
Interferometry, and intensity interferometry were given by
E. B. Fomalont and M. C. H. Wright.* We deal here solely with
the subject of VLBL.

Vi. Type of Radio Source

It is now generally accepted -that the radio emission of
discrete spurces such as radio galaxies and quasars is “synchro-
tron” radiation from electrons moving m a weak cosmic mag-
netic field at relativistic speeds, i.e., speeds close t6 the speed
of light. Also, radio sources may essentially be classified into
two different types. One has a large angular extent and is
strongest at the longer wavelengths. The other is relatively
compact and is strongest at the shorter wavelengths. There is
no simple relation between the angular extent of the radio
emission and the optical emission from galaxies and quasars,
however compact radio sources are not confined to quasars;
many are identified with the nucler of* galaxies. Furthermore,
many quasars are large extended radio sources.

The large radio sources have a complex distribution of'radio
emission that typically extends over several hundred thousand
light years of space, corresponding to angular dimensions of

3Ryle, M., and D. D. Vonberg, Nature, pp. 158-339, 1946.

*5ee Chapter 10 of Galactic and Extragalactic Radio Astronomy,
edited by G. L. Verchuur and K. I. Kellermann, 1974.
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between a few arc seconds to a few arc minutes. On the other
hand, the compact radio sources are so small and their particle
densities are so great that, since relativistic particles absorb
radiation as well as emit it, the source becomes opague to ils
own radiation at long wavelengths. The self-absorption cutoff
frequency depends only on the flux density, the angular size,
and weakly on the magnetic-field strength. The smaller the
source, the shorter the wavelength at which it becomes
opaque.

Since the compact sources are relatively weak at the long
wavelengths, where most of the early observations of extra-
galactic radio sources were made, they remained essentially
unnoticed for many years until sensitive receivers for short
wavelengths became available. Further, Witham A. Dent (Ref.
95) discovered in 1965 that some compact sources such as the
quasar 3C273 are variable as observed from therr radio
emissions.

VIl. Development of VLBI

Longer baselines for conventional interferometers were not
feasible partly because of the increased cost of the cable
between the interferometer elements and partly because of
human and natural obstructions such as roads, rivers, moun-
tains, and ultimately oceans. To overcome such problems,
radio relay links were employed (see Fig. 3). The idea is to join
the radio telescopes by a microwaverelay link. Here the
local-oscillator signal is transmitted to the mixers to reduce the
high frequency signal down to an intermediate level for
returning for correlation. In order for the intermediate
frequency signals from each antenna to be coherent, they are
generally derived from a common source. This technique was
first used by Australian and British radio astronomers to
obtain baselines of more than 100 km and resolutions better
than one second of arc. By the early 1960°s the efforts to
exiend the interferometer baseline were carried out success-
fully at the University of Manchester (Ref.274). Various
interferometric techniques have also been applied to polariza-
tion measurement®:® and the mapping of source brightness
distributions (Refs. 142 and 321). However, in order to resolve
the compact variable sources with expected dimensions of
about 0.001 arc second, baselines of size comparable to the
dimensions of the earth were needed. Moreover, large improve-
ments i the resolution of radio link interferometers were not
practical because radio links are limited to line-ofsight

*Ko, H. C., “Theory of Tensor Aperture Synthesis,” IEEE Trans,
Antennas and Propagation, Vol. AP-15, pp. 188-190, Jan. 1967.

6M0ﬂ‘lS, D. V., et al,, “Preltminary Measurements on the Distribution
of Linear Polarization Over Eight Radio Sources,” Astrophys. J., Vol.
139, pp. 560-569, Feb. 1944.
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operation, and installation of large numbers of repeater
stations was both costly and technically complex.

For many years radio astronomers had considered the
possibility of completely eliminating the direct electrical
connection between interferometer elements by separately
recording the signals at each end on magnetic tape and later
cross-correlating the two recorded signals. In order to utilize
this technique successfully, the following requirements are
necessary:

(1) The recordings of the two tapes must be synchromzed
so that the time when a given wavefront is received at
each station is precisely known. Also, the time tags on
the recordings should permit reasonably short searches
for fringes 1n the correlation process.

(2) The actual radio signal frequencies are generally too
high to be recorded directly on magnetic tape. Inde-
pendent local oscillators must be employed to “hetero-
dyne” the radio signal frequency (typically several
gigahertz} to a much lower frequency so that 1t can be
recorded on magnetic tape. If the two lower frequency
signals are to be cross-correlated, then the oscillators
must remain coherent over the observing time (or
integration time). This implies that the relative phase
change of the two oscillators must remain small during
this period so that the change in frequency is less than
the reciprocal of the recording time. For example, at a
radio signal frequency of 10 GHz and a 100-second
Integration time, a frequency stability better than one
part in one trillion (A £/f = 10-12} is required.

(3) Due to the time delay after heterodyning, phase rota-
tion is also necessary.

A typical tape-recording interferometer system and a more
sophisticated one may be seen 1n Ref. 164.

The idea of employmng independent-local-oscillator tape
recording interferometers was considered in the U.S.S.R. as
early as 1961. However, stable frequency standards and wide-
band tape recorders needed for high senmsitivity were not
generally available then. The frequency standards generally
perform two funciions (Ref. 340):

(1) To generate sufficient phase stability that will ensure
no significant loss of coherence in the two signal
streams to be cross-correlated.

(2) To keep time with sufficient accuracy to insure that
the clock offset error remains constant over the interval
required for the deterrination of the instantaneous
baseline vector.



A tape-recording interferometer was first used in radio
astronomy by a group at the University of Florida to study the
dimensions of the radio storms on the planet Jupiter at a
frequency of 18 MHz in 1965 (Ref. 40). Since the Jovian
bursts are so intense, an integration time of considerably less
than a second and a bandwidth of about one kilchertz (kHz)
give an adequate sensitivity (requires Afff=10"3). Hence, a
frequency stability of only one in a million and a time
synchronization of about 1 millisecond from the WNational
Bureau of Standards Station WWYV were sufficient to maintain
coherence at the two ends of the interferometer system. With
this it was possible to determine on the surface of Jupiter the
dimension of the radio emitting regions less than 1 arc second
or about 320 km. This resolution is considerably better than
the highest resclution in photographs made of Jupiter at
optical wavelengths.

Tape-recording interferometers for studying the much
weaker radio emussion of radio galaxies and quasars had to
wait until stable atomic frequency standards and wideband
tape recorders were commercially available. At that time, two
systems for tape-recording interferometry were developed
independently in the United States (Refs. 12 and 248) and n
Canada (Refs. 26 and 27).

A. Analog VLBI Development

The joint Canadian team from the National Research Coun-
cil and the University of Toronto built an analog recording and
processing system employing television tape recorders. At each
site data were recorded at 4 MHz on video recorders {down
converted from 408 MHz received frequency) on a 90-minute
reel tape. Then rubidium frequency standzrds and a special
analog correlator were used to process the data te simul-
taneously provide fringe patierns from a number of delays.
These fringe patterns were then displayed on a multipen
recorder.

B. Digital VLBI Development

A gystem built by two U.S. groups from the National Radio
Astronomy Observatory and Cornell University (NRAO-
Cornell) used a standard computer tape drive to record digital
data in a 360 kHz band. Rubidium frequency standards were
also employed here. The mcoming signal (down converted
from 610 MHz received frequency) was first bandlimited,
infinitely clipped, sampled at 720 kilobits per second (kbps)
and finaily recorded on standard 7-track computer tape at a
per-track density of 315 bits per centimeter; hence, a full reel
of tape held three minutes of data. This system preserves only
the zero crossing information (ie., the phase) of the signal,
The nommalized cross-correlation function can still be esti-
mated from this infinitely clipped data by applying a correc-

tion factor derived first by Van Vleck in 1943 (Ref. 382). A
large general purpose computer was used to process the data.

VIL. Further Developments and
Experiments on VLBI

The Canadian system has a greater bandwidth advantage
but requires more complex special equipment to synchronize
the tape on playback. In the US. system digital data were
simply fed into a large general purpose computer which stored
and correlated the two data streams. In early experiments
90 minutes of computer time was typically required to process
a pair of tapes over 15 delays. Lately, only 50 seconds of
computer time has been required to search over 7 delays. By
using special-purpose digital correlators further reductions in
computer time are possible,

Both the Canadians and Americans had experienced diffi-
culties 1n their early attempts. The Canadians obtained their
fringes first, both on a baseline in Ontario between Shirley Bay
and Algonquin Park (183 km) and on a much longer baseline
between Algonquin Park and Penticton, B.C. (3074 km).”? The
NRAO-Cornell group obtained fringes at 610 MHz between
Ryverside, Md. and Green Bank, W. Va. (228 kin), followed by
a successful experiment at 1.665 MHz between Westford,
Mass., and Green Bank, W. Va: (845 km), with the same digital
equipment, by a group at the Massachusetts Institute of
Technology. A hydrogen maser frequency standard was used
at the Massachusetts site.

The MIT group (Ref. 408), in cooperation with the North-
east Radio Observatory Corporation, Haystack Observatory,
Westford, Massachusetts, undertook a program to improve the
instruments to allow accurate measurements of group delays
(the frequency derivative of the phase delay) to make possible
precise determinations of vector baseline (Ref. 138), radio
source positions (Ref. 18), polar motion, universal time, and
earth tides (Ref. 346).

To measure the group delays with an accuracy greatly
exceeding the inverse of the recorded bandwidth, the method
of handwidth synthesis was devised (Refs. 310 and 408) where
the recerver passband 1s switched to sample signals over a
wideband. This bandwidth synthesis technigue is also
employed in the VLBI development at JPL (Refs. 273,
368-376).

First. long-baseline measurements with tape-recording were
made in 1967 on the baseline across Canada and the U.S. at

" Their experimental results were presented at the Ottawa meeting of
the International Scientific Radio Union on May 23, 1967 (Refs. 26
and 27).
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radio wavelengths of 75, 50, and 18 centimeters. The results
confirmed many small size galaxies and quasars. But many
were still unresolved and higher resolution was needed.
This was rapidly extended in a seres of cooperative inter-
continental experiments conducted in 1968 and 1969 by
American, Swedish, and Australian radio astronomers. With a
6-centimeter wavelength, a 0.001-arc second resolution was
obtained on the longest baselines. In spite of this, some small
sources still remain uniesolved. The 10% km Califonia-
Australia baseline was already more than 80% of the earth’s
diameter, so further significant increases in the physical base-
line were not feasible without expensive procedures of setting
up siations in space or on the moon.

A cheaper and simpler alternative was to observe at shorter
wavelengths. Outside North America, however, only two radio
telescopes were suitable for operation at short wavelengths and
large enough to yield sufficient sensitivity for long-baseline
interferometry, both of which were in the U.S.S.R. Due to
distance, government regulations, lack of exchange in tech-
nology, and other problems, arranging such joint experimenis
was both difficult and formidable.

The first U.S.-U.S.8.R. experiment was completed late in
1969, using the baseline between the 43-meter radio telescope
at NRAO and the 22-meter radio telescope on the shore of the
Black Sea in the Crimea (Ref. 388). Later in Spring of 1971, a
second experiment was conducted, involving, in addition to
the above, the 64-meter radio telescope at-Goldstone,® Califor-
nia and the “Haystack™ telescope in northern Massachusetis.?
More than 20 investigators from eight institutions in both
countries participated and it included observations of inter-
stellar clouds of water vapor as well as of radio galaxies and
quasars.

The data from the Goldstone-Crimea basehne obtained at a
wavelength.of 3.5 em (X-band) provided the highest resolution
(about 0.0003 arc sec) achieved so far in the -study of radio
galaxies and quasars. The measurements of the water vapor
clouds which were made at shorter wavelengths gave even
higher resclution.

From the various data taken, it was evident that some
quasars appear to expand faster than the speed of light.
Martin J. Rees (Ref. 297) of the University of Cambridge has
suggested the “super light velocity” theory for interpreting
such a phenomenon. If the radio source expands at a velocity
close to the speed of light, then since it takes a finite time for
radio signals to reach an observer, the signal arniving from the

8Managed by JPL for NASA.
9Managcd by MIT.
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receding part of the source will have originated at an earlier
time, when it was closer to the point of origin than the signals
from the approaching parts. Under these conditions the
apparent velocity of expansion may in fact exceed the speed
of light.

Evidence that this might be important in the quasar 3C279
was first obtained in a series of transpacific observations made
between 1968 and 1970 by a joint team from Australia (at
Tidbinbilla) and the California Institute of Technology (at
Goldstone). This group found that a component of the source
that had first appeared in 1966 had reached a diameter of
about 0.001 arc second by the end of 1969. This corresponds
to a linear diameter of about 12 light-years. Thus, the apparent
expansion velocity was indeed about twice the speed of light,
as theorized by Rees.

More detailed measurements were made of 3C279 in Octo-
ber, 1970, by a group from MIT, NASA, and the University of
Maryland employing a transcontinental baseline. These obser-
vations were originally designed to measure the gravitational
bending of the radio signals from 3C279 as it approached the
sun on October 8, but they showed clearly that the compact
source in 3C279 was complex and appeared to have at Jeast
two componenis separated by 0.00155 arc second, or about
20 light-years. This source was observed again in February
1971 by the same group and also by investigators from the
NRAQ, Caltech, and Cornell group, using the same baseline
and techniques. The source appeared to double in only four
months, but the separation was greater by two light-years.
Hence the two components seem fo be receding from a com-
men point of origin with an apparent velocity about three
times the speed of light.

Although the sensitive long-baseline interferometer systems
were initially developed to study the compact extragalactic
radio source, the technique has also been used to study the
radio emission from interstellar clouds of hydroxy] radicals
(OH) and water vapor. Typically the clouds are dispersed over
a volume of several light-years across, although the individual
components are¢ as small as one astronomical unit (the
average distance between the sun and the earth).

One limitation of tape-recording interferometry has been
the lack of sufficient oscillator stability to determine the phase
of the interference pattern; the improvement is to be expected
from the use of hydrogen masers as frequency standards. Even
with infinitely stable oscillators, there are still problems
(Ref. 339) resulting from fluctuations in the path length
through the atmosphere and ionosphere at the two widely
separated observing sites.



Another limitation is the antenna flexure, but this type of
limitation is often small and can be calibrated with a residual
error of less than 1 mm.

IX. Limitations on Baseline Length

Extension of the baseline cannot always sclve the resolu-
tion problem. The present evidence indicates that only for
wavelengths less than about 10 cm can baselines much
greater. than the diameter of the earth be effectively used.
Hence, hydroxyl emission regions, which radiate at 18 c¢m,
and pulsass, which radiate most strongly at meter wavelengihs,
are not likely to be targets for a space interferometer.

There is an even more fundamental limit to the maximum
baseline when dealing with the synchrotron sources. if the
dimensions of the synchrotron system are below a critical size,
the relativistic particles quickly lose all their energy by inverse
compton scattering and so do not have time to radiate radio
energy. This critical angular size is proportional to the wave-
length at which the flux density is the highest. Since the reso-
Intion of a fixed length interferometer is inversely proportional
to the wavelength of observation, the two effects cancel each
other if the observations are made near the wavelength of
maximum intensity {as they usually are to achieve the highest
sensitivity). Thus, the maximum baseline needed to resolve
synchrotron sources is neairly independent of the wavelength
of observation; in fact, it is comparable to the diameter of the
earth for the stronger radio galaxies and quasars, Baselines in
space or ¢n the moon will therefore probably not be necessary
to study even the smallest radio nuclei and quasars.

" Besides extending the baseline to achieve high resolution,
intermediate baselines may be made very effective by linking
together to form an ultra-high-resolution array (Refs. 74
and 171}; but this can be difficult. Moreover, the task of
collecting all the tape recordings at a commen location” and
correlating all possible pairs of telescopes is formidable. An
attractive aliernative is to telemeter the data from each anten-
na to a common site by means of .synchronously orbiting
satellites, dispensing with the tape recording system complete-
ly. This technique was successfully demonstrated via the
Harmes satellite as reported in Ref. 422.

X. Radio Interferometry for Earth
Physics

_The techniques of VLBI have also been applied to geophysi-
cal studies at JPL, The siudy of various faults, earthquakes,
and other. geophysical applications often requires 2 wide range
of baseline lengths. A project that concentrates on this aspect
of VLEI is referred to as the Astronomical Radio Interfero-
metric Earth Survey (ARIES) Project (Ref. 218). The essence
of the project is to use a pair of antennas, one fixed and the
other portable, to provide the desired wide range of baseline
lengths. The system characteristics, error sources, and other
system details ‘and requirements are given in Refs. 218, 272
and 273.

A mobile VLBI geodetic system!® is currently under
development at JPL for NASA application to earth crustal
dynamics studies, as well as for technology transfer to the
National Geodetic Survey (NGS), the U.S. Geological Survey
(USGS), and other geodetic user communities. This system
consists of a 4-meter high mobility station and a 13-meter
transportable base station. The system characteristics are given
in Table 1. The various error sources (both random and sys-
tematic) for the mobile VLBI geodetic system are tabulated in
Table.2. Certain applications of such a geodetic system are:

(1) Environmental monitoring related to natural resource
extraction such as subsidence resulted from geothermal
field heat removal, oil drillings, and ground water
pumping.

(2) Global tectonics and regional crustal deformations for
uses in the development of a fundamental scientific
understanding of geodynamic processes and earthquake
precursory model development in the pursuit of a reli-
able productive capability.

Other possible VLBI applications to earth physics are global
geodesy, tidal oscillations, crustal-block motions (including
continental drift), polar motion, earth rotation, precession and
nutation (including a test of general relativity), obliquity of
ecliptic, shape of sea surface geopotential and global time and
frequency synchronization. More detailed discussions on these
applications are given in Ref. 339.

10Renzetti, N A., “Radic Interferometric Geodetic System Applica-
tions,” A JPL internal interoffice memo, dated June 1, 1978.
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Table 2. Errors in mobile VLBL geodetic system

Distance
Errors equivalent,
mm
Table 1. Mobile VLBI geodetic system characteristics Random Erzors
Delay precision 7
Time and frequency (H-masers, Afff= 5 X 10715) 10
Characteristic Mobile Tran]sjp ortable ted y !
ase Troposphere
Antenna diameters 4m 13 m Dry (surface meteorology) 10
Antenna efficiency 50% 50% Wet (water vapor radiometers) 10
Receiver temperature (X-band) 70 Kelvin 30 Kelvin Tonosphere (8.4 GHz, X-band)
Bandwidth synthesized 400 MHz 400 MHz Radio souzce catalog (0.003 are sec)
Radio source strength 2 Jansky 2 Jansky Root sum square 21
Digital data recording rate® 112 Mb/s 112 Mb/s Baseline vector precision given 12 hours of data 190
Observation time per source 720 sec 720 sec
Systematic Error Sources (Baseline < 500 km)
Note: Signal-to-noise ratio 251 UTl/polar motion (10-cm accuracy, supplied by 8
Average delay 22 psec (7 mm) external sources)
precision Radio source catalog (0.003 arc sec accuracy to be 4
Baseline measure- 5 mm given 6 hr of data held essentially constant for monitoring mmssions)
]1;1;{1: precision (single work shift) Troposphere
1
Dy (surface meteorology) 10

Wet (water vapor radiometry)
Ionosphere (X-band)

Antenna positioning relative to geodetic marks

83.channel bandwidth synthesis

Root sum square 17

Combined random and systematic 20
EITOr SOUrCEs accuracy)
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Fig. 1. Michelson—Pease Optical Interferometer. (Light from a distant radio source is reflected
from the outer mirrors to the inner mirrors and then optically combined at the projection screen.
Moving one of the mirtors makes one light path longer than the other. The two out-of-phase
beams, when combined at the screen, will interfere with each other to provide “fringes.” A
photograph of actual double-slit interference fringes is shown on the right.)
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Fig. 2. Basic Radio Interferometer. (Two radio telescopes, sepa-
rated by a few kilometers, are linked by cables. The high radio
frequency (R.F.) signal from the radio source is mixed with a local
oscillator signal to provide an intermediate frequency {I.F.) signal
which is suitable for further data processing.)

LOCAL

OSCILLATOR MIXER

MIXER

MICROWAVE
RELAY LINK

CORRELATOR

;

Anannyg
FRINGES

Fig. 3. General Radio-link Interferometer Concept. (The loeal-
oscillator signal is transmitted to the mixers and the LF. signals are
returned via microwave-relay links. The [ocal-oscillator signal at
each end is derived from a common source so as to provide
ccherent (in phase) LF. signals from each antenna.)
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An Extensive Bibliography on Long
Baseline Interferometry

B. Benjauthrit
Office of Tracking and Data Acquisition

This article presents an extensive bibliography on the subject of long baseline inter-
ferometry, starting from the time of Albert A. Michelson (1890) up to the present time.
It contains over 400 references, including areas of long baseline interferometry

applications.

Over the past few decades, the subject of long baseline
interferometry has grown from a simple concept of an optical
device for detecting light fringes to a highly theoretical and
sophisticated system assisted by computers and modern elec-
tronic components. Interest in this subject is still increasing.
The areas of applications are rapidly widening, These include
radio astronomy,-radio science, geodesy!, tectonics®, space
navigation, and seismology.

LA branch of applied mathematics that determines the exact positions
of points and the figures and areas of large portions of the earth’s
surface, the shape and size of the earth, and the variations of ter-
restrial gravity and magnctism (Webster's New Collegiate Dictionary,
1975).

2A branch of geology concerned with structure, especially with folding
and faulting (ibid.)
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With the above wide applications, it is not surprising that
the number of references on the subject is almost inexhaust-
ible. As one searches through the Iiterature, one often wonders
which references one should select. The references selected
here were considered most relevant to the subject of long
baseline interferometry. However, certain papers and texts
which have been found helpful in understanding the subject
have also been included.

Aithough there are over four hundred references listed in
this bibliography, it is by no means complete. It may, how-
ever, be considered one of the most extensive bibliographies
on the subject. The bibliography is based on a computer
data base search performed by the JPL Library. It is currently
stored on the DACONICS computer system at the Laboratory.



In addition to searching through the appropriate references
on the subject in the literature, the NASA/RECON computer
printouts (the primary and alternate data banks and engi-
neering index from 1962 to April 20, 1978), the INSPEC
data base, and a Report Bibliography of the Defense Docu-
ment Center were utilized. Several-references were obtained
through private communications with researchers in the field.

Onc can generally obtain a bibliography on the subject
from computer data banks such as those mentioned above,
with abstracts and other additional information. However,
due to the volume of the data, one is often discouraged from
looking through the printouts. With this present bibliography,
one should find it much more expeditious and convenient to
identify appropriate material. The references are listed alpha-

betically by the principal authors’ names. Papers by the same
author are listed chronologically. If an article is published
in more than one joumnal {with the same titls and authors),
the alternative sources are also noted at the end of the refer-
ence. Moreover, those papers which can be obtamed from the
Mational Technical Information Service (NTIS) are indicated
by the words, “Avail. NTIS.” Also, the Defense Document
Center’s identification numbers should be found useful.

According to .the computer data banks mentioned above,
over 1800 references have been published on VLBI and ifs
related topics. Clearly, it was impossible to include all the
available references in this bibliography. Many excellent
papers on the subject have had to be omitted, as have the
majority of the papers written on applications of VLBI.

1.

10.

11.

Aitken, G. J. M., “A signal processing system for a long-baseline interferometer,”
IEEE Transactions on Antennas and Propagation, Vol. AP-16, p. 112, January
1966.
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Chikin, and B. V. Shchekotov, “Synchronization of Time Scales at Sites of 2 Very

Long Base Interferometer from Observations of Maser Sources of Cosmic Radio-

Emission,” Fzv. Vuz Radiofiz, 18, 1777-85, 1975.

. Alekseev, V. A., N. S. Blinov, B. N. Lipatov, and E. N. Fedoseev, “Analog of the

Tsinger Method in Radio Astrometry,” Astron. Zh,, 52, 1089-95, 1975,

Alekseev, V. A, et al., “Radiospectrometry Using Differential Very Long Baseline
Interferometric Measurements,” Radiofizika, Vol. 19, No. 11, pp. 1669-1677 (in
Russian), 1976.

. Allan, D. W., “Statistics of Atomic Frequency Standards,” Proc. IEEE, Vol. 54,

pp. 221-230; February 1966.
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of atomic clocks’,” Metrologia, vol. 7, pp. 79-82, Apnl 1971.

“All-Union Conference on Radic Astronomy,” 8th, Pushchino, USSR, June 18-20,
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Vol. 19, No. 11 (in Russian), 1976.
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Vol. 284, No. 1326, pp. 469473, May 11, 1977.

. Andrew, B. H., “Models of VRO 42.22.01 (BL Lacertag),” Astrophysical Jul.,
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