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I. Introduction

The Illiac IV was conceived in the mid-1960s; design began in 1967 and
fabrication two years later. Since that time, memory technology has
changed dramatically. For example, the fast local processor memory of the
Illiac uses the first ocommercially available high speed bipolar memory
devices (developed especially for the project), each ehip having a storage
capacity of 256 bits. Today, chips of comparable access speed have up to
sixteen times as much storage capacity. A magnetic disk technology was
selected for the extended memory of the Illiac. The years since then have
seen the introduction of charged-coupled devices and magnetic bubble
technology as alternative storage media, and the cost per bit of slow,
random access electronic memory devices has decreased to the point that
they are economically feasible for billion bit computer memories.

Not only has memory technology progressed, but the requirements being
placed on the Illiac have also evolved in the intervening years. WNow that
considerable experience has bezen accumulated with two-dimensional medels of
physical phenomena, scientists in such areas as seismic and aerodynamic
research have turned their attention to three-dimensional models, and this
chahge increases memory requirements by at least a factor of ten; also the
sheer amount of data bheing gathered by satellites has significantly
inereased the volume of data in signal and image processing. Finally, the
inevitable deterioration of rotating mechanical devices due to age is
beginning to impact the reliability and availabiliiy of the current memory
system. Fortunately, the advances in memory technology can be brought to
bear in relieving the %two major pressures on the current memory system:
replacements significantly different with respect to size and reliability
are now feasible. This report examines several different enhancements.

I.A. Background of the Study

This study was charged with examining the future needs of researchers who
will use the Illiac and esatimating the requirements they will place on the
nemory system. The staff of the Institute who participated in the study
were drawn from a broad base of disciplines: project designers, application
programmers, systems specialists, and hardware engineers. Thus the study
was capable of investigating all relevant issues concerning the Illiac
nemory system.

The underlying philosophy of the study was that memory enhancements to the
system should be evolutionary rather than revolutionary in nature and that
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they should be aimed at meeting the forseeable needs of the TIlliaec user
community during the next five years. The consequences of this philosophy
were two-fold. First it was necessary to review the system architecture to
determine its inherent limitations and current state. This determined the
components which must be replaced and the limitations due to interfacing
the replacements with the remaining system. The second consequence was the
necessity to review the ways current users manage the system resources in
solving their problems. This indicated the characteristics which would be
desirable in the replaced components. Determining the characteristics of
the current system and its users constituted the first phase of the study.

The second phase of the study considered various alternatives to replacing
eritical memory components. Three different approaches were explored to
the point that their merits and 1limitations could be reasonably
ascertained. The main issues which were considered for each alternative
were cost, risk, system impact, software requirements and implementation
schedules.

Two major areas concerning the memory system were not included in this
study. The first was the user interface: the job control issues of the way
users acquire, describe and manipulate the various memory resources in the
system. The second area was the performance evaluation of the system: the
hardware and software tools used to collect and analyze system performance
characteristics for system management and accounting purposes.

I.B. Structure of the Report

The next chapter provides an executive survey of the results of this study.
The remainder of the report is devoted to a detailed presentation of the
material which was gathered during the course of the investigation.

The third chapter presents the findings of the first phase. It begins with
a description of the current system, its performance and status, and the
limitations it places on possible enhancements. The chapter includes a
description of the planned enhancements to the Illiac processor and the
probable resulting increase in its speed. There follows a description of
representative codes on the Illiac with respect to their memory usage
characteristics; these are useful in projecting future computational
demands that might be placed on the memory system. A model of the Illiac
memory system is developed, and using the characteristics of the example
codes, several conelusions about desirable characteristics for the future
memory gsystem are drawn. Finally, several 1less easily quantifiable
infiuences on the memory aystem are discussed: the relationship between
local memory size and the cost of designing user application codes, the
need for error correction ability on various memory components, the
feasibility of a virtual memory system on the Illiac, and the requirements
for an on-line high performance file storage facility.
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The final chapter presents the material developed during the second phase
of the study. After a brief technology survey, different implementations
are presented for each system memory component. Next, ¢three different
memory systems are proposed to meet the 1dentified needs of the Illiac user
community. These three alternatives differ considerably with respect to
storage capacity and accessing capabilities, but they all offer significant
improvements over the current system. Each proposed system is analyzed in
detail, and their relative merits are discussed. The chapter concludes
Wwith a review of the current system weaknesses, and how these weaknesses
will be addressed by the proposed memory systems.
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II. Executive Summary

The memory system of a modern, large scale computer serves three different
purposes: from the user's point of view, 1) it holds instructions and data
for rapid accessing by the processor, 2) it contains the large data base
for the computer to process, and 3) it provides storage for files when they
are not being actively processed by the computer. In the TIlliac IV
computer's memory system, these functions are performed respectively by
different memory devices: 1) a fast semieconductor local memory, 2) a large,
high performance disk extended memory, and 3) a commercial disk and tape
file system. In addition, the memory system has other components for
buffering the data transfers between these devices.

The current Illiac memory system has enabled scientists to demonstrate the
applicability of parallel processing in such diverse and important areas as
computational aerodynamics, climate modelling, satellite image processing
and seismic research. These past successes have generated demands for even
greater capabilities in the memory system. Unfortunately, ¢the current
system, with some components nearing ten years in age, is showing signs of
physical deterioration. It is now time to consider replacing some
components and adding new facilities in order to insure that the Tlliac
system will remain responsive to the needs of its research community over
the next five years.

ITI.A. Current System Configuration

The IAC computing facility consists of the Illiac IV computer, a Tenex
based support system, and various other systems, such as a B6T700 computer.
The ILLIAC IV is an array processcor consisting of sixty-four processing
elements under explicit control of a central control unit; the control unit
broadecasts instructions for the processing elements to execute. The Illiac
processor has two memory components associated with it: a local memory and
an extended memory. The file storage memory for the Illiac is currently
part of the Tenex file system. Each of these components is generally
regarded as inadequate to meet the expected demands on the Illiac during
the next five years.

The Tlliac has a one million byte (8.4 million bits) fast access local
memory called the PEM -- the Processing Element Memory -- which is directly
addressable by the processor. Most users have found that this memory 1is
too small for efficient utilization of the machine's computational power
(up to 40 million 64-bit floating point operations per second). The major
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reason for the inefficiency lies in the fact that the large program data
bases reside on the extended memory, with the local memory serving as a
buffer area, and the buffer area available in the local memory is usually
not large enough to mask all the delay incurred in acceszsing the extended
memory. In addition, there are some programs for which a natural
partitioning of the data base (for example a plane of a three-dimensional
grid) will not fit in the available storage in local memory, and so an
artificial sub-partitioning is employed with the attendant increase in
program development time and in program execution time.

The current extended memory of the Illiac is a fixed-head disk which has
been specially modified in order to support a transfer rate of 500 million
bits per second. The capacity of the disk is around half a billion bits,
which for several applications is too small. In addition, the disks
themselves are showing signs of increasing deterioration which manifests
itself in increasing maintenance costs and decreasing reliability and
availability.

Currently, there is no special file system for the Illiac; Illiac files are
stored in the Tenex file system in the central support system. This file
system has a present capacity of about three billion bits. Since the
immense speed of the TIlliac makes the processing of very large files
feasible, it is estimated that the on-line storage needed to support the
Tiliac is around eighteen billion bits; thus the storage capacity of the
ecurrent system is severly limiting. The present system supports a transfer
rate from this file system to the Illiac of slightly over one million bits
per second. Even with the presently planned enhancement to this file
system to increase the transfer rate to five million bits per second, the
Tenex file system is clearly inadequate to support the processing of large
data sets on the Illiac.

In summary, the Illiac memory system has five areas of weakness: the low
bandwidth between the system and the outside world, the lack of adequate
file storage space in the system, the inadequate bandwWidth between the file
system and the array, the transfer characteristics between the extended
memory and the local memory (which result in either inefficient use of the
machine or significant program development time to reduce this
inefficiency), and the declining amount of extended memory available for
user programs. For the current users, two of these wealknesses receive most
attention: the size of the extended memory and the difficulty in using this
memory efficiently. Because of its deteriorating state, the current
extended memory will be replaced, and a satisfactory replacement will
accentuate the current limitations of the file system.

By examining current codes on the Illiac and considering the planned
development of these programs, it is possible to generate guidelines as to
necessary or desirable characteristics of future memory systems to support
these research projects. Briefly, the major characteristics are gize of
local and extended memory and the transfer rate between them. A transfer
rate of 200 million bits per second is required, with a rate closer to one
billion bits per second preferable. The local memory should be large
enough to permit adequate buffers to compensate for the latency involved in
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accessing the extended memory; a ratio of at least 800 thousand bits of
local memory for each millisecond of latency of the extended memory is
dictated by the Illiac's current application programs. The capacity of the
extended memory is governed by the size of the problems to be solved on the
Illiac; a minimum size for the extended memory is one billion bits (sixteen
million 64-bit words) with four billion bits preferred (sixty-six million
words). This study identified three different approaches to memory systems
enhancement which would meet these requirements.

II.B. Alternative Approaches to System Enhancement

A review of the currently available memory %GLechnologies indicates that
there are three approaches to enhancing the Illiac system which are
technologically and economically feasible and still meet the performance
characteristics demanded of the Illiac memory system. Basieally there are
two philosophies to enhancing the Illiac memory: concentrate on the local
memory or on the extended memory. Emphasizing the local memory leads to
one design; namely, a large local memory and a mundane (by Illiac
standards) extended memory. Concentrating on the extended memory instead,
two solutions are considered: a memory using charged-coupled devices for a
high performance disk-like replacement or a random access memory using high
integration semiconductor components. Both of these extended memory
replacements also require a staging memory to buffer transfers between the
support system and the Illiac, thus an on-line file system dedicated to
Illiac files is included in each proposed memory enhancement. In the first
approach, the extended memory can alsc serve these functiona. These three
approaches and their relative merits will be briefly described; they are
summarized in figure II.1.

The first approach consists of a four million word local memory and a
disk-~based extended memory. The extended memory has an initial capacity of
nine billion bits and can be increased in increments of 2.25 billion bits;
a .second phase calls for doubling the initial capacity. The transfer rate
between local and extended memory is a maximum of 350 million bits per
second, but the sustained rate would probably be closer to 200 million bits
per second. The extended memory would also be used for buffering file
ftransfers from the Illiac system to the external world, and it would also
maintain Illiac files on-line for periods of one to two weeks (such as
temporary files c¢reated for re-start purposes, or between runs in a
multiple-run experiment). The cost of +the initial configuration is
approximately 1.6 million dollars and the second phase is about 200 to 500
thousand dollars, the later estimate depending upon whether error
correction is found to be needed in the local memory. One would expect
that most of the programs for such a system would restrict their data base
so as to reside entirely in the local memory, with the extended memory
being used to hold output and re-start data. Only a few programs would be
expected to use the extended memory to hold the active data base of a
program, and the large local memory insures that there would be adequate



CURRENT MEMORY

PROPOSED MEMORY SYSTEMS

K = 1024, M = MILLION, MSEC: MILLISECOND,
Worps = 64 BI1TS, Ma = MEGABIT = MILLION BIT,
Gn = G1GABIT = BILLION BIT

LEGEND:

Figure II.l.

SYSTEM
* PEM ApproacH CCD AprroacH
LocaL 128K WorDs
MeMory 128K Horos 4 Horos (512K Worps)
dlaTeNcY: 20 mseC 8 (atENCY: 37 MSEC BLaTeENcY:
v TransFer: 0.5 GB/sec ¢ TransFER: 0.2 GB/sEc g TRANSFER!
16M W
Extenpen | 8M Worps (64N wg§§:>
Memory Disk CCD Merory
lggn gORDS) # TranSFER:
Transrer: 1 Me/sec 2 ORDS 1100 Me/sec
Disk Memory
TENEX 74M Horps
ME!LEY SpooL (296M Worps)
HoR 64M Horps Disk MeMoRrY
CosT:
1sT Puase 1979 $ 1.6M $ 1.5
(2np Puase 1980-81) ($ 0,4M ($ 1.6M
ToraL $ 2 $ 3.1M

Current and Proposed Memory Systems
L]

RAM AppROACH

128K Worbps

1.5 us
2 G/s

Ec BLATENCY:
EC TRANSFER:

16M Womrps
RAM Memory

 TRANSFER :

1484 Worps
{296M Worps)

Disk MeEMORY

$ 2.4M
($ 0.2
$2.6M

» 200 Mp/sEC

Agemumng SATANO09XY *TT
weisls AJomel 2eTTTI



Illiac Memory System 8
II. Executive Summary

memory available for buffer areas. The transfer rate is less than half the
current local to extended memory transfer rate, although this degradation
would have a relatively minor effect on the total execution of most current
programs. This approach is called the PEM approach since it concentrates
on the local memory of the Illiac.

The second approach consists of a sixty-six million word extended memory, a
half million word loecal memory, and a combined buffer memory and file
memory. The first phase calls for a sixteen million word extended memory
using charged-coupled devices and a five billion bit buffer/file memory
using disk technology. The second phase consists of increasing the
extended memory to the full sixty-six million word capacity and increasing
the buffer/file memory %to eighteen billion bits. It also includes
enhancing the local memory to half a million words. The performance of the
extended memory is such that problems users currently have using the
disk-based extended memory will be reduced by an order of magnitude during
the first phase and further alleviated during the second. The cost of this
approach is approximately one and a half million dollars for the first
phase and 1.6 million dollars for the second. This approach is called the
CCD approach since this is the memory technology chosen for the extended
memory.

The third approach is a sixteen million word extended memory which has the
same characteristics as the present local memory. It also has the same
buffer/file memory as the PEM approach. This extended memory would be
constructed out of high density random access semiconductor memory chips.
The second phase of this approach would be limited to increasing the
buffer/file memory from nine to eighteen billion bits. By using a
random-access extended memory, this approach virtually eliminates user
objections to the current extended memory. The cost of this approach 1is
approximately 2.4 million dollars for the first phase and 200 thousand
dollars for the second. This approach is called the RAM approach since
this is the memory technology chosen for the extended memory.

The schedule for all three approachs are virtually identical; the first
phase being completed during 1979, and the second phase proceeding during
the 1980-81 time frame.

I1.C Relative Merits of the Enhancements

The three approaches differ primarily with respect to initial cost, final
memory , size, system impact, effect on program development, and demand on
the Institute's resources for hardware development. The technological risk
involved in the three approaches are acceptable: there is essentially no
risk involved in the RAM or PEM approaches. The CCD approach has the
greatest amount of ftechnological risk associated with it, since the
technology chosen for the extended memory has not yet been used in large
scale memories. With respect to implementation risk, the RAM approach is
significantly greater than the other two since it involves a much more
complex coupling with the control unit.
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The amount of in-house development required for +these three approaches
varies considerably. A1)l approaches wuse the same system for the
buffer/file memory, and the interface, although complex, is
straight-forward. Ignoring this common task, the CCD approach requires no
in-house development aside from specification, the PEM approach requires a
modest involvement, and the RAM approach requires a considerable amount of
in-house development.

The three approaches have different impacts on the current system software
and on user's program development efforts. Again, the impact of the
buffer/file memory on the current support system is roughly constant for
the three approaches, and will be ignored in this discussion. The PEM
approach requires negligible changes to the current system software. For
the CCD approach, the rapid response time of the disk replacement will
necessitate the current control mechanism being replaced by an I/0
executive dedicated exclusively to managing transfers between local and
extended memory. This will require the development of the appropriate
system software. The RAM approach also requires considerable system
software changes, since it involves adding an instruction to the current
Illiac repetoire; changes must be made in the assembler and probably in the
programming languages as well. As far as the dimpact of these three
approaches on user code development is concerned, the PEM approach will be
of most help to users whose problems fit in the four million word memory;
for larger problems, about the same level of effort will be required as is
now being expended. However, the capability to have much larger buffer
areas may mitigate the amount of time which must now be spent during
program design in order for a program to be reasonably efficient under the
current configuration. The CCD approach, by significantly improving the
performance characteristics of the extended memory, will greatly reduce the
effort required to use the machine efficiently. The RAM approach should
virtually eliminate the problems users experience with the current extended
memory, except for those few larger problems which will not fit in the
extended memory and must use the buffer/file memory for part of their
active data bases. ®

As a final point of comparison, the relative performances of the three
memory systems varies depending upon the size of the active data base being
processed. The target Illiac applications for the fully _enhanced Illiac
system can be grouped into four categories according to the size of their
data base: those problems with less than one half million words, those
problems with one half %o sixteen million words, those problems with
gixteen to sixty-six million words and those problems with greater ¢than
sixty-six million words. Problems in the first category are best served by
either the RAM or CCD approach with a 5 to 50% degradation expected going
to the PEM approach. This is due to the fast local memory provided with
these two approaches. Since the fast local memory in the CCD approach is
one half verses the one eighth million words of the PEM approachs about 10
to 50% better performance would be expected of the CCP approach in this
range. Problem data bases in the second category, those in the cne half to
sixteen million word range, would best be served by a RAM memory system. A
5 to 10% degradation is expected going to CCD since this is the amount of
time most programs will, lose moving data between the 1local and extended
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memories. A degradation of up to 50% should be expected with the PEM
approach for problems under four million words; above four million words
the degradation would be 100% since part of the data base must then be
stored on disk. Problem data bases in the third category, in the sixteen
to sixty-six million words range, would perform 100% better with the CCD
approach over RAM and PEM since data bases in the latter cases would be
stored on disk. For the last category, over sixty-six million words, the
picture reverses with both the RAM and PEM approaches performing 25 to 30%
better than the CCD approach. This is due to the fact that in the CCD
memory system the extended memory has only two high performance disk
controllers instead of tiie four used in both the PEM and RAM approaches.

In summary, all three approaches increase the reliability and availability
of the Illiac system while significantly reducing a major cause of the
inefficient use of the Illiac and also reducing the high c¢ost of program
development. With respect to cost and technological risk, the three
approaches are comparable although their differences are perceptible. With
respect to the amount of aystenm software changes, the CCD and RAM
approaches require significantly more work than the PEM approach. There
are four major differences in the three approaches. First, in respect to
in~house development and required modifications to the Illiac (and the
resultant unavailability of the Illiac), the RAM approach is significantly
more demanding on the Institutes resources than the other two. Second, the
RAM approach is significantly more expensive for a minimal configuration
{the firgt phase) and the CCD approach considerably more expensive for the
complete system. Third, with respect to the size of the data base which
can be processed without having to resort to the complexities of using a
disk base memory efficiently, the PEM approach is the most restrictive, the
EAM next most restrictive, while CCD is least restrictaive. Finally, with
respect to the complexity of program design, PEM and RAM approaches are
roughly comparable, with the CCD approach being significantly greater, and
the PEM approach significantly greater still for large programs using its
buffer/file memory to' hold active data sets. All three approaches are
feasible and significantly improve the memory system characteristics; the
selection of one approach over the others should depend upon the relative
importance of these last four differences.
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1II. Current System Status and Use

This chapter presents the technical background used in evaluating the
various memory enhancements to be discussed 1n the next chapter. It is the
product of a multi-disciplinary approach by the Institute to examine the
current memory system and the way the memory is currently being used. The
critical factors involved in system performance are identified, and an
attempt is made to anticipate the potential bottlenecks of future use of
the system. The organization of this chapter and the major results are
summarized as follows.

The first section gives an overview of the system organization, bhoth the
hardvare and the software. The current status of the hardware is briefly
discussed: the basic reliability of the processor and local memory
continues to improve, but inecipient failure modez of the local memory
indicate that replacement of the printed circuit cards is likely to be
required within a few years. The extended memory, being a disk, is showing
the 1nevitable effects of wear on physical devices, and an estimated
lifetime of more than two years would be optimistic. The design of the
system software for managing data movement in fthe system is such that
alterations to the various physical components of the memory system are
expected to have only localized impact on the remainder of the system
software. Currently, data movement into the system and within the system
is rather limited. Faster input devices are available; however, data
movenent within the system will probably be a major bottleneck unless steps
are taken to replace the hardware and re-organize the components. The
section concludes with a discussion of the scheduled enhancements to the
Illiac processor to increase its computing power: an increase in processing
speed of up to a factor of two is expected during the next year.

The second section surveys some of the major codes which have been
developed for the Illiac, plus some possible future developments of these
and other codes. From the point of their memory usage characteristies,
these codes could process their data-base at rates of 10 to 100 million
bits per second, with 60 million bits per second being typiecal. However,
the latency of the disk, and the transfer rate between disk and local
memory, cut this rate hy a factor of two or more. Data bases for current
Illiae problems range from half a million to ten miliion 64-bit words; this
is often due to the size of available memory {for the data base and storage
of output data). Removing this limitation would, of course, increase the
demands on the file transfer capability of the system.

The third section presents a model of the Illiac memory system. Using this
model. and the surveyed codes, guidelines can be developed for the
characteristics of acceptable memory replacements. The bandwidth between
local and extended memory should be at least 200 million bits per second,
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and preferably between 600 and 1000 million bits per second. And it should
be possible to load the extended memory from the support system at a rate
greater than 6 million bits per second; this requirement indicates that a
nigh bandwidth, on-line file storage facility directly connected to the
extended memory is desirable.

The fourth section discusses four miscellaneous issues which affect the
evaluation of memory system enhancements. The first concerns the sizing of
the array memory. The local memory should be large enough to reduce the
complexity of user codes (and the attendant high development costs) which
results from a local memory too small for the natural formulation of user
problems. The best estimate of a lower bound for local memory size is half
a million words. The extended memory should have a capacity of at least
one billion bits, although applications exist which are well suited to the
Illiac architecture except that they require four billion bits of storage
for their data bases. Second, semiconductor memories of more than half a
million words have been shown by field experience to require the capability
of detecting and correcting random errors, and this capability may be
needed in an enhanced memory system for the Illiac unless significantly
more reliable memory chips are used. Third, the concept of a virtual
memory for the Illiac is discussed, together with a possible implementation
and an estimate of its performance. A viptual memory is the popular
solution to reducing the cost of program development since it relieves much
of the burden from the programmer to explicitly move data around in a
hierarchic memory system, such as the Illiac'sj however, this has usually
been accompanied by considerable degradation of processor execution
capability. And fourth, in order to alleviate the problems of mnmanual
handling of large files in the current system, a reliable, on-line file
storage facility is needed. Estimates of the capacity of such a storage
facility indicates that at least eighteen billion bits are required.

The last section reviews the major weaknesses of the present system and
indicates the various guidelines developed in the preceeding four sections
for improving the system performance. This final section, then, presents a
summary of the major conclusions of this chapter.
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IIT.A. Present System Configuration

The Illiac IV memory system includes all memory in the IAC system used by
Illiac jobs. As such, it consists of both the array memory itself and the
support system memory. This section presents a description of the hardware
and system software involved in the memory system. It begins with an
overview of the system and its current status, then proceeds with a more
detailed discussion of the array memory and the support system. It
concludes with a description of the Illiac processor and the possibilities
of increasing 1ts execubtion speed since a faster processor will place
greater demands on the memory system.

IIT.A.1. System Overview

The Illiac memory system can best be understood by consulting Figure I1I1.1.
This diagram shows the components used for data storage, and specifically
does not show data transfer media. It depicts the Illiac memory system as
it appears to the users. The current memory capacities and the maximom
data rates which the hardware provides are indiecated in the figure;
sustained ransfer rates are somewhat less and depend upon system load. For
a user, the ultimate consideration is that the Illiac system throughput is
currently limited by an input/output rate of about one megabit (million
bits) per second if the data go ultimately to tape; for strietly network
users the rate is even less. This could be increased to five megabits per
second by using higher performance disks and tapes now commercially
available. On-line file storage in the IAC system is currently Tenex disks
(called SPOOL in the figure); there is no on-line mass storage device in
the Illiac memory system. There is some question whether, in the absence
of such a device, increases in memory size and processor speed will
significantly increase the effectiveness of IAC's support of the research
community.

When a data set is to be processed by the Illiac, it is moved onto the
Iiliac's memory, either from the Tenex disks or directly from tape. lLarge
data sets are placed on the extended memory (Illiac IV Disk Memory --
TUDM); the program and small data sets are placed in the processor's local
memory (Processing Element Memory -- PEM). Data on the extended memory
must be brought into loeal memory for processing; this movement is under
the explicit control of the executing program. The Illiae is currently
operated in a dedicated fashion: the array memory resources (PEM and 14DM)

are assigned to one user at a time; there is no multi-programing use of
the Illiac.
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The philosophy behind the implementation of IAC's data movement system is
the central memory concept (see Figure III.2). The central memory is used
to buffer data between storage devices. Each device has an associated
device control process, which can cause the device to perform input or
output to or from pages in the central memory. Thus, a device to device
transfer is decomposed inte two phases: a source device to central memory
transfer, followed by a central memory to destination device transfer. In
this way, each device control process requires only the ability to
manipulate the device and interface to the central memory. This provides a
general mechanism for establishing a dabta transfer path between any two
storage devices in the system with a fraction of the complexity required in
a conventional architecture. Also, the installation or removal of a device
is greatly simplified by the central memory concept.

Transfer of data occurs through buffer pages in the central memory; these
pages are shared by the source and destination devices. The source device
control process causes the buffers to be filled and then it signals the
destination device that the transfer has been completed. When signaled,
the destination device control process causes the buffer contents to be
emptied into its storage device and it then signals that this phase of the
transfer has completed.

The user process which requires data movement must set up the two device
control proceses before the transfer can begin. This involves sending
appropriate device addressing information to each device control process,
acquiring buffer pages to be shared by the two devices, and specifying the
commumication path bebween the two control processes. After this
initialization, the transfer is started for both device control processes
and continues until all pages have been transferred.

IJIT.A.1.a. Current Configuration

The preceding paragraphs deseribe the concept underlying the IAC data
movement system; however, the actual configuration has not evolved to this
idealized state. This is primarily due to the fact that a suitable central
memory is not yet operational, and a generalized buffer management system
has not been developed.

The current implementation of the central memory (see Figure I11.3)
consists of a nmumber of smaller memory units. For each memory module, only
a subset of the system devices can aceess it. This means that% wmany
transfer paths are not available, and some paths require an intermediate
transfer to move data from a buffer in one memory to a buffer in another
memery. The device for transforming a processor's logical address in the

central memory into a physical location in one of the memory modules is
called a Q1011.
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The general method of communication between device control processes
discussed above is not implemented in the current system. Most device
control processors communicate with only one other device control process,
using a specialized communication protocol. The basic techniques are
common to all of the methods used for interprocess communication. Because
most devices are inveolved in only one ftransfer path, the buffer page
assignments are fixed instead of dynamically allocated as indicated in the
above discussion,.

The current central memory interface to the Illiac subsystem consists of
three 16K word memory units (where K stands for 1024): the Buffer
Tnput/Output Memory (BIOM), the Tenex Buffer Memory (TNXCM), and the Illiac
Central Memory (I4CM). No storage device has a direct access path to all
of these memory units. TNXCM contains the Tenex buffers for data passage
between the Tenex filé* system and the Illiac subsystem. The BIOM,
considered as part of the Illiac subsystem, contains another sebt of buffers
for data passage betwéen Tenex, the Illiac and the Illiac Tape facility
(IYTAPE). Conirol of these data movement processes is communicated through
the IUCM unit. The Tenex system controls data movement between the TNXCM
and the Tenex disk; the Memory Server Process (MS) controls transfers
between TNXCM and the BIOM. Figure I1I.3 shows the interconnection of
these devices in the current system implementation.

Within the Illiac subsystem, data movement is controlled by the Memory
Management Process (MMP). It can exert control over the Illiac Disk File
Controller (DFC) via the Remote Module and the Deseriptor Controller (DC)
in order to transfer data between the Tlliac Disk Memory (I4DM) and the
Processing FElement Memory (PEM). The IADM-PEM transfer proceeds through
the DFC and the Input/Output Switeh (I0S). The MMP also has the eapability
of delegating control to the Tape System Process (TSP) to transfer data
between the I4DM and IUTAPE; data in this transfer moves through the DFC
and the BIOM. The MMP has the further capability of moving data between
either the I4DM or the BEM and the central system by using the BIOM. This
is accomplished by passing control to the MS processor to handle the BIOM
to Tenex transfers; it retains control over the DFC through the Remote
Module and the DC. HNote that the DFC, in addition to providing control
over the I4DM, acts to establish a data path between any pair of the IKDM,
PEM or BIOM units. In particular the IUDM to PEM path provides the very
high transfer rate necessary for efficient Illiac utilization.

A transfer between Tenex Disk and either the I4SDM or the PEM must be made
through the Intermediate TNICM memory because Tenex disk cannot directly
access the BIOM. The MS processor is used to bridge this gap in central
menory because it ean access both TNXCM and the BIOM.

There are three control processes which direct the movement of data within
the Illiac System. The Memory Management Process (MMP) controls transfers
between the BIOM, PEM and I4DM. The MMP Server process (MS) controls
transfers of data between Tenex disk and TNXCM. MS also performs the
actual movement of data between TNXCM and the BIOM. The Tape System
Process (TSP) controls transfers between the Illiac Tape System (IUTAPE)
and the BIOM. Each of the three device control processes, MMP, TSP, and

M3, runs in a separate dedicated minicomputer.
-9
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I11.A.1.b. Interprocess Communication

In the general central memory concept, a user process sets up a source
control process and a destination control process, and establishes the
communication between  them. In the current configuration, the
communication paths are predefined, The task of initializing the two
device control processes is usually handled by one of the control
processes. A Tenex user process communicates with the dominant device
control process, which in turn initializes itself and the other device

control process. In the case of the Illiac system, the MMP is always the
dominant device conirol proceas.

The basic communication mechanism used in the current configuration is a
pair of memory locations called slots. The slots are in the I4CM and each
slot provides a full duplex communication path; requests are placed in one
of the locations, and results are returned in the other. Slots are used
for comunication between Tenex user processes and the MMP, between MMP and
MS, and between MMP and TSP. A special slot mechanism for communication
between an Illiac process and the MMP is implemented with Illiac hardware
registers, rather than central memory locations.

The transfer between I4TAPE and I4DM is initiated by a wuser process in
Tenex. This process communicates the specification to the MMP, which
initializes both TSP and itself for a transfer using the BIOM as the
central memory buffer.

Data transfer beween Tenex Disk and the I4DM is a bit more complicated.
The Tenex Disk ecan transfer data only to TNXCM; an intermediate process,
MS, is used to move the data between TNXCM and BIOM. The Tenex user
process communicates with the MMP, which initializes the MS process and
itself for a transfer using the BIOM as the central memory buffer. A
transfer between Tenex Disk and PEM is similar, the only difference being
that Lhe MMP directs data to the PEM instead of to the IUDM.

The transfer between PEM and IANDM is initiated by a process running on the
Illiac. For efficiency, the transfer is made directly between the devices
without using a buffer. The MMP is the device control process for both the
PEM and the IUDM; its role in the transfer is mainly to initiate the
transfer. After converting the logical area name to a physieal loeation on
the I4DM, the MMP constructs a file descriptor for the Descriptor
Controller (DC). The DC is the part of the array's I/0 Sub-System (I0SS)
which actually controls data movement between IADM, PEM and BIOM.

Except for the PEM-IUDM transfer, all data movement must be initiated by a
Tenex process. This implementation maintains Tenex as the central resource
allocation facility. To allow an Illiac process to initiate data movement,
a companion process to +the Illiac (CMOVE) is available during an Illjac
run. The Iilliac process communicates with CMOVE through a message system
managed by the MMP. The (MOVE process uses the data movement control
described previously for Tenex initiated transfers.
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TIT.A.1.c. Current Hardware Status

The current state of the hardware components will have an effect on the
planing of enhancements. These can be briefly summarized as follows.

Local Memory (PEM)

An increasing number of problems are being isolated to micro-cracks in
the printed circuit boards and this may require their replacement en
masse at some future date. The chip failures are at a tolerable rate;
however, they are no longer manufactured.

Processing Elements (PEs) and the Control Unit {(CU)

Although the processing elements are the most failure prone devices,
simply because of numbers, their reliability record has been
constantly improving. From July 5 to 31, 1977, for example, only 17
of the 214,256 chips in the PEs failed. The chips used in the PEs are
no longer manufactured, but in general the spare level is high. It
may be necessary to go into prototype chip production for the few
chips whose supplies are low. The record of reliability for the
Control Unit has also been c¢constantly Iimproving; during the same
period in July, for example, only 5 of the 17,136 chips in the CU
failed.

Disk Memory (I4DM)

The extended memory of the Iliiac is currently implemented using disk
technology. It is the least controllable rescurce in the system. The
disks are old but are being refurbished. This component has an
estimated remaining 1life of from two to three years but has the
disadvantage that it is not expandable at reasonable cost. It is also
probable that as this mechanical system ages, its reliability will
decrease and i1tz maintenance costs will increase. The available
capacity of the disks has been declining during the recent years. Of
the originally implemented 16 million word memory, only 8 million
words were ever on-line, and the 1last year has seen the capacity
continue to decline. By the first.of this year, the capacity seemed
to have stabilized at arcund 5 million 64-bit words being routinely
available, although this is slowly increasing.

About two years ago the disks were synchronized and the electronies
were modified and adjusted. Since that time the number of disks
available to users increased to a high of seven disks; this process
took about a year. 1In the last year the disks which had accumulated
50 to 60 thousand operational hours began to require Dbearing
replacement. The number of available disks deteriorated to two or
three before the required maintenance tools could be designed and
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fabricated. Two of the four disks currently operational are
reconditioned ones. Four more disk units will be re-installed during
the first half of 1978.

Central System

The PDP-11's that are used for control processors have a very good
reliability record. As the system throughput improves, however, it
may turn out that their speed must be augmented by special hardware or
newer devices. However, the bulk of the processors will adequately
perform their functions. The PDP-10 also has a good record. The only
consideration for it is throughput. As demands on the IAC systenm
increase, enhancements may be required. The current PDP-10's at TAC
are XKI models, which are about two and a half times as slow as the
fastest PDP-10 (the KL model). But since the IAC system uses a
software paging device and relatively slow memories, the difference in
available computing power may be closer to a factor of five. Using a
faster memory, for example, would increase the available processing
power by approximately fifty percent.

The Tenex file storage devices, both tapes and disk, have the worst
record of reliability of the central system components, requiring two
to four hours a week for preventive maintenance and emergency repalr.
Overall, their record is good, however. They were adequate for the
environment of the Institute a year ago: in-house development and
friendly Illiac users. But as the Institute moves toward general
availability of Illiac service, an improvement is appropriate, with
the present hardware remaining for the in-house development system.

Overall, the hardware in the Illiac system is in fair to good condition.
However, the effects of age on the mechanical devices such as disks
(especially IUDM) are beginning to impact the availability and usefulness
of the system to an appreciable extent. Also, as the speed of the Illiac
itself improves, the demands on the system (especially the peak demands
associated with moving Illiac data files arocund: the demands most visible
to the user community) will increasingly reveal the already noticeable
weakneases of the system. The remainder of this section will treat the
individual components of the memory system in greater detail, discussing
the limitations they place on possible enhancements.

IIT.A.2. TIlliac Array Memory System

There are three major components to the memory system of the array itself
(called the IOSS -- the I/0 Sub-System). These are the PE memory (PEM),
the extended memory (INDM), and a buffering memory to the support system
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{BIOM). Controlling the transfer of data among these memories is the
Deseraptor Controller (DC) and the Memory Management Processor (MMP).
These devices are described in more detail in this section, their
performance characteristics are given, and the 1limitations their current
implementations place on future enhancements are indicated.

Data can be transferred between any two of the three memories at a rate of
500 megabits per second. Thege transfers are initiated by the MMP, a
PDP-11 model 40. There are request ports to the MMP for +these transfers.
Both an Iliiac program and processes running on the PDP-10 or other PDP-11s
can request these transfers.

Processor Local Memory (PEM)

The Illiac's local memory is 2K rows of U096 bits. The present eoyele
time and acecess time are ten cliock cyeles; the present clock rate is
12.5 megahertz. It is likely that the cycle time will be reduced %o
two clocks while the access will be reduced to four cloecks. This
implies that only operations which can be explicitly overlapped will
be able to use the two clock cyele, other operations will be limited
by the four clock access. The clock rate will also be increased to 16
megahertz. The PEM proper can be increased 1in capacity while
retaining these enhancements; various possibilities are considered in
Chapter IV.

The PEM has a number of requesting ports. A request on any port will
use L4096 bits of PEM bandwidth regardless of the number of bits used
per reference. For example, the IYDM is specified as being a 500
megabit per second path -= that is, it requests 1024 bits every 2
microseconds. Actually, each 1024 bit reference accesses 4096 bits of
PuM. EBach requesting port to the PEM is similar, only the bandwidth
utilization varies.

The present PEM has 32 thousand chips of 256 bits each. A new PEM
design could use up to the same number of chips and still have enough
extra room for error correction. Using 32 thousand chips {(plus 4
thousand for error correction) the memory could be %096 bits by up %o
32K rows. This is the limit if the current architecture is kept. The
Il1liac instruction format allows for 16 bits to specify an address
with PE local memory, and this places a natural limit on the
addressable size of PEM, namely 64K words per PE or four million words
for the entire local memory. In addition, the address lines from the
PE to 1its memory are currently 11 bits wide, although provision has
been made to accommodate a 16-bit address cable. This means that a
local memory larger than the current memory will require additional,
although minor, modifications to the hardware. Finally, it should be
noted that there is adequate power and cooling capacity to support up
to 40 ‘thousand of the memory chips that are now commercially available
and meet the speed requirements.
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Another PEM limitation is the bus to the I/0 sub-system (I0SS)} which
connects the PEM to the IUDM and BIOM. It is 1024 bits out of a 4096
bit data register. The multiplexing required limits the  I0SS
bandwidth ultimately to 1024 bits every Illiac eclock. The best
possible transfer rate is therefore 16 gigabits (billion bits) per
second with a 16 megahertz clock. However, this limitation could be
circumvented if the bus were jettisoned entirely, for example if each
PE had its own slice of extended memory directly associated with it.

Extended Memory (IUDM)

By the early part of 1978 there were four disks in operation in the
T4DM, for a maximum available memory of five million words. With the
refurbishing program under way, this may inecrease by as much zas a
factor of two for the remainder of the year.

The disks require 40 milliseconds per revolution, s0 that on the
average 20 milliseconds is required between the time that a random I/0
request 1s made and the reguested data is available. This 1latency
factor can be significant in determining the total run time for some
user programs; section IIL.B treats this issue in more detail. In
general, disk latency is a major issue for most of the users of the
Illiac, and it is often cited as a major hinderance in developing
codes for the machine.

The Illiac disk is addressable to a quarter of an Illiac page (a page
is BUK bits). Each band of Illiac disk has 300 Illiac pages. It is a
limitation of the disk hardware that between any two transfer requests
at least 3/4 of an Illiac page must be skipped. However each request
may be for a large but contiguous portion of a disk. The current IUDM
places no restrictions on a possible replacement, other than that the
communication protocol with the DC remain the same. By wmoving the
MMP/DC functions into the CU/extended memory enhancement, even this
limitatien is removed. This report assumes that there is no
significant restriction on replacing I4DM.

BIOM Operation

The BIOM is a true multiport memory. It has a capacity of eight
Iiliac pages, or 512K baits. A fast port, capable of the I0SS 500
megabit transfer rate, accesses the memory over a 128-bit path. The
other four ports access the memory as 16K words of 32 bits each. An
access on these slower ports takes 5 clocks of 200 nanoseconds each.
The BIOM has three devices connected on these slow ports: the B6700,
the Descriptor Controller (I0S3), and an interface from a PDP-10
Memory (commonly called the ME-10). The connection to the B6700 is
used for data transfer between the PDP-10 and the B6700; very soon an
alternate path between these two devices will be provided, so the
interference this causes to current array performance need mnot be
considered in evaluating enhancements.
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The Descriptor Controller, which controls all IO0SS data paths, =tores
its 'result desceriptors' in the BIOM via its memory port. The current
software permanently allocates one Illiac page of the BIOM for the
storage of $hese descriptors. An additional page is reserved for
transfers to the B6700. Therefore only six Illiac pages are available
for buffering the transfer of data between IUDM and the central
system. The control path of the Descriptor Controller is the only
control path which causes enough conflict to merit mentioning in
detail in this report. The dedication of one gquarter of the BIOM +to
the descriptors described above is a significant factor in determining
the maximum throughput rate through the BIOM and limits the system to
I4DM transfer rate to ten megabits per second. The current system has
a peak transfer rate of two megabits per second, so the BIOM 1s quite
adequate for the present configuration. However, the BIOM must be
replaced for transfer rates over ten megabits per second to be
possible.

The ME-10 is a modified PDP-10 memory module which allowa standard
PDP-10 requesting devices to access the BIOM. The BIOM appears to be
the upper 16K words of a 32K word ME-10. The word size of the BIOM is
32-bits rather than the 36-bits of the PDP-10; thus for the BIOM half
of the module, only the most significant 32 bits of data respond; the
least significant bits must be all zero for parity considerations.
The PDP-10 processor, as well as other processors described below, can
access the BIOM through this modified ME-10.

MMP Operation

The MMP provides the operating system of the Illiac (it replaces the
B6700 in the original design of the Illiac IV). As such it does no
explicit data transfers. It can request I0OSS transfers, access the
communications sections of memory, operate the Illiac console, and
respond to Tlliac interrupts from user code {(most often these
interrupts are also 10388 transfer requests). The MMP is request
driven; in the communication area of memory (INCM) there is a set of
request ports (called slots) with which a Tenex or PDP-11 process ¢an
make a request for action by the MMP. These ports have a response
portion for the MMP to signal that the request has been completed;
these response ports must be accessed by the requestor to determine
the state of the operation. The Illiac program can alsc request MMP
operations and obtain results through a separate interface. The
performance of these interfaces in the present configuration is not a
rajor bottleneck. Performance measurements of the IUDM-MMP operation
indicate that overhead due to the MMP accounts for two to four
milliseconds, which is usually only ten to twenty percent of the data
movement time.

The major limitation of the MMP is that it is a PDP-11 and c¢an only
poll memory and respond to interrupts at minicomputer speeds.
Presumably at some point the overhead here may become =significant,
especially if advances are made in other areas. The alternatives are
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to put the MMP functions into the Illiac control unit itself, or to
use a fast microprocessor.

In order to make the interface between an Illiac program and the IUDM
understandable and to increase the availability of the disk, a
mechanism was invented to allow the Illiac user to access the Illiac
disk using file-like area names. The conversion between these names
and the physical disk is made by the MMP based on a file kept current
on Tenex. This file is initialized by the ALLOC subsystem, which 1s
in charge of assigning the physical areas on the disk. The ‘file,
called the I4D-file, can be larger than can be contained in the local
storage of the MMP; this arises when complex maps of the disk are
employed. The current MMP memory will hold a description of 13K pages
of IUDM, which is about three times the number of IADM pages currently
available. - Thus each page can appear in three different logical
areas. For a larger disk area, such complex maps will no longer fit
within the MMP local memory, and this local memory is almost as large
as the PDP-11 can accomocdate.

The high bandwidth among the memories in the I0SS is a major feature of the
Illiac system: it permits the efficient manipulation of the very large data
bases which occur in large scale secientific compuiing. However, the
latency of the I4DM tends to make it difficult for many Illiac programs to
realize this efficiency. The path to the outside world, the BIOM, is
currently limited less by the size of its buffer memory than by the rate at
which the support system can transfer data.

ITT.A.3. Suppori System

The Iliiac support system consists of a PDP-10 processor with a Tenex
operating system, together with several PDP-11 satellite processors to
handle file transfers. The interface to the ARPA network is the standard
IJMP and will not be discussed in this report.

MS

The MMP Server (MS) is a process which runs on a PDP-11 model 10. It
will transfer data between a Tenex System Memory and the BIOM. It
manages the buffers in both memories, making disk requests to both
responsible processors (PDP-10 and MMP). MS also provides enough
added efficiency that the transfer rate between the two disks 1is now
at about one megabit per second, which is an increase of an order of
magnitude over the previous implementation in which Tenex controlled
the transfer. The key to the improvement is an optimized transfer
capability installed at the interrupt level of the PDP-10 disk
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routine. The details and timing of this interface are still under
development, but MS is ultimately limited by its memory copy
mechanism. The hardware used to move a block of data from one memory
to another was not designed for this purpose originally and for this
reason MS has a bandwidth limit of about 1.9 megabits per second.

INTAPE

The IATAPE process is very much like MS; it buffers transfers between
the tape units dedicated to the Illiac and the BIOM. However, since
there is no contention for the tape units as there iz for the Tenex
disks in MS, the data rate is 1limited only by buffering and the
synchronization with the Illiac disk rotation. Realistic rates of
1.33 megabits have been achieved. The tape hardware transfers at 1.92
megabits per second, but gaps, start/stops, and disk Ilatency reduce
the efficiency. The overhead of the Illiac program making the request
has not been measured, but it is estimated at about 10 seconds to
initiate the process. The tape service is limited by the
implementation that requires a Tenex process to handle each transfer
request. This implementation was chosen so that the interface to the
Il1liac user would be simple and flexible.

PDP-10

The Tenex memory system is ultimately limited to 256K words by the
addressability of +t+he peripherals. The age of the drum and disk
systems are the cause of this limitation; newer devices have a greater
addressing range. The Tenex memory was recently increased by more
than 100K words from the original 128K words. This more than doubled
the amount available for users and decreased the idle time from the 30
to 50% level to the 0 to 5% level (measured during peak times with
load averages in excess of 10.0).

There are three sub-systems which run in the Tenex envirornment and
control data movement within the Illiac memory system: MOVE, RUN and
ALLOC/DALLOC. MOVE controls data movement between the INDM and either
a Tenex file or INTAPE. While the data movement is initiated by MOVE,
direct control is maintained by the appropriate PDP-11 process: MMP,
ISP, or M3. RUN controls the loading of the Illiac. Overall control
is maintained by RUN, but direct control of program movement and
status communication is maintained by the MMP. In addition, post-run
dump is controlled by RUN, as is elapsed execution time monitoring.
MOVE, a sub-process of RUN, is maintained as a communications
terminal for an Illiac program to control data movement involving the
Tenex system. ALLOC/DALLOC controls the allocation and de~allocation
of specific IUDM bands to area designators so that Illiac or Tenex

‘- processes can access these areas on a "by name" basis, rather than by
physical location.
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Modifications to the Illiac memory system would directly affeet only
ALLOC/DALLOC, provided the MMP, TSP, and MS interface protocols remain
fixed. The various proposed memory enhancements in this report will
have 1little impact on these Tenex sub-systems, with the possible
exceptions of the introduction of an on-line file storage device and a
large staging memory adjunct to the extended memory system. Either of
these will regquire additional system control modules. However, the
impact of memory enhancements on existing Tenex software is not of
significant scale to warrant consideration in evaluating the proposed
modifications.

The present disk and tape hardware could be replaced by hardware which
has peak data rates of ten megabits per second. Having these devices,
would afford the capability of approaching the peak data rates of
which the system is capable. Thus it is possible that I/0 into the
system could improve by almost a factor of ten in a dedicated mode.
However, in a shared memory multiprocessing system such as Tenex and
the central memory concept, the average data rate will be 1lower than
ten megabits per second, and a system improvement by a factor of about
five is anticipated.

Summary

The file transfer rate within the support system is currently slightly over
one megabit per second, thus movement of large Illiac files takes about. one
minute per million words (64-bit words), and this is well within a factor
of two of the limitations of the current hardware and system design. One
megabit per second is also the I/0 rate between the support system and the
outside world. Faster tape and disk wmits could improve the peak I/0 rate
by almost a factor of ten. To increase the transfer rate within the systen
itself requires ~faster processors (within the current implementation) or
additions of special purpose hardware for the explicit purpose of
supporting high block transfer rates for moving very large files.

ITT.A.4, Tlliac Speed Enhancemenis

The processing speed of the Illiac determines the demands that will be
placed on the memory system. In considering enhancements to the memory, it
is therefore necessary to take into considerations the improvements that
may be made in the execution rate of the Illiac. The following discusses
the improvements that are being considered; the conclusion is that an
increase in the observed speed of the processor could be as much as a
factor of two, or better.
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IIi.A.%.a. Description

The Illiac processor itself consists of a central Control Unit (CU) which
fetches and decodes instructions and generates enable signals to conirol
the execution of sixty-four processing elements (PEs). The CU is divided
into two major units: ADVAST (advanced station) and FINST (final station}.
The role of ADVAST is to process instructions which deal with program
control and to prepare instructions to be executed by the PEs. The role of
FINST is to take the instructions intended for parallel execution by the
array and to convert them into sequences of enable signals which actually

control the PEs.

The CU was originaly designed to run at 25 megahertz (40 nanosecond cycle),
but early in the design the speed was reduced to 20 megahertz. The PEM was
designed to run at a 10 megahertz rate and be pipelined with respect to
responding to memory requests. It can probably be run at 8 megahertz now.

The PEM rate is additionally limited by the fact that the operand select
gating in the PE is used both for sending the address to the PEM from the
PE and for receiving the data from the PEM. This constrains the fetch rate
to once per two cycles (which fits well with the megahertz PEM rate).
The current PEM access time is about 200 nanoseconds; with the various
delays that are added in the PE by sending the address and receiving the
data into the same register, the PEM access time 1s probably limited to
four cycles at 16 megahert=z.

The floating-point add and multiply instructions seem to be the most
frequently occurring PE instructions, and indeed the PEs were designed
mainly to be floating point add and multiply functional  units.
Consequently, PE arithmetic has little potential for increased speed-up.
The original design called for a seven cycle add and a nine cycle multiply
for 64-bit floating~-point arithmetic. At this time the add also takes nine
cycles because of some long signal paths in the PE. The two extra cycles
were added to allow more time where the long paths are used. There is a
possibility that at least one of the cycles in the seven cycle add can be
eliminated and this would reduce the number of cycles to six, thus limiting
the arithmetic bandwidth for this particular instruction teo 170 million
floating-point results per second (at 16 megahertz). This is an upper
bound since it includes no time for fetching operands and saving results.

IIZ.A.4.b. Speed-up of Simple Loops

It is instructive at this point to consider some simple code examples;
these can indicate what processor speed-up is possible. Consider the
following loop of code:
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L.OOP: LDPA  X(ACO) s load accumulator from X(indexed by ACOD)
STA  Y(ACO) ; store accumulator
TYXLTM ACO,LOOP ; increment address pointer and branch

The machine currently takes sixteen cycles to execute this loop (per time
through the 1loop) which consists of nine or ten cycles for the load and
four or five for the store, with a dead cycle (which is included in all
FINST instructions) between each. This amounts to a transfer rate of 4096
bits (one row) per 1.28 microseconds, or 3.2 gigabits per second.

Were the memory feteh to be overlapped in FINST so that a new memory cycle
could be prepared before the old one finished, the same loop could take as
few as six cycles, which is a speed-up of a factor of 2.5 times. In this
case an example of how to take advantage of such overlap of memory requests
is as follows:

LOOP: 1DA  X(ACO)
LDB  X+1(ACO) ; load B register
STA  Y(ACO)
STB  Y+1(ACO)
TXLTM ACO,LOOP

The effective rate is increased because the PE can fetch the next word
while the first word is arriving. The new rate is two rows per eight
eycles or a speed-up of a factor of four. Such programming currently
results in no program speed-up because the data must be in the receiving
register before FINST will begin execution of another instruction. The new
transfer rate would be (using 16 megahertz clock rate) almost 16.4 gigabits
per second or a factor of 5.12 increase. Ineidentally, ADVAST now takes 15
eyeles in the former loop (2 for each indexed PE instruction and 11 for the
TXL.TM) and 19 cycles in the second loop, so quite a few enhancements to
ADVAST would have to be installed in order for FINST to be used effectively
in these cases. For example, a one cycle indexed PE instruction and a four
-eycle TYLTM would be sufficient. Both of these enhancenents are feasible.

Consider another loop:
STARTUP: LDS W(ACO) pre-load S register

H
LoOP: LDA S ; load accumulator from S
ADRN X(ACO0) ; add X to accumulator

ADRN Y(ACO)
LDS  W+1{AC0)
STA  Z(ACO)

TXLIM ACO,LOCP

This is a rather trivial Z=W+X+Y and contains a pre-fetch of the next W to
take advantage of full overlap of memory operations with arithmetic. There
are four memory operations (three fetches and a store) which account for
most of the 38 clocks that this loop currently takes —- the 18 eyeles in
the two additions are hidden. At 12.5 megahertz (the ocurrent frequency)
this amounts to about U2 million floating-point results per second. The
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best possible performance for this loop is 14 cycles at 16 megahertz, or
146 million floating-point results per second, for a speed-up of a factor

of 3.5.

Thus considering just the throughput gains to be made from increasing the
memory access rate, and a faster clock rate, it appears that an increase in
processing speed of upwards of a factor of two is possible. The rest of
this discussion concentrates on enhancements to the processor itself.

ITI.A.4.c. Additional Processor Enhancements

The processing of instructions 1in the control unit starts in the
instruction look ahead portion, where blocks of sixteen instruections are
fetehed from the PEM. Prefetching occurs simultaneously with other ADVAST
activities, but JUMP/SKIP instructions cause ADVAST activities to wait. It
is not known how much interference such waiting introduces into progranms,
or how long ADVAST waits for FINST queue positions to become available. It
is assumed that this interference has 1little effect on determining the
processor speed.

Opce the instructions arrive in ADVAST, there are many extra cycles in the
most common instructions. For all simple operations such as integer
addition, leading ones detection, logical operations, and shifts, one clock
should be enough. References to ADVAST 1local memory should take two
cycles. Of course, instructions which use functional units in an iterative
fashion must take more than one clock. A few example instructions should
indicate how much is to be gained in removing extra clock cycles from these
anstructions. The instruction to load an accunmulator from local memory
takes three cycles when not indexed and five cycles when indexed. They
should take two and three clocks, respectively. This kind of speed-up
approaches a factor of two and, since these instructions occur frequently
in most programs, this should have a noticeable effect on program execution
speed.

There are other ADVAST instructions whose execution time can be reduced.
Fetching data from PEM is not now overlapped, and instructions which
manipulate processor enable bits currently wait longer than necessary for
PE data. Finally, if the local memory of ADVAST is enhanced, references to
this memory could take only one cycle if a sufficiently fast technology is
employed. Enhancements to the instruction set for managing extended memory
improvements would not significantly affect ADVAST except for the obvious
changes %o the control logic for those activities that ADVAST may perform
to prepare the instrucetion for FINST.

In the FINST section of the c¢ontrol unit, several possibilities for
processor enhancement arise. Considering the importance of the PEM
resource, an effort iz now underway to streamline the use of PEM by FINST.
At present FINST overlaps a memory operation with a previous arithmetic
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operation, but it will not overlap two memory operations. Successive
memory operations now take ten clocks each. The target is to reduce each
nemory operation to four clocks and overlap them if possible. This was
discussed earlier with respect to PEM usage.

Tn an attempt to make the Illiac operational, certain modifications were
installed which made the machine work correctly but also degraded the
performance. In an attempt to increase performance, these modifications
are being systematically removed and the design errors corrected. Examples
of this process are removing the extra cycle Dbetween all FINST
instructions, reducing the route steps from two clocks to one, and
permitting routing to be overlapped with computing. The present route
instruction is not overlapped because it inhibits the processing elements’
clocks. In an effort to produce a two clock period data pulse with no
spikes, the route instruction inhibits the intermediate spike-producing
clock signal. An overlapping instruetion executed during this dinhibited
clock would have no effect in the PE. To prevent errors of this type, no
PE instruction execution is permitted to occur during a route instruetion.
However, a one clock route would not need to inhibit PE clocks and hence
could be overlapped with other PE instructions.

IIT.A.4.d. Summary of Processor Enhancements

All of the logic modifications described in this section are scheduled for
implementation during the mnext year. For the most part, they consist of
adapting the present implementation to fulfill the original design
specifications, or redefining these specifications in line with the present
hardware's potential. As such they are design intensive and require a
minimum expenditure in hardware. Thus it is difficult to predict to what
extent each modification will be successful in increasing the maximum speed
of the machine, much less how well they will together improve the realized
execution speed of user programs (the latter is to some extent dependent
upon optimizing the order in which instructions are issued, for example to
exploit pre-fetching of operands into scrateh registers in the PE).
However, an increase in observed performance of a factor of two seecms
reasonable, and this factor is assumed for the purposes of this report.

I1T.A.5. Conclusion

As the speed of the Illiac continues to increase, the already noticeable
weaknesses of the system will become more pronounced. These wealkmesses
are:
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1. the limited bandwidth between the system and the outside world and
the resulting time required to move data onto and off of the system;

2. +the lack of a large on-line storage facility to keep active data
bases between runs over a period of a few weeks;

3. the low bandwidth between the file system and the array, and the
resulting time to load and unload the array memory;

4, the bandwidth between local and extended memory and the latency in
accessing the extended memory, which together lead to inefficient use
of the machine or to extended program development time to reduce these
inefficiencies; and

5. the deelining amount of extended memory.

Each of these weaknesses affect different users to different extents, but
it is fair to say that improvements in any area will generally help most
users. Of the weaknesses, the last two are generally regarded by the user
population as the most serious and have the highest priority to be
corrected. The remaining sections of this chapter treat these issues in
more detail, attempting to gquantify the current situation and, through
analysis of usage patterns, to evaluate the direction and extent of memory
enhancements needed to meet the developing needs of the scientific
community which will use the Illiac in the future.
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III.B. Application Program Examples

In order to evaluate the various alternatives for enhancing both the local
memory (PEM) and the extended memory (INDM), several application codes were
examined with respect to memory usage patterns. In addition, the memory
usage characteristics of several proposed codes were estimated on the basis
of experience with similar, existing codes. This section describes these
codes. The next section develops a model of a hierarchic memory system,
and these codes will be used to supply values to some of the parameters of
that model.

III.B.1. Twelve Representative Illize Codes.

Twelve codes that were written for the Illiac, or are currently being
designed, are described in this sub-section. They are representative of
the application areas currently being supported by the Iiliac system; these
major application areas are computational aerodynamics, seismic research,
climate modelling and satellite image processing. Since these areas are
expected to include the major users of the system over the next five years,
an understanding of the way these codes use the current memory will be
useful in developing guidelines for memory enhancements.

Although these programs could be used to construct a job mix to evaluate
the various memory systems proposed in the next chapter, that is not their
primary intention here, since such an exercise would require a policy
decision oubside the scope of this report: it would require a weighting of
the relative importance between memory capacity and accessing flexibility.

ATRCRAFT/SAR

The Tlliac AIRCRAFT/SAR code is an experimental code for processing
raw, uncorrelated digital air-borne Synthetic Aperature Radar (SAR)
video data. The input to the program is a 512x6144 array of 8-bit
binary dintegers. Each 8-bit word of input is converted to a 64-bit
Tlliac floating-point complex mnumber (32-bit real and imaginary
parts). The data is then processed using Fast Fourier Transform
algorithms to produce a correlated radar power image array
corresponding to an area of approximately 1.8 by 2.5 kilometers. The
output is again a 512x6144 array of 8-bit binary integers.
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GISS

A weather model formulated by Goddard Institute for Space Studies
(GISS) simulates the global circulation of the atmosphere over a two
week period. The grid is "split"™ with latitudes nearer +Uthe poles
having fewer grid points. The model consists of U6 latitudes, each
latitude composed of nine atmospheric layers; the equatorial latitudes
have sixty-four grid point resolution. Each grid point has four
variables associated with it; surface grid points have an additional
six variables. In addition, about 250 rows are set aside for
temporary variables generated in processing a latitude.

A natural formulation of the problem processes the data base by
latitudes, sweeping through the grid from south pole to north poie.
The basic integration algorithm requires points at neighboring
jatitudes for updating a given latitude, but since a
predictor-corrector scheme is used, four latitudes must be present for
processing. Each sweep through the grid requires approximately 5.36
seconds; some sweeps require more time than others since different
routines are used in processing some of the time steps. Each run will
generally execute 2016 time steps. The input to the program is
123,648 words; the amount of output generated by the program varies
under user control, but a typical run might produce two million words
of output.

A refined model would have 72 latitudes, with maximum resolution of
128 grid points at the equator. It would use 32-bit arithmetic, so
each latitude would remain one Illiac row in length. One would expect
a computing degradation of about 1.5 in going to 32-bit arithmetic --
the operations take longer and routing is slightly more complex. The
number of time steps would remain the same. Thus for a larger version
of the GISS model, the total computing time would inerease by a factor
of about 2.3 on a data base 50% larger.

I4TRES and ACTION

IUTRES is an Illiac adaptation of a code developed by Systems, Science
and Software to perform a seismic simulation using finite-difference
methods. The finite difference grid is 80x80x160 nodes (typically
representing 0.1 kilometers in the physical situation). The
simulation is usually carried out for 250 time steps and involves six
variables at each node for each time step. Thus the total number of
variables in a simulation is about ten million. In addition, fewer
than 100 rows of Illiac memory are reserved for the temporaries
generated in processing each plane.

No significant input is required unless the problem is being restarted
in whieh case a restart dump of about ten million words must be
brought in. Output typically consists of about forty variables at
each of 2000 nodes at every time step. Since these are packed as
36-bit words, this results in about ten million words.
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In the current implementation a run takes about six hours (90 s=econds
per time step). About half of this time is in T4DM-PEM moves (about
1300 moves per time step of about ten thousand words) .

For this problem there is a fairly natural hierarchy of data sets.
The algorithm requires that neighboring points be used to update a
node; thus to process one line requires three lines in each of three
planes. The natural data set the inner most level is 80x3x3x6 (one
line of the grid). The second level is 80xB0x3x6 {three planes). The
third level is 80x80x160x6 (the grid) and the total simulation is
40x2000x250 (the total output). Since INDM cannot at present contain
the full simulation, the time steps are grouped with only twenty to
fifty being executed in a run. Similarly, since the second level setbt
cannot be contained in PEM, it is overlayed in PEM with only a guarter
being treated at any one time in PEM.

The ACTION code is a second generation version of IUTRES which 1is
being developed at the Institute. Whereas ILTRES is based on a finite
difference formulation, ACTION will use a finite element mathematical
model. The data set for ACTION is expecied to be about three times
larger than I4TRES and the execution time per step is expected to
increase proportionately.

LANDSAT

The current version of the LANDSAT code involves two processes:
classification and color assignment. The basic process involves a
frame consisting of about 7.5 million pixels (picture —elements) in
which each pixel represents about 1.4 acres in the total ten million
acre picture. The pixel information is the digitized color intensity
at four wavelengths. In the classification process, each pixel is
assigned a cluster mmber. The color process assigns the color of
each pixel in the final image to be produced; this assignment is made
on the basis of the pixel's cluster number.

The input to the classification process is about 7.5 million 32-bit
pixels (eight bits for intensity for four wavelengths). The output is
7.5 million eight bit cluster identifiers and 7.5 million eight bit
statistical threshholds. The c¢lassification output is input to the
color process. The color output is three 7.5 million eight bit
intengity files.

The classification takes about three minutes of computational time and
with IATAPE will take about six minutes of transfer time into the
system. Currently the transfer time is about nine minutes. The color
process involves only trivial amounts of processing and is thus
entirely dominated by transfer time.
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SEASAT/SAR

A proposed code to produce an image from Synthetic Aperture Radar data
158 SEASAT/SAR. A frame represents 100 kilometers by 119 kilometers of
surface area and is collected by the satellite in fourteen seconds.
The desired resolution is 25 meters, However, the input is
oversampled and actually consists of about 13K by 30K pixels of eight
bit intensities. The input is about U400 million eight bit pixels per
frame, or 50 million words. The output is 4000x4000 pixels or about
two million words. The intermediate precision required in processing
15 bl-bits.

The processing involved is extensive. For each 13K length column, the
program executes a Fast Fourier Transform (FFT), filters the result,
and performs an inverse FFT. Due to range migration, the image must
be straightened out. Finally, for each 30K length row, the program
does an FFT, filters the result, and does an inverse FFI. The row is
then truncated and resampled to obtain a 4K length.

The basic computational time is estimated at one hour assuming the
data could be core contained. With the current architecture it may
take over six hours. Since the problem will not fit in primary or
secondary storage, I1/0 time may also be significant.

SHUTTLE CODE

The SHUTTLE code was developed at NASA-Ames to simulate  the
non-equilibrium flow field of the space shuttle on re-entry. The
model uses a 10x17x12 grid, with three problems being solved at one
time. There are 24 variables per grid point. The data base is
divided into 48 sections and is buffered through memory once each time
step. There is one second per time step and 600 to 800 iterations per
case.

2D-STRATOSPHERIC

The 2D-STRATOSPHERIC code, developed at NASA-Ames, models the effects
of certain chemical species in the stratosphere after injection of
foreign chemical compounds. The current version has an input of 78144
words, which is also the size of its internal data base during
execution. A new version increases the size to 86592 words. The
output is variable. Typiecally it is about fifty times the size of the
input. One run models one year of real time and takes approximately
sixteen minutes. The time step is one day and takes approximately
three seconds in the current version and an estimated seven seconds
for the new model. For the present system configuration, each run
requires approximately 700 seconds to load and unload the data base.
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2D-TRANSONIC

The 2D-TRANSONIC code was developed at NASA-Ames %o solve the
time-averaged Navier-Stokes equations with a turbulence model; it
simulates the transonic flow over a two dimensional airfoil at various
angles of attack. The model consists of a 60x128 grid, with each grad
point having some fifteen variables. Sixteen temporaries are
generated for PEM contained grid points.

As currently implemented, the grid is in two 60x64 parts with only one
part in PEM at a time. Tt takes one second per iteration and four
passes over the data per iteration. On the average there are two

thousand iterations per case. If the data base must be dumped for
restarting another run, then one variable per grid point node is
required.

3D-COMPRESSIBLE TURBULENCE

The 3D-COMPRESSIBLE TURBULENCE code was developed at NASA-Ames %o
compute the veloeity field for turbulent compressible flows. The
algorithm is based on a finite difference method, and the model also
includes density and temperature. The code has a data base of
20x6Ux6Ux64 words. Actual run time is 20 seconds per time step, of
which approximately half is I/0 time. Each run is approximately 200
steps for a total run time of 4000 seconds. The output data base is
256 words per time step. Two points are of interest with respect to
this code's use of the current memory system. The first is that
because of the small PEM, the main data base must be_segmented, and
the segmentabion chosen requires that some data from IUDM be read more
than once in order to process the data base. As a result, the total
amount of data which passes between PEM and IUDM is 14 million words
to process a data-base that is 5.24 million words. The second point
is that because of the latency of the disk an effort was made to
reduce access time in reading data. This leads to reading
non-contiguous pages from the disk and also results in a complicated
arrangement of data on the disk. If the data base must be dumped for
restarting another run, then five variables per grid point node are
required.

3D-GALACTIC

The 3D-GALACTIC code was developed at the University of Chiecago and
NASA-Ames. It simulates the formation and evolution of galactic
structure due to gravitation. The code simulates a galaxy, currently
using about 116,000 point masses to represent stars. The three
dimensional n-body problem is solved numerically for sixteen £time
steps per run, and the resulits are aceumulated for up to 128
consecutive time steps. Each run takes approximately 2400 seconds,
and an additional six minutes are required to move the problem on and
off the Illiac. The basic input consists of 266K words and the output
of each run is approximately 299K words.
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3D-INCOMPRESSIBLE TURBULENCE

The 3D-INCOMPRESSIBLE TURBULENCE program was developed at NASA-Ames to
compute the velocity field for turbulent incompressible flow. The
main algorithm is a Fast Fourier Transform. The current code has a
data base of ten 32-bit variables per grid point on a 64x64x6Y4 grid.
Data is accessed in two ways. The data base logically consists of a
matrix having U0 rows 32 Illiac pages long and 32 columns 40 pages
long. Each step requires that portions of the data base be read and
written four times row-wise and four times column-wise. The data is
stored physically by column, that is, all pages in a given column are
stored contiguously on a single band. Data for consecutive pages
dcross a row are stored physically on contiguous bands separated by
three page gaps. The entire data base is accessed by column, but only
the first 16 rows are accessed row-wise. Slightly under 100 thousand
words are set aside in local memory for buffer areas.

Each time step takes about eight seconds of computation to process,
and slightly under two seconds are required for data transfer.
Currently, an additional ten seconds are spent in transferring data
due to the effects of disk latency or data access re-tries. A
significant amount of this access time can be eliminated when enough
extended memory is available for the primary data base, however, since
a more sophisticated lay-out, requiring about twice as much physical
room for optimal placing of the data base, is possible.

A typical run is about 50 time steps, for a total run time of 1000
seconds. The output data base is around ten thousand words. If the
data base must be dumped for restarting another run, then three words
per node are required.

4 future version of this code would have double the resolution in each
dimension, thus increasing the demands on memory size by a factor of
eight. The amount of computing required for such a problem would be
slightly more than eight times as much since the basic algorithm of
this program, the Fast Fourier Transform, requires time proportional
to NxLog(N} to process a data set of size N.

3D-TRANSONIC

Similar to the two dimensional transonic code above, the 3D-TRANSONIC
code is being developed at NASA-Ames to solve the time-averaged
Navier-Stokes equations with a turbulence model in order to simulate
the transonic flow over a three dimensional body of revolution at
various angles of attack. The model is an 80x40x40 grid with 23
variables per grid peint. There are 25 temporaries generated for
PEM-contained grid points. Currently the program works on a sub-grid
of size 8x8xU0 or 8x8x80 within PEM. The grid is moved into PEM
buffers each of whose maximum size is 8x8x80. The code is expected to
take thirty seconds per iteration. It will require six passes over
the entire grid per iteration. There are an average of between 1500
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and 3000 iterations per case, thus requiring up to twenty-five hours
of Illiac computing time. One of the goals of this research project
is to reduce the number of iterations required for problem solution,
so the above estimate is probable conservative. If the data base must
be dumped for restarting another run, then five words per node are
required.

These programs indicate how the current configuration of the Illiac 1is
being used. They are useful in indicating the directions memory
enhancements to the Illiac system should tend. And they can be used as a
sample job mix for evaluating the effectiveness of different memory
configurations.

The main characteristics of these codes are collected in two tables, The
first, Table III.i, consists of those codes currently running on the
Illiac. The programs marked with an asterisk are those for which the main
algorithm is an in-place algorithm, that is, the program can update the
data base by over-writing the data as it resides in local memory. The Fast
Fourier Transform is an example of this type of algorithm, This type of
classification is important to the study since quantitively different
results are derived for in-place algorithms than for other types of
algorithms.

The other table, Table III.ii, gives the expected performance for codes
being developed, or proposed, for the Illiaec,. it also includes the
extrapolated performance for future versions of some of the codes in Table
IIT.i. It should be noted, however, that this assumes the.current
processor speed and disk labtency, as well as present system throughput
characteristics. From this last table, a number of conclusions about the
future requirements on the Iiliac system can be inferred. These are listed
in the concluding part of this section.

IIT.B.2. Conclusions -

The most noticeable aspect of Table III.i is that the latenecy time runs
from 50 to 125 percent of the compute time. For most of the codes, the
transfer time is well under ten percent of the compute time. Although it
would be desirable for codes to take only two or three percent of their
compute time to be loaded and unloaded from the array, most of the current
programs far exceed this goal. If the observable processing speed of the
Illiac doubles, then these percentages also double. This means that
latency will increase as a concern for the users, as will the transfer rate
between the support system and the processor.
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Table ITI.i.

Characteristics of some Major Illiac Programs

Applications |Compute I4DM PEM-T4DM TOTAL System-I4DM |
Time Latency Transafer Run Time Transfer

L Time Time Time o
AIRCRAFT/SAR 28 22 ( 79) 2( 7 52 (186) | 768 (1396)
GISS 10800 930 ( -8) 60 ( 0) § 10900 (101} ] 150 ( 1)
I4TRES 10800 {10800 (100) § 500 ( 5) | 22100 (204) { 900 ( 8)
LANDSAT 210 3( 1D 3 ( 1)* 216 (103) { 540 ( 257)
SHUTTLE 790 300 ( 37} 10 (1) 800 (101) 60 ( 5)
2D-STRATO 950 480 ( 51) 15 ( 1) 965 (101) §{ 700 ( 7H)
2D-TRANSONIC* { 1110 640 ( 57) | 250 (22) 2000 (180) 4 (  6)
3D-COMPRESS 3630 1630 ( 45) | 370 (10) 4000 (110) 25 ( 0)
3D-GALAXY 2000 740 ( 37) 45 ( 2) 2045 (102) | 360 ( 18)
3D-INCOMPRESS*! 400 500 (125) | 100 (25) | 10000 (250) 20 ( 2)

Notes: Time in seconds; parenthetical numbers are percentage with respect
to compute time. Asterisk indicates that the program is based on in-place
algorithms (see text for definition of in-place algorithms).
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Expected Characteristics of Some Future Illiac Progams

Table ITI.ii.

1

Applications Compute | ITHDM PEM-I4DM | Total
Time | Latency | Transfer Time
Tinme Time

ACTION 32000 32000 1500 67500
GISS 27000 1400 60 27100
SEASAT/SAR#* 10700 340 160 12230
2D-STRATO 2560 480 10 3050
3D~-TRANSONIC* 62500 37500 7500 108000

Notes: Time in seconds.
Asterisk denotes in-place algorithm.

b1
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III.C. A Memory Model and its Implications

The model discussed in this section is based on the current Illiac wmemory
organization. It 1is a hierarchical memory system with three levels. The
first level is the local memory (PEM) and holds the operands which Illiac
instructions directly reference. The second level is the extended memory
(I4DM) and holds the data base of the program during its execution. The
third level is the external memory (presently Tenex file storage and
magnetic tapes) and holds the program's data when the program is not
executing. The following parameters of this system are of particular
interest, and will be considered in this report: the size of the first two
levels of memory, the bandwidths between levels, and the average latency
involved in moving data sets between levels.

III.C.1. Parameters of the Model

Programs which use the Illiac usually have several input and output files
which reside on the external memory. The total size of these files is
referred to as the throughput of the program. A program has a maxXimum
amount of memory required on the second level (the extended memory), and
the program accesses this storage at a given rate, the DATA RATE, which is
measured in bits per second of compute time. Formally, the data rate is
defined to be the number of bits to be processed divided by the time
required for processing. The data rate can be thought of as the rate at
which a program processes 1its data. This quantity is particularly
important for this study and a brief explanation of its significance is
appropriate here. Consider the following example. A one million bit file
resides in extended memory. It is brought into local memory and half a
second is spent computing on that file; therefore, the data rate in this
example is two megabits per second. This is independent of the latency of
waiting for the transfers (waiting for the current disk to begin the
transfer) and of the actual transfer time. Thus, even if these two
parameters change, the data rate remains constant and can be used to
estimate system throughput for various extended memory characteristies. It
might also be noted that computing time is simply the size of the data seb
divided by the data rate.

For a given program, the data rate may differ for various portiong of the
program, or during a simulation it may change from one time step to
another. Also, different formulations of the same program may have
different data rates, especially if the local memory is increased
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substantially. Representative values for the programs in the previous
section are given in Table ITI.iii. As the reader can see from the table,
the data rate for current Illiac programs generally ranges from 2 megabits
per second to over 100 megabits per second with 30 megabits per second
being an average. There are enough codes that are much higher, so that 60
megabits per second is more representative of these programs as a whole.
In view of the expected speed improvements to the processor, a generic data
rate of 100 megabits per second will be used in this report in an effort to
balance the memory system.

Programs use the local memory for two purposes: to hold the program and ¢to
hold the program's working data base, The amount of memory not devoted to
the program can be partitioned into buffers with the program working on
data in the buffers. There are two general buffering schemes which are of
importance in this context. The most primitive technique, called simple
buffering, involves bringing data into 1local memory, operating on 1t,
returning it to extended memory, and then fetching the next batch of data
from memory. This technique essentially does not allow computing to be
performed while waiting for the read and write requests to be satisfied
since between the writing of the buffer and the reading of the next data
set, there is no information in the local memory on which to compute.
Single buffering is used when the amount of computing is very small (the
data rate is quite high relative to the size of PEM) and the bulk of the
compute time is inevitably lost %to latency. In such a case it is
beneficial to reduce the number of read/write requests (thereby reducing
total latency), and this means operating on as much of the data base at one
time as possible, i.e. having as large a buffer area in the local memory
as possible.

The other buffering scheme involves using several buffers and is often
ecalled multiple buffering. In this scheme one buffer is used to write out
the results of the computation while the program computes on information in
other buffers. When the output buffer is empty, the next data to be
processed are read into that buffer. If the amount of computation on the
data buffers is such that the write and read of the I/0 buffer are
completed before the computing is finished, then the latency effects of the
read/write process have no effect on the run-time of the program.

There is a point at which it is computationally more efficient to use a
simple buffer scheme than a multiple buffer scheme. The following argument
demonstrates how to determine this point for a given problem and memory
system. Some general remarks will follow the example. Simple buffering
allows for larger buffers, and thus requires fewer reads bto access the
entire data base. Therefore simple buffering requires less latency,
whereas multiple buffering, with greater latency time, requires more
computing to hide the latency. The size of a buffer in simple buffering
varies, but half the available memory area for a buffer is about average
(in-place algorithms, such as FFTs, can use the entire available memory for
the buffer, however). On the other hand, a multiple buffering scheme could
require five buffers (three to hold the old data base -- three planes of
the grid, for example -- plus one for the newly computed plane of data, and
one to be used for input and cutput), thus only a fifth of the available
memory can be used for each buffer.
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Table III.iidi.

By

I/0 Characteristics of Some Major Illiac Programs

Applications {Data Rate Input Output Throughput
= sou
GISS 1.7 0.1 2 3.2
IATRES 28 10 10 120
LANDSAT 7. y 3 2100
SEASAT/SAR 37 50 8 350
2D~-STRATO 6 0.1 4.3 290
2D-TRANSONIC | 110 0.05 0.13 13
3D-~-COMPRESS 90 0.002 0.0 0.6
3D-GALAXY 11 0.3 0.3 19
3D-INCOMPRESS| 130 0.01 0.01 3.2
3D-TRANSONIC 57 0.08 0.2 0.3

Notes: Data Rate in megabits/sec, input and output
throughput i1n kilobits/sec.

in megawords,
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If M is the amount of the local memory that can be devoted to buffers and S
is the size of the problem's data base to be processed, then simple
buffering requires 2xS/M reads whereas multiple buffering requires 5x5/M
reads (assuming one read is required to fill a buffer). Assuming the same
number of wWrites are required as reads, this means that the difference in
latency time between the two methods is 6x3/M times the average latency.
This is also the minimum amount of computing time which must be overlapped
with 1latency before multiple buffering is more efficient. Thus the total
time to process a data base once during the problem must be at least this
great to warrant considering a multiple buffering scheme. For the current
memory system, 6/M times an average latency of 20 milliseconds comes to 19
nanoseconds per bit, assuming three quarters of the current memory can be
used for buffering (the rest of memory being used for program and temporary
variables). This corresponds to a data rate of 52 megabits per second.
Programs with a data rate lower than this could probably profit from using
a multiple buffering scheme. About three fourths of the surveyed programs
have lower data rates now; with an increase in processor speed of a factor
of two, about half of them would.

For in-place algorithms, simple buffering requires one buffer and multiple
buffering two, thus the difference is S/M. Again assuming one read and one
write per buffer, the break-even point is 2xM times the average latency.
For the present system, this is about 6 nanoseconds per bit or a data rate
of over 160 megabits per second (again assuming three quarters of the
memory is available for buffering). None of the programs currently exhibit
this data rate.

A few comments are in order before leaving this issue. Generally, multiple
puffering schemes are more complex to program, which adds to the cost of
developing application codes and subsequently modifying or otherwise
maintaining then. it can also be the case that using smaller buffers can
impact the algorithm by reducing the amount that can be done with each
buffer of data. For example, if each segment of a data base must be
processed twice, as in solving a tri-diagonal system, then when the entire
segment can fit in one buffer, only half as many reads will be required.

As the speed of the processor increases, the data rates of the prograums
increase, assuming no changes are made to them. In addition, increasing
the memory size or decreasing the 1latency causes the break-even point
between the two buffering schemes to increase with respect to data rate.
Thus, one would expect that in the future fewer codes will benefit from the
simplicity of simple buffering schemes. In addition, if programs are
developed which require several reads and writes to construct a buf'fer
(pulling information from different files on the extended memory) or if
more complex models are used (thus decreasing the data rate), simple
buffering becomes less efficient. The remainder of this section is in
terms of multiple buffering schemes, the modifications required due to
simple buffering will be noted at the end of each sub-section, as
appropriate.
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III.C.2. Memory Size and Data Access Rate

The inefficiency due to latency can be lessened or eliminated by multiple
buffering if computing can continue while waiting for the transfer of data
to begin. For this to be effective, the amount of computing must approach
or exceed the expected delay due to latency. The expected latency time may
be estimated as half of the maximum latency time (on the average), or it
may be less if the data set is carefully arranged on the extended memory
(assuming that the extended memory is a physically rotating device, such as
the current disk memory, or is an electronically rotating device, such as
charged-coupled devices or magnetic bubbles) . In the current memory
system, optimizing the layout of data on disk in order to minimize latency
is generally complicated since what may be a good map for one phase of a
program may be a very poor map for another phase. In many cases, the total
map of the disk must be adjusted in order to achieve a reduction in latency
for all phases taken together. Generally, the difficulty of mapping the
disk decreases with the increase of the ratio of total space available to
the total space required, that is, more space on the disk gives added
flexibility for data layout.

The amount of computing to be done on each buffer can be increased by
inereasing the buffer size. For a fixed data rate, processing time
increases linearly with the size of the buffer to be processed. Thus the
effects of latency in accessing extended memory can be reduced whenever the
total latency associated with the read/write requests required to construct
a buffer of information is less than the the time 1t takes to process the
buffer (the buffer size divided by the data rate).

The minimum number of read/write requests to process a buffer is two, one
to read the buffer in and one to write it out again. However, there may be
several reads and/or several writes involved if several different files are
used to construct a buffer. For the purposes of this study, two read/write
requests per buffer are assumed throughout. Thus it is of interest to
consider when twice the average latency is less than the computing time.
The computing time is the buffer size divided by the data rate. Figure
IIT.4 presents a graph relating latency and buffer size for various data
rates. For a fixed data rate, the graph indicates for what values of
memory and latency further improvements would have no effect on run time.
If the available memory and average latency lie above the 1line, then run
time cannot be improved. If the available memory and average latency lie
below the line, then inereasing memory or decreasing latency will improve
run time,

There are three regions on the latency axis that are of practical interest;
these correspond to the characteristic latency times for disk technology,
charged-coupled device technology, and semiconductor random access nemory
technology. The Illiac programs in this study require from one to two
megabits for program memory, thus leaving around five megabits for buffer
aresa. The lines drawn on the graph include the effects of two read/write
requests multiplying the latency factor and the number of buffer areas for
different buffering schemes. Thus the graph can be examined without thesze
adjustments being performed.
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For multiple buffering, the major conclusion to be drawn from examining the
graph is that the current size of PEM creates major problems for Illiac
programs with data rates higher than ten megabits; this is Wwith respect to
disk latency only. To continue using a disk technology for extended
storage, and taking into consideration that the potential speed-up of the
Tlliac will approximately double the data rate of existing programs, an
inerease in the size of local memory by at least a factor of ten seems to
be indicated. On the other hand, changing the underlying technology of
extended memory reduces the latency by more than a factor of ten and hence
latency becomes less of a factor, if at all, in determining a suitable size
for the local memory. The above discussion was for wmultiple buffering,
since multiple buffering is the only buffering scheme which decreases the
contribution of latency time to the total run time. For simple buffering,
one generally wants latency to be a small fraction of the compute time;
this report uses 10 percent of compute time as an acceptable amount of
latency time in simple buffering.

In summary of this discussion, examination of the data rate of current
Illiac codes, together with the anticipated increase in the speed of the
processor, suggest the ratioc of local memory size to extended memory
latency. This ratio is in some sense a figure of merit for a two level
memory system, s3ince it reflects the ability to have buffer areas large
enough to mitigate the effects of lateney: the ratio increases with an
increase in local memory (indicating greater ability to mask the effects of
latency) or with a decrease in latency (indicating less of a need to mask
the effects of latency). The ratio of memory to latency, M/L, should be
greater than some multiple of the data rate. If one excludes in-place
algorithms, this multiple is either 10 or 40, depending upon whether
multiple or simple buffering is used, respectively. The observed data rate
of Illiac codes range from 1.7 to 90 with 30 being average; this implies a
ratic of memory to latency of upwards of 300 megabits of local memory per
second of latency. For in-place algorithms, the multiples are 4 and 20,
again for multiple or simple buffering. The observed data rates for
in-place algorithms range from 36 to 134 with an average of 80; these
indicate a ratio of upwards of 800 megabits per second. For the generie
100 megabit data rate, the ratio should be upwards of a gigabit per second.

I1II.C.3. Bandwidth between Local and Extended Memory

Further implications of the observed and anticipated data rate of Illiaec
programs can be drawn. Perhaps the simplest is the requisite bandwidth
between the local memory and the extended memory. To a large extent, the
pandwidth available from the extended memory is a matter of architectual
design -- more parallel read heads on a disk'or more memory banks on an
electronic memory, for example. The Illiaec I/0 port will, as seen in
sub-section ITI.A.1, accept up to sixteen gigabits per second, although for
most application problems the current 500 megabits per second seems to be
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adequate. The reason for the satisfaction with the transfer rate can be
traced to the data rates most frequently observed. Ignoring latency,
programs consist entirely of computing and transferring information. If
the data rate is 20 megabits per second, only 1/25 the transfer rate, then
the time spent transferring information accounts for 1less than four per
cent of the program's total run time. Even for programs with data rates of
100 megabits per second, the transfer rate would account for less than 17
per cent of the run time. While 17 per cent is beginning to become
significant, if the transfer rate were 50 megabits per second (which for
example is the sustained transfer rate for the STAR-100 extended memory
disk system at NASA Langley Research Center), the transfer time would
account for two-thirds of the total execution time.

The above discussion, of course, assumes that transfer time cannot be
overlapped with computing. If it is possible to overlap both latenecy and

transfer with computing, then the following inequality is obtained. NLet B

represent the hardware bandwidth in megabits, D the program's data rate in
megabits per second, L. the 1lateney in seconds for accessing extended
memory, and W the size of a buffer in local memory measured in megabits.

Then the amount of computing performed is W/D.

It is necessary that the buffer size W be large enough so that W/D is
greater than the sum of both the total latency time and the transfer time.
The latency time is 2L (for both a read and a write)}. The transfer time is
2xW/B. Thus the total data movement time is 2(L+W/B). Assuming that the
bandwidth B is greater than twice the data rate D, and solving for the
buffer size W, one sees that:’

For the current memory system on the Illiac, B 1s 500 megabits and 2L 1is
about 40 milliseconds, thus the buffer size W should be greater than
1000xDx4x10E-2/(500-2D) . For multiple buffering on the current 1Illiac
memory {(so W is 7.3/5 or about 1.46) this expression indicates that the
memory is suited for problems for which D satisfies 1.46>40xD/(500-2D):
that is for programs with a data rate less than 17 megabits. If one
desires that the Illiac be well matched for a data rate equal to 100
megabits per second, then using disk technology, the above analysis and
assumptions on B and L indicate that the memory buffer be greater than 13.3
megabits, or that the local memory be 67 megabits {one miliion words) or
larger.

Rewriting the above derived inequality, the bandwidth B should be greater
than 2xWxD/(W-2xDxL). Using a buffer size of 100K words, a generic data
rate D of 100 megabits per second, and a latency of 1 millisecond (easily
realized using charged coupled devices), the expression indicates that a
bandwidth of 200 megabits per second is desirable. Retually, one would
probably want the transfer time to be significantly greater, since there is
no clever way of arranging data so as to minimize the transfer time, By
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having an overly comfortable bandwidth, the transfer of data between
extended memory and local memory ceases to be an issue; only the
arrangements of data in extended memory remains, and that has a chance of
being successfully dealt with given enough time and programmer ingenuity.

IIT.C.4. Extended Memory Size and System Bandwidth

As was seen earlier, the minimum size of £the local memory is dictated
largely by the latency of the extended memory. The key to the relationship
between size and latency is the data rate of the programs the memory system
is expected to support. In determining the minimum extended memory size,
different considerations usually arise. This is because extended memory is
designed to be the main store for an executing problem's data, rather than
a buffering area between the local memory and the support system menmory.
Thus it is loaded only once at the beginning of program execution, and any
latency involved in beginning the data movement is suffered only once. But
since very large files are involved, the effective bandwidth between the
support system and extended memory becomes a dominant consideration. of
course the effective bandwidth will be less than the maximum bandwidth due
to latency of memory and staging devices and due to software overhead. For
the purposes of discussing the capacity of extended memory, however, the
effective bandwidth is the main determinant, and again the key will be the
rate at which executing programs deal with their data. Here the issue is
not the program's data rate, but its THROUGHPUT RATE, which is defined +to
be the sum of its input and output data divided by its compute time.

What is at issue in determining the size of the extended memory, azide from
the obvious requirement 4that it hold the entire data base for reasonable
problems, is how many different problem sets should reside simultaneously
in the extended memory. That is, whether the extended memory is used in a
simple buffered fashion or in a multiply buffered fashion: whether a
program is loaded into the extended memory, executed, unloaded and another
program loaded, or whether a program is loaded while another program is
being execufbed, the intent being to overlap computing with program set-up
80 as to mitigate the delay caused by an insufficient system Dbandwidth.
Thus, for example, a program requiring a throughput higher than the system
can deliver could be staged onto extended memory while a low throughput
program is computing.

Clearly, if the time to load and unload a program on extended memory is
only a few per cent of the fotal run time, then simple buffering (or
dedication of extended memory to one program at a time) is acceptable, and
the simplicity of simple buffering makes it irresistibly attractive.
Multiple buffering entails at a minimum protecting one user's program and
data from other users, and this capability adds to the cost and complexity
of the extended memory.
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Estimating the throughput characteristies of future Illiac programs is
relatively straight-forward, based on the throughput characteristies of the
example programs. One expects the computing time to be reduced, by
anywhere from ten to fifty or sixty per cent. The time lost to extended
memory latency can similarly be estimated, dropping by a factor of 60 by
going from disk based technology to Charged-Coupled Devices. One
complication does arise, and that is that some computational processes do
not require time linearly proportional to the size of their input; for
example, the Fast Fourier transform takes time proportional to NxLog(N)
where N is the size of the input. The result is that as problem sizes
increase, their throughputs decrease and the demands on the system decrease
as well. For the purposes of this study, however, linearity (or constant
throughput requirements) will be assumed for simplicity.

As can be seen from Table III.iii, current programs on the Illiac exhibit a
throughput rate of from under 100 to over 1800 kilobits per second with
three hundred kilobits per second being a representative number. Thus t©o
keep system 1loading and unloading under ten percent of the program
execution time, a 3ix megabit per second rate is indicated. To illustrate
the potential impact of an enhanced Illiac on the suppori system, consider
increasing the processing rate of the Illiac by a factor of two and
reducing the latency of the extended memory by a factor of one hundred.
For one example problem, the Compressible Turbulence program, the
throughput rate would go from its current 340 kilobits per second to over
one megabit per second. Thus the impact could be substantial.

IIT.C.5. Summary

In summary, the main implications of this memory model are as follows.
First, the latency of the extended memory has a significant impact on the
size of the local memory when its latency time is comparable to disk
technology. The characteristics of the current programs suggest that to
mitigate the effects of latency, the ratio of the 1loecal memory %to the
latency of the extended memory should be greater than 800 thousand bits of
storage for each milisecond of latency. Second, a transfer rate between
local and extended memory in excess of 200 megabits per second seems
warranted by the current applications. And third, to dedicate the extended
memory to one user at a +time and to expect no more than ten percent
execution time degradation requires the system to support a transfer rate
of at least six megabits per second (currently) and possibly up to twenty
megabits per second in an enhanced system.
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IITI.D. Miscellaneous Topiecs

This section treats four topics whiech affect the memory  system
enhancements. The first involves the size of the local memory and the
extended memory. The second deals with reliability of the local memory and
the third topic involves a virtual memory organization for the array's
memory system. The final topic discusses the need for and size of a large
on-line file storage facility in the Illiac system.

IIT.D.1. Size of Local and Extended Memory

Recognizing that the more comblex a program is, the harder it is to debug
and to modify, it is important to consider what size of local memory would
be necessary in order for all of the application codes surveyed for this
report to be programmed in a fairly straight-forward way. Many of these
applications involve three dimensional grids. For such applications, it is
natural to have a local memory large enough so that entire two-dimensional
planes could be computed at one time, with all needed data residing in
local memory. For most of the applications using three dimensional grids
whose glgorithms are based on finite difference approximations %to the
partial differential equations, it usually takes three planes to produce an
updated plane. Thus it is natural to assume that the local memory is
adequate if six planes of data can be held in local memory at one time.
This allows three planes of data for computing a new plane of data and two
planes of data for I/0 buffering. Using this criterion, a local memory of
a quarter million words seems adequate for all of the above applications
except 3D-Compressible Turbulence. A local memory of half a million words
would be of ample size for all of the above applications.

Only if significantly larger models are going to be employed on the Tiiiac
would the local memory need be larger than half a million words, based on a
"natural" accommodation of the preblem formulation, and this would in turn
necessitate a significantly larger extended memory accessible to the user.

When one considers how large the extended memory should be, a simple rule
of thumb would be that with a machine twice as fast, problems twice as
large can be solved, so an increase in extended memory size of at least a
factor of two should be considered. The "large" problems now being run {or
proposed) on the Illiac have outputs of five to ten million words, and data
bases of three to ten million words. If one assumes that output can be
written to the suppori system while the program 3is running, then the
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underlying basic data base is the determining factor of the size of
extended memory. Considering the current applications surveyed in this
report, it seems that a ten million word extended memory should be
available for user programs. On the other hand, three dimensional codes
usually require doubling the resolution in each dimension in order for the
problem to be interesting. This indicates that an extended memory eight
times the current IUDM would be of interest to some users: this calls for a
memory capacity of about sixty million words.

In an effort to mitigate +the time required to 1load and unload wuser
problems, the extended memory should have a high bandwidth out of the
memory. Whether this is to the support system or to a staging device is
largely a function of the capability of the central system to accept large
data bases at a high transfer rate. If this is not the case, then a
buffering mechanism 1is needed. Without a separate buffering mechanism,
then loading and unloading problems should be overlapped with running other
user Jjobs. This means allowing multiple users to share the extended
memory, which would require a larger extended memory and the capability to
protect an executing program from inadvertently accessing other users’
files on the extended memory. If the extended memory is to be shared by
different users, then a mipimum size would be fifteen million words, thus
allowing a large program to alternate with a smaller one. In this case,
the bandwidth to the support system could be less since the time to load
and unload a problem would be hidden from the user.

ITII.D.2. bWrror Correction on Memory

With the present electronic technology, bipolar static random access memory.
chips are the basic building blocks for high-speed memory systems, such as
the local memory for the Illiae. If a memory system is small, and its
application is intended for conventional systems, the problem of
reliability is not a major issue. On the other hand, if the memory system
is large and its application is intended for a large computing system, the
problem of reliability is a critical issue and it should receive serious
consideration. The following discussion addresses the need for error
correction and a system implementation of error correction for the Illiac.

The need for error correction for a memory system depends on several
factors. The major factors are the type of memory chips used, the number
of chips needed, and the memory system fabrication. In this discussion,
the issue of system fabrication is not considered and it is assumed that
the memory system will be fabricated with the best available comercial
technology and  practice. The type of memory chips used will be
commercially available with a known reliability record. With these
remarks, consider a hypothetical memory consisting of sixteen thousand
chips. Memory chip failure rate is generally 0.02% per thousand hours,
thus the mean time between failures for this system would be 312 hours.

This mean time between failures includes the memory chip failure only. It
does not include failures caused by fabrication, power supplies, or
control-and-address logic. To account for these failures, a computed mean



Illiac Memory System 54
I17.D., Miscellaneous Topics

time between failures can be degraded by a factor, usually two or greater,
depending upon the manufacturing and operating environment. Using a factor
of two glves a system mean time between failures of 156 hours, which is
slightly less than a week. A standard error correction method can improve
this memory system reliability by a factor of about 100 times. The effect
of using error correction would be to eliminate the memory system as a
contributor to system unavailability.

One major issue with respect to error correction on the Illiac arizes from
the fact +that while the memory 1is organized into b4~bit words, it is
possible to write only a 32-bit half word. This ecreates a problem for
error correction circuitry, since to calculate the appropriate encoding,
the full 64 bits of information must be known if each 64-bit word is to be
protected. There are two solutions: the first is to protect each 32-bit
half word of memory; this is expensive in both memory storage requirements
(requiring ten additional check bits per word instead of six) and in
coding/decoding circuitry. The other alternative is to protect the memory
in 6U-bit words, but to require that a write in 32-bit mode take longer
than in 64~bit mode: a 32-bit write would actually be a read of the entire
64-bit word, followed by a modification of that word (by the 32 bits to be
stored), and then the new 6U4-bit word encocded and stored in the memory.

Ideally, any correction of a memory system error should be performed at the
site of use, so that transmission errors can be corrected as well. Thus if
a processor is the user of the data, then the processor should perform the
error correction. The memory word width would simply be wide enough to
store the error-correction bits along with the information bits. In the
case of the Illiac PEM system, this concept is not feasible because the PEM
system has three data paths: a CU data path, a PE data path, and an I/0
data path. These data paths were designed and hard-wired, thus it would be
a major task to modify the cabling to carry the error correction bits and
to add encoders and decoders to the CU, the PEs, and the I/0 system. Thus,
the implementation of' the error correction capability should be restricted
to reside within each PEM module.

I11.D.3. Virtual Memory

The major advantage of a virtual memory mechanism is that it relieves the
programmer from explicitly moving data among the levels of a memory
hierarchy. The major disadvantage is that it is usually assoeciated with
increased inefficiency in processor utilization, since much time is spent
moving data around unproductively unless the programmer is very careful in
structuring the way the program accesses the data structures. There is an
additional difficulty associated with a virtual memory for an array
processor like the Iliiac. That 1is, each processor can generate an
independent address into its local memory; thus each such instruction could
generate a page fault {or up to 64 page faults on the Illiac). There are
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two ways to treat this within the current framework of the Illiac. The
first is to assume that PE-indexed instruections will always produce page
faults and simply wait for the longest possible time required to satisfy
page faults. For this to be feasible on the Illiae, each PEM would have to
have its own slice of extended memory, and be able to manage it
independently of the other PEs. Also, page replacement would have to be
extremely rapid; such would be the case if, for example, either a large
random access chip is used for the extended memory. The second way to
treat PE-indexed instructions is to limit the extent of changes that a PE
can do to the address, for example limiting PE modification to the least
significant 6 bits in the address. Thus the CU could determine in advance
which page each instruction references and can arrange for that page to be
accessible to the PEs before the instruction is executed.

The implementation of the second alternative would require modifying the PE
to use only the low order six bits of the index registers and to inhibit
carries beyond six bits. This would be a small PE modification. The CU
nemory service unit would need a table containing virtual addresses
associated with the real pages in PEM. If ADVAST or the instruction look
ahead unit process an instruction which references memory and the CU is in
virtual mode, an interrupt could be generated if the page is not present,
else the 1location of the page could be inserted into the page address
portion of the address. Access to this table would have to be provided, as
would protection from unauthorized manipulation (by the user}. Other
operations required for preventing faults and returning to the program
could be left to the system. A11 this would involve noticeable
modification to the CU, but not an excessive amount.

Simulations of the performance of a virtual memory on the Illiac have been
performed. Two will be described here in detail. A Fast Fourier Transform
(FFT) was chosen as the program to illustrate the virtual memory
performance: this was because it is a major portion of several application
codes (see section III.B.1.) and because the memory reference patterns of
the transform exhibit both best-case accessing (many accesses to the same
page) and wWorst-case accessing (each access to different pages). The
memory that was simulhted had 64 pages of 128 rows each (for a half-million
word local memory); the paging scheme used a least recently used algorithm.

The program performs a one million point FFT (actually a two-dimensional
FFT on 1024 by 1024 data). Theres are =six steps to the FFT program: a
pre-processing step to arrange the data for efficient parallel processing,
a FPFT +transform for the first dimension, a transpose, a second FFT
pre-processing step, a second FFT for the second dimension and a
post-processing step to arrange the data in a standard format. The data
layout for the two transforms are different - the first has a page
containing an entire row of the data whereas the second has each row of
data spread over sixteen pages. The paging characteristics of these two
arrangements vary considerably.

The percentage of memory references which generated page faults for each of
the six steps were 1, 0.1, 2, 0.01, 0.0005 and 0.8 respectively. The
paging characteristics of the two different FFIs are strikingly different:
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0.1 percent page faults versus 0.0005 percent. The overall page fault rate
was about .05 percent; if both FFTs were as efficient as the second there
would have been virtually no page faults in the program (less than 0.0005
percent of the memory references). As a final note, all of the page faults
in this program involved paging out modified pages before a new page could
be brought in (except for the initial 64 page faults).

A second experiment in assessing the performance of a virtual memory was
performed using the TRES code (see section III.B.1. for a description).
The virtual memory configuration used in this analysis was the same as
above. Eaeh sweep through the data base required approximately 14,500 page
faults, of which about 6,500 required a write to backing store. Since
there are more than 16 milliion memory accesses per time step, less than
0.17% of all memory accesses will require a page fault.

Both examples suggest that paging faults on an ILLIAC virtual memory should
average less that 0.1%, thus a ratio of no more than 0.1% to 1 for
accessing backing store versus accessing primary memory would be tolerable:
this would no more than double the run times of programs such as those
examined above. (A degradation of a factor of two is an accepted standard
expectation for using a higher level language instead of assembly language
and the reason for using a virtual memory is the same as for using a higher
level language: reduce program complexity and improve programmer
efficiency.)

There has been little thought given to what the impact of restricting
Pk-indexing would be on program design and coding. Since all of the above
modifications could be emulated in software with the current hardware,
experiments along these lines should be continued to determine the page
size, or number of modifiable bits, before deciding on the implementation.

III.D.4. On-Line File Storage

This subsection presents an initial attempt at estimating the amount of
on-line file storage capacity that will be needed to support users of the
Tiliac system. The approach taken is to extrapolate from the total memory
requirements of anticipated application programs to obtain an estimate of
the amount of storage that could be required by sixty hours of Illiac
processing time. It Assumes a speed improvement of a factor of two over
the current execution times of these codes.

Table IIT.iv gives the relative frequency with which seven of the surveyed
Illiac programs are expected to be run during the next year. Five of these
have compute times of over two hours (and therefore even longer total run
times); this implies that they will likely be run as several smaller steps
with the machine being validated between steps as having no detectable
hardware faults. For the programs which run for several hours, it is
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Table III.iv.

Storage Requirements for Illiac Jobs

Runs
Applications | week |I/0 Data | Temp Data | Run Time
each | per week per run
- AR
ACTION 1 4200 1100 16200
IUTRES 1 1400 1400 5400
LANDSAT 1 2500 0 820
2D.3TRATO 12 3700 0 6000
3D-COMPRESS 12 b5 380 12000
3D-INCOMPRESS 12 70 450 19200
3D~-TRANSONIC 1 200 210 31000

Notes: Data size in

megabits; time in seconds.

57
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likely that between steps the machine will be made available for other
users. Thus one of the functions of the file system will be to hold
check-point or restart dumps of these programs between steps. 1In addition,
the Landsat programs may have several different users operating on a
particular frame (data set), and it would be convenient to have this frame
on-line between the different runs. Thus one of the functions of the
on-line file system will be to hold very large Illiac files for short
periods of time (about a week).

The total amount of file storage ‘that would be required to keep all input,
output and temporary data for these programs is about fourteen billion bits
and the amount of Illiac processing time required by thesé programs is
about twenty-five hours. If one assumes that the entire job mix would have
the same ratioc of storage requirements to compute time, then it is a simple
matter to extrapolate these numbers to estimate the amount of storage
needed to keep all data on-line for a week of 1Illiac processing. Sixty
hours of Illiac processing time per week was chosen for the purpose of
sizing the file storage memory. This gives a storage requirement of about
thirty-six biliion bits.

Since this projection is based on a processor speed improvement of a factor
of two, which may be optimistic, and since many of the files generated
during a run will be put onto tape to be examined at remote sites, the
study specifies an on-line file capability of expanding to thirty-six
billion bits, buf the initial goal is an on-line file system with a
capacity of eighteen billion bits. This facility could be implemented in
two phases, with the first )phase being somewhat smaller. In any event, the
size of the file memory should be at least four times the size of the
extended memory in order to hold a re-start memory dump as well as have
adequate room for staging transfers onto and off of the extended memory.
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III.E. The Scope and Characteristics of Future Developments

This section summarizes the weaknesses of the current system, the future
reguirements placed on the system by forseeable applications, and the
characteristics which are desirable to develop while making necessary
replacements to the existing system. Taken together they suggest
guidelines for specifying replacements and additions to the Illiac system
to meet the computing demands of the scientific research community during
the next five years. They also form a basis for evaluating various
proposed alternatives.

A8 a background for this discussion, two points must be kept in mind. The
first is that several components of the current system are in an advanced
state of mechanical fatigue and will have to be replaced within the next
few years; the most noticeable of these is the Illiac extended memory
(T4DM). The loecal memory (PEM), while not being in such a precarious state
now, nevertheless could become a critical problem near the end of the time
frame under conzideration. The second point 1is that the speed of the
Illiae processor itself will increase over the next year or two, possibly
by up to a factor of two. This will siginificantly increase the demands
already being placed on the system, both in the size of the problems which
become feasible for the Illiac and in the data movement rate required by
the support system to move the large data files for Illiac processing.

With these two expected near-term developments in the Illiac system, it is
instructive to review the current wealnesses of +the present system
implementation. There are five major areas of concern. These are:

1. The limited bandwidth into the system and the resulting time
required to get data into and out of the systen.

Data movement between the Illiac system and the outside world
currently ranges tfrom sixteen kilobits (via the network} to 1.3--1.5
megabits per second (using the INTAPE system). Currently available
commercial disks and tapes can support up to eight times these peak
transfers rates.

2. The lack of an on-line storage facility to keep active data bases
between runs over a period of a few weeks.

Currently, the Tenex file system is used not only for the support
system utilities, but also for on-line storage of active Illiac data.
As an indication of the sericusness of this problem, the current
capacity of the Tenex system is 3 gigabits -- this is only six times
the current (low) capacity of the IUDM. The lack of adequate on-line
file storage is a serious problem which needs to be addressed if the
entire system is to function effectively.
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3. The low bandwidth between the file system and the array, and the
resulting time to load and unload the array memory.

The current system to IYDM transfer rate is around one megabit per
second. This leads to current programs requiring five to ten per cent
of their compute time just to move data on and off the Illiae, and
some codes spend half or more or their total run time performing such
data movement. With a processor twice as fast, these percentages will
double. Commercial disks are available with peak transfer rates of up
to 87 megabits per second; such disks, used as staging devices, would
significantly alleviate this problem.

4, The bandwidth between local and extended memory and the latency in
accessing the extended memory.

The major factor in lost time during computing is the current disk
latency which averages 20 millisecond3 per read or write request.
Non-disk technologies can reduce this by a factor of upwards of 100;
this would effectively eliminate the software problems which users
encounter in trying %o minimize the deleterious effects of disk
latency. The other alternative is to increase the local memory
sufficiently so that fewer reads to the extended memory are needed.
The analysis of the Illiac memory system concluded that the ratio of
the size of local memory to the latency of extended memory should be
upwards of 800 megabits of storage per second of extended memory
latency. The bandwidth between the local and extended memory is
required to be considerably greater than 200 megabits per second.

5. The declining amount of extended memory (IUDM).

The current disk memory on the Illiac is approximately eight million
words. By reconditioning existing, non-functional disks, the capacity
could be as much as 9.6 million words when all eight disks are
operational. Current and projected application codes for the Illiae
have data bases up to twenty million words and a few could use
sixty-four million words. Allowing for collection of intermediate
results during the course of a computation, an extended memory of
twenty-four to sixty-four million words (four gigabits) should be
adequate. More than sixty-four million words would probably not be
useful to single users, however.

There are several other issues which are important to the Illiac system but
which lie outside the scope of this study. These will be mentioned
briefly. The first is the overall reliability of the Illiaec, since clearly
without a sufficiently reliable computing engine it makes little difference
what the memory characteristices. The reliability record of the Illiae has
been steadily improving during the 1last two years, and it is roughly
comparable to the reliability records of other large-scale seientific
computers. Replacing the memories and including error correction
capabilities will also improve the reliability and availability of the
machine.
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The second issue involves the support system. There are Gtwo aspects to
this issue: the inaccessibility of the entire system when the central
system computer (Tenex) is unavailable and the increasing burden on Tenex
for pre-processing and post-processing of data for the Illiac. The
solution to the first problem is a dual system of some form -- either a
dual-processor configuration or two separate processors of which either can
be assigned by the operator to handle critical system functions when the
other mal-functions or is required for other purposes. The solution to the
second problem is either the capability to off-load computing requirements
to a second processor (such as the B6700 or a second Tenex) or an enhanced
central computing capability (such as a KL model PDP-10). The entire issue
of the support system capabilities (apart from data movement and data
storage considered in detail in this report) is important and will need ¢to
be addressed as the memory enhancements to the Illiac system are made. The
next chapter considers various alternatives to enhancing the Illiac memory
systen.
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IV. Future Alternatives

This chapter presents different memory enhancement alternatives which meet
the memory needs of the Illiac as described in the preceding chapter. It
is the product of several hardware and software system designers at the
Institute. The three proposed memory systems each offer a balanced system
to support the computing needs of the Illiac user community, although their
individual characteristics differ considerably with respect to performance
and philosophy of programming the Illiac. The organization of this chapter
and the major results are summarized as follows.

The first section gives a survey of current memory technology. The most
promising technologies for the local memory are high speed bipolar and NMOS
random access semiconductor memory chips. The NMOS chips are slower, bub
their greater integration permits a local memory with greater capaeity to
fit into the space occupied by the current memory. Three memory
technologies can be used for the extended memory: Charged-Coupled Devices
(CCDs), high density random access semiconductor memories (RAMs), and high
performance disks. CCDs are a relatively new technology for large scale
computer memories and therefore represent some technological risk in being
used in the extended memory. The random access memory chips are the most
expensive on a cost-per-bit basis, and therefore will probably 1limit the
size of the extended memory to sixteen million words. The performance of
disk technology is such as to require a considerably large local memory to
compensate for its access latency. For the on-line file storage memory,
high performance disk technclegy is the most attractive alternative.

The second section describes wvarious alternatives to replace the local
memory and the extended memory of the present system, and it also discusses
the capabilities of a proposed on-line file system for the Illiac. There
are two possibilities for the local memory: one which is as fast as the
current processor could possibly use and the other which is as large as the
processor could possibly address. Because of space limitations, the first
alternative is limited to be less than two million words; because the
second requires the use of high integration chips, the access speed of this
alternative is limited to be about the same as the current memory as it is
now being used. For the extended memory, three technologies are
appropriate: CCD, RAM and high performance disks; with these technologies,
four alternatives are possible. The first two involve CCD -- one as a
straight-forward disk replacement (using much of the current I4DM switching
mechanism) and the other as a specially dezigned memory system. Although
RAM technology could also be used as a disk replacement, its high
performance access capabilities are better exploited by a special memory
design which gives the extended memory the same access characteristics as
the 1local memory. An extended memory based on disk technology would have
slightly worse latency and significantly worse transfer capabilities in
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comparison to the current extended memory, thus requiring a signifiecantly
larger local memory than the Illiae currently has, but the cost per bit
would allow for a significant increase over the current capacity of the
I4DM. The conceptual design presented for a disk based extended memory can
also be used¢ for the on-line file memory. The Illiac file system will
manage this file memory; in addition, since the file memory will be used
for staging jobs onto and off of the array, the file system will
automatically manage this task as well,

The third section deseribes and analyzes &three balanced memory systems
composed of the system components presented in the second section. The
first system is characterized by a four million word local memory and a
quarter billion word extended memory (which uses high performance disks).
For users requiring more than four million words of memory, program design
will require the same considerations as programs for the current memory
configuration, but since this proposal has overall performance
characteristics about ten times better than the present system, thas
improvement should be reflected in eliminating the need for careful program
tuning and data arrangement on the disk which currently characterizes the
development of efficient Illiac codes. The second proposed memory system
consists of a half million word local memory, a sixty-six million word
extended memory (using CCD technology) and a special buffer/file memory.
Although again the extended memory is similar to a disk, its latency and
transfer characteristics are significantly better than the present disk
memory. This will mean that even programs with very simple data movement
between local and extended memory and simple data arrangement on this
extended memory will still make efficient use of the computing resources of
the machine. The third proposed system consists of a sixteen million word
extended memory {using RAM technology) and a buffer/file memory. The
extended memory of this proposal supports the same accessing capabilities
as the local memory, so that the entire array memory can be treated as
homogeneous when designing Illiac programs; this is expected to reduce the
time required to design Illiac codes by a significant extent. Aside from
programming considerations and memory capacity, the three proposed systems
difter significantly with respect to the amount of in-house development
required, initial cost for a minimum configuration and impact on the
existing system hardware and software.

The final section reviews the major weaknesses of the present system and
indicates how these limitations are corrected by the proposed memory system
alternatives. This section, then, presents a summary of the entire report.
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IV.A. Technology Survey

Four memory technologies are briefly reviewed in this section: disk
technology, charge coupled devices (CCD), magnetic bubble memories and
random access memories (RAM). The information is provided on devices as of
the first quarter of 1978. Manufacturers are suggested merely to
demonstrate the availability and typical characteristics of each type of
device. Listed characteristics of each technology are based on what
appears to be the best overall characteristics with respect to the Illiac
memory system; particular devices can be obtained with some characteristics
better, but at the expense of other characteristics. Pricing information
is provided for bugetary purposes only. Estimates tend to reflect the
quantities necessary to build very large systems but an actual bid will, of
course, reflect the marketing considerations of the manufacturer. OCne
might also note that systems houses associated with chip manufacturers can
frequently use selected partials (less than 100% perfect chips with only
the known good storage circuits being used by the system) for a less
expensive memory system with the same performance characteristics and only
a slight degradation in reliability (due to more chips being used).

The technologies which are leading candidates for implementing an extended
memory are CCD, NMOS RAM and high performance disks. The greater
in-the-field experience with 16k dynamic RAM gives some preference to an
NMOS RAM selection. The use of a high performance disk would require a
very large local memory in order to balance the total system.

Replacement of the current PEM is more straight-forward since one need only
consider RAM devices. Because of the processing speed requirements, statiec
devices with access times less than 200 nanoseconds are considered. The
use of a high density, dynamic RAM chip for the local memory is an
interesting alternative if memory size is more important than access speed.

For the Tlliac file storage system, disk technology is the preferred medium
because of the attractive cost per bit. The major question to be resolved
in this area is the transfer rate between the file storage system and the
array; since a high transfer rate is required (unless multiple users can
reside in the extended memory simultaneously), either a high performance
buffer is needed or the entire file storage system must have sufficient
performance to act as an on-line buffer storage between the array memory
and the archival memory system of the installation.
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iVv.A.1. Disk Technology

There are two types of dasks: moving head and fixed head. The main
differences between the two are that moving head disks have a more complex
mechanical assembly (and hence a poorer reliability record), significantly
less cost per bit, and a higher density of data per unit volume; however,
fixed head disks, with a greater number of read/write heads, have a greater
potential for much  higher bandwidth (although it would require
modifications to the commercially available disks to realize this
potential). The high latency time and low transfer rate of disk technology
make most commercially available disks poor choices for <the extended
memory, but special high performance disks could be used in connection with
a very large local memory.

If disk technology is used for the extended memory, the drives would have
to be synchronized as are the current disk drives. This would require
special hardware for this purpose, as the need for synchronized disks
rarely arises in the commercial market. An alternative would be to supply
each disk with a track buffer capable of holding an entire track of a disk.
The disadvantage of this approach is that changing tracks incurs the full
latency time of the device. In addition, this approach implies a page size
equal bto the track capacity, which in turn implies the need for a larger
local memory for the Illiac.

Iv.A.t.a. Moving Head Disks

Two types of moving head disks will be considered. The first type is the
familiar serial transfer IBM style drives which provide transfer rates up
to 10 megabits per second. The second type i= a more specialized unit with
multiple read/write amplifiers to effect a parallel transfer capability up
to 87 megabits per second.
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Iv.A.1.a.i, Serial Transfer Disks

Manufacturers: CDC 8uy-21
AMPEX DM9300
CalComp Trident series
ISS 7833
STC 8350 mod A2
Read/Write Data Rate: 10 megabits/sec (for 330 compatible disks)

Maximum Latency: 16.7 milliseconds rotation

55 milliseconds maximum sSeek time
Power Consumption: 300 watts/drive
System Bandwidth: 0.160 gigabits/sec (16 drives)

0.64 gigabits/sec (64 drives)
System Price: 0.0015 cents per bit

$35,000 per disk, drive and controller
Reliability: 3000 hours mean time between failures

The major advantages of moving head disk technology is the low cost per bit
and the availability of a standard (IBM 3330 or IBM 3333 compatible). If
these disks were used for the extended memory, the moving head drive could
aignificantly complicate disk mapping problems by introducing an additional
mapping dimension with a different latency behavior. This additional
latency and complexity could be counteracted by a local memory large enough
to reduce the number of required accesses (and hence the total latency
time). The bandwidth of using sixteen 300 megabyte drives is only 160
megabits per second where a higher bandwidth is more appropriate. Given
the reliability of moving head disks, it is inadvisable to increase the
number of drives in order to increase the bandwidth.

IV.A.1.a.ii. Parallel Transfer Disks

Manufacturers: CDC 819-2
Ampex DMP-9309
Read/Write Data Rate: 87 megabits/sec (for DMI30X)

Maximum Latency: 16.7 milliseconds rotation

55 milliseconds maximum seek time
Power Consumption: 400 watis/drive
System Bandwidth: 0.340 gigabits/sec (U4 drives)
System Price: 0.004 cents per bit

$85,000 per drive and controller
Reliability: 2500 hours mean time between failures

An alternative to the serial transfer disks would be to use the more
expensive CDC B819-2 with a 38 megabit per second data rate per drive.
Sixteen of these drives would give a more respectable 608 megabits per
second system bandwidth. The penalty here is a more than doubling of the
price per bit.
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An even more attractive alternative is the Ampex DM930X Parallel Transfer
Drive. This recently announced product is a single spindle, direct access
storage device which uses a standard IBM 3336 Mod II-type removable disk
pack and contains 815 cylinders of 19 data tracks. Each data track has a
capacity of 161,000 bits. When formatted, the capacity is about 144,000
bits. Data transfer is accomplished using nine heads simultaneously
(optionally six or four) for a transfer rate of 87 megabits/second. The
maximum data skew is 128 bits. The maximum rotational latency is 16.7
milliseconds (8.35 milliseconds average) and the maximum seek latency 1s 55
milliseconds (28 milliseconds average). Drives c¢an be synchronized by
providing a clocked AC power scurce from the controller which synchronizes
the drives on the index pulse. The base price for each Ampex DMP-9309
drive is projected to be $45,000. Deliveries are scheduled to begin in the
fall of 1978.

IV.A.1.b. Fixed Head Disks

Manufacturer: Amcomp 8500
Read/write Data Rate: 8.7 megabits per second
Maximum Latency: 17.2 milliseconds
Power Cosumption: 350 watts per drive
System Bandwidth: 0.139 gigabits per second (16 drives)
0.556 gigabits per second (64 drives)
System price: 0.2 cents per bit
$35,000 per disk, drive and controller
Reliability: 10,000 hours mean time between failures per disk

Fixed nhead disk technology has not made great strides in recent years due
in part to diminished market demand and to technological limitations. It
is still price competitive with solid state technology (such as CCD and
RAM) and will remain so0 for +the near-term future. Recently, however,
moving head disk technology has eroded the fixed head disk market as users
found ways to circumvent seek latences with overlapped seek and space
allocation algorithms. There is no standard for fixed head disk drives (de
facto or otherwise) so procuring fixed head disks as a system component
entails commitment to a single supplier.

IV.A.2. Solid State Rotating Devices

There are two Lypes of solid state memory technologies which have access
characteristics similar to disks in that accessing requires a latency
period while the requested data 1s positioned under a read/write sensing
device. These memory technologles are magnetic bubbles and charged coupled
devices (CCDs). Compared with disk latency, the dramatic decrease in
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latency of these two types of memory devices make them outstanding choices
for the extended memory. Their cost per bit precludes them from serving as
the media for the file system. CCD has preference over magnetic bubbles on
a performance bagis.

Iv.A.2.a. Charged Coupled Devices

Manufacturers: Intel 2464
Fairchild CCDU6Y
Texas Instruments TMS3064

Organization: 6l Kbits as 2 loop structure
Read/Write Data Rate: 2.5 megabits per second per chip
Maximum Latency: 260 microseconds {2464 only)
Power consumption: 75-300 milliwatt per device
Natural Bandwidth: 2.56 gigabits per second

System price: 0.05 cents per bit

CCD offers a system bandwidth comparable to a random access memory at a
price significantly less. The power consumption per bait is also much less.
The latency, however, 18 still two orders of magnitude greater than a
random access memory, limiting its usefulness %o wmulti-word transfer
situations (such as the extended memory).

In mid-1978 CCD will be available with TTL compatible inputs and outputs
{(the 1Intel 2464, for example) and with simple clocking schemes. The
availability of CCD devices should be good in comparison to other solid
state memory devices due to the gredter tolerance CCD has to
crystallographic faults and the fewer masking steps than are required to
fabricate RAM devices. A distinet disadvantage to CCD technology as it
exists now is the lack of industry-wide standardization. The three CCD
chips 1listed above, for example, are non-interchangable, although each of
these manufacturers has designated a secondary source for its device. To
date, secondary sources for CCD devices have not been particularly active,
but this is expected to change with the anticipated market demand for 64K
CCD devices.

CCD can be thought of as a rotating drum memory with 256 bits per track and
256 tracks (the organization of Intel's 2464, for example). A read or
write can be accomplished in a page mode at one position across tracks at a
rate of 2.5 megabits per second or in a serial mode by track at the rate of
one megabit per second. Page mode 1I/0 operation consumes the least power
and is the recommended method for using CCD devices in general. Of the
three chips listed above, only Intel and Fairchild chips have page mode.
Spurious error rates in CCD have been very high, and industry sources
suggest that a memory system using CCD components should be pericdically
re-written using one bit error correction circuitry to correct any bits
that might have failed. Even if spurious error rates do not necessitate
this action, error correction logic should be used for all I/0 operation to
maintain a high system mean time between failure.
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IV.A.2.b. Magnetic Bubble Memories

Manufacturer: Texas Instruments TBM0103
Organization: g2K bit as 157 by 144

Read/Write Data Rate: 50 kilobits per second per device
Maximum Latency: 8 milliseconds

Power Consumption: 0 - 1.5 watts per device

System Bandwidth: 51.2 megabits per second

System Price: 0.05 cents per bit

Magnetic bubble memories are a non-volatile storage medium which, like CCD,
appear to have a drum-like organization. The data rate and latency are
more than an order of magnitude slower than CCD. The price per bit is
roughly comparable to CCD at the present time but is expected to be
gomewhat less in the near future.

The primary attractiveness of magnetic bubble memory is its non-volatility;
this characteristic is not relevant for the extended memory since this
memory is not required to retain information in the absence of power. The
slow transfer rate of the device means it would be necessary to multiplex
the deviece by a large factor in order to meet the projected bandwidth
requirements of the extended memory. Magnetic bubble memories are still in
pilot production with limited availability from the manufacturers. No
standard exists so devices will probably not have a second source in the
time frame of this study.

In summation, magnetic bubble memory is not a viable cheoice for the memory
technology in any of the memory components of the Illiac system.

IV.A.3. Random Access Memories

Semiconductor technology is also used to make randomly accessible memory
devices (RAMs). For the purpose of thisz study there are two (mutually
exclusive) characteristics of memory devices which make RAMs of Iinterest
for use in the Illiac memory system: high speed memory (bipolar memory
technology) and high density memory (NMOS technology). The high speed
memory is of interest to support the high speed of the Illiac processor;
the high density memory generally is the least expensive on a cost per bit
basis and is therefore attractive for large memories.
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IV.A.3.a. Static Bipolar and Short Channel NMOS Memories

Manufacturer: Fairchild 93470 (bipolar)

Intel 2147 (Short Channel NMOS)
Organization: U096 bits by I
Read/Write Data Time: 50 nanoseconds
Power Consumption: 800 milliwats per device
System Price: 0.4 cents per bdit

Bipolar and short channel NMOS memory chips offer about twice the speed of
standard NMOS memories of comparable size, at about four times the cost.
The only memory component which requires such speed, and can tolerate such
cost because of its small size, is the local processor memory. The speeds
of the above devices, for example, are sufficient to meet the performance
constraints of a 16 megahertz Illiac clock. Faster devices are available
(with lower density), but the additional speed cannot be used to advantage
by the processor.

IV.A.3.b. Dynamic NMOS Memory Chips

Manufacturers: Mostek MEL116-2
Intel 2116-=2
Texas Instruments 4116

Organization: 16384 by 1

Read/Write Data Time: 150/375 nanoseconds

Power Consumption: 20-U62 milliwatts per device

System Bandwidth: 2.7 gigabits per second (16 modules,
non-interleaved)

System price: 0.1 cents per bit

Manufacturers have been producing 16K NMOS dynamic RAMs for nearly one
year. Production volume has lagged demand by a significant margin and this
is expected to continue until 1979. This means that a dramatic decrease in
price per bit should not be expected over the next year. Like CCD, NMOS
menories are subject to spurious bit errors so that error correction
circuitry must be incorporated in any large NMOS system to ensure reliable
performance. Periodically rewriting data through the error eircuitry would
probably not be necessary due to the short life-time of the data (a maximum
of two hours on the exftended memory).

Dynamic RAM provides a moderately priced solution to large memory systems
that must have both high bandwidth and very low latency. If access to such
a memory system is expected to be sixty-four or fewer words ©per access,
then dynamic RAM is a very attractive choice. Dynamic RAM has also become
standardized with several manufacturers making compatible devices, thus
insuring availability of vendors for system components and spares. This
also ensures vigorous price competition after manufacturers have saturated
market demand.
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If 16K dynamic RAMs are used to replace the local memory of the processor,
page mode accessing can produce a significant savings in eycle time. This
can be illustrated with the Mostek chip. This deviece has a read access
time of 150 nanoseconds and a cyele time of 375 nanoseconds. This means
that the first access can be made in 150 nanoseconds but that subsequent
accesses to the same device would take 375 nanoseconds. In order to
improve subsequent accesses, a special page mode is provided. Page mode
allows subsequent reads to take place in only 170 nanoseconds if the
addresses are in the same row (128 bit segment) of the device. Similarly,
the first write in page mode takes 95 nanoseconds with a subsegquent writes
into the same row taking 170 nanoseconds each. Another advantage of page
mede is a thirty per cent decrease in power consumption. A disadvantage to
using dynamic devices for the local memory is the refresh requirement.
This must either be done on a piece-meal basis, say every 16 clocks, or by
having the control unit stop processing periodically (every 2 milliseconds)
and wait for retfresh (which takes U8 microseconds). Block refresh time
thus accounts for about 2.5 per cent of the time (which cannot be
overlapped with computing unless a separate memory is available which does
not require refreshing). Interspersing refresh with other instructions
which do not access memory requires modifications to the control unit which
are more complex than those required for block refresh.

IV.A.3.¢c. Core Memories

Manufacturer: Ampex Megastore

Organization: 250K by 20 bit word modules

Read/Write Data Rate: 500K 20-bit words/second

Maximum Latency: 2.5 microseconds

System Bandwidth: 1.6 gigabits/second (4-way interleaved, 16 modules)
System Price: 0.1 cents bit or less

System MIBF: 290 hours without SEC/DED

The Ampex Megastore is a magnetic core based technology where the '"cores"
are punched out of a magnetic tape-like medium. The basic building block
is a 250Kx20-bit module which measures 17x719x1.5 inches. Two hundred and
forty of these modules would be requires for 16M words. The current speed
is 2 microseconds access and 2.5 microseconds cycle but systems are usually
4} to 8-way interleaved to effect a higher transfer rate.

Modules have a calculated mean time between failures (MIBF) of 14,000 hours
but current f{ield experience indicates 5 to 7 times this figure may he more
appropriate. A system of 240 modules with 5 times the 14,000 hour/module
failure rate would have a system MTBF of 240 hours. This indicates that
error correction might not be required. If the reliability is cleser to
the calculated value then some error correction capability would definitely
be required. Error correction in this instance is complicated by the fact
that these memories commonly have a 4 adjacent bit failure mode rather than
the single bit failure mechanism usually associated with random access



Illiac Memory System 72
IV.A. Technology Survey

memories. This means that a system module would have to contain four error
correction circuits accross a 288-bit word (four 72-bit words) where each
group of four adjacent bits from the same board would be mapped into four
separate 72-bit words.

The ecircuit cards cost about $5,000 each but a system of the size
envisioned might be significantly less than the calculated 0.1 cents per
bit. Systems have been in the field for over one year and no significant
problems are anticipated in the construction of a sixteen miliion word
system. A six %o twelve month delivery schedule (depending on whether the
Institute is willing to wait for faster units) should be expected.

Such a memory might be considered as an alternative to the use of dynamic
NMMOS memory chips. This technology avoids the complexities of refresh and
the power consumption is less. The system cost would be comparable. The
major drawback to its use 13 the higher latency in accessing this memory,
but this may not be significant.

IV.A.45. Concluding Remarks

Either UK statie RAMs or 16K dynamic RAMs are well suited for use in the
local memory: the former would give the maximum speed while increasing the
capacity while the latter would, within the current board space, allow the
local memory %o reach its limit of four million words. For the extended
memory three technologies are attractive: high performance (parallel
transfer) disks give the greatest capacity, RAM devices give the greatest
flexibilaity and performance, and CCDs give an attractive intermediate
solution between these two extremes. For the on-line file memory, high
performance disks provide the greatest capability for efficient utilization
of the computing resources of the Jlliac system.

The choice of a memory technology for a particular system component rests
not only on pertormance characteristes and price per bit, but also on
availability in the marketplace. This is true not only with respect to
initial procurement, but also in regard to the expected lifetime of the
memory component. There are several aspects to this. For example, the
current Illiac extended memory is no longer supported by its original
manufacturer and this has exacerbated its maintenance problems. Thus one
clearly wants to choose a memory technology which will be commercially
viable. It appears that all of the fechnologies considered above will be
commercially supported during the expected lifetime of the memory system so
that maintenance of the memory system will not be complicated by the lack
of support by the industry.
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IV.B. System Component Alternatives

This section presents various architectures and implementations for major
system components in the Illiac memory system. The components are the
processor's local memory and extended memory and the Illiac file system.
Two alternatives for the local memory are discussed: one using a BK static
memory chip and the other using a 16K dynamie memory chip. Both
alternatives represent the current state-of-the-art for their respective
technologies.

For the extended memory, three approaches meet the performance demands
required of this system component. Two of the technologies are solid state
technologies: Charged-Coupled Devices and random access memory chips. The
other 13 based on a high performance disk recently announced. The solid
state memories have the advantage of being easy to repair (basically chip
or card replacement); the disk is based on a standard commercial family of
disks and so should be easier to maintain than the current I4DM, which is
no longer commercially supported. All three memories have error detection
and correction so that reliability should not be an issue.

The final system component to be dicussed is the on-line file system. This
memory will use disks because of the advantageous cost per bit for this
storage medium. For the purposes of discussion, the high performance disk
used in the above proposed extended memory will alsc be used in this
component, largely because this memory may be required to hold the active
data base of a few of the problems which will be run on the Illiae, and
hence high performance will be necessary. The wmain function of this
memory, however, would be to buffer transfers of Illiac files between the
processor and the support system. In addition, it could also be used to
hold back-up or re-start dumps for programs and intermediate results to be
used in multiple~run Illiac Jobs. Thus this memory will have a file
mechanism associated with it, and a description of a proposed Illiac file
system constitutes the bulk of the discussion about the on-line file
memory.
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IV.B.1. Local Memory Replacements

The major options involved in the replacement of the PE memories are the
choice of memory chips and the inclusion of error correction circuitry.
Since the PE uses the same register to communicate both address and data to
the memory, the memory response time is limited to two cycles -~ the first
for the address and the second for the data. Given the pessibility of a
sixteen megahertz clock cycle, this means that memory chips with a system
eycle time of under 120 nanoseconds would provide as high performance
memory as the processor will be capable of using. Currently a few bipolar
and specially selected NMOS memory chips meet this requirement with an
integration 1level of 4096 bits per chip at a cost of around $20 per chip.
The next two years should show an increase in the number of devices meeting
the speed requirements as well as a drop in prices. Of course, slower
chips could be used —- the current Illiac memory is treated as an ten-cycle
memory, for example, The result in using slower chips would be less
performance, but the cost per bit would be less and the level of
integration (and therefore total size of the memory)} could be greater.

Systems constructed from many components exhibit failures, and the larger
the number of components, the more frequent and hence more noticable these
failures become. For memory systems, techniques have been developed to
detect and correct a high percentage of the most frequent types of memory
failures; the major question is deciding the size of memory which requires
that these techniques be employed. Initial field experience with the
CRAY-1 computer suggests that for memories constructed out of solid-state
RAMs it may be necessary to have error correction in systems with as few as
32 thousand chips. More recent field experience with the Cray-1 memory
shows that semiconductor memory can be very reliable, to the point of not
requiring error correction; the publicity accorded to the initial Los
Alamos experience, however, makes it unlikely that another Cray-1 will be
built without error correction. On the other hand, 32 thousand is the
number of chips in the present Illiac local memory, and the current memory
is not a major source of system errors. In addition, as the semiconductor
industry develops its expertise in designing and fabricating memory chips,
the reliability of successive products tend to reflect this experience in
improved reliability, although this trend has in +the past been
counter-balanced whenever new fabrication techniques are adopted and when
the geometries of the devices reach critical dimensions. In short, it
appears that the 16K RAM chips are dramatically more reliabile <than the
preceding UK and lesser density chips, even on a chip to chip comparison
basis (rather than an error per bit comparison basis). In any event, this
section assumes that a local memory of eight to sixteen thousand 4K chips
will not require error correction, but larger systems should have this
capability. A1l memory replacements will have the excess storage capacity
for error correction, however, so that if this capability is added later,
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only the error correction logic circuitry will have to be added (in the
Memory Service Unit). The cost of this extra storage is about 12 percent

since this is the amount of redundancy that is required for error
correction.

Two types of PE memory replacements are described. The first uses UK
static RAM chips and behaves as the current PE memory does; it is therefore
viewed as a simple memory replacement, and the only change visible to the
user is a change in the size of memory. The other type uses 16K dynamic
RAMs, and since this type of memory chip behaves differently in this
context, both from the user's point of view and the system's point of view,
more detail will be given to its implementation and mode of use.

Although the electronics are in place to support a 16-bit PE addressing
capability, only 11-bit addresses are currently implemented. To increase
the addressing capabiliiy, 15 wires and 5 terminators must be added to the
Memory Service Unit. This requires about three hours per PE. Since the
cabinet power must be shut off to make these modifications and since such
an action is quite disruptive of the normal array operation, even after
power is restored, this task should be done only on a spare basis or during
scheduled power shut-down of +the array {(during the annual year end
shut-down, for example).

The following contribute to the cost of replacing PE memory: design cost,
chip cost, memory board cost, back-plane cost, and error correction cost.
Design cost is estimated at $35,000 per board type; chip costs vary with
quantity purchased as well as date of purchase: the costs used here are for
bulk quantity procurred during late 1978. The costs of memory boards,
including fabrication and mounting c¢hips, also vary with design and are
estimated at $500 per fully loaded board, $350 for a half-loaded board, and
$250 for boards which are less than half-loaded. The cost for error
correction is estimated at $60,000 for design and $200,000 for fabrication.

For all alternatives desecribed below, it is expected that the current air
conditioning is sufficient to dissipate the additional heat generated by
the PE memory replacements and that current power supplies are adequate.

IV.B.t.a. Local Memory Using UK Static RAM Chips

The current 4K static RAM chips are organized as 4K by 1 bit, thus using a
chip for a bit slice of a PEM yields a minimum sized replacement of hK
words per PE or a total PEM size of 256 thousand words. Such a replacement
would require 5000 chips at about $25 per chip and 300 memory boards at
approximately $250 per board. Allowing $35,000 for design costs, this
memory would cost approximately $235,000.
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Doubling the number of chips would gaive a half-million word PEM. The only
difference between this alternative and the previous one is the number of
chips. Ten thousand chips at a cost of about $20 per chip would mean that
this memory would cost about $310,000.

One and two million word memories using UK stabtic RAM chips would require
error correction for an additional cost of $260,000. This is offset
somewhat by the declining cost per c¢hip when purchased in substantial
quantities. Twenty thousand chips at $16 per chip would be required for a
one million word memory, and forty thousand chips at about $12 per chip
would be required for a two million word memory. Also, the boards
themselves will be more costly to manufacture because of the additional
number of chips on each board; it is estimated that for the one million
word memory this fabrication cost will be $350 per board and for the two
million word memory about $500 per board. In addition, new PEM backplanes
would be required at a cost of about $35,000. Thus the total cost for a
one million word PEM is estimated at approximately $755,000 and for a two
million word PEM about $960,000.

In the 1980 time frame, the chip cost would be about half that used above.
Thus a 256 thousand word PEM would cost about $160,000, the half million
word PEM replacement about $300,000, the miliion word PEM about $600,000
and the two million word PEM approximately $725,000.

IV.B.1.b. Local Memory Using 16K Dynamic RAM Chips

The use of dynamic memory chips introduces several characteristics which
are absent in memories which use static chips. Most obvious is the need to
refresh the dynamic memories and the more complex control ecircuitry to
support refresh. In addition, dynamic memories are generally slower. On
the other hand, greater integration is possible with dynamic memories, and
the cost per bit is lower than for static memories.

For the Illiac application, the refresh requirement can be met in several
ways. One approach is to assign every sixteenth clock cycle to memory
refresh. Thus if there is an instruction being executed during such a
cycle which does not reference the memory, then it can be executed
gimultaneously with the refreshing mechanism, otherwise it will remain inm
the FINST queue until the memory is available. There is already in place
in the CU the mechanism which will support such scheduling: the scoreboard
unit. By suitable modification of the CU to keep track of the appropriate
eyele to refresh and the memory address to be refreshed, this method of
memory refresh would have the least impact on processor performance. A4
simpler method would be to interrupt the control unit periodically ¢to
'refresh the entire memory en masse. Although this would have notieable

impact on array performance ({degrading computing rate by about five
percent), it is simpler to implement since it requires only that %the
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interrupt mechanism already in the control unit be brought to an
operational status.

Replacing the current 256-bit chips with 16K chips allows for a sixteen
million word PEM, however the address register being only 16 bits limits
the memory to four million words. For a memory of four million words,
error correction circuiry may be needed, at a cost of $160,000. Design of
the memory boards is estimated at $35,000 and the cost of the PEM
backplanes is approximately $35,000. A four million word memory requires
20,000 chips at a cost of azbout $20 each, plus 300 memory boards which cost
about $250 to fabricate and load with memory chips. Thus a four million
word memory would cost approximately $800,000.

The dynamic memory chips are slower than the current memory chips now in
the Illiae, thus if the Illiac memory is operating at its maximum speed
{presumably by the end of this year), installing a memory based on dynamic
chips will cause a decrease in performance unless suitable steps are taken-
One possibility is to use the special page mode feature of some dynamic RAM
chips. This can be deseribed briefly as follows. RAM chips are organized
as a matrix of bits. To access a memory bit, one first selects a row and
this row is loaded into an internal memory buffer. Next one selects a bit
in this internal buffer to be accessed. If the next memory reference is to
this same row, then the first part of the sequence can be omitted, and
therefore references require less time.

For the user, this process would appear as Tfollows. The array memory
consists of a collection of memory banks or modules. Access to any module
brings a page into a most favored page status. Subsequent accesses to that
Same page can be made at a much faster rate than to a different page in
that same module, provided the access is made within 64 memory cycles.
Keeping ¢track of which memory addresses can be accessed rapidly is a
function which could be automated by a compiler (using the rule of thumb of
when in doubt, assume not). In order for this feature to be transparent to
previously compiled programs, the hardware implementation must be
compatbible with the current instruction set. The method chosen for this
study was to add twelve instructions to the existing instruction set which
take only four cyeles to fetch operands from memory in page mode--all the
existing instructions which reference PEM are assumed to require eight
cycles to feteh operands from the memory. (this is, of course, the current
memory performance.) The twelve new instructions would be floating-point
add, subtract, multiply and divide (normalized and rounded), and the four
load and four store instructions: to the A, B, X and R registers.

Simulations have been performed on the expected behavior of such a
two-access speed memory. One simulation was a million-point, two
dimensional Fast Fourier Transform. The result of this simulation was that
59 percent of the memory references could have been made in the fast access
mode. This would represent a savings of up to 12 seconds (depending wupon
how much memory accessing could be overlapped with computing) out of a
total run time between 60 and 120 seconds (extrapolating from current
Illiac performance and allowing for processor speed improvements). The
percentage of fast accesses was greater in the data re-configuration phases
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of the algorithm (up to 72 per cent), but this accounts for less than one
percent of the compute time of the algorithm. As another example, an
examination of the TRES code (described in section III.B.1) showed that all
but 0.1% of the memory accesses could be performed in the fast mode. Thus
the speed improvement for this particular application could be as much as
25%. This points up how application-dependent the performance of this type
of memory would be. In both c¢ases, it is interesting to note the
relatively modest increase in processor speed which can be expected from
this approach. Thus the additional complexity of adding new instructions
and keeping track of page activity (either in software or by the
programmer} does not seem to be justified on the basis of an expected speed
improvement of only ten to twenty percent.

The schedule for implementing an enhanced PEM contans three tasks in
addition ,to modifying the PE addressing lines. The first is the design of
the memory boards and support facilities. This is estimated to take six
months. Next there follows a procurement cycle of from four to nine
months. The final phase involves the actual fabrication and is estimated
to take a minimum of nine months. Thus the total schedule requires from
nineteen to twenty four months before the memory is ready for installation
and testing. Installation could be performed incrementally, but the entire
modification to the control unit for timing memory references will have to
be complete before the first PEM modification. Testing and installation is
expected to extend over six months.

IV.B.1.ec. Discussion

The major advantage of using a2 4K chip in the PEM replacement is that the
speed is sufficient to mateh the processor requirements. In addition, for
half a million or one million word memory, the ecost is $300,000 and
$600,000, respectively, and the system impact is negligible -- essentially
this approach is a board for board replacement and the addition of some PE
backplane wires. It has the further advantage of accomplishing what will
probably be done for general maintenance purposes during the early 1980s
anyway, namely the replacement of the PE memory boards themselves.
However, it is still necessary to address the IYDM replacement and the size
of local memeory suggest that an extended memory using either CCD or RAM
will be required. '

Using a 16K dynamic chip for the PE memory makes a four million word memory
feasible. Many of the current codes could run effectively core-contained,
and such a large memory could supply buffer areas. large enough to hide the
latency of a disk based extended memory for those programs requiring much
larger memories. In addition, provision must be made in the control unit
to accomodate memory refresh, either implementing the interrupt mechanism
or using a more elgborate mechanism. Dynamic chips are slower (but still
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slightly faster than the current PEM is now being used) and require more
support electronices for their use than static RAMS. The Dbasic chip
performance could be improved by a factor of two by using page mode, but
this would entail altering the control unit for decoding additinal
instructions and modifying compilers to exploit these new features. Since
simulation results suggest that in practice page mode would increase
processor performance by less than twenty percent, this additional
complexity seems unwarranted.

Both of these approaches are well within the state-of-the-art for memory
technology and at least one vendor has expressed an interest in bidding on
a procurement should the Institute elect one of these alternatives.

IvV.B.2. Extended Memory Replacements

Three technologies can be used to implement a replacement for the THDM:
Charged-Coupled Devices, random access semiconductor devices and high
performance disks. This sub-section presents conceptual designs of several
memory systems in order to indicate the feasibility of using such devices
and %o indicate the expected system performance characteristics that are
possible. Each memory alternative has the minimum performance
characteristics specified in Chapter III as required of the extended memory
of the Tlliac systenm.

IV.B.2.a. Charged-Coupled Devices for Extended Memory

Charged-Coupled Devices (CCDs) are an attractive choice for implementing
the extended memory of the Illiac mnemory system since their maximum
latency, typically one millisecond, is a factor of forty better than the
current I4DM, and thus a CCD extended memory would significantly reduce the
major programming difficulty in using the Illiac., In addition, 1ts cost
per bit, in delivered memory systems from commercial vendors, makes a
sixteen million word extended memory fiscally attractive in the 1979 time
frame, and a sixty-six million word memory fiscally possible in the 1980
time frame. On the other hand, CCD memories have not yet been delivered
using the 64K chip that this application would require, although this
situation will change during this year.

This sub-section describes two approaches in using CCD memories for the
extended memory. The first is a simple disk replacement: the philosophy
behind this alternative is to have the least system impact and simplest
possible implementation of a replacement for the current IiDM. The second
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approach is to design a CCD-based external memory without the artifiecial
constraint of compatibility with the current 1I/0 sub-system. These two
alternatives are presented in turn, One might note that the modules
acquired for the first alternative could be specified so that they could be
used in the second alternative at a later date. This approach may be
attractive 1if the Institute elects to perform the bulk of the interfacing.
On the other hand, at least one vendor has expressed an interest in
supplying both memory and interface for the second approach, thereby
relieving the Institute of a major design and fabrication task.

IvV.B.2.a.i. CCD as a Disk Replacement

An I4DM replacement with the least system impact would be one that directly
plugs into the Disk File Controller {(DFC) and replaces the Electronics Unit
(EU) and its associated disk drives (see Figure IV.1). The EUs contain the
analog electronics and the data de-skewing registers for the disk drives.
Each EU handles up to eight drives. Replacement of only the disk drives
would involve creation and reception of 128 analog signals per unit. This
approach would reduce the generality of the replacement module and be
expensive to implement; therefore it is not recommended.

Replacement of the DFC and interfacing the replacement at the PE cabinet
will be considered in sub-section IV.B.2.a.ii. Replacement of the DFC will
have significant software impact and if one is to take full advantage of
the CCD memory characteristics it will have a major hardware impact as
well.

The EU delivers and receives data on 384 (3x128) bi-directional data lines
to the DFC, A CCD replacement for the EU and the disk drives would have to
provide a compatible data pathway unless the DFC were modified to accept a
smaller word width. The DFC interface to the EU is a three-way
multiplexor/demultiplexor which reduces to a 128-bit word width; thus the
.DFC logic could be modified sSo that the multiplexor/demultiplexor is
bypassed if it were found to be inconvenient to design the CCD memory
system for a 384-bit word width or if a commercial system is availabie
which delivers a 128-bit word. Since this possibility involves DFC changes
which would severely impact current system hardware, it should not be
conzidered as a simple plug~compatible replacement.

The current SU (disk) organization is 512 tracks per drive (256 tracks on
each side). It is organized as four bands of 128~bit parallel words. Each
band in turn is made up of 1200 sectors, each sector containing 128-bit
words. It currently takes 32 microseconds to read a sector with an average
access time due to rotational latency of 19.6 milliseconds (if storage
layout on the disk is not taken into account in issuing read/write
requests). The current address space allows four bits for drive selection,
two bits for band selection and eleven bits for sector selection; thus a
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total of seventeen bits are available to address any sector {and therefore
128K sectors can be addressed). The current hardware does not utilize this
address space since only 1200 rather than 2048 sectors are available per
band. A relatively minor modification to the DFC should allow both formats
so that the EU replacement may be expanded to 33.5 million words. This
assumes that the current sector size of 128 words 1= maintained and that
the already implemented DFC select bit is used to extend the number of
addressable sectors to 256K.

A Fairchild CCD46Y4 64K-bit CCD memory chip is currently available and will
be used for the purpose of this discussion as a building block for a
representative disk replacement system. This device is organized as 16
addressable 4096-bit 1loops. It can be read or written at a rate of from
one to four megahertz; this could handle the current disk data rate of four
megahertz per track although multiplexing may be required if the high clock
rate cannot be achieved in the delivered system. The 4096-bit loop can be
sub-divided into 31 sectors of 129 bits each (128 plus parity). Four chips
of 16 addressable lines each would make one band of one bit width or 1984
sectors. Straight-forward software and hardware changes would be required
to address more than 1200 sectors per band but the required eleven-bit
registers are already in place.

Ideally a memory card which is in a system with single-bit error detection
and double-bit error correction (SEC/DED) will have only one bit of a word
on it so that if any chip on the card fails the system will continue to
perform properly. In fact, the ecard (if designed properly) could be
replaced while the system is operating without affecting 'system
performance. Commercially available modules are not usually designed in
this manner since it is desirable to be able to use memory boards to build
small systems as well as large system. One such commercially viable module
might be BYK by 36 bits and such a module will be used for subsequent
discussion. To make a four megaword unit, 128 such cards are necessary
along with the appropriate control logic and SEC/DED (see Figure IV.2). A
cabinet T2 inches high by 40 inches wide by 22 inches deep would provide
3968K words of 128 bits each (including longitudinal points on every 128
words):; this could be used as a unit in the extended memory. Thus each
module would provide 128~bit words to either an EU replacement unit or to a
Memory Unit Controller (MUC).

Internally each cabinet or Memory Unit (MU) contains 128 modules of 64K by
36 bit memories (individual circuit cards), each with its own chip and loop
selection logic {see Figure IV.3). A selected loop is read continucusly
unless a write operation commences. All devices in a module are enabled so
that they recirculate and refresh in place with the active loop.

A write into an MU would begin upon an address match. Data would be
received on 128 bi-directional data lines which pass through a Hamming code
and parity generator (SEC/DED code) into a data register of 128 data bits,
14 Hamming code bits and 2 parity bits (144 bits in all). Each 32-bit
halfword in the data register would be routed to a separate memory module
where it would be clocked into the active loop of the selected chip. Each
succeeding word on the data lines would be similarly handled.
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A read from a memory module would, on an address match, send out 36 bits of
data per clock into its respective position in a 14U4-bit register. This
data is checked by a Hamming Code checker. When errors are corrected, the
module in which the failed bit occurred is logged and an indicator on that
module is activated to indicate to maintenance personnel that an error
oceurred on that module. A one-shot timer could be started so that the
occurrance of a second error in the timer window would be treated as prima
facie evidence of a chip malfunction. This would eatch all hard errors and
soft errors of high frequency. If SEC/DED fails, the uncorrectable error
line is activated and the relevant information is sent to the MUC.

The Memory Unit Controller (MUC) is needed to provide the interface to the
Disk File Controller (DFC), the Disk File Descriptor Controller (DFDC) and
the MUs (see Figure IV.4). The MUs wmust provide a 128-bit data pathway of
512 megabits per second transfer rate. Any one of four MUs may be selected
for a given I1/0 operation. Only one MU need be operational for the system
to be working. A read operation would take successive three word groups
from the selected MU and demultiplex them across the 384-bit data register
to the DFC. A write operation would multiplex the three 128-bit words of
the 384 bhit register onto one 128-bit wide bus. This bus would provide a
data pathway to a selected MU.

When the MUC is in read address mode (signal DRA from DFDC) the 12 bit
sector address is selected instead of the data and this is presented on DFC
data lines D000-DO11, DO16-D027, etec., up to D304-D316 to represent
addresses on SUO0 through 3U15. Since a master clock in the MUC is used by
all MiUs the sector address will be identical for all emulated 3SUs. Since
the CCD replacement for the SU has only 31 sectors worth of storage in a
loop, there are two alternatives for acceasing a sector. The first is that
several 1loops must be stepped through to reach the desired sector. A
second alternative is to take the information from the DFDC queuer 1) to
establish the remainder of the sector address, 2) to select the appropriate
loop or chip and 3) to present that address to the DFC. The latter course
is chosen since the first course would entail latency equivalent to the
current IADM. Hardware changes are necessary to the DFDC querer to obtain
this information, but they should not be difficult to accomplish. Chip,
loop and MU selection may be developed from the DFC select bits, TS1 and
TS2 band selection, and the querer, or perhaps all the information may be
taken directly from the querer.

The cost for the initial MU module ({inecluding SEC/DED) will be about
$350,000. The MUC will cost about- $200,000. The total system of 32
million words would cost about $1.4 million but an initial 8 million word
system, expandable to 32 million words, would cost only $550,000 and an
initial 16 million word system would cost about $880,000.

The system reliability of a 16 million word memory can be approximated by
calculating the probapility of a double error in a given word of an MU.
Since hard CCD failures are usually catastrophic (that is, a 1loop or an
entire chip fails rather than a single bit fails), calculation will not be
refined to consider partial device failures. Considering a combined hard
and spurious failure rate of 1 per thousand hours per device (soft error
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rates are expected to be extremely high), the mean time before failure of
an MU without SEC/DED is approximately 0.1 hours.

SEC/DED applied in the normal fashion would not alleviate this problen.
If, however, the entire memory is refreshed through the SEC/DED circuitry
every few minutes, a different picture emerges. If an entire memory of
sixteen million words is 'scrubbed" every 10 minutes, fthe system
reliability due to memory components only would be one catastrophic failure
every 8,800 hours (see Table IV.1 for calculations).

These reliability calculations assume that 1) failure rates in chips per
hours can be treated as the probabilities that a given chip will fail;
2) the system contains 16 million 72-bit words;. 3) refresh is through
SEC/DED for the entire memory at a rate of once every 10 minutes (refresh
takes approximately one second); 4) the probability of a soft failure for
a device is 0.1 percent per hour; 5) the probability of a hard failure for
a device is 0.0001 percent per hour; 6) soft failures affect only one bit;
7} hnard failures affect an entire device; and 8) hard failures are fixed
every two hours.

If there are 25,000 non-memory components with a failure rate of 0.5x10¥¥-6
hours the system mean time between failures due to non-memory components
could be 80 hours. Obviously the non-memory components will effectively
determine the system reliability, although it should be noted that some of
these non-memory components will also be protected by the error correction
circuitry.

The system impact of the SU-EU replacement approach would be minimal since
this system would be a nearly direct replacement of the existing EU with
its associated SUs. A minor modification would be necessary to the DFDC
querer to get the address word and the Burroughs CTL cable device/receivers
would have to be obtained to communicate with the DFC 384-bit data bus. No
software changes would be required, although much of the MAP subsystem
would become extraneous.

The risk of this approach depends on the availability of the CCD devices,
the Burroughs cable drivers and the IAC resources available to design and
construct these units. Although the logical complexify is not great, it is
still a large amount of hardware. Since it is an extensible design, only
one MU need be constructed at the start, thus lowering the overall risk.

There are seven tasks in implementing this CCD disk replacement. They can
be grouped into those relating to the memory control unit and those
relating to the memory units. Aside from interacting during the initial
design phase, these two groups are independent until the final test stage.
The first three tasks deal with the memory control unit, and must largely
be done within the Institute since this unit is unigue to the installation.
Task one is the design of the MUC to replace the EU; this task is estimated
to take eight months, but could with intensive effort be reduced to six.
Task two is the procurement of the MUC boards and cabinet; the procurement
cycle is four to nine months. The third task is the fabriecation of the
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Table IV.d.

MTBF Calculations for a 16M Word CCD Memory

Calculation of a double soft failure MTBE:

P(device failure/hr)/{words/device)
.001/(65536/72)

1.1x10%¥%.6 soft error prob./hr/word
P{word failure/hr)/b

1.83x10%%.7
P(2 errors in a given word/10 min)

P(soft failure in word/hr)

P(word error/10 min)

P(word error/10 min)%¥2
3.36x10%%_1}4
P(2 errors in word/10 min)x6x(fwords)
3.36x10%%¥_14x6x16x(1021)
3.38x10%%.6
This calculation means that the mean time between soft errors is
1/(3.38x10%%-.5) hours, or about 296,000 hours.

P(double soft failure in system/hr)

Calculation of hard/soft failure MTBF: (Hard failure MTTR = 2 hours)

P(hard failure & soft failure/device/2 hr) P(hard failure/2 hr) x

Device~soft-failure-likelyhood

2x10%¥-6%0.001x(12/2)
1.2%10%%.8

i u

Note that the Device-Soft-failure-likelihood will be half the soft device
failure rate for 10 minutes since the error mean life will be 5 minutes.

P(hard & soft/device/2 hr)x(#devices)
1.2x10%%.8x18432

2.2x10%%.)} failures/2 hours

This ecalculation indicates that the mean time between hard/soft error
combination is 1/(3.1x10%¥¥-6) hours, or about 9000 hours.

P(hard/soft system failure/2 hr)

w o

Calculation of hard/hard failure MTBF:

P(hard device failure/2 hr)¥%2
(2x1O*%_p)%%2 = UyjO*%.12
P(hard/hard device failure/2 hr) x

P(hard/hard deviece failure/2 hr)

P(hard/hard System failure/2 hr)
(#devices)

Bx10%%.12x18432

T.Ux10%%¥_8 failures/2 hours

This calculation indicates that the mean time between catastrophic

hard errors is 2/(7.4x10%%*-8) hours, or about 27 millicn hours.

System MIBF considering only the memory components would then be:

MTBF (system) = 1/(P(soft/soft) + P(hard/soft) + P(hard/hard))}
1/(3.38x10%%-6 + 2,2x10%%-L/2 + T.Ux10%*.8/2)

8,800 hours
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MUC; one should allow six months for delivery. Thus the MUC —could be in
place ready for acceptance testing in eighteen to twenty-three months.

The tasks involved with the memory units are similar, but their durations
are different. Task four is the specification of the MU; this should take
two months. Task five is the procurement of the MUs; again this is four to
nine months. The sixth task iz the fabrication of the MUs; at the present
time, manufacturers estimate this requires six months, including their
engineering time for the cabinets and backplanes to meet our specifications
and to include error correction. Subsequent acquisitions of MUs should
therefore take less time (from two to four months). Thus the MUs could be
delivered in one year to eighteen months.

The last task involves testing and integrating the system. One should
allow four months for testing the MUC with one MU, three months for adding
the second MU, and two months for subsequently acquired MUs.

IV.B.2.a.ii, Complete I0SS replacement

The prior approach involved replacing only the SUs and the EU with a CCD
memory system. The objective was to realize some of the benefits of CCD
memory while minimizing the impact on current hardware and software. The
full potential benefit of CCD would be masked by the intervening hardware.
In particular, the Memory Management Processor (MMP) has a response time of
2.4 milliseconds which must be added to the CCD latency for each reduest to
calculate the total latency. A re-examination of the entire IOSS with a
complete CCD memory system replacement as a design objective will now be
described. The purpose of this description is to demonstrate the
feasibility of such an approach and to indicate the specifications to be
used in acquiring such a memory from a vendor.

The current I0SS (see Figure IV.1 again) contains the following components:
1) the IO Switeh (I0S), 2) +the Disk File Controller (DFC), 3) an
Electronic Unit (EU), 4) Several Storage Units (SUs), 5) Synchronizer,
6) a Disk File Descriptor Controller (DFDC), 7) a Queuver, 8) a
Descriptor Controller (DC), 9) a Remote Module (RM), and 10) the MMP.
Currently a program on the Illiac will make a disk request through the Test
and Maintenance Unit (TMU) of the Illiac Control Unit (CU). This request
will be passed on through the RM to the software queue in the MMP. These
user commands are then broken down into hardware subcommands which are
passed through the RM to the DC and finally to the Queuer. Commands remain
in the Queuer until a matching sector address occurs. At that time, they
are executed by the DFDC and DFC. Results (either acknowledgement of
successful transfers or of error conditions) are sent back to the MMP and
stored in the result queue. From there they are passed through the RM to
the TMU and thence to the user program.
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A CCD memory system could attach to the system at the same point as the
current 10S. By placing a switech at this point, either the current IO0SS or
the CCD memory could be accessed. This would reduce hardware impact and
allow a phased incorporation into the system without an extended shut down.
The envisioned switch would be a simple redesign of the current cabinet I/0
logic (see Figure IV.5). These units could connect -to a global
multiplexor/demultiplexor which would handle from four to sixteen 4 million
word CCD memory units of the type described above in the simple EU-SU
replacement approach. Alternatively, the cabinet I/0 could directly
connect to four 16 million word CCD memory units of the type described
above in the simple EU-SU replacement approach. Alternatively, the cabinet
I/0 could directly connect to four 16 million word CCD memory units that
are only one-fourth loaded (see Figure IV.6.). The disadvantage of the
latter approach is that the cabinetry and back-plane wiring costs for the
entire system may have to be born by the first phase.

Control of the memory would be exerted through the TMU's TRO and TRI
registers in somevwhat the same manuner as control is currently exerted over
the I4DM. A request will be sent out TRO and a reply will be received in
TRI. Several simplifying characteristics will make the CCD control module
much easier to implement. First, only one request will be handled at a
time, so no request or result queues are necessary. This is possible since
the reduced latency of CCD reduces the need for this Tfeature. Second,
pages of the CCD memory will be directly addressed with no remapping or run
time symbolic reference. The reason for this is that with SEC/DED, it is
expected that the entire memory will be available for user programs, much
as it is assumed that all 64 processors are available; the CCD memory will
be easy to repair {(this is in contrast with the current disk memory, which
requires the ability to be remapped in order ¢to have sufficient
availability); and third, the entire CCD memory system will be clocked
uniformly with the master clock and synchronized with the CU clock.

Focuzing first on the Global MUX/DEMUX Selector (GMDS) (Figure IV.7) and
using the previously defined MU, this unit is simply a i-1-R
selector-multiplexor demultiplexor (from four buses, select one and
distribute successive words over four buses). Other alternatives include a
1-1-l or 2-1-4 selector-multiplexor/demultiplexor for a smaller Y and 8 MU
configuration respectively. Several modes of operation are possible. An
initial configuration of two MUs would transfer data in the form of sixteen
256-bit words; these would be multiplexed/demultiplexed four ways to make
four 1024-bit words or sixteen groups of four 64-bit words. These sixteen
groups of four words will in turn be multiplexed/demultiplexed by four in
the cabinet electronics to transfer sixty-four 6U4-bit words, one to each
PE, The transfer rate for this configuration could be one gigahertz
assuming a four megahertz system clock.

A four MU configuration could operate by selecting a group of two MUs at a
time for a given Illiac page transfer -- this produces a one gigahertz
bandwidth. If a higher bandwidth were desired, each set of two could be
alternatively selected for each 256~bit word transferred, thereby giving a
bandwidth of two gigahertz. An eight MU configuration could attain four
gigahertz by multiplexing four groups of two MUs together.
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The GMDS unit must also transfer data between the support system and the
CccD memory for loading and unloading Illiac data and for general file
transferring. A 256x1024 RAM buffer (also organized as 64x4096) is used to
puffer transfers to the slower central memory {(or to other possible devices
such as a staging disk memory system or a high speed tape system).

Control of the GMDS unit and the CCD memory modules would reside in one
module, the CCD control module (CCM) (see Figure IV.8). This module would
handle only one CCD to PEM request at a time from the Cu. This would
necessitate a rudimentary I/0 executive on the Illiac if request queueing
were desired. Without request queueing, a second request issued before the
first request is completed would cause the CU to pause until the completion
signal of the first request is received. CCM will also handle file
movement requests originating from both the CU and the control system. The
file movement requests, unlike the CCD to PEM requests, would be queuned in
the CCM and acted on as a programmed process (in contrast to the
mhardwired” CCD to PEM transfers). A CCD to PEM transfer would interrupt a
file transfer. On completion of the CCD to RAM transfer, the file transfer
would resume until interrupted again or until the file transfer was
accomplished.

If the approach of eliminating the GMDS is elected, then a means must be
provided for 1) a total of 1024 data lines (64x16) with only sixteen
million words in place and 2) a simple method of adding more memory (up to
a total configuration of sixty-four million words). Several methods can be
imagined: for example using the 1024 data lines as a bus or partially
loading memory boards. Both of these extremes are probably unsatisfactory.
The first limits the maximum bandwidth and the latter introduces production
hazards. A reasonable approach would be to have the cabinet capacity for
sixty-six million words but have the units designed initially to
accomnodate 16M words with empty card slots for the remaining fifty million
words. Alternatively, one could design the first phase to use the memory
cards as they will be used in the second phase even though the cabinetry
may be inappropriate for the second phase. Thus, the memory boards could
be used in the second phase but a different back-plane organization, and
hence a new cabinet, would be required. This would increase the cost of
phase two by about 100 thousand dollars.

The direct approach shown in Figure IV.6 uses four 16M word modules which
are only one-fourth loaded. If the cards are assumed to have 6UKx36 bit
capacity then 512 cards are required initially, incidently providing 1024
bit parallel data lines . Adding the remaining 1536 cards will boost the
capacity to the system to sixty-gix million words. This approach could
require the cabinetry, back-plane and control logic for the full 64M word
configuration. This would be a sizeable part of the total expenditure for
6UM words. Expansion would require only the addition of the memory cards
and power supplies. Provision should be made for multiplexing the
additional cards so that U-way multiplexing may be achieved for a bandwidth
of eight gigahertz or more. Another port will have to be provided which
multiplexes the 256 lines down to 32 for file transferring to the external
system. .
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The control of this system would be similar to the prior CCD Control Module
(CCM) except that data pathway switching is now performed in the memory
modules themselves instead of in the GMDS. CCM control lines that formerly
went to the GMDS will now be broadcast to the memory modules and to the
MUX/DEMUX unit which ports to either the control memory or to other devices
like I4TAPE or a disk staging area. The MUX/DEMUX unit will have to have a
few pages of memory for buffer due to the =slower data rate outside the
Illiac system.

If the entire memory and interface are supplied by a vendor, the system
could be delivered about a year after the award of the contract. There is
the possibility that the interface and a memory module could be delivered
earlier to begin integration into the system and acceptance testing. One
should note that the second approach comnects directly to the I/0 switch,
so that hardware integration requires only switching cables between the
exsting disk memory and this replacement. Thus system integration should
have negligible impact on the availability of the Illiae, with acceptance
testing being performed during scheduled maintenance times.

The cost of this CCD extended memory would be as follows. For an initial
sixteen million word memory, plus sufficient cabinetry to house an eventual
sixty-six million word memory, the cost is about $880,000. The interface
would be between $50,000 and $100,000. During the 1980-81 time frame,
additional increments of sixteen million words of CCD memory, plus power
supplies, would cost about $490,000 each. Thus an initial sixteen million
word extended memory using this approach would cost about $980,000, and the
complementing fifty million words could be acquired for one and a half
million dollars.

Iv.B.2.a.iii. Discussion

As a disk replacement, a CCD memory significantly reduces the major
difficulty users encounter in programming the Illiac: latency in accessing
this memory is more than a factor of twenty less than for a disk based
memory (the exact factor dependa wupon the rate at which the memory is
clocked). Thus it is expected that most users would be able to take a
casual approach toward arranging data in this extended memory and still not
incur major performance degradation. But the latenecy will still be there;
although this memory will support one-row transfers, users will still
fransfer data in blocks. The lower latency will permit smaller block sizes
than are now efficient %o use, and it is expected that the greater latitude
in selection of block sizes will reduce the criticality of this issue in
program design. Memory system divisions of two large semiconductor
manufacturers are currently developing CCD memory systems and could supply
memory modules suitable for use in the TIlliac memory system. This
minimizes the amount of internal development on the part of Institute in
replacing the IUDM. The second approach, where the vendor supplies the
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interface as well, would require no development within the Institute.
Using the memory boards being developed for other products alsc allows this
project to benefit from whatever experience the vendors have already
acquired with these devices (whiech in this case will be minimal, based
almost entirely upon mock-ups or prototypes due to the newness of this
level of integration).

The price of this memory is very attractive and makes a sixty-six million
word memory economically feasible in the 1980 time frame. This is the most
compelling advantage in considering this technology as a replacement for
the TADM.

Although CCD is an established technology, the level of integration in the
memory system which is considersed here is new and untried. One
manufacturer's experience to date indicates that the transient error rate
in this type of memory may be substantial, and that periodic scrubbing of
the memory may be required (much as memory refresh is required of dynamic
memories). The impact on system performance will be negligible, and as the
frequency of scrubbing can be varied even with the system in place, it ecan
be adjusted depending upon whether the actual system error rate is greater
or less than that observed in current prototypes. In any event, this
approach is better than relying on device re-design or packaging
innovations to improve the situation.

iv.B.2.b. RAM Based Extended Memory

.

The design goals of the extended memory proposed in this sub-section are to
decrease proogramning overhead and to increase the availability of the
Jllise resource. A RAM implementation of the extended memory allows taking
the former goal to its ultimate conclusion. The result is an extended
memory which appears to have the major characteristics of the local memory:
PE indexing, individual memory enables, and essentially no latency in
accessing. The use of error correction circuitry and the ease of repairing
semiconductor memories accomplishes the second goal.

IV.B.2.b.i. System Characteristics

.

To the user, each PE will have an associated 256K word extended memory
module. The communication between the PEM and this memory (called the
XMEM) is accomplished via a new instruction: MOVE. This new instruction is
a two address instruction (the first two address instruction in the
Illiac), with both addresses capable of being indexed by the control unit
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and by the local PEs. The simplest MOVE instruction from the point of view
of program design would be one which moves data as fast as the PEM will
allow, thus eliminating 1) the need to overlap computing with data
movement, 2) the need to post the completion of the transfer for progran
inspection and 3) the need to buffer data. For these reasons the proposed
memory has a very high bandwidth. This high bandwidth incurs extra cost in
the implementation, but the expected savings in terms of hardware design
(overlap and posting) and software design (posting and buffering) are
expected to offset the extra hardware cost.

The MOVE instruction (see Figure IV.9) has nine fields. This dinstruction
is an ADVAST instruction and hence bit 0 is zero; bit 19 is the instruction
parity bit and bit 18 is the GLOBAL bit which is wunused. Bits 1-4 and
20-23 contain the operation code for this instruction. Two fields in the
instruction, bits 8-15 and 24-31, indicate multiplexing order. Each field
is divided into four 2-bit fields, one field for each cycle of multiplexing
on the memory bus. The first field is associated with the source and the
second field with the destination. The purpose of this option is to allow
a user to specify a restricted amount of re-ordering of data as it moves
between local memory and an associated part of this extended memory {(this
will be explained with the implementation description below). This
mechanism is a generalization of the current capability to transfer data
from I4DM to a quarter or a half of the current PEM, instead of across all
the PEM (admittedly, this current capability has yet to find significant
application in user codes). Bit 5 of the instruction indicates ADVAST
indexing and multiple row moves (see Figure IV.10). Bits 6-7 are unused in
this case and the ACAR designators are taken from the descriptor syllables
as needed. If either of the index operations reaches completion when
moving multiple rows, the whole operation is stopped and the instruction is
ended. The 1last row transfer performed will be the one where the index
field of the accumulator 1s equal to its limit field. Bits 16-17 designate
the accumulator which contains the transfer descriptor.

The szource and destination transfer descriptors are 32-bit descriptors
which reside in the same accumulator as indicated in bits 16-17 of the MOVE
instruction; their formats are identical. Bit 0 of each syllable indicates
whether the PEM or XMEM is described (0 for PEM and 1 for XMEM). Bits 1-2
indicate PE mode bit protection. If the destination is PEM the transfer is
not made when the protection indicator is 1 and the individual PE mode bit
is zero. If the destination is ¥MEM and the machine is in 32 bit mode, the
transfer is similarly protected with some loss in bandwidth as fetching and
restoring are required. In 64-bit mode the protection is supplied if
either function is frue. Bit 3 indicates that the PE X register is used
for indexing and bit Y4 indicates that the S register is used. Both cannot
be set. Bit 5 is not used. Bits 6-7 of each syllable indicate the index
register to be added to the displacement if the instruction calls for
indexing. This field caannot indicate the descriptor register (i.e. point
to itself). The format of the index register is the standard ACAR index
format.

The index word format has three fields. The first field, bits 1-15, is the
magnitude of the increment; bit 1 is the sign bit. Bits 16-39 is the
limit, and bits 40-63 hold the current index. v
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There are several exceptional conditions for this instruction. An
undefined instruction is one where the instruction and/or its desecriptor is
somehow invalid. A non-existant memory error occurs when the PE generates
an address to the XMEM which does not exist. An uncorrectable data or
address error occurs when the error checking circuit for the IXMEM detects
and uncorrectable error. These errors are catastrophic and cause prgram
termination. A correctable data error occurs when the error checking
circuitry detects a single bit data error and corrects it. The error is
logged for system maintenance purposes, but the program is not notified
that error correction has been automatically performed; thus the program
continues processing with the correct data.

Other instructions could be modified to use XMEM, and it is possible that
the program could reside in XMEM as well. The current Illiac instructions
LOAD, BIN and STORE could access XMEM if bits 8-~15 of these instructions
are non-~-zZero. The wvalue of this field would aindicate the segment
referenced (here segment would be PEM or XMEM). A segment register in
ADVAST exists to indicate to the Instruction Look Ahead mechanism (ILA) the
appropriate segment of memory from which to get the next program
instructions. ADVAST references to this register which change its value
cause ILA to clear the instruction buffer when the next JUMP instruction is
encountered and take a new instruction from the new segment. In addition,
if an interrupt is encountered, the program switches to the interrupt
segment and could on subsequent interrupts switch back to the original
program segment. Thus by exploiting the current ILA mechanism, it should
be possible to allow the program to reside in XMEM.

IV.B.2.b.ii. Implementation

The primary purposes of this extended memory replacement are to enhance the
memory system of the Illiac with respect to size, reliability and speed.
In view of complaints about the limited =size of &the local memory, the
uncertain availability of the machine and the difficulty of using the
current I4DM, the use of high speed, high density, low cost semiconductor
RAM  for an extended memory replacement 1s especially attractive.
Complaints about the limited size of PEM are directly related to the
drawbacks of the IUDM. Therefore an adequate solution to the problems of
using the IADM should also assuage the difficulties of using the PEM.

This extended memory design includes four major sections: the external
memory hardware, the interface between the Illiac and this external memory,
the Iiliac modifications required to access this type of external memory
and the interface to the support system.

The external memory hardware consists of a set of memory modules organized
in 72-bit words (see figure IV.11). These modules use 16K semiconductor
RAM chips and have a bandwidth of from two to eight million words per

.
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gsecond; these memories will be interleaved sufficiently to support as much
as eight million words per second transfer rate per PE.

As showm in Figure IV.12 each PE has a complement of XMEM. In order to use
the existing cables, the memories will be cabled together in groups of
four, as the PE's are presently connected to the IUDM, and the .cable will
be time multiplexed for the transmission of address and the transmission
and reception of data (see Figure IV.13). The MOVE instruction has two
eight bit fields to indicate the multiplexing order. Through suitable
encoding, any of the 256 possible associations of four PE's to their four
¥MEM modules can be accomplished; the simplest, where each PE 1s associated
with its own memory module, 18 denoted by all zeros in the two fields. The
connection between the interface section and the memory modules is simple:
72 data lines, 24 address lines and three control lines (for read, write
and refresh). A&ll error detection and correction i1s done in the interface
hardware and refresh is conbtrolled by dedicated logic under CU control so
that synchronization is possible.

A set of high speed bipolar logic is used for interfacing the external
memory hardware with the processing unit. This logic will enable the
I1liac to perform address caleulation, error checking, and extended memory
refresh without extensive modifications to the processing units and without
the need for extensive special purpose hardware in the vendor supplied
memory modules. The primary functions of the interface {see Figure IV.14)
are to compute addresses during block transfers and to provide error
correction. The address calculation requires copies of the components
required to perform the calculations, that is, the CU index field (base
address and ACAR index field), the increment field and a copy of the X
register or the S regiszter for each of the PEs. By making the MOVE
instruction sufficiently fast, overlapping of data movement and computing
will not be necessary; thus greatly simplifying the design and eliminating
potential timing problens. The error correction circuit is a normal
SEC/DED circuit which includes a logger for errors. The lIogger contents
can be read into the PE and will probably be included in the Illiac dump
file on the support system.

The modifications to the Illiac itself are primarily to the control umit
for the purpose of allowing the processor to reference and maintain the
extended memory. These center around adding the MOVE " instruction, which
requires -modifications primarily to the ADVAST section of the control unit.
Both FINST and ADVAST must have procedures to implement the new MOVE
instruction. In ADVAST the ACAR incrementing must be modified to inerement
both the source and destination. FINST must be able to control two
memories a row at a-time. Both modifications will require new states for
the two units. In addition, storage for the segment address bits must be
added since current CU addressing is by syliable. This is easily
accomplished: a CU register is currently appended to a CU address to form
the memory address for the LOAD, BIN and STORE instructions; since this

register can be manipulated under program control, the segment address can
be handied in this fashion.



Routing NETWORK

\

[

PE O

PEM 63
2K

XMEM O
256K

1

PE 63 |-

[

DaTa To ALL PE REGISTERS,
PEM, anp XMEM

\
J

ry

INSTRUCTIONS AND DATA FrOM PE’s anp PEM's

PEM 63

A\

Ay

Iy

XMEM 63

Figure IV.12.

INSTRUCTTONS
AND DATA FROM
XMEM

System Block Diagram for RAM Extended Memory

]

g Al

maqsiy Laowsy oeTTII

S9AT3BULOLTY jUsuocdmo) waasAs

70t



Illiac Memory System 105
iv.B System Component Alternatives

PE A PE B PE C PED

64

} 7 Disconnect Insipe ILLIAC CaIneT

CABLE TO
1038 PreseNT HARDWARE CONNECTION

InTERFACE Box

CasLe 64| (IAC FABRICATED) [#— — — — ————— e —— ENABLES FroM CU
To 1088 —A—<} F17s Insipe ILLIAC
{WILL WORK
72 Data
AS PRESENTLY 2 AoDRESS
DOES)

KMEM A XMEH B XHMEM C XMEM D

(VENDOR FABRICATE)
ExtermMaL TO ILLIAC

ProPoSED HARDWARE CONNECTION

Figure IV.13.

Connection of RAM Extended Memory to Illiac



Illiac Memory System 106
IV.B System Component Alternatives

24
ADDER TC INCREMENT
THE X FIELD OF THE
ACAR
24 16
Copy
€opy oF CU X F1ELD oF ACAR (U INCREMENT FLELD OF ACAR
.} [
’/ zq \ ,/
Data From CU v i 64 16
16 24
DaTA - - Copy oF X or S For PE A +
From
PE 16
o——! Copy oF X or S For PE B v o
% - ADDRESS TO
- Copy oF X or § For PE C - Kietls
- 16
- Copy oF X orR S For PE D -
—a 64-s17 DaTA REc FOR PE A :: -
ot — - 64-17 DATA Reg For PE B ) -
7 64 72
s 4—/—9@4+—> DaTA
¢ B To/FroM
- 64-17 DaTta Res For PE C 2 - XMEMs
? &=
-— 64-grt Data Rec ForR PE -
- =

Figure IV.14.

Interface Block Diagram



Illiac Memory System 107
IV.B  System Component Alternatives

Interfacing to the support system requires a set of modifications to the
Illiac and support system to enhance the useability of the extended memory
by allowing high speed transfers between the extended memory and the Illiac
file system. Currently the MMP can access all Illiac memory through the
TMU - Direct Memory Access (DMA) port into the Illiac memories, registers,
ADB and PEM. By manufacturing a new interface to include a DMA port into
the support system memory and allowing transfers between a support system
memory and an Illiac memory, efficient data transfers can be accomplished.
This interface exploits features of the Illiac (TMU's DMA transfers) in
order %to simplify both its own design and that of the XMEM; the TMU also
provides synchronization with the Illiac function, thus further simplifying
the design of this interface. Some modifications may be required for the
DMA transfers into the Illiac in order to overlap transfers with
computation. This interface is relatively simple and is similar to other
interfaces fabricated by the Institute.

The implementation of the XMEM would be in four phases. The first phase
includes the design of the PEM-XMEM interface, the fabrication of an
initial section (which would handle four PEs), its installation and
check-~out. This phase should take from six to nine months. The second
phase would be the installation and check-out of one extended memory
module; this should take three months. The next nine months would
constitute the third phase: mainly installing and testing ¢The remaining
memory modules. During this time the following capabilities of the
extended memory should be realized: the basic transfer capability which
consists of moving data addresses between the source/destination deseriptor
and the MAR or XMEM address register, moving data from PEM to the I/0 bus
and from the I/0 bus to the MIR, and refreshing the extended memory. The
final phase consists of changes to the control unit and would extend over
several months. These CU changes would be necessary in order to implement
the PE indexing capability and the ADVAST indexing capability, to overiap
the transfers of multiple rows with computing, and to protect individual
PEs during a move instruction.

The cost of this approach to extended memory replacement would be about 1.2
million dollars for the memory modules and an additional 0.6 million
dollars for designing and fabricating the interface.

IV.B.2.b.iii. Possible Extensions

There are two notable extensions possibie to the RAM extended memory. The
first would be the ability to load PE registers (4, B, S, and X registers)
directly from the XMEM. This would allow the XMEM to be treated exactly as
PEM, only it would be slower. The second extension would be to increase
the size of YMEM. This would allow both the staging of user jobs and the
capability to run larger problems efficiently.

Loading the PE registers directly is fairly straight-forward. This
involves replacing one card type in the PEs. There are eight of these
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cards in each PE so that for the entire system, plus spares, 560 cards are
required. The cards will cost 1less than $100,000 to fabricate. This
capability is considered as an extension rather than as part of the initial
design since it requires more changes to the control unit as well as to the
processing elements, and the present proposal doss not require the
modification of the processing elements themselves. It is also possible
that when this particular card 1s designed, other modifications to that
card may be appropriate.

Expanding the size of the XMEM has several possible solutions. There will
be panel space for up to thirty-two million words using twice as many
boards. There is some concern abouf the reliability of that number of
chips, and experience with the smaller XMEM should prove decisive in
determining this issue. It is also possible to replace the 16K RAM chips
with 64K RAM chips. This is a real possibility in the next three years and
may at that time have the same cost as the present 16K RAM c¢hip expansion
proposed here.

IV.B.2.b.iv. Discussion

The main advantage of the RAM approach for the extended memory is the
random accessability of the memory and the consequences of this feature for
the programmer. The negligible latency, random access to single rows and
independent indexing into this memory mean that the programmer can treat
the extended memory as a homogeneous extension of the local mnemory. In
addition, using XMEM for program storage would remove the need to implement
program overlays and also eliminate instruction storage from contending for
PEM space. The high data rate has an additional advantage for the
programmer in that only simple buffering 1is required. The negligible
latency means that no user specified synchronization between computing and
data transfer need be considered since this can be handled at an
instruction level by the control unit.

With respect to the hardware, using existing memory boards in extremely
simple modules available from vendors is a definite advantage since
gualification has already been done and reliability data are known.. On the
other hand, the interface between these modules and the Illiac does place a
demand on the resources of the Institute, and the new instruction requires
modifications to the control unit. This modification has some element of
risk to regular Illiac service as does all CU work. As a fall-back
position the XMEM could be interfaced with the array in the same fashion as
the CCD-based extended memory proposals. This would simplify the interface
while providing a "zero latency disk."

Finally, this approach requires software modifications, both in the system
area to improve file transfer capabilities and in the language areas to
incorporate the move instruction into the existing compilers and assembler.
Both of these tasks are significant, but not inordinate, burdens on the
resources of the Institute.
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IV.B.2.c. Disk-Based Memory System

A third and final memory technology to consider for the extended memory is
magnetic disks. Since the major disadvantages of disk technology are its
latency and low transfer rate, this approach will consider using only the
disk with the lowest latency and highest transfer rate, namely the Ampex
DMP-8309 disk drives. The description of a memory system using these
devices will alsc be used in discussing the on-line file system for the
I1liac, although the demands on the performance of such a file system will
not be as stringent unless that system 1s frequently used to contain the
active data base of problems which are too large for the extended memory
(which may be the case if either the RAM or PEM alternative is chosen for
the extended memory). )

A configuration using four synchronized Ampex DMP-9309 drives will supply a
collectaive peak bandwidth of 348 megabits per second, and while that is
somewhat lower than the current INDM to PEM transfer rate, it is astill
adeguate for most of the problems surveyed in this study. The four drives
can be expanded to eight or more drives and this is easily accomplished by
daisy chaining additional units behind the initial configuration of four.
For reliability the system should be operational with fewer than four
drives. Figure 1IV.15 showg a block diagram of an extended memory system
using four or more of these drives. The four sets of drives are operated
by four disk controllers which may function either independently or in a
grouped fashion for full bandwidth transfers. A selection and multiplexing
mechanism on the computer side of the Disk File Centrollers (DFCz) could
select one to four data streams from the DFCs and combine them to provide a
256-bit wide data stream for either the local memory of the array or for
the support system. If the PEM path 1is selected, the data must be
de-multiplexed to produce 1024 bits to go directly to the PE cabinets.
Alternatively, if the I0S is used, the 256 paths may be taken directly to
the I0S.

If the support system path is selected, the ocutput from this mewory must be
buffered bto matech the bandwidth of the central memeory. The size of the
buffer should be at least six to ten Illiac pages in order %to hold the
contents of one or two DFC buffers and the support system communication
region {much as the BIOM currently does in performing the identieal
function).

File transfer would be controllied by a PDP 11/40 which would be temporarily
interrupted by the CU's ™U if PEM transfers are to take place. Requests
for PEM transfers as well as file transfers would be queued. The PEM
transfer queue would have priority over the file transfer queue. As long
as any tasks are in the PEM transfer queue, all file activity to the DFCs
is suspended. The reason for this is the expected arm contention from
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servicing two types of requests in an interleaved fashion. Although
requests are handled as a unit, actual transfers occur in smaller bursts of
activity. Transfers between the disk and PEM proceed one sector at a time,

whereas &the unit of transfer between this memory and the central memory is
the size of the buffer.

Each DFC (see Figure IV.16) is composed of a master controller which
controls the read/write functions of the disk and nine slave controllers.
On a write operation, nine data streams are synchronously and
simultaneously sent to nine disk write heads. On a read operation, data 1s
read from nine read heads simultaneously, but the data is usually not
synchronous so that nine clock lines are also provided for independent data
clocking. Each data stream to be read or written is clocked serially into
or out of sixteen 1024-bit buffers. Each 1024-bit pbuffer when full/empty
would cause the controcller to sequence the buffer selector to the other
buffer. A convenient sector size (per head) would be 8192 bits; this would
fill exactly eight buffers. The sector gap time would be larger than the
data skew between heads which must be resolved before proceeding to the
next set of eight buffers.

When a set of eight buffers per head is full for all nine heads, T72-bit
word transfers may commence through the SEC/DED logic to provide 6li-bit
data words to the Illiac array memory. While this transfer is taking
place, the DFC will continue to the next sector and proceed to fill the
next buffer. A similar sequence occurs for the write transfer.

The reason for buffering in this manner is the use of a Hamming code error
correction technique whereby a burst error may be corrected as data passes
through this buffer. This method of error -correction, essentially an
interiaced code, is robust for -extremely long burst errors and multiple
short burst errors (as long as the multiple bursts do not occupy the same
relative buffer positions) and allows a regular implementation using RAM
memory. The penalty of this method is that the entire buffer must be read
before error correction can be performed, hence the need for two buffers.

The cost of the DMP-9309 drives is about 345,000 per drive with another
$60,000 for each controller. The MUX/DEMUX ecireitry, including cable
drivers and receivers and a buffer memory for the support system should run
about $150,000. The control logic and PDP 11/40 file processor should cost
about $100,000. Thus the entire memory subsystem would "total about
$700,000. i

The Ampex disk units and controllers will be available in the first quarter
of 1979. Delivery of four drives could take place in the second quarter.
Another four to twelve drives could be purchased later to expand the data
staging capability in nine billion bit (four drive) increments.

As an extended memory, this approach has the advantage of having a large
capacity; indeed, its capacity is so great that excess storage can be used
for staging subsequent Illiaec jobs and for holding re-start data for
multiple-run jobs. It is also attractive on a cost-per-bit basis. It is,
however, a moving head disk, and this additional complexity over the
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present fixed-head disk system is a distinct disadvantage. If this memory
can process file requests while an Iliiac job is running, then the pesition
of the arm cannot be guaranteed and it makes little sense for a user to
arrange data on this system to any extent more than to guarantee that
accesses, once initiated, are performed efficiently (i.e. the level of
mapping required is merely with respect to reading and skipping disk areas,
not arranging data so that subsequent read areas, after some intervening
computing, will be readily accessed). This suggests that a very Ilarge
local memory must be provided with such an extended memory, and that a
simple file structuring mechanism be provided for those users who must rely
on this extended memory to hold the active data sets for their programs.

The technological risk associated with this type of extended memory 1is
negligible, despite the fact that the disk under consideration is not yet
in production. Disk technology is well understood and the parameters of
this disk are within the state-of-the-art capabilities of disks. In
addition, this particular disk is designed as an extension of a standard
product 1line at Ampex, so that delivery and future supply is reasonably
well assured. In addition, this particular application is not expected to
be a major drain on Ampex's production capability for this device.

IV.B.3. On-line File System

The Illiac file system will perform many types of data movement for users;
it will be general enough to handle basic services, but since the Illiac
system is a restricted envirorment there is no need for the sophistication
of a fully developed operating system. The file system will manage the
buffer/file memory; this memory will be implemented using standard disk
technology and will be structured similar to the disk memory described in
sub-section IV.B.2.c. Depending upon the performance required of this
system, several different types of disks could be used, but because of the
large files which are characteristic of Illiac jobs, a high transfer rate
will probably be needed and this indicates one of the high perormance disks
will be used.

The buffer/file memory will contain two types of files; one will be user
files and the other temporary or scratch files. The former type will be
created by special users with each such user having a maximum amount of
space available for such files. These files have a guaranteed minimum
iife-time, both in calendar time and in hours of available Iliiac processor
time. After this guaranteed life-time, files will be subject either to
migration to tape or to automatic deletion. Seratech files ecan be created
by Illiac jobs provided there is sufficient space; their life-time is
guaranteed only during the run of the program, but they will remain in the
system wntil the space is needed.
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IV.B.3.a. Purpose of the File System

The Illiac file system will be used to manage collections of information
which fall into three classes. First is buffered data: information passing
through the Illiac file system on its way %to its ultimate destination.
Second is temporary storage for Illiac jobs; such files arise when the
active data base of an Illiac job exceeds the size of the Illiac memory.
Third is user storage; this is data which is owned by a specific user and
which remains in the Illiac file system for an extended period. The
information in this system will be organized as files, and the distinction
as to which class a file belongs is useful only when deciding if a file
should be removed from the system.

The Illiac file system consists of various atorage components. These
components have different characteristies which are described as followus.
The primary memory of the file system is the buffer/file memory which will
be called TIUDSK in this discussion. This storage component will hold the
on~line Illiae file system, including buffered data, Illiac temporary files
and Illiac user files. All files are stored with 32-bit word lengths in
fixed length blocks of 2048 words. The Illiac extended memory (I4EM) holds
active data Ffiles for Illiac runs in progress. The PE memory (PEM) is a
storage component which is not organized into files, however it is a part
of the overall data movement system and is accessed using absolute
addressing. The Illiac tape facility (IUTAPE) is used to store files
off-iine on magnetic tape. Files on INTAPE are recorded sequentially in
blocks of B192 8-bit bytes, equivalent to an Illiac page. The Tenex A File
System (SYSA) is independent of the Illiac file system, but it plays an
important part in the overall data movement system with which the Illiac
system must interact. The Tenex system supports 36-bit word lengths in
blocks of 512 words, called Tenex pages. When a Tenex file is used in the
Illiac system, it is always converted to 32-bit word length by truncating
each Tenex word and using only the most significant 32 bits.

The organization of a file 1s handled differently depending upon the
storage component. IUDSK files are sequentially allocated files with a
static size, as are I4EM files. IUTAPE files are sequentially allocated
records on tape, but the =size of the file is not determined until the
completion of a file write. SYSA files consist of randomly allocated pages
which are located through a multi-level index structure.

Files are managed in the Illiac file system with the use of a simple
directory structure. This directory indicates the file storage location on
the buffer/file memory and in the extended memory. This directory is
stored on the buffer/file memory for efficiency and backed-up on the Tenex
disk for reliability. Files of INTAPE are managed with a tape catalog
service provided by Tenex; a mechanism 1is provided by which the file
transfer control process can query and up-date the tape catalog.

In the Illiac file system, file names are composed of three parts: the
storage component designator, the directory name of the file owner, and the
file name. For example, IUDSK:<Mahler>Inputi would specify a file owned by
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Mahler which is stored in the Illiac file system. Either of the first two
parts may be defaulted to system supplied arguments. If the directory name
is omitted, then the default is the directory to which the job using the
file system is connected on Tenex. If the storage componenet designator is
omitted, the default is the Tenex file system (SYSA).

IV.B.3.b. File System Usage

The Illiac file system can be used in interactive, batch or system modes.
The interface to the file system functions at each of these levels will be
described in turn. -

In the interactive user environment, moving data between any two storage
components for the authorized user 1s accomplished by the MOVE subsystem.
This subsystem accepts a source file name and a destination file name; for
example,

MOVE IHEM:Areatl,SYSA:0Output.File

will move the designated file from the extended memory to Tenex memory. In
interactive use, the MOVE subsystem will allocate space to the destination
file if it is new. Users are restricted from moving files into the TIlliac
file system unless access has been granted by the appropriate authority.

The batch environment requires more sophistication in performing data
movement, yet at the user level there should be little difference in the
procedure or appearance from the interactive level. A file moved during
batch may be moved directly to the storage component, or the file may be
moved to a staging file on the Illiac buffer/file memory, with the
de-staging transfer queued for later execution by the file system. For
instance, moves between ILDSK and I4EM would be performed jmmediately,
whereas moves from IJEM to SYSA or IUTAPE would be staged to a file on the
buffer/file memory.

In the batch environment, once a bateh job begins execution, it must be
guaranteed that the required resources will be available to finish the job.
In regards to data movement, this means that file space must be
pre-allocated before the Jjob begins. The user musi therefore place a
declaration of required resources at the beginning of the batch control
file. This declaration is the ALLOC statement. For example,

ALLOC IADSK:500,TEMP:25000,Y4TAPE:2,5Y3A:1000

insures that at least 500 Illiac pages will be available in the user's
directory in the buffer/file memory, that 25,000 pages are available in the
buffer area for scratch files for Illiac jobs and that two scratch tapes
and 1000 Tenex pages are available for file storage before the bateh
sequence is started.
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Except for the inclusion of the ALLOC statement, a bateh control file
contains statements which could be executed interactively with no change.
While a bateh job is waiting to be started, a staging process scans the
bateh control file for MOVE statements. Files which are to be read into
T4EM or PEM are moved into the buffer/file memory and given the same name.
When a job is executed in batch, the MOVE and RUN subsystems first attempt
to locate the files in IADSK. Files would be found on ILDSK if the staging
process had sufficient time to move the files, otherwise the files are
retrieved from the specified storage component (SYSA or IUTAPE). In the
batch sequence, a MOVE which writes data from I4EM or PEM to SYSA or IATAPE
causes the source file to be moved to a temporary ILUDSK file which has the
same name as the destination file. The file on IADSK is later moved to its
ultimate destination by the de-stage process.

In the run-time enviromment, Illiac programs are able to access the PEM and
the IYEM directly, but must request the file transfer control process to
perform file transfers between IUDSK and I4EM or PEM. A file on IWEM or
PEM is just a convenient way of referencing a block of storage without
knowing the orgin of that block at compile time. The Illiac programming
languages will provide functions to deal with the IMEM or PEM files. There
are three commands of interest: MAP, READ and WRITE. When a
MAP(file,array) statement is executed, this function associates a file's
location with a structure in the program. In this way, references ¢to the
array will access locations in the block of storage assigned to the file.
To re-map the array to another file, the MAP function can be called again.
The READ(file1,file?) command is equivalent to a MOVE batch control
statement moving filet on IUDSK to file2 on IYEM. This funection allows a
program to overlay its active data base under program control. The WRITE
command is similar to the READ command except that it moves data from IHEM
to I4DSK. Instead of the default buffer/file memory designation of I4DSK,
a user may specify TEMP instead.

In the system environment, the file transfer control process provides
functions to be used by the Illiac programming languages and the data
movement subsystems. These functions handle management duties and transfer
operations. The OPEN(filename,size) command opens a file of maximum extent
'size'! for transfer; it checks to verify that the user has access
privileges or it assigns storage if the file does not exist at the time of
the call. The MOVEPAGES(filel1(offsetl),file2(offset2),pages} command
causes the specified number of pages to be moved from filel to file2; the
optional offsets allow transfers to begin at locations other than the
beginning of the file. The LOCATE(file) command returns the origin address
and size of a file if the file is located in I4EM or PEM; this command is
used to map a file to an array in an Illiac program. The
STAGE(filel,file2) command queues a transfer to be handled by the
stage/de-stage process. This is equivalent to a MOVE statement except that
control is returned immediately rather than after the transfer has been
completed. The CLOSE(file) command closes an open file and updates the
necessary system tables.
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IV.B.3.c. Implementation Considerations

Specific problems require more consideration to arrive at a feasible
desgign. Some of the issues which deserve attention are the complexity of
the file structure, file protection, restriction of resource use, temporary
versus permanent files, deletion of files, confidentiality of data, Tenex
file access interlock, staging files and the general run environment save
files. These issues will be discussed in turn.

The Illiac file system is used in a limited environment and does not need
many of the features commonly found in a file system to support a full
operating system. Therefore the file system structure can be very
straight-forward. Since the files in the Illiac system are not subject to
relocation in a virtual memory, a simple sequential allocation scheme can
be used. To define a file, the only information required is a start
address and a page count. It may, however, prove necessary to implement a
structure for segmented files if fragmentation occurs so frequently that
space reclaimation costs become prohibitive.

Because of the simple nature of the file system, storage assigmment should
also be simple. Assignment starts at one end of the logical address space
and proceeds towards the other end, with storage being assigned by a
best-fit or first-fit algorithm. When space becomes scarce due to
fragmentation, a storage compaction operation can be performed. This
operation can occur during one of the scheduled periods of Illiac
unavailability {such as during confidence checks), or it may be automatic
when a batch job requires space to run.

File access protection can be implemented in the Illiac system in the same
fashion as in Tenex. When a file is moved from Tenex to the Illiac file
system, the protection key stays with the file. When a file is created in
the Illiac file system, it receives the same protection key it would if it
were created in the user's Tenex directory. The file +transfer control
process interfaces to Tenex to request the necessary information to
implement a consistent file protection scheme.

To insure that a user does not consume too much storage space and thereby
prohibit another user's batch job from running, storage allocation must be
limited to some maximum for each user who has been granted the privilege of
creating files to be stored on I4DSK. This allocation is guaranteed to the
user, and files created while the user is under allocation will remain in
the system until explicitly deleted {although they may migrate to the tape
system if they are not accessed within a given time limit). Temporary.
files and buffer files may be created using storage space which has not
been assigned to any user. Such files have no guaranteed existence and may
be deleted by the system when space becomes critical. Restrictions may
also be placed on the number of tapes consumed by a user. Since files have
a fixed size, the system checks file limits when I/0 requests are processed
to insure that a user does not use storage which has not been allocated.
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A temporary file is created from storage space allocated from the general
free space; this area is not charged to the user's personal directory.
However, the price for this free allocation is an indeterminant existence.
In a batech run, the ALLOC statement can be used to reserve temporary
storage during the run, so a temporary file can be used throughout the run
without fear of being reclaimed by the system. In this way, a user can
minimize personal allocation requirements by using temporary scratch files.
Permanent files are used to save results which will be used in subsequent
batch jobs, and these files are available for processing tasks which have a
special need to keep files on IXDSK instead of the Tenex disk or IATAPE.
The mechanism for implementing temporary and permaneat files requires
careful design to insure a consistent handling of such files by all system
programs. The mechanism must allow a user to convert any file to be either
permanent or temporary as necessary. This mechanism can either be
implemented by a file attribute scheme or by dividing the ILDSK into a
temporary component and a permanent component. In the latter strategy,
temporary files could be accessed with an IUBUF: storage component
designation.

A user may delete temporary or permanent files whenever such a file is not
opened for a transfer. Deleted file space is then available for general
allocation or for allocation only to the specific user, depending upon
whether the file was temporary or permanent, respectively. The system may
delete temporary files if the file space is needed for creation of a new
temporary file, or .f space is needed to increment a user's personal
allocation. A selection algorithm must be developed which basically
eliminates the least wvaluable file; an obvicus criteria is to delete the
least recently used files. In some cases, users may be requested to
release file space 8o that a job which requires a significant amount of
storage can be run. After deleting a file or releasing I4EM space, it- may
be desirable to gzero the released storage to protect against accidental
breach of confidentiality when the file space is re-assigned to another
user.

A file which has been transferred to IADSK from a Tenex file may be viewed
either as a copy of the original or as the relccated original. The former
approach, although simpler to implement, requires users to be aware of the
possibility of multiple copies of a particular file and that the file they
access may not be an up-~to-~date copy. The 1latter approach itreats the
Illiac and Tenex file system as a storage hierarchy. In such a scheme, the
file which remains on Tenex disk is considered invalid until the copy on
I4DSK is removed by writing it back to Tenex or by deleting it. During the
time the file is on IUDSK, access to the copy in the Tenex file system must
be restricted.

The implementation of staging/de-staging could pose the most difficult
questions in the Illiac file system. The staging process should be as
automatice and transparent as possible, and yet a user should be able to
control the environment to make maximum use of the Illiac system.
Intermediate files used in the staging process must be permenent files
until they have been moved to their ultimate destinations, at which time
they can be converted to temporary files subject to deletion. Of course,
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immediate deletion could be adopted, but this could result in redundant
file staging if the file is needed twice in the same batech run (or even in
different runs close in time). Implementing a hierarchical approach to
file management requires sclving the gquestion of regulating access to a
file which is scheduled to be staged or de-staged. File name contention
between automatic staging operations and user operations require some
thought to insure that a user's files are not over-written, as might happen
if a file is staged for a write to Tenex disk, modified, and then staged
for a write to IUTAPE. The selection of files for staging should be
studied to determine if an optimum algorithm can be achieved.

Due to an operational poliey that Illiac hardware verification tasks must
be performed periodically, long running Jjobs must be run as several
successive jobs and therefore the run environment nust be ssaved. This 1is
done by the SAVE subsystem which creates a structured file containing the
run image, all status information, and copies of the ILYEM files used by the
Jjob. The SAVE file is stored as a temporary file when created by the
system because of a verify interruption. The SAVE file may also be created
explicitly by the user to back up processing stages, in which case the SAVE
file can be moved to any of the storage components: SYSA, TIUTAPE, or
permanent IUDSK file. 4 RESTORE subsystem is required to re-instate the
run environment so that a program is unaffected by the interruption.

In summary, although there are several alternatives to be considered in
implementing the TIlliac file system, the basie outline of the system
presented here suggests the characteristics of file manipulation that will
be available to users. These involve the creation of permanent and scratch
files and the automatic staging of files to and from the processor. In
addition, wusers with special reguirements will be able to manage the
staging of their files explicitly and will also be able to specify the
retention of Illiac files on the buffer/file memory for use in subsequent
jobs. This file system is flexible enough to satisfy the requirements of
the Illiac user community and simple enough to insure a simple and
efficient implementation.
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IV.C. Alternative Memory Systems and their Evaluation

The memory of the Illiac array consists of a fast, local memory and a
slower, extended memory. Enhancing the array memory can thus proceed along
two lines depending upon whether the local memory or fthe extended memory
receives the major enhancement. One approach would be to increase the size
of the local memory to the maximum which can be supported by the processor,
i.e. to four million words. This still does not address the problem of a
deteriorating INDM. The machine must still be capable of solving problems
which require considerably more storage than four million words, so a
replacement for the I4DM must also be considered. Since a large 1local
memory relaxes the performance demands on the extended memory, a high
performance disk system can be used for the extended memory. This disk
system can also serve as a staging memory between the Illiac and the
central system; it can also function as a file system for re-start dumps of
Illiac jobs.

For programs which require only four million words of memory, this approach
would eliminate some of the problems which currently arrise in designin
Illiac programs, since programs with large storage requirements must now
use the I4DM. However, programs which would require more than four million
words of storage would have to use the new extended memory. Although the
characteristics of this new memory system {(memory size and the ratio
between local memory size and extended memory latency) are more than an
order of magnitude better than the current system, large programs will
still have the complexities which arise from partitioned data bases and
buffer management.

Concentrating instead on replacing the extended memory with a very high
performance memory, one can further improve the overall characteristics of
the memory system. The two most attractive memory technologies for a high
performance extended memory are CCD and RAM. The second proposed system
enhancement consists of a half million word local memory and a sixty-six
million word CCD extended memory. It also includes a buffer and file
memory similar to the extended memory of the first alternative. For large
problems, the overall system performance of this second alternative is
about a factor of two over the first alternative, although for small
problems (problems requiring between half a million and four million words
of memory) its performance is only slightly better. On the other hand,
almost all problems would be required to partition their data bases and
sequence through them, keeping only a part in a buffer in the local memory.
This complicates program design and adds to the time and cost of program
development, but since this system's characteristics are much more than an
order of magnitude better than the present system, this improvement should
significantly reduce the current demands on programmer time and ingenuity.
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The third proposed memory system is built around a RAM based implementation
of the extended memory. It consists of the current local memory and a
sixteen million word extended memory, together with the same buffer/file
memory as the first approach. Because of the minimal latency and very high
transfer rate associated with this type of extended memory, the performance
of the memory system should be about five to ten percent better than the
CCD approach for problems which require under sixteen million words of
menory. The real advantage of this system lies in the ability to access
this extended memory randomly, which virually eliminates %the need for
partitioning data bases and buffering their use. For problems requiring
more than sixteen million words of memory, however, these data management
problems return and the performance of the system is about two times worse
than the CCD approach.

The first three sub-sections treat each of these memory systems {n more
detail, comparing their implementation, schedules, costs, risks, system

impact, and usability. A final sub-section discusses their relative
merits.

IV.C.1. Four Million Word Local Memory

The first proposed memory system is oriented around a four million word
local memory. In addition, a disk-based memory is used for the purposes of
1) storing the active data sets of Illiac jobs which are larger than will
fit in the local memory, 2) storing check-point or re-start dumps of Illiac
jobs between runs on the processor, and 3) staging or buffering data
transfers between %the array and the support system. This buffer/file
memory initially consists of four high performance disks with a total
capacity of nine billion bits, average access time of 37 milliseconds, and
a sustained transfer rate of more than 200 million bits per second. A
later phase calls for increasing the capacity of the buffer/file to
eighteen billion bits.

The local memory is fabricated using 16K dynamic RAM chips, and it replaces
the current local memory inside the Illiac cabinetry. It uses the same
power and cooling equipment as the current memory does. A straight-forward
use of this new memory treats its system access time of Y400 nanoseconds as
six clock cycles (versus the current memory access time of ten clock
cyecles). A more complicated use of this memory would exploit a fast access
mode of these chips, but since simulations’ suggest that the performance
improvements are slight, this option will not be considered further.

Since the memory is dynamic, it must be refreshed periodically. The
simplest mechanism for performing this task iz a timed interrupt which
causes the entire memory to be refreshed. This would probably be
implemented by a counter in the control unit periodically issuing the
appropriate interrupt to perform this refresh.
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The extended memory in this configuration consists of high performance
moving head disks. These disks can be synchronized so that four may
operate in parallel, thereby increasing the transfer rate of the system
over the 87 million bits per second available from one disk. Four disk
controllers were chosen for this application to give a maximum transfer
capability of 350 million bits per second, but a sustained transfer rate
would probably be closer to 200 million bits per second. This is the
minimum rate which the analysis of Chapter III indicates would be
acceptable for current and forseen Illiac jobs. The average latency of
these disks due to rotational delays is nine milliseconds, half that of the
current IUDM, and the average delay due to arm movement is 28 milliseconds,
and therefor the average actess latency is 37 milliseconds, which is about
twice the current I4DM. Since the disk system will be able to respond to
system file transfers while an Illiac job is executing, the average delay
Illiac jobs will experience may be closer to the latter figure. On the
other hand, with a local memory thirty-two times larger than the present
PEM, larger buffers can be used for non-PEM resident data bases, and using
buffer areas sixteen times larger than is possible in the current memory
will decrease the number of requests to the extended memory by a factor of
sixteen. Thus the time a program loses due to the current I4DM latency
w1ll be reduced by a factor of eight for this disk external memory
(although each access has twice the latency, there are fewer than
one~sixteenth as many). Of course, solving larger problems than is now
done on the Illiac will cause the absolute time lost to latency to
increase, but if the amount of computing increases at least linearily with
problem size, the relative amount of latency lost can only decrease from a
maximum of less than an eighth of the current latency time (which, from
Chapter 1III, varies from about half to slightly more than the compute time
for current Illiac programs). The transfer rate of this new extended
memory is about two and a half times less than the current I4DM; thus the
transfer time of Tlliac programs will increase by about this amount. This
may become significant for a few of the very large codes; if they transfer
large blocks at a time would have a burst transfer rate of approximately
240 million bits per second (this is significantly below the peak
instantaneous transafer rate because of formatting conventions and head
movement between cylinders).

Thus the system performance of this memory system will be significantly
better than the current memory system with respect to latency and absolute
memory size, which are the two major criteria of the Illiac memory system.
The speed of the local memory is about a third faster than is presently
being used in the machine, but about twice as slow as the machine could
utilize; the effect of this would probably be to limit the inerease in
machine speed to about thirty percent. The transfer time between local and
extended memory is about half the current transfer rate; for most codes
their transfer times would still be under five percent of the compute time,
but for large codes (such as 3D-TRANSONIC) they may exceed ten or even
twenty percent of the compute times.

The initial cost of this system would be about a million dollars for the
local memory, $200,000 for the disks and $400,000 for the controllers, the
buffer to the support system, and the switching mechanism, for a total of
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1.6 million dollars. The cost of the second phase would depend upon the
amount of disk memory added to the buffer/file memory and whether or not
error correction is added to the local memory. Because this local memory
uses only half the chips as the present memory, and because the 16K <chips
are considered to be exceptionally reliable, error correction may not be
needed. The local memory in the first phase has storage for the error
correction bits already in the acquired memory beards, but the cirecuitry to
generate the error correction code and to correct memory failures would
reside in the wmemory service unit. The memory service unit would nof be
altered, beyond adding additional address wares, until the second phase.
The cost of an additional four disks would be $200,000 and the cost of
error correction would be about $250,000, for a total cost for the second
phase of about half a million deollars.

The amount of Institute involvement required by this approach is basically
the design of the memory boards for the local memory and the specification
and design of the interface between the Ampex drives and the system; this
latter task is simplified if commercial controllers for the Ampex drives
can be used in this application. The technological risk in this approach
is minimal: the RAM chips used in the local memory have been on the market
in production quantities for about nine months, and disk technology has
developed to the point that the characteristics of the Ampex drives appear
well within the capabilities of the industry. The enhancement o the loecal
memory will probably be scheduled for completion in mid 1980; the extended
memory could be available in late 1979 or early 1980. The major impact of
this approach on £the current system software would be limited to the
required file management system for the extended memory system, since it
would also serve as the buffer/file wemory systenm.

In summary, this proposed memory system offers a significant improvement
over the current memory system; it greatly enhances the size and latency
characteristics of the extended memory so as teo attract large programs to
the Iliiac, and the four million word local memory should make the machine
extremely attractive for smaller problems as well. The demands on the
design and fabrication rescurces of £the Institute are minimal, unless
suitable disk controllers for the extended memory cannot be procured from
industry sources. The one and a half million dollar cost for the initial
configuration makes this approach fiscally attractive, and by using proven
technology, the technological risk of using this approach is modest.

-

Iv.C.2. Sixty-six Million Word CCD Extended Memory

The second proposed memory system consists of a sixty-six million word
extended memory implemented in CCDs, 2a half million word local memory
implemented in high speed bipolar logic, and a nine billion bit on-line
file system implemented by high performance disks. The on-line file system
is similar to the buffer/file system of the previous memory system, serving
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the same functions except that few if any Illiac jobs would use it to hold
the active data base of the computation; the major difference in the two
systems is that this buffer/file memory uses only two controllers since the
performance demands will be less. This gives a saving of about $100,000 at
the expense of half the transfer rate.

The extended memory in this configuration consists of sixteen modules of
CCD memory boards; these boards would be a standard vendor product and the
initial phase calls for each module to have only a quarter of its final
capacity. The inmitial sixteen million word configuration could then be
incrementally inereased to the full sixty-six million word capacity merely
be adding memory boards and power supplies. This extended memory,
including the interface to the Illiac, would be supplied by a vendor; the
cost of the initial configuration is about one million dollars and the cost
of increasing the memory to its full capacity in the 1980-81 time frame is
another million dollars. The initial memory would be delivered about a
year after award of the contract.

The local memory in this system would be a replacement of the current local
memory and would be scheduled for the second phase. A half million word
memory made from UK static chips would require only a quarter of the number
of chips now 21n the PE memory, so that error correction capability would
probably not be needed. The cost of this replacment in the 1980-81 time
frame would be around $300,000.

The cost of the initial configuration of sixteen million word extended
memory and the buffer/file memory would be about one and a half million
dollars. The second phase, which doubles the capacity of the buffer/file,
inereases the size of the extended memory to sixty-six million words and
replaces the local memory with half a million words would cost about 1.6
million dollars. The involvement of the Institute would consist of
specifying the CCD memory for procurement and designing and constructing
the interface for the buffer/file memory during the first phase. For the
second phase, specification and possibly design of the local memory
replacement boards would be required.

Although experience to date with H6UK CCD devices is not as extensive as for
other technologies under consideration, the technological risk involved in
this approach does not appear to be unacceptable. Fairchild, for exanmple,
will be delivering a CCD system to Burroughs well before they would bid on
this application; thus by the time a CCD memory would be acquired for an
extended memory, there will be field experience with the technology. Even
if CCDs have a significant transient error rate, a periodic refresh through
error correction circuitry should provide an exceptionally reliable system.
The controlilers and conirol logic for a CCD extended memory can be quite
simple with only a modest amount of hardware development necessary on the
part of the Institute.

Since this configuration closely models the current system, it is fairly
simple to predict the expected performance of this memory system. To begin
with, the latency of the CCD memory is about a factor of twenty-five better
than that of the I4DM. With a local memory four times the current one,
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buffers could be three tor four times their current size which in turn
reduces the number of accesses to the extended memory. However, rather
than seeing the time lost to latency of the extended memory being reduced
by a factor of seventy-five or more, the factor will probably be closer to
ten. The discrepency would be due to simpler buffering schemes being used,
and "inefficient" lay-ocuts of data on the disk. Reduction by a factor of
ten would bring latency time to within five to ten percent of program
execution time. Most users feel this percentage is acceptable, especially
when such performance results from a simple data management scheme. Such
simplicity 1is possible with the high performance of the CCD memory system.
This situation should significantly reduce the demands on programer time
and ingenuity in writing Illiac codes, and hence meet one of the major
objectives of enhancing the Illiac memory system.

There are two areas of system software that this proposal will
significantly affect. The first area 1is the {ile system for the
buffer/file memory, and is the same as for the other proposals. The second
area is in the control of the extended memory. Currently this task is
performed by the MMP which takes more than two milliseconds to respond to a
request for access to the IUDM. This is clearly unacceptable for a memory
whose maximunm access time is one millisecond; hence a new I/0 executive
will be required, either running on the Illiac itself or on a dedicated
processor with adequate performance. Part of the function of the MMP is to
map the logical address which a program issues into the physical address of
the IUDM. This capability increases the availability of the I4DM since
damaged areas of the disk can be programmed ouf of the user address space
without affecting the user's program. This capability will not be needed
by the new extended memory, so the I/0 executive will be simpler and faster
than the current MMP.

in summary, this proposed memory system offers signifiecant improvements
over the current memory system; it gives the Illiac the capability of
efficiently processing problems requiring up to sixty-six miilion words of
memory while =aignifiecantly reducing the complexity of using the machine.
The one and a half million dollar cost for the initial configuration mnmakes
this approach fiscally attractive, and the demands on the resources of the
Institute are minimal.

IV.C.3. OSixteen Million Word RAM Extended Memory

The third proposed memory system consists of a sixteen million word
extended memory which uses 16K dyramic RAM chips and a nine billion bit
buffer/file memory which uses high performance disks. The buffer/file
memory in this configuration is ‘identical to the one in the first proposal,
since this memory will have to suppori the users whose data bases will not
reside in the sixteen million word extended memory.
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The extended memory is basically the memory described in section IV.B.Z2.b.
Of the three proposals, this extended memory has the greatest flexibility
and performance. Processors will be able to access the memory with the
same flexibility they now access their local memory. This capability will
virtually eliminate one of the major difficulties in using the machine with
1ts current memory configuration.

In particular, the RAM extended memory may be independently addressed by
the processing elements. Codes with sophisticated data structures could
easily take advantage of this feature, for example in managing independent
queues in separate processing elements. Particle codes such as those used
in plasma and nuclear physics and physical and quantum chemistry usually
contain sections that are naturally formulated in this manner. However,
all users should benifit from RAM extended memory by not having to
partition their data bases into small working sets for PEM. This should
significantly reduce the complexity of writing programs for the Illiac
system. Both of these advantages should attract new applications that
previously would have been considered impractical on the current Illiac
memory architecture.

Of the three extended memories proposed to replace the IUDM, the RAM
extended memory has the highest implementation risk, and this risk is
significantly greater than for the other two. This is because it is
closely coupled with the control unit whereas the others have a simple
interface, similar to he current CU-IUDM interface. The control unit is a
complex device with many interacting components; even simple changes can
have unforseen ramifications. In addition, only a small number of
personnel understand this wunit to the point of being able to make the
additions to the CU which are required by this approach. These two factors
combine to make the implementation of this approach a significantly greater
risk than the other two proposals. However, there is a fall-back position
for 1mplementing a RAM extended memory. This would be to use a simple
interface, such as cne described for the CCD extended memory. This would
in effect provide users with a "zero latency disk" which could be used with
almost the same amount of flexibility as the proposed RAM memory (the major
exception being PE indexing).

The cost of this memory system would be about 1.8 million dollars for the
extended memory and $600,000 for the buffer/file memory. Since both the
extended memory and the buffer/file memory require design and fabrication
of interfaces by the Institute, the availability of personnel to perform
these tasks will dictate the scheduling of when these two resources become
available for use. With the extended memory receiving the initial
attention, this part of the system should be available, even with 1limited
capabilities, by late 1980. The buffer/file memory should be available
about a year later.

The performance of programs whose data base is larger than sixteen million
words can be estimated by a simple calculation. Assume a sixty-six million
word data base which resides on the buffer/file memory. If the program
must sweep through this data for each step of the program, and if the
computing is performed at the generic rate of 100 million bits per second,
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then the compute time to process the data base is 40 seconds. To process
the data, it must be brought from the buffer/file memory to the extended
memory and then written out again. Since this can be done in four blocks,
the latency of the buffer/file is negligible. The transfer time, however,
is considerable: it takes 40 seconds just to move the data. There are two
points to this example. First, for programs which do not fit within the
extended memory, data movement time will be comparable to the compute time,
as 1t is in the current system {but because of the transfer rate in the
proposed system rather than because of latency in the current system).
Second, despite this fact, programs with very large data bases are still
possible with this memory systen.

The implications of this memory system with respect to system software fall
into two areas. The first is again the file system for the buffer/file
memory. The second area involves a new instruction. Both the assembler
and the higher level languages must be modified in order to provide access
to this instruction. Although the addition ¢to the assembler 1is
conceptually straight-forward, it is complicated by the fact that the
assembler has not been altered in several years and there is no one at the
Institute who has worked on the assembler. There are several options with
regard to incorporating the new instruction into the existing higher level
languages. The simplest is merely fo allow access to this instruction the
same wWay users gain access to any other assembler instruction. A more
elegant way would be to provide an intrinsic or library function which
performs the move function. Finally, the most sophisticated option, and
the one requiring the most work, would be to automate the movement of data
from the extended memory to the local memory with the compiler detecting
when data must be moved to the local memory and generating the appropriate
instructions (as well as managing the temporary storage in the local memory
for extended memory variables).

In summary, this third memory system offers the most flexible extended
memory which should significantly improve the system performance and reduce
the programming complexities of the present system. The implementation of
this system places a significant burden on the resources of the Institute.
The cost of this system, even at two and a half million dollars, is
attractive from the point of view of the additional flexibility which it
offers, and problems larger than the sixteen million word extended memory
can s8till be solved by using the buffer/file memory as third level in the
memory hierarchy.

IV.C.4. Relative Merits of the Systems

To aid in the exposition, the three approaches described above will be
referred to as +the PEM, CCD and RAM approaches, respectively. The three
approaches differ primarily with respect to initial cost, size, system
impact, effect on program development, and demand on the Institute's



Illiac Memory System 128
iV.C. Alternative Memory Systems and their Evaluation

resources for hardware development. The technological risk involved in the
three approaches are acceptable: there is essentially no risk involved in
the RAM and PEM approaches. The CCD approach has the greatest amount of
technological risk associated with it, since the technology chosen for the
extended memory has not yet been used in large scale memories; this risk,
however, is not inordinate. With respect to implementation risk, the RAM
approach 1s significantly greater than the other two since it involves a
much more complex coupling with the control unit; this risk, however, can
be avoided by using a simple interface, if necessary.

The amount of in-house development required for these three approaches
varies considerably. All approaches use the same system for the
buffer/fi1le menory, and the interface, although complex, is
straight-forward. The only issue is the design of the disk controller and
whether the design and fabrication is performed by the Institute or is
acquired from an outside vendor. Ignoring this common task, the CCD
approach requires no in-house development aside from specification, the PEM
approach requires a modest involvement, and the RAM approach requires a
considerable amount of in-house development.

The three approaches have different impacts on the current system software
and on user's program development efforts. Again, the impact of the
buffer/file memory is roughly constant for the three approaches, and will
be ignored in this discussion. The PEM approach requires negligible
changes to the current system software. For the CCD approach, the rapid
response time of the disk replacement will necessitate that the current
control mechanism be replaced by an I/0 executive dedicated exclusively to
managing transfers between local and extended memory. This will require
the development of the appropriate system software. The RAM approach also
requires considerable system software changes; since it involves adding an
instruction to the current Illiac repetoire, changes must be made in the
assembler and probably in the programming languages as well. As far as the
impact of these three approaches on user code development is concerned, the
PEM approach will be of most help to users whose problems fit in the four
million word memory; for larger problems, about the same level of effort
will be required as is now being expended. The capability to have much
larger buffer areas may mitigate the amount of time which must be spent
during program design in order for a program to be reasonably efficient.
The CCb  approach, by =significantly improving the performance
characteristics of the extended memory, will greatly reduce the effort
required to use the machine efficiently, and the RAM approach, for problems
requiring less than sixteen million words, should virtually eliminate the
problems users experience with the current extended memory.

As a final point of comparison, the relative performances of the three
memory systems varies depending upon the size of the active data base being
processed. The target Illiac applications for the fully enhanced Illiac
system can be grouped into four categories according to the size of their
data base: those problems with less than one-half million words, those
problems with one-~half to sixteen million words, those problems with
sixteen to sixty-six million words and those problems with greater than
sixty-six million words. Problems in the first category are best .served by



Illiac Memory System 129
IV.C. Alternative Memory Systems and their Evaluation

either the RAM or CCD approach with a 5 to 50 percent degradation expected
going Yo the PEM approach. This is due to the fast local memory provided
with these two approaches. Since the fast local memory in the CCD approach
15 one-half versus the one-eighth milliocn words of the PEM approach, about
10 to 50 percent better performance would be expected of the CCD approach
in this range. Problem data bases in the one-half to sixteen million word
range would best be served by a RAM memory system with a 5 to 10 percent
degradation expected going to CCD since most programs will lose only 5 to
10 percent of their execution time due %o latency and transfer time, A
degradation of wup to 50 percent should be expected with the PEM approach
for problems under four million words; above four million words the
degradation would be 100 percent since part of the data base must then be
stored on disk. Problem data bases in the sixteen to sixty-six million
word range would perform 100 percent better with the CCD approach over RAM
and PEM since data bases in the latter two cases would be stored on disk.
Over sixty-six million words the picture reverses with both the RAM and PEM
approaches performing 25 to 30 percent better than the CCD approach. This
is due to the fact that in the CCD memory system the extended memory has
only two high performance disk controllers instead of the four used in both
the PEM and RAM approaches.

in summary, all three approaches increase the reliability and availabilitiy
of the Illiac system while significantly reducing a major cause of the
inefficient use of the Illiac and a major cause of the high cost of program
development . With respect to cost and technological risk, the three
approaches are comparable although their differences are perceptible. With
respect to the amount of system sofftware changes, the CCD and RAM
approaches require significantly more work than the PEM approach.

There are four major differences in the three approaches. First, with
respect to in-house development and required modifications to the Illiac
(and the resulting unavailability of the Illiac), the RAM approach is
significantly more demanding on the Institute's resources than the other
two. Second, the RAM approach is significantly more expensive for a
minimal configuration (the first phase). Third, with respect to the size
of the data base which can be processed without having to resort f{o the
complexities of using a disk base memory efficiently, the PEM approach is
the most restrictive, being limited to 200 million bits, the RAM next most
restrictive, limited to omne billion bits, while CCD is least restrictive
with a 1imit of four billion bits. Finally, with respect to the complexity
of program design, PEM and RAM approaches are roughly comparable, with the
CCD approach being significantly greater, and the PEM and RAM approaches
significantly greater for large programs using the buffer/file memory to
hoid their active data sets. Despite their differences, all three
approaches are feasible and significantly improve the memory system
characteristics. -
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IV.D. Ability of Proposed System to Meet Future Demands

This section reviews the necessary and desirable characteristics for future
memory enhancements which were derived during the first phase of the memory
study and were summarized in section III.E. The capabilities of current
memory technology are represented in the three proposed systems, and each
proposed memory is discussed with respect to how well it meets the
gpecified requirements. Five major areas of weakness were identified in
the present system. These are:

1. The limited bandwidth between the system and the outside world and
the resulting time required to move data onto and off of the system.

The solution to this problem involves upgrading the support system's
disk and file storage media. This is currently being pursued, but the
solution of using commercial IBM compatible components will still
limit the transfer rate of the support system to about five megabits
per second. However, since the Institute supports external users,
this weakness can be improved only as the computing community at large
develops faster 1/0 devices. -

2. 'The lack of a large on-line storage facility to keep active data
bases between runs over a period of a few weeks.

This weakness is met by the buffer/file memory in each of the three
proposals. Of the eventual capacity of 18 billion bits, approximately
12 billion should be available for on-line file storage. This would
increase the absolute file storage by a factor of six, and since most
of the buffer/file memory will be devoted to the storage of user
files, this should substantially improve the current situation. As
designed, the maximum capacity of this memory is 36 billion bits,
although for the CCD approach, two additional controllers would be
needed, in addition to more disk drives, to achieve this expansion.

3. The low bandwidth between the file system and the array, and the
resulting time to load and unload the array memory.

The effective transfer rates of the buffer/file memory is 200 million
bits per second for the PEM and RAM proposals and 100 milion bits per
second for the CCD approach. This represents factors of 100 and 50,
respectively, in improved fransfer times over the present systemn.
This is, of course, over-design, but it has the additional benefit of
permitting large problems (those over I million words in the proposed
PEM memory system and over 16 million words in the proposed RAM memory
system) to be run with reasonable efficiency {(about 50%) using the
buffer/file memory to store the main data base.
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4, The bandwidth between local and extended memory and the latency in
accessing the extended memory, which together lead either to
inefficient use of the machine or to extended program development time
Lo reduce these inefficiencies.

The size of the local memory is important in the efficient use of the
machine: its major function is to hold the data to be accessed by the
processor. If there is an associated delay in accessing the extended
memory then part of the local memory must be set aside to buffer
accesses to the local memory. The more area that can be reserved for
buffering, the more data that can be accessed with each request and
hense the fewer requests required and the less time lost to latency in
servicing those requests. Thus a figure of merit to be applied to a
two level memory system is the ratio of the loeal memory capacity to
the average delay in accessing the extended memory. Clearly, the
larger the ratio, the easier such a system will be to use efficiently.
The current system has a ratioc of about 419 million bits of storage
per second of latency. The PEM approach has a ratio of 9.6 billion
bits per second, the CCD has a ratio of about 66 billion bits per
second, and the RAM has a ratio of about 25 trillion bit per second.
There are two implications to these numbers. The first is that all
proposed memory systems offer at least an order of magnitude
improvement over the current memory system. The fact that both CCD
and RAM are significantly more than and order of magnitude improvement
has 1ittle impact since after an order of magnitude improvement,
subsequent improvement can be at most 10 percent of the original
situation. The second implication is more important, and that is the
way users approach designing their programs can change with two of
these three proposed systems. With the CCD proposal, more flexibility
is possible due to the greater efficiency of accessing the extended
memory for small transfers. With the RAM proposal, the flexibility is
S0 great that little if any consideration in wusing the two level
memory will probably be required in designing programs with data bases
smaller than sixteen million words (although for larger problems, the
program design process will be similar to the current process).

5. The declining amount of extended memory.

A1l of the proposed memory systems offer larger, reliable memories for
their extended memory. In contrast to the current IUDM which has a
half half billion bits, the RAM offers a billion bit extended memory,
the CCD approach a four billion bit extended memory, and the PEM
proposal an eighteen billion bit extended memory (which also serves as
its buffer/file memory).

Thus each of the proposed memory systems directly responds to four of the
five areas of weakness in the current system. The three systems differ
primarily in the size of their extended memories and in their approaches to
solving the problem of a low effective bandwidth between the local and
extended memory. Any of these three systems should significantly improve
the Illiac's memory system and continue to maintain the system as a major
computing resource for the scientifie research community.



Illiac Memory System 132



Illiac Memory Systems 133
Glossary of Terms

Glossary of Terms

The following is a list of abbreviations and terms used in this
report. Terms which are defined and used only within a local context
have not been included in this list.

ACAR: one of four bU-bit general purpose registers in the Illziac
processor's control unit.

ADB: one of sixty-four bU-bit scratch pad registers 1in the processor's
control unit.

ADVAST: the Illiac Control Unit's ADVAnced STation (see page 24).

BIOM: the Buffer I/0 Memory (see page 14).

Buffer/file memory: a high performance, large capacity memory to be used to
buffer transfers between the support system and the Illiae; this
memory is a proposed addition to the system.

CCD: Charged-Coupled Devices are a serial solid-state memory device.

CCD approach: a proposed memory system based on a sixty-six million word
memory made of CCDs (see page 97).

CU: the Control Unit of the Illiac (see page 24).

DC: the Descriptor Controller in the current Illiac disk memory (see pages
14 and 75).

DFC: the Disk File Controller of the current Illiac disk memory (see pages
14 and 70).

DFDC: the Disk File Descriptor Controller in the current Illiac disk memory
(see pages 14 and 75).

DMA: Direct Memory Access without interrupting a central control unit.

Data Rate: the rate at which a program processes its data base, considering
only computing and not memory accessing delays (see page 36).
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Pxtended memory: the memory of a large compuber which holds the bulk of the
active data base during a computation.

FINST: the FINal STation of the Illiac control unit (see page 24).
Gigabat: one billion bits.
ILA: the Instruction Look 8head unit of the Illiac control unit.

I0S: the I/0 Switch of the current Illiac disk memory (see pages 14 and
75) .

108S8: the I/0 Sub-System of the Illiac (see page 15).
I4CM: the Illiac IV Central Memory (see page 14).
I4DM: the Illiac IV Disk Memory (see page 16).
I4TAPE: the Illiac IV TAPE system (sée page 22).

K: 1024,

Local Memory: the fast memory local to the processor in a large scientific
computer (the PEM on the Illiac).

M: 1048576; thus 64M is slightly over sixty-six million.

MAP: a software system for users to arrange their data on the T4DM.
MAR: the PE's Memory Address Register.

Megabit: one million bits.

Megabyte: eight million bits.

MIR: the PE's Memory Information Registers, used for communication between
the PE or IUDM and the PEM.

MMP: the Memory Management Processor (see page 1l).

MOVE: a sub-system for moving data among memory components of the Illiac
memory system (see page 89); also a proposed Illiac instruction to
move data between the extended memory and the local memory (see page
79).

MS: the MMP Server (see pages 14 and 21)}.

MTBF: Mean Time Between Failures.

MU: the Memory Unit of the proposed CCD extended memory (see page 72).
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M/L: the ratio of local memory capacity to the latency of the extended
memory, used as a figure of merit for hierarchical memories (see page
40).

NMOS: N-channel Metal Oxide on Silicon, a semiconductor process for
fabricating memories and logiec.

PE: a Processing Element of the Illiac.
PEM: the PE Memory.

PEM approach: a proposed memory system based on a major enhancement to the
PEM (see page 95).

RAM: Random Access Memory.

RAM approach: a proposed memory system based on a RAM extended memory (see
page 99).

SEC/DED: Single Error Correction, Double Error Detection, usuzally used on
memories.

SU: the Storage Unit in the current Illiaec Disk Memory.

Tenex: the operating system for the support system (processor A). also
called Tenex A.

TMU: the Test and Maintenance Unit of the Illiaec.

Throughput rate: the rate at which programs process their data, from input
to the system until output from the system (see page U2).

TNXCM: Tenex Buffer Memory (see page 14).
TRO: the control unit's TMU Output Register.
TRI: the control unit's TMU Input Register.

TSP: Tape System Process for Illiac INTAPE facility (see page 14).



