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ASTROPHYSICAL MATERIALS SCIENCE: THEORY



PROJECT SUMMARY: 1972-1978



Since the initial award of Grant NGR-33-010-188 in summer of 1972, the



aim of the project "Astrophysical Materials Science: Theory" has been to



develop analytic methods to better our understanding of common astrophysical



materials particularly those subjected to extreme physical conditions. The



program has been administered in the past by the staff of the Lewis Research



Center, National Aeronautics and Space Administration, Cleveland, Ohio.



Beginning Oct. 1, 1978 the project will be administered by N.A.S.A. Washington,



re-appearing under the same title as NSG-7487.



This document briefly summarises the research discoveries and work carried



out over the last six or so years. Hydrogen and helium constitute by far the



most abundant of the elements and it is no accident that the research has



focussed heavily on these elements in their condensed forms, both as pure



substances and in mixtures. It will be seen below,that the research has



combined the fundamental with the pragmatic. The proper and complete under­


standing of materials of astrophysical interest requires a deep appreciation



of their physical properties, especially when taken into the unusual ranges



of extreme conditions. Fundamental theoretical condensed matter physics has



played a very important part in the research to date, and will continue to be



a dominant element in the research carried out under NSG-7487. The collaborati



with the experimentalists (Prof. Ruoff and his group) have also been exceedingl



beneficial, and this too will continue in the future.



The research will now be summarized. (Notice that publication #3(a) on



aluminum under high-pressure is discussed in the Final Technical Report on



NGR-33-O0-189.)
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Paper #1, on the ground state energies of simple metals developed the



method of structural expansions for use in determining the equation of state



of metallic hydrogen (and indeed other metals) up to 4th order in perturba­


tion theory. Previously, work in the Soviet Union and elsewhere had made



predictions on the nature of the structure of metallic hydrogen based on



lower order perturbation theory. Paper #1 called this into question, at least



for static lattices.



Paper #2 concerned itself with nature of the deep interior of Jupiter,



particularly with respect to the transport properties. We were able to



calculate both the electrical and thermal transport properties of the planetary



interior and hence comment on the origin of the Jovian magnetic field.



Paper #3 is devoted to a problem in molecular hydrogen, specifically the



nature of the interaction between molecules at short range and the importance



of multi-center terms in arriving at an adequate description of the thermo­


dynamic functions of condensed molecular hydrogen.



Paper #4 returned to the subject of Paper #i and took up the question



of proton dynamics, again arriving at a method applicable to many metals.



In accounting for the structural energies in a dynamic lattice we also obtained



a method for determining x-ray structure factors (particularly diffuse thermal



scattering) which has been very useful.



Paper #5 addresses a problem raised in Paper #2, namely are metallic



hydrogen and metallic helium mutually solubleunder the conditions prevailing



in the deep interior of Jupiter ? The results of the calculations presented



in Paper #5 show fairly convincingly that almost complete phase separation is



to be expected and this has interesting consequences in the transport propertie



as a function of depth into the planet.



Paper #6 tackles a question emerging from Paper #4, namely, can the proton



and electron degrees of freedom really be separated when dealing with the
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thermodynamic functions of hydrogen, or should they be treated as coupled 

systems. The latter is found to be the case and the structural consequences



are really quite important. Simple structures are favored by this approach,



rather than the grossly anisotropic structures proposed by the Soviet groups.



Paper #7 continues the work of Paper #5, but continued into the domain



of liquid rather than solid solutions of hydrogen and helium. The misci­


bility gap in the solid is found to persist in the liquid alloys unless the



temperature gets exceedingly high. This has application in some stellar



exteriors.



Paper #8 begins a study of molecular hydrogen and its band-structure and



continues the work begun in Paper #3. The ultimate intent is the determina­


tion of the thermodynamic functions of the molecular phase, and then the



estimation of the metallization pressure. The results of the calculation



introduce the notion that metallization by isostructural band-overlap may



be a possibility.



Paper #9 deals with the quantum aspects of ground state defects in



hydrogen and asks whether "quantum-defectons" can be present in metallic



hydrogen crystals, and if so whether they can co-agulate into macroscopic



voids whose surfaces may then be unstable to molecule formation. This prospect



is ruled out by calculation: again a general method for dealing with systems



other than hydrogen is introduced.



Paper #10 introduces a new idea: that the ground state of metallic
 


hydrogen might be a quantum liquid. To obtain the ground state energy of



such a system it is then necessary to extend the theory of liquids somewhat



and the paper deals with a method for obtaining the necessary distribution



functions.



Paper #11 then takes up the idea of Paper #10 to calculate the ground



state energy of a proposed liquid phase of metallic hjdrogen and indeed finds
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that up to third order at least (in the electron-proton interaction) such a 

state is a very strong possibility. It also examines the likelihood of



partially ordered magnetic phases, and notes that some of the ordering



energies are quite characteristic of superconducting ordering energies.



Paper #12 extends the notions discussed in Paper #2 and discusses both



the metallic and insulating form of hydrogen and helium in the context of



models of the interior of Jupiter and Saturn.



Paper #13 is also concerned with Jupiter and Saturn, but from the



standpoint of dynamic aspects, specifically convection and the influence on



it of composition gradients in the mixture of hydrogen and helium.



In concluding this report, it is worth recording that the systems studied



so far have yielded a richness in their physical properties that considerably



exceeded the initial expectations. There is every reason to believe that this



situation will continue, and that the low temperature highly quantum aspects



of both high density hydrogen and helium will remain fascinating systems for



further study.



N.W. Ashcroft



Ithaca, N.Y.-Fall 1978
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ABSTRACT 
In the preceding paper (Paper I) we discussed the thermodynamic and microscopic transport 

properties of hydrogen-helium fluid mixtures. These results are used in the present paper for a 
semiquantitative analysis of the thermal and compositional history of an evolving hydrogen­
helium planet such as Jupiter or Saturn 

First, the evolution of a homogeneous planet with no first-order phase transitions or imins­
cibilities is considered The temperature gradient is at least adiabatic (since thermal conduction 
cannot transport a sufficient heat flux) and is also large enough to ensure that the fluid state 
prevails everywhere. Convection is therefore uninhibited by molecular viscosity, and the frac­
tional superadiabaticity is very small, despite the inhubitory effects of rotation and magnetic field. 
Adiabatic, evolutionary models are discussed. The times taken for Jupiter and Saturn to reach 
their observed luminosities are about 4 x 109 and 2 x 100 years, respectively, essentially inde­
pendent of formation details The result for Saturn appears to be inconsistent with its actual age, 
assumed to be -. 4 5 x 109 years. 

Next, the effects of a first-order molecular-metallic hydrogen transition are discussed for a 
pure hydrogen planet: A well-defined interface between the phases persists, despite the presence 
of convection. The temperature is continuous at the interface and the entropy is discontinuous, 
the change in entropy being equal to the latent heat of transition. Consequently, the heat content 
and derived "age" differ from that determined for a purely adiabatic model (by a factor between 
I and 2, depending on the unknown latent heat) 

Convection in the presence of a composition gradient is discussed, and the importance of 
overstable modes and diffusive-convective equihbna established. The convective transport of 
hetium away from a localized helium source is shown to be inefficient because helium diffusivity 
is much less than heat diffusivity. 

Evolutions with helium immiscibility (but no first-order molecular-metallic hydrogen transi­
tion) are discussed. Helium droplets nucleate from the supersaturated mixture, grow to ,- 1 cm 
radius, and fall under the influence of gravity, despite the convection Most of the energy release 
from this differentiation is available for radiation, and the decay time for the planet's excess 
luminosity is increased, typically by about a factor of 5 

Finally, more complicated cases are discussed which include both immiscibility and the first­
order character of the molecular-metallic hydrogen transition. The Gibbs phase rule leads to a 
discontinuity of the helium fraction at the transition, the formation of a helium-rich core, and an 
energy release comparable to that for immiscibility. This core can grow at the expense of the 
helium content in either the metallic or molecular region. In some cases, the molecular envelope 
helium content is actually enhanced by upward convective transport of helium. 

The various parameters (especially the critical temperature of the molecular-metallic hydrogen 
transition) are too uncertain for detailed quantitative conclusions The success of adiabatic, 
homogeneous evolutionary calculations for Jupiter suggests that helium differentiation has not 
yet begun for that planet or has begun very recently (< 10' years ago), which in turn suggests 
that the critical temperature for the molecular-metallic hydrogen transition cannot greatly exceed 
20,000 K. Helium differentiation in Saturn (and deviations from primordial abundance for 
helium and minor constituents in the atmosphere) appears to be required to explain the observed 
excess luminosity. 
Stbject headings planets: abundances - planets" interiors - planets: Jupiter 

I INTRODUCTION (Podolak and Cameron 1975, Zharkov and Trubitsyn 
1976, Hubbard and Slattery 1976; Stevenson and 

Modeling of the giant planets is a well-constrained Salpeter 1976; Podolak 1977) and Saturn (Podolak 
problem and has reached a quite high level of sophis- and Cameron 1974, Zharkov and Trubitsyn 1976) 
tication in recent years. Present models of Jupiter are substantially in agreement regarding the major 
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features of these planets However, none of these mod­
els systematically investigates the implications of the 
hydrogen-helium phase diagram. The hydrogen and 
helium are assumed to be uniformly mixed, and first­
order phase transitions are either assumed to not exist, 
or are inadequately treated. In the preceding paper 
(Stevenson- and Salpeter 1977, hereafter Paper 1) the 
phase diagram was discussed in detail, and in this 
paper, those results are applied to the thermal and 
compositional history of the hydrogen-helium planets.

Before outlining our approach to this problem, we 
summarize the main features of Jupiter and Saturn 
which are common to all the models referenced above. 
For Jupiter, these features are (a)a composition that is 
roughly 657 H, 30% He, and 5% other elements by 
mass, the latter being somewhat concentrated toward 
the center of the planet, (b) an adiabatic temperature 
structure such that the temperature rises from about 
180 KatP = I bar, to about 10,000 Kat.P - 3 Mbar 
(the molecular-metaihc hydrogen transition) and 
20,000 K at the innermost hydrogen-helium region 
(P - 45 Mbar); (c) a metallic hydrogen-helium core 
that is 3 or 4 times more massive than the molecular 
envelope. 

The main features for Saturn are less well established 
(a) a composition of 50-55% H, 20-25% He, and 
15-20% other elements by mass, but with wider 
variations conceivable, (b) an adiabatic temperature 
structure such that the temperature rises from about 
140-150 K at P 1 bar to about 8500 K at P z 
3 Mbar (the molecular-metallic hydrogen transition)
and a central temperature of perhaps -11,000 K; (e) 
a metallic hydrogen-hehum core that is as little as 
one-third or as much as equal in mass to the molecular 
hydrogen envelope. For more details and comparisons
for Jupiter and Saturn, see Stevenson (1977). 

The main question we address in this paper is, Are 
the above models consistent withthe hydrogen-hehum
phase diagram 9 In attempting to answer this, the 
following subsidiary questions necessarily arise: 

1. Under what circumstances does a hydrogen­
helium planet have an adiabatic thermal structure9 

Since the discovery of the excess infrared enussion of 
Jupiter (Aumann et al 1969, Ingersoll et aL 1976) and 
Saturn (Aumann et al. 1969, Nolt et al.1974; Rieke 
1975), it has been assumed that these planets are con­
vective almost everywhere and hence adiabatic How­
ever, this is not correct if there are first-order phase
transitions or composition gradients 

2. Under what circumstances is a hydrogen-helium
planet homogeneous? It is inevitable that some part
of the planet will eventually evolve into a phase ex­
eluded region of the hydrogen-helium phase diagram, 
either because of the immiscibility or because of the 
Gibbs phase rule requirement that the helium content 
be discontinuous at the molecular-metallic hydrogen
phase transition The only doubt is whether this has 
occurred already, is occurring now, or will only occur 
in the future evolution of Jupiter or Saturn In­
homogeneity is ensured for a temperature less than 
about 10,000 K at the molecular-metallic transition. 
The similarity between this and the actual temperature 

predicted by homogeneous models may not be a 
coincidence. 

3 What implications does inhomogeneity have for 
the thermal evolution? Recent evolutionary calcula­
tions for Jupiter (Graboske et al 1975, Hubbard 1977) 
appear capable of explaining the excess infrared 
emission as the release of primordial heat content 
from a homogeneous planet. A similar calculation for 
Saturn (Pollack et al. 1977) appears to be incapable 
of predicting sufficient heat flux after 4.5 x 101 years.
However, if gravitational layering is possible, with the 
more dense helium separating toward the center of the 
planet, then a large energy source becomes available 
to augment the primordial heat content (Kiefer 1967, 
Salpeter 1973). Helium differentiation always occurs 
eventually, but the details are found to be quite corn­
plicated, in general Approximate calculations indicate 
that the present luminosity of Saturn is readily ex­
plained by helium differentiation during the last 
2 x 109 years 

4. What implications do the phase transitions have 
for the distribution of minor constituents (e g, H20, 
CH4, NH3)? Although we will not attempt a quan­
titative answer to this question, it is found from quite
general considerations that the atmospheric com­
position is not in general representative of the bulk 
composition of the planet, even at levels deeper than 
any possible clouds In view of the difficulty ofestimat­
ing atmospheric helium abundance from remote obser­
vations, this fact may be the best observational test of 
our theory 

5. Can atmospheric observations be used to deter­
mine constraints on the thermal evolution of a fluid 
planet? The present distribution of constituents 
depends in a complicated way on the previous evolu­
tion of the planet. Unfortunately, we find that the 
current uncertainties in the hydrogen-helium phase
diagram and transport properties preclude any firm 
predictions that relate the present compositional 
distributions to the past thermal evolution 

In this paper we proceed from the simple to the 
complex. In §II we discuss the particularly simple 
case of a homogeneous planet in which there are no 
first-order phase transitions. The assumption of 
homogeneity is common to almost all recent models 
of the evolution and internal structure of Jupiter. In 
this particular case, convective heat transport domin­
ates almost everywhere, and the specific entropies of 
the atmosphere and deep interior are almost equal. 
Homogeneous, adiabatic evolutionary calculations 
then indicate that the times taken for Jupiter and 
Saturn to reach their observed excess luminosities are 
about 4 x 109 years and 2 x 109 years, respectively, 
essentially independent of the details of planetary 
formation 

In §III we discuss a pure hydrogen planet in which 
there is a fluid molecular hydrogen to fluid metallic 
hydrogen first-order phase transition It is assumed 
that convection dominates the heat transport every­
where, except possibly near the pressures and tern­
peratures corresponding to the phase transition. This 
general situation was considered in detail by Salpeter 
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Fir. 1-Various possibleevoluttonary regimes depending o 
the relative values of T(H-He), T(Q-4-H), and T This figure 
assumes T0(I{2-He) = 1/2T,(H-He) and isthe analog of Fig 6 
m Paper I In Sector I, immiscibility effects dominate In Sector 
III, the effects of the molecular-metallic hydrogen transition 
dominate Sector II is intermediate and complicated (see'text
for discussion) The dashed line separates "hot" evolutions 
from "cold" evolutions 

and Stevenson (1976) We apply those considerations 
to Jupiter and Saturn, and conclude that a well-defined 
interface exists between the phases, strongly inhibiting 
convective flow in its vicinity. 'Since the temperature 
is essentially continuous across the interface, the 
entropies of the two phases are found to differ by the 
latent heat of the transition Under these circum­
stances, the temperature in the metallic core can differ 
by up to a factor of 2 from that predicted for a fully 
adiabatic planet (but the actual factor is probably 
nearer unity than 2). A similar effect on the derived
,,age" of the planet is also predicted 

In §IV we discuss some general aspects of convec­
tion in the presence of compositional gradients. 
Particular attention is given to the most relevant case, 
in which thermal diffusion is greater than particle 
diffusion. Overstability and the convective transport 
of solute are discussed 

Sections V and VI are devoted to particular evolu­
tionary sequences. In Figure 1,the various possibilities 
are characterized by the critical temperatures TJ(H-H 2) 
and T(JH-He), for the molecular-metallic hydrogen 
transition and the metallic hydrogen-helium mixture, 
respectively This figure is directly analogous to Figure 
6 of Paper I. As in that paper, we set Tj(11-He) = 
1/2T0(H-He), where T,(H2-He) is the critical tempera­
ture for the molecular mixture. The evolution of a 
planet can be characterized in Figure 1 by a straight 
line segment, the extension of which passes through 
the origin. Thus the evolution lies in one of the three 
sectors shown For the purposes of our considerations, 
the starting point of the evolution is defined as the 
temperature of the central hydrogen-helium region of 

FLUID DISTRIBUTION 

the planet, when that region first becomes degenerate 
(i.e, reaches megabar pressures). The dashed line in 
Figure 1 further subdivides the sectors according as to 
whether that starting point is "hot" or "cold" A 
"cold" situation is one in which a phase excluded 
region is encountered at the beginning of the evolution"hot" situation is one in which the evolutionary 

starting point is inside the dashed boundary. It is 
to consider several possibilities, primarily 

because To(H-H 2) is so uncertain (see the discussion 
in Paper I) There is also considerable uncertainty as 
to the starting temperature for the evolution

In §V, Sector I of Figure 1 is considered Since the 
immiscibility of helium in hydrogen is the main con­
sideration here, this section assumes, for simplicity, 
that there is no first-order molecular-to-metallic hy­
drogen transition. It is also assumed that the starting 
point is "hot," since the starting temperature is likely 
to be well in excess of To(H-He) - I x 101 K As the 
planet cools down, it becomes possible for droplets of 
helium-rich fluid to nucleate from the mixture, grow
rapidly, and drift downward The subsequent in­
homogeneous evolution is discussed, using parameters 
appropriate to Jupiter and Saturn. Once this differen­
tiation is initiated, a large energy source becomes 
available Most of this energy is available for radiation. 
The rate at which the excess luminosity decreases with 
time is found to decrease by typically a factor of 5 
relative to homogeneous evolution, once differenti­
ation begins. 

In §VI we discuss Sector III of Figure 1. The main 
consideration here is the first-order character of the 
molecular-metallic hydrogen transition, but helium 
insolubility is also an important consideration Both 
"hot" and "cold" starting points are considered. In 
the "cold" case, the evolution depends on the relative 
densities of the coexisting hehum-rich molecular phase 
and helium-poor metallic phase If the former is more 
dense then there is a net downward transport of 
helium, if the latter is more dense then there is initially 
a small net upward transport of helium. We also 
discuss the "hot" case, in which there is always a net 
downward transport of helium 

Sector II in Figure I is not discussed in detail since 
there are no new effects in this sector that are not 
already present in Sector I or Sector Ill. The results 
for Sector II are, however, summarized in the conclud­
ing §VII There, we summarize the various possible 
cases and their implications. A brief discussion of the 
disposition of minor constituents (such as water) is 
given, and some possible inadequacies in our analysis 
are assessed Unfortunately, the uncertainties in the 
phase diagram and transport properties are still so 
great that we are unable to predict, say, the helium 
abundance in the lovian and Saturnian atmospheres. 
However, the success of adiabatic, homogeneous 
evolutionary calculations for Jupiter suggest that 
helium differentiation has not yet begun for that 
planet, or has begun very recently (< l0 years ago). 
Helium differentiation in Saturn appears to be re­
quired to explain its observed excess luminosity, but 
the uncertainties are large. 
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1I THE THERMAL EVOLUTION OF A HOMOGENEOUS PLANET 

We consider first the unlikely case where the molec­
ular metallic hydrogen transition is not first-order 
and there is unlimited solubility of helium in hydrogen. 
The infrared excesses of Jupiter and Saturn led 
Hubbard (1968, 1973) to propose that suchplanets are 
convective almost everywhere, with the consequence 
that the specific entropies of the deep atmos­
phere and metallic interior are equal (i.e, the tern­
perature and pressure are adiabatically related). This 
"adiabatic hypothesis" is based on three assertions: 
(i) The internal heat flux is too high to be transported 
by conduction (electronic, molecular, or radiative) at a 
subadiabatic temperature gradient. (ii) The resulting 
internal temperature is therefore high enough to ensure 
that the fluid state prevails everywhere. (iii) Convection 
is therefore not inhibited by viscosity and readily 
transports the required heat flux with only a very small 
superadiabaticity. 

The inadequacy of electronic conduction has been 
discussed elsewhere (Stevenson and Asheroft 1974, 
Stevenson and Salpeter 1976; Stevenson 1976) for the 
particular case of Jupiter. Similar calculations can be 
made for Saturn In both cases, the thermal con­
ductivity in the metallic core is about 2 x 108 ergs 
cm- 1 s- K-' (eq. [11], Paper I) and the adiabatic 
temperature gradient is typically 2 x 10-6 K cm - 1, 
so the conductive beat flux is typically 400 ergs cm- 2 

s-1. The total internal heat flux that emerges into the 
atmosphere is about (7 ± 2) x 103 ergs cm -2 s-1 for 
Jupiter (Ingersoll et al. 1976) and (4 ± 1 5) x 103 ergs 
cm-2 s-1 for Saturn (Aumann et al 1969, Nolt et al 
1974; Rieke 1975). In each case, the energy source 
must be gravitational (Hubbard and Smoluchowski 
1973), but the distribution of the energy source is not 
accurately known. However, even for a highly de­
centralized energy source such as primordial heat, the 
heat flux at the molecular-metallic hydrogen transition 
is comparable to (and may even be larger than) the 
heat flux emerging into the atmosphere, because of the 
smaller surface area. In both planets, the inequality 
between conductive and total heat flux in the metallic 
region is not enormous, but is nevertheless strong 
enough to be almost certain. A smaller, purely con­
ductive region near the center of each planet is not 
excluded, 

In the molecular region, electronic or molecular 
conduction is negligible but radiative opacity could 
conceivably be low enough to allow a radiative rather 
than adiabatic thermal structure. However, the discus­
sion in Paper I indicates that the opacity of pure 
hydrogen alone is sufficient to ensure convection, 

-except at temperatures where the 1500 cm ' to 
3000 cm- I window is important (i.e, 400 K < T < 
700 K) In this region, a solar abundance of "ices" 
(H20, CHI, NH3) will probably "block" the window 
in the pure hydrogen spectrum. It follows that a deep 
radiative layer, almost immediately below the observ­
able atmosphere, cannot be discounted until we know 
the abundance of minor constituents in such planets. 
It should be noted, however, that a radiative layer is 

not compatible with the interpretation by Gulkis and 
Poynter (1972) of the thermal radio emissions from 
Jupiter and Saturn It would also be very difficult to 
reconcile with the inversion of the higher gravitational 
moment J,, made by Anderson, Hubbard, and 
Slattery (1974).

The fluid state of theseplanets is assured by showing 
that the adiabatic temperature profile which matches 
the deep atmosphere gives a temperature that exceeds 
the melting point of hydrogen (or the hquidus of a 
hydrogen-helium mixture) at each depth. To a very
crude approximation, the Jovian adiabat is 

T z 10,000pl '2K, (1) 

where p is in g cm- , and the Saturmnan adiabat has 
the same form but is 10-207 colder. This temperature 
is comfortably in excess of the melting temperatures 
estimated in §I, Paper I. The fluid state ensures that 
convection is readily initiated once the adiabatic 
temperature is slightly exceeded, and is not inhibited 
by molecular viscosity 

To confirm the adiabatic hypothesis, it remains to 
be demonstrated that the thermal convection requires 
only a very small fractional superadiabatieity Steven­
son and Salpeter (1976) have discussed this for Jupiter, 
but almost identical numbers apply for Saturn. Even 
if allowance is made for the strongly inhibiting effect 
of rotation, the fractional superadiabaticity is found to 
be much smaller than unity. The effect of rotation has 
recently been analyzed in more detail (Gieraseh and 
Stevenson 1977), and the same conclusion was reached 
The inhibiting effect of the magnetic field is not ex­
pected to be greater than that of rotation, if a dynamo 
is operating, since the Lorentz force will be at most 
comparable to the Coriolis force (Hide 1974) Ap­
parently, the only other conceivable inhibition of the 
convection is the molecular-metalhc transition, but if 
this is continuous, then an element of fluid can change 
smoothly from one phase to the other as it moves 
through the pressure region of the transition No super­
cooling or superheating would be possible, and a 
rising fluid element would always be only slightly less 
dense than the surrounding field. Ofcourse, the region 
of the transition will in general have an "anomalously" 
large or "anomalously" small adiabatic temperature 
gradient In the case where the adiabatic gradient is 
much larger in magnitude within the transition region 
than elsewhere, electronic conduction can become 
important and the adiabatic assumption could break 
down This possibility is too unlikely to merit a 
discussion. 

Provided there exist minor constituents to block 
the window in the molecular hydrogen opacity spec­
trum, the adiabatic approximation is valid for a 
homogeneous planet with no first-order phase transi­
tions or immiscibilities. 

Evolutionary calculations for Jupiter (Graboske 
et al 1975; Hubbard 1977) and Saturn (Pollack et al. 
1977) have been made only for this homogeneous, 
adiabatic case The major part of the evolution is then 



243 No. 2,1977 HYDROGEN-HELIUM 

the gradual loss of primordial heat during the de­
generate cooling phase. To an adequate first approxi­
mation, the luminosity is then equal to the rate of 
change of internal thermal energy-

L = 4n t(T 4 - T.1) - (_3R3 C0 Ti) (2)
(t -,precise 

where L is the excess luminosity, A is the radius, a is 
the Stefan-Boltzmann constant, T,is the actual effec­
tive temperature, T. is the effective temperature in the 
absence of an internal heat source, C, is the average 
specific heat per uni volume, and T is some average
internal temperature. Since the entire interior is 
assumed to be convective, T , is related to T,by being 
on the same adiabat 

fp) 
T z TPf, (3) 

where P isacharacteristic internal pressure,P is the 
effective pressure (ie., the pressure at optical depth
unity in the atmosphere) and n - 0.25 is the average 
adiabatic 
1968), 

index From the virial theorem (Clayton 

P, GM 2 

,R (4) 

while optical depth unity corresponds to 

P. -g, (5) 
K 

where g is the acceleration due to gravity and Kis the 
effective transmission opacity of the atmosphere. In 
the degenerate cooling phase, T,changes more rapidly
with time than C, or R. Furthermore, the atmqspheric 
models of Graboske et al. (1975) indicate that K 
changes little, even as T, changes by an order of 
magnitude. It follows that P,and P,can be regarded 
as constant during most of the evolution, so that 
T cc T, The solution of equation (2) is then 

(a) (present heat content) 
(present excess luminosity) 

df 
0d(1 04 j X- (6) 

where t. is the "age" of the planet (the time that has 
elapsed since it first became degenerate), q =T0 /T. 
where T',, is the present effective temperature, and 
x. = T,,r-/T,1 where T,I is the effective temperature 
at the beginning of the degenerate cooling. The value 
of a is insensitre to x. for x. > 3. In the limit as 
Xm - CO 

1V -77-+7 12q
a I-1 -+777)


For both Jupiter and Saturn at present, q1 z 0 5 
and a z 0 25. The value of a is substantially less than 
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unity because the luminosity increases rapidly as one 
goes back in time. For "typical" adiabatic, homo­
geneous models of Jupiter (Stevenson and Salpeter 
1976) and Saturn (Podolak 1974), one finds to -.4 x 
10' for Jupiter and to - 2 x 109 years for Saturn, each 
with about 1 x 10' years' uncertainty. The more 

evolutionary calculations for Jupiter (Graboske 
et al. 1975; Hubbard 1977) and Saturn (Pollack et al.1977) do not differ greatly from the above crude 
analysis The major uncertainties are the present
luminosity, the transmission opacity, the specific heat 
in the deep interior, and the average adiabatic gradient 
The calculation suggests that a homogeneous Jupiter
with no first-order phase transitions is consistent with 
the assumed age of about 4 5 x 109
years. (There is no 
direct evidence relating to the ages of the major 
planets, but neither is there any reason to believe that 
they differ greatly in age from the terrestrial planets.)
The uncertainties (especially in the present luminosity) 
are greater for Saturn, but the small value of t derived 
for that planet suggests that Saturn may not be homo­
geneous, or at least may have a different evolution fromJupiter. In "natural" (i e., gravitational) units, Saturn 
has an "anomalously" large excess luminosity (see
Stevenson 1977) The two most likely explanations are 
either that Saturn is inhomogeneous or that observers 
have overestimated the excess luminosity This dilemma 
may be resolved with the flyby of Saturn by Pioneer11 
in 1979 In §§ IV and V,we examine the hypothesis that 
inhomogeneity is the explanation. We are not pre­
eluding inhomogeneity in Jupiter either, since the 
uncertainties are still large in the homogeneous evolu­
tion Furthermore, even if the planets were pure
hydrogen, the adiabatic assumption would not be 
valid if the molecular-metallic transition were first­
order At the end of the next section we discuss how 
this can also affect the evolutionary time scale 

I. THE MOLECULAR-METALLIC HYDROGEN TRANSITION 

We consider now a pure hydrogen planet in which 
the molecular-to-metalhc hydrogen transition is first­
order at the temperatures of interest, but in which the 
conductivity is always low enough (or the opacity high
enough) to ensure convection everywhere well away
from the transition. In a recent paper, Salpeter and 
Stevenson (1976) consider a self-gravitating fluid,
stratified into two phases of appreciably different 
densities and heated from within It is assumed that, 
away from the interface between the phases, the heat 
flux is mainly carried by turbulent convection with a 
very small superadiabaticity. Different modes are 
investigated for transporting the heat flux across the 
interface, and both possible signs for the phase­
transition latent heat L are considered. Under a wide 
range ofconditions, it is found that the transition region 
near the interface is thin, with a small change in tem­
perature across it. The entropy difference between thetwo phases is then LT, where T is the temperature atthe transition In reaching this conclusion, the follow­

ing assumptions were needed" (i) a fractional density
change at the transition that is not enormously less than 
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unity, (ni) a substantial positive surface energy a 
between the phases, at both microscopic and macro- 
scopic levels, (ii) a substantial latent heat L,with 
magnitude of order klT per particle, where k. is 
Boltzmann's constant; (iv) a heat flux which is deter­
mined by conditions elsewhere, and whose average is 
not affected by the dynamics of the phase transition 
(in the ea'se of Jupiter and Saturn, the heat flax is 
determined by conditions in the surface layers of the 
planet and its central temperature); (v) a Prandtl 
number (defined as Pr = v/K, where v is the kinematic 
viscosity and xis the thermal diffusion coefficient) that 
is not so enormously greater than umty that large-scale 
convective flows are inhibited by viscosity 

Of all these conditions, (n) and (v) are particularly 
crucial. If the molecular-metallic hydrogen transition 
is indeed first-order (see the discussion in Paper 1),
then these conditions are probably satisfied. 

This conclusion is in contrast to that reached by 
Schubert, Turcotte, and Oxburgh (1970) in their dis­
cussion of the ohvine-spinel solid-state phase transition 
in the Earth's mantle. They propose no entropy dis­
continuity, but rather a "two-phase" region where 
the two phases are intermingled and neither phase pre­
dominates. To understand why their conclusion is not 
incompatible with ours, two aspects of the problem 
must be considered, the predictions of linear stability 
analysis, and the nature of the finite amplitude flow 

A linear stability analysis was carried out for L > 0 
by Busse and Schubert (1971) They found that a 
state in which the phases are stratified with a well­
defined interface becomes unstable to mixing when the 
superadiabaticity becomes so large that an upward­
moving parcel of fluid can change phase, cool down 
(because of the latent heat), and yet still remain 
buoyant ForL kT, this requires a fractional super­
adiabaticity of order unity This instability criterion 
is apparently satisfied in the Earth, where viscosity 
greatly inhibits the flow in the sohd phases, and the 
superadiabaticity must be large. This criterion is not 
satisfied for fluid phases in Jupiter or Saturn, where 
the superadiabaticity has a very small average value, 

The second aspect of the problem is the nature of 
the finite amplitude flow. Turcotte and Schubert (1971)
consider a simple, one-dimensional model for the flow 
and deduce a "two-phase" region. Since the two 
phases have different densities, there is a tendency for 
them to separate under the action of gravity. However, 
in the high viscosities prevailing in the Earth's mantle, 
the rate of separation is no greater than convective 
speeds elsewhere, so a dynamic steady state can be 
envisaged in which a two-phase region persists. In our 
situation, where molecular viscosity is essentially
irrelevant, no two-phase region is conceivable in 
steady state, since it would separate almost at sound 
speed, on a time scale much less than typical convective 
time scales. To summarize, the most important 
difference between the Earth's mantle and the interiors 
offluid hydrogen-helium planets is the factor of - 10' 4 
difference in Prandtl numbers, 

This does not prove that our conclusion of an 
essentially "isothermal" (rather than "adiabatic") 

interface is correct To prove that, we would need to 
consider all possible modes for finite-amplitude dis­
turbance of the interface This has not been done, but 
those modes that were considered were found to be 
stable (Salpeter and Stevenson 1976). Turner (private 
communication) has pointed out that a major (pos­
sibly the major) source of mass transfer between the 
phases was not considered in Salpeter and Stevenson 
(1976). Experiments on turbulent entrainment across 
density interfaces (between fluids of different corn­
position) in the large Reynold's number limit (Turner 
1968b; Linden 1973; Long 1975) indicate that a small 
amount is ejected at high speed from one fluid into the 
other during the recoil of a large eddy that has hit the 
interface The ejection velocity is comparable to q'w,
the wave velocity on the interface 

qrc--(gl-e , (8)
P! 

where g is the acceleration due to gravity, I is a length 
scale characterizing the turbulence (i.e, eddy size), 
Ap is the density contrast at the interface, and p is the 
average fluid density. The amount ejected (in each 
direction) can be expressed as an entrainment velocity 
0', (the ejected volume per unit interface area per unit 
time) given by 

S- ( (n) 
W & , 

where % is a characteristic turbulent (convective)
velocity for eddy size 1, and n = 3 according to 
Turner (1968b) and Linden (1973) Neglecting rotation, 
W 10cm s- forJupiter and Saturn and I- 109cm 
(Hubbard and Smoluchowski 1973), so that 41. -_ 
10- i em s-
1 The latent heat flux Q4L is therefore 

-2 ­
10-2 ergs cm s ' in magnitude, and negligible
compared with the sensible heat flux. Unlike the 
experiments, the two fluids are phases of the same 
substance and the net effect of ejection is zero. (There
is, however, a small but finite probability of encounter­
ing a macroscopic amount of the "wrong" phase at 
large distances from the phase boundary.)

Experiments by Long on shear-induced turbulence 
(1975) have beeninterpreted as implyingn = 2 In this 
case, both the latent heat and sensible heat fluxes are 
proportional to Wj,but the latent heat flux is never­
theless smaller by ILI/pop 2 < 1. In this case, the 
entrained fluid, although small in total volume, can 
have a thermal effect comparable to the sensible heat 
flux. Even if Long's experiments are applicable (which 
they probably are not), the interface would still be well 
defined, although the convection would be substan­
tially different from the "normal" (n= 3) case 

An "isothermal" interface appears to be ensured 
provided 0&<< Olw and R, v >> 1, where v is the= l6& 
kinematic viscosity The conclusions of Salpeter and 
Stevenson (1976) can be applied to Jupiter and Saturn 
as follows In the molecular-metallic hydrogen transi­
tion, the metallic phase is about 307 more dense than 
the molecular phase. The sign of L is not known, but 
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FIG. 2-Temperature versus vertical coordinate z, for 
positive latent heat and no nucleation .BCDE is part of the
phase boundary, while AB and EFareadiabats corresponding 
to the same specific entropy In a fully adiabatic case, the 
temperature profile would be ABEF, with a two-phase region
between B and E The actual temperature profile (---)is 
almost adiabatic except for a thin region near the interface 
This region, labeled by AT, is exaggerated for clarity. The 
temperature profile for pure conduction is)also shown 

ILI/kET is probably slightly less than unity (Stevenson
and Salpeter 1976). Consider the case where L > 0 
and no nucleation of one phase within the bulk of the 
other is possible. We predict the formation of a 
thermal boundary layer between the phases, in which 
heat conduction dominates (small-scale convection is 
inhibited by heat leakage or molecular viscosity) A 
simple mixing-length analysis yields a boundary layer 
thickness of order 10 cm, across which there is a very 
small temperature drop AT z 10- 2 K, as shown in 
Figure 2 (AT is enlarged for clarity) Flow across the 
phase boundary is inhibited by the density difference 
and the inability of a macroscopic volume of fluid to 
change phase instantaneously. Instead, there are 
gravity waves on the interface, with amplitudes as 
great as 10 cm for the longest wavelengths A O109 
cm. This mainly represents a moving up and down of 

the boundary layer, with the actual thickness of the 
boundary layer itself being appreciably less. 

Suppose, now, that nucleation is possible It is 
evident from Figure 2 that the fluid between B and the 
interface C is supercooled and molecular, while the 
fluid between C and D0 is superheated and metallic. At 
T z 101 K in Jupiter or Saturn, homogeneous nuclea­
tion is probably the only nucleation mechanism. Using 
a surface energy comparable to that of pure metallic 
hydrogen relative to vacuum (about 0.1 eV per surface 
atom, according to the theory of Lang and Kohn 
1970), Salpeter and Stevenson find that the amount bf 
superheating or supercooling is never enough to 
initiate significant nucleation. If heterogeneous nuclea­
tion were somehow possible, then only infinitesimal 
superheating or supercooling might be needed How­
ever, it is still not possible for a large amount of fluid 
to rapidly change phase, since the superheating (or 
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supercooling) is generally much less than the latent 
heat. Consider, for example, a crest of metallic hy­
drogen on the wavy interface. Since the interface 
itself can be neither superheated nor supercooled, the 
interface itself lies on the phase boundary. However, 
the fluidjust below the crest is superheated and metal­
lie. If nucleation seeds are available, then bubbles of 

molecular phase begin to grow at a rate determined 
by the diffusion ofheat onto the bubble. However, only 
a small amount of fluid has changed phase before the 
entire crest has cooled to the local phase boundary, 
and superheating no longer exists. This nucleation 
process cools the metallic hydrogen and, thus con­
tributes to an upward heat flux. Since the total heat 
flux must be constant, it follows that the thermal 
profile will rearrange itself so that the interface is 
actually more hydrodynamically quiescent than it 
would be in the absence of nucleation 

In the case L < 0, no supercooled or superheated
regions arise, and the thermal boundary layer is 

similar to that for L > 0 if there are no waves at the 
interface. The phase change of fluid at the interface in 
a wave crest or trough might enhance the upward heat 
flux, so a temperature inversion may be needed to 
inhibit excessive heat flow This temperature inversion 

is at most about AT z 10-T - 10 K 
The effect of planetary rotation on these considera­

tions is small Far from the interface, the super­
adiabaticity is much larger in the presence of rotation 
than in its absence, but it is still much less than unity. 
Simple mixing-length theory (without rotation) pre­
dicts a fractional superadiabaticity c - 10-8 in Jupiter 
or Saturn, if the mixing length is of the order of the 
pressure scale height. Allowance for rotation (Steven­
son and Salpeter 1976, Gierasch and Stevenson 1977) 
yields E - 10- 4, in similar circumstances As one 
approaches the interface, a point is reached at which 
rotation is no longer important (i e, Coriolis force 
becomes smaller than buoyancy force). This occurs at 
a distance z from the interface, given by 

v(z) 

where v(z) is the convective velocity appropriate to a 
mixinglengthz, and Qis the planetary angular velocity. 
This is satisfied in Jupiter or Saturn by z - 105 cm, 
within an order of magnitude. Since the thermal bound­
ary layer is much thinner than this, rotation is not 
rapid enough to change its structure. 

The effect of magnetic fields on the structure of the 
interface is difficult to assess, especially if there is a 
large discontinuity in electrical properties across the 
interface According to most dynamo theories (Steven­
son 1974) the Lorentz force is no greater than the 
Coriolis force, so it seems likely that magnetic field 
effects are unimportant, if rotation is unimportant 
Magnetic"buoyancy" ofthe metalliefluid immediately 
below the interface may enhance the amplitude of 
interfacial waves, but since magnetic pressure is 
probably many orders of magnitude less than the 
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hydrostatic pressure, this should not be an important multiplicative factor. This factor could be as small as 
consideration. 0.5 or as large as 2.0, but is probably closer to unity.

To summarize If the molecular-to-metallic transi- The effect on Saturn is smaller, since a smaller fraction 
tion is first-order, and the conclusions of Salpeter and of the total heat content resides in the metallic core


Stevenson (1976) are applicable, then large deviations or in very dense molecular hydrogen.

from full adiabaticity may result In contrast to The contemporary latent heat effect is much smaller.


Hubbard's hypothesis, which states that As the planet cools, one phase grows at the expense of



the other. "Tlis'lead to graviattional Afid iffternal 
= Satrn, (11) energy changes that almost compensate, the net effect 

wheerethespcifc~m te being 1973) oneS, ntrpis o cntal (Flasarthe purely thermal of latent heat releasewhere S., S,, are the specific entropies of the central According to the Clausius-Clapeyron 
and atmospheric regions of the planet, respectively, we equation, 
have instead 

S. + AS -St., (12) =dPAS (13) 

where AS = LIT is the entropy change at the transi­

tion It follows that a central temperature T, evaluated where the derivative is evaluated along the phase 

according to equation (11) could be wrong by as much boundary, and Av - 3a0

3/proton (Stevenson and 

as a factor of 2 (Stevenson and Salpeter 1976) in either Salpeter 1976) is the volume change at the transition. 

sense. This is an extreme upper bound, and it is more The additional luminosity from latent heat generated 

likely that T, determined by equation (11) is wrong by at the boundary, QL, is 

only 10% or 20%, but even this is not negligible in an 4irR2LLdP\IdT\ 

accurate interior model. (The uncertainty in AS iS -9 g , (14)

essentially the uncertainty in the adiabat for molecular d­

hydrogen at p > 0.1 g cm- 3, since the adiabats are well 

knowfi at lower densities and at metallic densities. All where L = TAS is the latent heat per gram, and 

models of Jupiter and Saturn-except Stevenson and (dT/dt)isthe rate at which the temperature is changing 

Salpeter [1976]-imphcitly assume AS = 0.) at the phase boundary. Assunng dT/dt - - 2 x 


-The existence or absence of a well-defined interface 10 - 14 K s which is appropriate to adiabatic, homo­
is a qualitative feature which may have observable geneous models of Jupiter (see §II), one finds that for 
consequences for the multipolarity of the magnetic T Z110 K, 
field, the large-scale convective pattern (Busse 1976), 
or the normal modes of the planet, in addition to QL - 6 x 102 (AS) 2 ergs s', (15) 
modifying the compositional and thermal structure where AS is in k,, per proton Since IAS I < I ks per

We consider now the effect of this first-order phase proton (Stevenson and Salpeter 1976), it follows that 
transition on the cooling of the planet For simplicity, QL is at most 10% of the total heat flux of 5 x 1024 
we assume that the actual temperature at the phase ergs s-. In Saturn, the inequality is even greater
boundary is much less than the critical temperature because of the smallness of the metallic core Note that 
for the first-order character of the transition, and we QL is positive regardless of the sign ofAS. (If AS > 0, 
assume that the entropy change and volume change then the metallic core grows at the expense of the 
at the transition are independent oftemperature. There molecular mantle. If AS < 0, then the molecular 
are two ways in which the cooling rate differs from mantle grows at the expense of the metallic core. In 
that for an adiabatic, homogeneous planet. First, the either case, heat is released ) 
present heat content is different since the specific These calculations are of limited usefulness for 
entropy in the metallic core is no longer equal to the Jupiter and Saturn, which are not pure hydrogen. In 
specific entropy in the atmosphere (eq. [12]). This is a fact, both planets contain a substantial mass fraction 
primordial latent heat effect (i e, the nonadiabatic of helium The Gibbs phase rule enforces a discon­
structure resulted during the formation or very early tinuity of helium fraction at a first-order molecular­
evolution of the planet) Second, the phase boundary metallic phase transition, and this can have a much 
is evolving as the planet cools, because of the tempera- larger effect on the cooling rate (see §VI).
ture-dependence of the transition pressure. This is a 
contemporary latent heat effect. 

The-primordial latent heat effect is readily evaluated IV CONVECTION IN THE PRESENCE OF A 
by noting that the age of the planetis proportional to its COMPOSITIONAL GRADIENT 
present heat content (eq. [6]), provided the planet is Thermal convection in the presence of composition
homogeneous. In Jupiter, most of the present heat gradients is not a simple generalization of homogeneous 
content is in the metallic core, and the temperature thermal convection, because the additional available 
in this core differs from that for an adiabatic homo- degrees of freedom can admit qualitatively new phen­
geneous planet by a multiplicative factor exp (-AS/2), omena. There is an extensive literature on this problem 
where AS is the entropy change at the transition in kB (see, for example, Spiegel 1972), but we limit ourselves 
per proton (Stevenson and Salpeter 1976) The age of here to those conditions which arise in hydrogen­
the planet is therefore modified by roughly the same helium planets when the helium is nonumformly 
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distributed In particular, we assume that D < K 
always, where D is the helium diffusivity and K is the 
thermal diffusivity. We also assume that the tempera­
ture gradient is destabilizing- The first assumption is 
almost certainly valid for both molecular and metallic 
phases (see Paper I, §§ VII and VIII). 

With these assumptions, it is possible to eliminate 
the "salt finger" modes (Turner 1967) The remaining 
steady states are: purely diffusive, overstable, and un­
stable. The purely diffusive solution is well understood 
and exactly solvable. It need not concern us further 
The unstable mode is a simple generalization of 
homogeneous thermal convection, and is highly effi­
cient in the transport of heat or solute The overstable 
mode is qualitatively new and owes its existence to 
the presence of two diffusive processes of different 
efficiencies (Shirtcliffe 1967, Turner 1968a). 

Consider, first, the unstable mode. In direct analogy 
to the well-known simple mixing-length theory, we 
can consider a parcel of fluid in equilibrium with the 
ambient medium, with composition and density given 
by x and p, respectively. The parcel is then displaced 
upward, expanding adiabatically and maintaining the 
same composition. The condition for instability is that 
the parcel must then have lower density than the 
ambient fluid, i e, 

(P) 	 <p (16)
\p x.s dp 

where s is the entropy, p is the pressure, and 
p ( d(Gierasch 

= ) () d) + . ,(ds) 

dp Op s + J p,]p+ (20 -p 

which, after some elementary manipulation, becomes 

(Op\ I Sp\ fsmalld/p d 

dp ap .+ x ,..ryp) 

iOp[dT (OT 1 
+L d \exceeds 

If we define 
 
1 [oscillation 
 

- [ [dT I[T\1 HPkOp d",j"'o \STjP.4dp ­

-1,Jap dx 	 (17)
p xb],dz ,(7 
 

where z is a vertical coordinate and Hp is the pressure 

scale-height, then 

> 	 (18) 

is the condition for instability. Generalizing the usual 
arguments of simple mixing-length theory, we can 
then derive a velocity v 

v Z vs - x0("I1h), (19) 

where I is the mixing length, v. = (gHi,)112 is the sound 
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speed, and g is the acceleration due to gravity. The 
heat flux FT is of order 

F, - ypv '( - x)Y'(IIH,)2 , (20) 
where we have used the fact that 

C T = p 
a p 
a p 

'Sln , [OlnP\ 
a=-(') ' = (21)

I 	 s,x 
and C, is the constant pressure specific heat. We can 
also evaluate the solute mass flux F,, 

2F , pVX(e - X)"12 (IIH,) . (22) 

The rate at which work is done against gravity in re­
distributing the solute is of order v 2F,(l/H,) An 
obvioub consequence of these results is that a very 
small compositional gradient can have a large effect 

10-8 
on the convection properties. For example, e z 
=
in Jupiter if x 0, and the effect of rotation is neg­

lected (as it is above) Thus, ifX > 10-8,the convection 
properties would be modified. In the next section, we 
consider situations in which X - 1. The effect of rota­
tion is not negligible, of course, but it does not change 
the instability criterion, and roughly speaking just 
changes the right sides of equations (20) and (22) by 
the same multiplicative factor 8(1). [For Jupiter, 

-8(H) - 10-6, so that E ,10 ' for X =0,1 = H 
and Stevenson 1977).]

Consider now the overstable mode. In this mode, the 
fluid is stably stratified (e < X), but small-scale fluid 
oscillations can grow because of the greater efficiency
of heat diffusion relative to helium diffusion Consider 
a displacement of an element bffluid that is sufficiently

for molecular diffusion effects to be significant. 
In the displaced position, heat and solute diffuse fromthe fluid element into the surrounding ambient 
medium. If the density increase from this heat diffusion 

the density decrease from the solute diffusion, 
then the density contrast between the fluid element and 
the ambient medium is enhanced, and a growing 

is possible, driven by the thermal buoyancy
force. In the absence of viscosity, the condition for 
overstability is 

E> DX. 	 (23)
Molecular viscosity v is always important, however, 
and the correct result incorporating v is (Walin 1964) 

(,c + v)E > (D + v)X (24) 

for overstability The regime of overstability is slice 

of (c,X)-space, bounded on one side (e > X) by the 
unstable region and on the other side by the stable 
(diffusive) regime. In Figure 3, the stability diagram
is given for the situation of interest (x > D - v, 
c > 0, X > 0).

The overstable mode is most efficient when the 
characteristic time for heat diffusion across a fluid 
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1ic 3-The stability diagram for thermosolutal convec­
tion, assuming e > 0, x > 0, K> D The dashed line sche­
matically represents a constant heat flux contour For clarity,
the x = 0 intercept (e = s)shown well-displaced from the 
origin Usually ej (the value of e for pure heat conduction) is 
many orders of magnitude larger than e0 The transition from 
unstability to overstability (at a given heat flux) is not well 
defined, but occurs in a region of e that is not greatly less than 
el 

element is comparable to the oscillation time 

A2/K , AMYX - 0 - 112, (25) 

provided v is not many orders of magnitude greater 
than K. The characteristic horizontal length scale 
("wavelength") A is typically of order 10 cm in the 
situations of interest (x - c 1). The vertical am­
plitude cannot be estimated from linear stability 
analysis, but experiments (Caldwell 1974) indicate that 
heat and solute fluxes are not very much greater than 
they would be from pure diffusion. This means that 
the amplitude of the oscillations is never enormously 
greater than the wavelength, a physically reasonable 
conclusion. Overstability should therefore be regarded 
as a mechanically enhanced diffusion process rather 
than a convective mixing process. This means that the 
ratio of thermal to solute fluxes should be roughly the 
same as it would be if only diffusion were acting. (This 
is only true for E >E a since thermal diffusion is driven 
by the total temperature gradient, not just the super­
adiabatic excess This criterion is always satisfied in 
laboratory-sized experiments, and is satisfied in many 
of the situations that we consider in subsequent 
sections.)

In Figure 3, the dashed line schematically indicates 
a contour of constant heat flux In the stable region, 
c = E, (a constant for all x if we neglect the Soret 
effect-see Paper I, §VII) The onset of overstability 
is accompanied by a gradual reduction in c for a given
heat flux, but because of the inherent Inefficiency of 
the overstable modes relative to normal convection, 
the reduction in e is never very great, probably less 
than an order of magnitude The transition from over­
stable to unstable behavior is complicated, and is not 
accurately represented in Figure 3. Once unstability 

predominates, equation (20) shows that e - x << 
until near 0, where E -_c0 + x/3 . An interesting 
feature of the unstable regime in which e - X << c is 
that equation (19) then predicts very slow convective 
velocities. Under these circumstances, convection is 
likely to be intermittent 

In thermosolutal convection, nonlocal (Turner and 
Stommel 1964) and timc-dbpendent effeets fzhy occur 
The following situation is of particular relevance in 
evolving hydrogen-helium planets

Consider a semi-infinite pure fluid, bounded below 
by a rigid, perfectly conducting plate Incident on this 
plate is a constant, given upward heat flux FT. Experi­
ments and theory (Howard 1964) indicate that an 
intermittent boundary layer is formed which grows by 
thermal diffusion until the local Rayleigh number is 
exceeded for a layer of thickness _ (xt)'t 2, where t is
the elapsed time and x is the thermal diffusivity A 
thermal plume forms which removes the buoyant fluid 
from the plate, and the whole process is then repeated.
Now suppose that solute is also introduced at the plane 

Z 0 at a constant mass rate N. Assume that at t = 0 
there is no deviation from neutral stability in the fluid,
and let ApT and Ap. be the subsequent z = 0 density
changes caused by heat and solute (Both are defined 
to be positive, but the thermal effect is destabilizing 
and the solute effect is stabilizing ) The exact form of 
the subsequent diffusive solution need not concern us 
(see, for example, Jeffreys and Jeffreys 1950), but the 
general features are that (a) both Apr and Aa. increase 
as t 1 and their ratiois constant; (b) the characteristic 
distances over which the density changes extend are 
(Kt)" 2 and (Dt)"1 2 for heat and solute, respectively 
Let F* and F,' be the respective z = 0 fluxes in 
density units. It follows that 

F Ap DAp( 
' F*12, (Dt) 2 (26) 

These equations are approximate, but the ratio 
equation is exact. 

FJ =(D 12 Ap (27)
7 \- Ap­

Provided ApT > Ap., a thermal can still form at the 
plate surface, and all the introduced solute can be 
transported away by convection However, if Apx > 
ApT, then a stable layer must form near z = 0. Exper­
ment and theory (Linden 1974, Linden and Shirtcliffe 
1976) show that a diffusive "core" forms. At the edge 
of this core there is a new intermittent boundary layer

' ' which has the property that F. = (DK)I FT locally. 
To conclude If Fl' (D/K) 112F* at z = 0, then all 
the introduced solute can be transported away by 
convection. If F7 > (D/x)'12FT, then a stable diffusive 
layer grows, and the amount of solute transported 
away by convection is at most (D/) 112 FT' in density 
units. For relevant values of D and K (see Paper I) this 
limits the work done in redistributing helium upward 
to - 10% of the thermal energy flux This limit applies 
to initially localized perturbations of the helium frac­
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tion (e.g, at an interface between phases, or an inter­
face between convective and diffusive or overstable 
regions). 

In addition to the diffusive-convective equilibrium
described here, there is direct mixing of helium by 
entrainment (i.e., wave-breaking at the interface) 
This is negligible if convective speeds are more than 
an order of magnitude smaller than wave speeds
(Linden 1974). This criterion is satisfied in most cases 

Finally, we should consider whether more com­
plicated global instabilities are favored relative to the 
simple steady states already considered. A common 
situation in experiments (Turner and Stommel 1964) 
is the formation of a steplike distribution of solute, in 
which uniformly mixed convective layers are separated 
by thin, diffusive layers where the temperature and 
solute concentration change rapidly. Experiment and 
theory (Linden and Sbirtcliffe 1976) show that this is a 
possible steady state provided 

tPT ) , (28) 
where Apr, Apx (both positive) are now the total 
density drops across the fluid for the (destabilizing) 
superadiabatic temperature difference and (stabilizing)
solute concentration difference, respectively. If this 
criterion is not satisfied, then the diffusive interfaces 
thicken with time and the system reverts to a purely
diffusive or overstable state Equation (28) may not 
be satisfied in some of the situations considered in 
subsequent sections Furthermore, it is not clear 
whether layers could form at all. The usual laboratory 
and oceanographic situations in which layers form are 
not analogous to the planetary evolutions we consider 
in this paper. 

V. HELIUM IMMWISCMILITY 
In this section, we consider the effects of helium 

insolubility in a cooling hydrogen-hehum planet. We 
assume throughout this section that the molecular­
metallic hydrogen transition is not first-order. Never­
theless, the discussion of this section essentially
corresponds to the "hot" case of Sector I in Figure 1. 

The thermal energy content of Jupiter is about 
3 x 10 ergs at present. An even larger energy is 
available, in principle, if Jupiter changed from a 
chemically homogeneous structure to one where the 
denser helium resides in a central core (Kiefer 1967, 
Flasar 1973). Helium differentiation was originally
invoked to explain the excess luminosity of Jupiter
(Smoluchowski 1967), but appears to be even more 
desirable for Saturn (Pollack et al. 1977) 

It might be supposed that chemical separation and 
gravitational layering are impossible in the presence 
of fully developed turbulent convection, because 
diffusion times are enormously large compared with 
convective times. Salpeter (1973) pointed out that 
layering may nevertheless take place in the presence
of convection, if helium becomes insoluble in hy­
drogen. 

Salpeter originally proposed that this insolubility 
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would occur first in the metallic phase, but near the 
molecular-metallic transition. Our discussion in Paper
I corroborates this guess At the molecular-metallic 
transition, helium mixed in solar proportions first 
becomes insoluble when the temperature drops below 
about 8000 K (see Fig. 3, Paper I). The critical helium 
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concentration x, substantially exceeds the primordial 
solar abundance x0 - 0 1 (Cameron 1973) where x is 
the helium number fraction. A supercooled mixture 
of primordial composition would therefore preferen­
tially separate into hydrogen-rich and helium-rich 
phases. 

Suppose T(P) is the actual temperature within the 
planet, x(P) is the helium abundance, and TPh(x, P) 
is the phase boundary temperature (the temperature 
below which the fluid would preferentially phase­
separate) At an early stage in the degenerate cooling 
phase of the planet, T(P) > Tpj(xo, P) and x(P) = xi 
everywhere. Eventually, as the planet cools down, a 
time will be reached at which T(P0 ) - Tlh(xo, P4) for 
some pressure P,, close to the molecular-metallic 
transition, as shown in Figure 4a. A slight further 
reduction in temperature leads to a macroscopic layer 
of supercooled metastable fluid. Droplets of helium­
rich fluid begin to nucleate from the mixture and grow. 
We consider three important questions- What size 

are needed for efficient helium separation?droplets 

Can droplets of this size be grown? How much super­

cooling is needed? 


First, we consider how large a helium-rich droplet 
must be to have a terminal velocity in excess of typical 
convective speeds (,t 10 cm s- ). This convective speed 
is derivable from mixing-length theory (with the effects 
of planetary rotation incorporated [Gierasch and 
Stevenson 1977]). Let b be the radius of a droplet, let 
Y, be its terminal velocity, and let Ap be the density 
difference between the helium droplet and the sur-

The velocity is found by equatingrounding fluid 

gravitational and drag forces: 


CDpVpblb Z Apbg, (29) 

where C, is the drag coefficient Assuming Re 
b Ybv > 101, we can approximate C. - 0 05 (Landau 
and Lifshitz 1959). It is also adequate to approximate 
Ap z p. Thus 

Vb2 - 20bg, (30) 
-and Vb > 10 cm s ' provided b > 1 cm For b 

1 cm, Re ~ 104, confirming our choice of CD. 
The diffusivity of helium in metallic hydrogen is 

roughly D - 10- * cm2 s-1 (Paper I), so the charac­
teristic diffusion time for the droplet is b/D ~ 103 s. 
This time is much less than 10' s, a typical large-scale 
convective time scale, so droplets can grow large 
enough to overcome convective motion before they 
are transported by convection to a region where they 
would preferentially dissolve However, we must also 
consider whether droplets of this size are fragmented 
by the hydrodynamic pressure differences on the 
droplet surface. A measure of the distortion of the 
droplet from a sphere is the ratio of the work done by 
the hydrodynamic pressure in distorting a droplet to 
the additional surface energy created. This ratio is 8, 
where 

b(31) 2 
- ] \a/\v (31) 

-a is a typical interparticle separation, a 10 2 Ry 
is the surface energy per surface particle, and v, is the 
sound velocity For b - 1 cm, we find 8 - 1, so these 
droplets are near the maximum stable size Regardless 
of the exact values of the parameters, it is clear that 
the downward flow of helium droplets is not highly 
inefficient 

Since the efficiency is not much less than unity, the 
gravitational energy release is at least of order pb3gJll, 
where T is the nucleation rate of droplets per unit 
surface area for the entire supercooled layer, and His 
the typical distance a droplet falls. The energy release 
could be much larger because each droplet can produce 
a cascade of droplets by successive fragmentations, but 
an upper bound to the nucleation rate (and the super­
cooling) can be found by ignoring this complication 
The homogeneous nucleation rate is given by Feder 
et al (1966) as 

Hv [ (T32
O- exp 2(kAT)2J2A (32) 

where Ais the latent heat per atom for the addition of 
helium-rich fluid to a droplet, and AT is the super­
cooling For a rough estimate of AT, we equate the 
Jovian heat flux to pb'gHJ: 

T\2 2AkT ln ' 
- 3 (n3) 

AT/ \GJ (33) 
Hb -J2 

0 -312,"7 Eaoa) 

where 1 ' is the ratio of the heat flux to pv,. For0 

Jupiter, c -, 10- 1 and lnq z1 100 The theoretical 
calculations (Stevenson 1975) indicate that A ­
0 5k 2T at T- 10 K, so we finally get AT/T - 10-2. 
If heterogeneous nucleation is possible, then the 
required superheating would be even smaller. If the 
supercooling becomes larger, then more droplets are 
nucleated and more energy is released, heating up the
fluid. This acts as a servomechanism, keeping the 
supercooling at just the right level to supply the re­
quired energy output. In our subsequent analysis, we 
neglect AT relative to T. It is almost certainly small 
enough to ensure that nucleation rather than spinodal 
decomposition occurs (see Paper I) 

Once helium separation has been initiated, three 
regions are formed (see Fig 4b): (i) P < P, and 
x(P) = xi < x 0 ; (ii) P0 < P < P where TrJx(P),P] 
-, T(P), (iii) P > P1 and x(P) = x2 > xo. Regions 

(i) and (iii) are homogeneous and fully convective. 
The intermediate region is necessarily inhomogeneous 
because of the region of mmiscibility. Consider, now, 
the life of a helium-rich droplet which nucleates out 
of the slightly supercooled mixture at P = Po, x = x1. 
According to Figure 4b, it has composition x = x3. 
It eventually grows to about 1 cm size and begins to 
fall toward the center of the planet. Since diffusion 
times are much less than convective times, it will 
evolve along the right-hand-side boundary of the 
immiscibility region. At P = P1, when the droplet has 
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composition x = x4,the droplet merges with the inner 
homogeneous region. However, it must continue to ­
evolve along the phase boundary until it either reaches 
the critical point (x = x.) or the center of the planet. 
In Figure 4b the most likely case is shown, inwhich the 
critical point is reached first. The droplet then 
evaporates, enriching the inner region with helium. 
During this phase of the evolution the inner region is 
being enriched with helium, but is still predominantly 
hydrogen.


Later in the evolution, the innermost hydrogen­
helium region reaches the critical composition x.. After 
this, helium-rich droplets fall all the way without 
evaporating, and a predominantly helium core must 
begin to form This is indicated in Figure 4c Notice 
that a well-defined density discontinuity exists at 
P - P1, The negative slope of the phase diagram on 
the right side ensures that the predominantly helium 
core is homogeneously mixed. 

Consider, now, the thermal structure of the in­
homogeneous intermediate layer The temperature 
drop AT, and pressure drop AP,across the layer are 
given by 
 

AT = Th(x,.PI) - Th(xI,PO), (34) 

Ap = pl- Po. 

Choice of x, (say) then gives a unique solution for the 
other parameters as afunction of d,the layer thickness, 
given the phase diagram and the total helium content 
The thermal and solute gradients can then be evaluated 
from equation (17) In the limit where d << H, we find 

(_T)(H,) 
 0 (35) 

H,)

X 3Ax ,helium 

where Ax = x- x, For the metallic hydrogen­
helium phase diagram (Stevenson 1975) we typically 
find AT/T - lOAx and c << X.This inequality arises 
because the fluid is degenerate and has a small thermal 
expansibility (i.e., [(0 Inp/a In T) .l << 1) It would 
appear that unstable modes never exist for any layer 
thickness d. This could be misleading, however, since 
it does not take into account such nonlocal effects as
"convective overshoot" (Gierasch 1971, Shaviv and 
Salpeter 1973) or the interaction of convection with 
the phase diagram itself. 

Consider, for example, a fluid eddy of size Imoving 
upward with velocity v, This eddy impinges on the 
inhomogeneous layer from below, and begins to slow 
down as it loses buoyancy and penetrates the layer 
The uppermost parts of this eddy are then helium-rich 
relative to the phase boundary composition, and 
helium droplets can nucleate and grow We first 
evaluate the penetration of the eddy assuming that 
there is no nucleation Its penetration distance h can 
be found approximately by equating its initial kinetic 
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energy to the work done against gravity in penetrating 
the lower density inhomogeneous layer: 

2pVC2 3 Z pgoffhI[, (36) 

where gort is the effective deceleration of the eddy 

geff = -g/ r. (37) 

Thus, 
( zc2l in 

h g13c " (38) 
g. / 

-
For vc - 10 cm s ,1 -1 10 cm (the largest conceiv­
-
able eddies in Jupiter, say), g - 103 cm s 2 and 

Idxfdzl a,10-s cm-1 ; we get h - l05 cm. This means 
that "waves" of this amplitude exist at the transition 
between homogeneous and inhomogeneous layers. 
Regardless of nucleation, it follows that if the layer
thickness is less than about 10' cm, then convective 
overshoot can transport heat through the layer. 

Suppose, now, that the ambient fluid is on the 
verge of nucleation Since nucleation is such a strong 
function of supercooling, nucleation would then begin
immediately as the eddy began to penetrate the 
inhomogeneous layer. Droplets would grow at a rate 
limited by D, the helium diffusion coefficient (since
heat diffusion is much more efficient). For D z 
10-1 cm2 s-, droplets reach a size of 1 cm radius in 
103 s. Since it takes , 101 s for the eddy to penetrate 
h - 101 cm, these droplets begin to separate out 
before the eddy comes to rest The droplet separation 
is inefficient, since the droplet velocity is only com­
parable to the convective velocity. Nevertheless, the 
theoretical calculations (Stevenson 1975) indicate thatphase separation is accompanied by heating of thefluid (i e., the latent heat is "positive"), so part of the 

eddy might become buoyant if it loses some of its
We shall now show that this instability does 

not in general occur, since it requires an unreasonably
efficient separation process.

The uppermost portions of the eddy are heium-rich 
relative to the surrounding flid by at most hldx/dzl = 
Ax. Suppose a fraction 8of this excess is completely 
eliminated by nucleation, growth, and removal of 
droplets. Since the latent heat is of order kT per
particle, the fluid is hotter than the surroundings by
roughly TSAx. Consequently, it is more dense than 
the surrounding fluid by Ap, where 

Ap xb aI + ( /lnp\1 39 
Ax6 . In I - ax (r,

8-In T1 R.pJ 
where the second term arises because the fluid is still 
more helium-nch than the ambient medium Since 
(0In p/8 InT),, z - 0.05, whereas (bIn p/8x)T., 2, 
it follows that Ap > 0 provided 8 < 0 97, which is 
most likely

In §II, the high-speed ejection of small volumes of 
fluid from one phase into the other during the recoil 
of an eddy was discussed for pure hydrogen. A similar 
effect probably occurs here, if the eddy is much larger 

http:Th(x,.PI
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than the thickness of the inhomogeneous region (so 
that gravity waves at the now diffuse "interface" 
would be possible). However, the application of 
equation (9) indicates that the amount of ejected fluid 
would have no significant effect on the distribution of 
thermal energy or helium, 

We conclude that the inhomogeneous layer is prob­
ably stable with respect to convective overshoot or 
entrainment Since the phase diagram (Paper 1) 
predicts AT/T z lOAx, equation (35) predicts E z 

-
O.lx In Paper I, we found (K+ v) _ 0.5 cm2 s 1and 
(D + v) -,0.005 cm2 s-1,so (K + v)E > (D + v)x (eq 
[24]) and the condition for overstability is satisfied 
The cntenon for layers (eq [28]) may be marginally 
satisfied, but even if it is, the temperature gradient in 
the mhomogeneous layer will not differ greatly from 
that predicted for overstability Overstable modes are 
inherently very inefficient, so the temperature gradient 
will be larger within the inhomogeneous layer than 
elsewhere. A consequence of this is that helium 
separation is accompanied by an inc easing tempera­
ture in the innermost regions of the planet, despite the 
decreasing temperature externally This is illustrated 
schematically in Figure 5. 
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FIG 5 -Temperature T and helium composition x as a 
function of pressure P (or radial coordinate r) in a cooling
hydrogen-helium planet The curves A, B, C, D are in order 
of increasing time Note that in the early stages of helium 
separation, the central temperature increases as the external 
temperature decreases Much later (D), a helium core begins 
to form, and the temperature gradient in the inhomogeneous
region decreases because the total internal heat flux is lower 

Assuming overstable modes, the thickness d of the 
inhomogencous layer can be estimated For Jupiter, if 
we assumethat the inner and outerhelium fractions are 
x2 = 0 12 and x. = 0 06, respectively, we find d ­
10is-101 cm, a significant fraction of the planetary 
radius (The precise value of ddepends on the efficiency 
of the overstable modes.) As the planet cools, the heat 
flux becomes less, and this layer becomes even thicker. 
The discussion of §IV indicates that convection above 
the inhomogeneous layer transports some helium up­
ward, but this is always counteracted by nucleation 

To conclude, helium separation has the effect of 
prolonging the thermal evolution of the planet. Once 
it becomes thermodynamically favored, the separation 
proceeds with an efficiency that is neither very small 
nor very near 100% It leads to depletion of helium 
from the atmosphere, and a thermal structure that is 
substantially different from that of an adiabatic, 
homogeneous planet An inhomogeneous layer is 
formed which is eventually stable with respect to large­
scale convective flows, and which can encompass a 
significant fraction of the planetary mass. 

The effect of helium differentiation on the cooling 
rate of the planet can be large. We shall estimate this 
for the early stages of differentiation, where no pre­
dominantly helium-rich region has formed (case B, 
Fig. 5) The correct procedure for constructing an 
evolutionary sequence is to compare total (gravita­
tional and internal) energies for a sequence of models 
with gradually decreasing effective temperatures. How­

an examination of the calculations of Kiefer 
(1967) and Flasar (1973) indicates that the energy
release from differentiation that is available for excess 
luminosity or heating of the planet can be adequately 

as QGrV, given by 

Qrav (dM gH, (40) 
A dt- .n 
where (dMIdt) . is the rate at which a helium mass is
moved down a distance H in a gravity field g. In our 
case, His roughly the vertical separation of the centers 
of masses for the metallic and imolecular fluids. Since 
differentiation increases the heat content of the core
(even as the outer layers of the planet cool), we first 
consider what fraction of Qorv is required for this 
heating. Suppose the core composition changes from 
X2 to x2 + Ax 2 . The mass of helium required to do 
this is 

( - x2)(l + 3x 2) (41) 

where M, is the mass of the core. We assume that the 
mass of the inhomogeneous layer is negligible (a good 
approximation dunng the early stages of evolution). 
The gravitational energy release is therefore 

E,., - M.ogH (42) 

However, Ts,the temperature at the boundary between 

the inhomogeneous layer and the metallic core, is 
related to x. according to the miscibility curve. Thus 
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T. must change to T2 + AT2, where 

AdT)AT2 hAx2 . (43)
ph 

According to the H-He phase diagram (Paper I),
IdT) -Toz3 x 101K (44)Q­

r.1 Ph 

for x2 - 0.1. The thermal energy increase of the 
(adiabatic) core, Eh , 
is therefore 

Eth z yCToAx 2 M 0 , (45) 

where C, is the specific heat per unit mass and y is the 
ratio of the average core temperature to the boundary 
temperature T2. The ratio of Eth to Erav is therefore 

En yCT o ( 
" 
 Eargv 3gH 0.2, (46) 

assuming x2 - 0 1, r 15, g 3 x 101 cm 2 s- 1, 
- , 
 C 2 x 10 ergs g and H 4 x 101 cm for 

Jupiter. (Similar figures apply to Saturn ) We conclude 
that most of the energy release from differentiation 
must be radiated The ratio above is an upper bound 
corresponding to highly inefficient heat transport
through the inhomogeneous layer. 

We proceed now to evaluate the cooling rate during 
differentiation. (Cooling rate is here defined to mean 
dT./dt, where T, is the effective temperature, since the 
total heat content of the planet may actually ine ease 
during the early stages of differentiation) Let T be 
the temperature attheboundary of themhomogeneous
region and the molecular envelope We assume that 
T, and T, lie on the same adiabat, so that 

T iP( 
 
P (47) 

where P. is the pressure at T.and n is the average
adiabatic index. As the helium differentiation proceeds, 
P changes much less rapidly than T and can be 
assumed to be constant The transmission opacity of 
the atmosphereis also onlyslightly affectedby a change 
in helium content (Trafton and Stone 1974) and the 
gravitational acceleration also changes little, so P.

(eq [5]) is approximately constant The adiabatic 
index n is affected significantly by the helium content 
(especially in the outermost layers) because helium is 
monatomic whereas hydrogen is diatomic Since n 
decreases as the helium content decreases, the decrease 
inT ,duringdifferentiation is actuallylessthanitwould 
be if n were constant (A change in n also indirectly
changes P. by changing the level in the atmosphere at 
which convective transport ceases to dominate)
Nevertheless, numencal calculations indicate that these 
effects are secondary and that P1,P., and 71can all be 
considered constant in the first approximation Equa­
tion (47) then impliestioni7)th dnliea)n 

dlnT d 'nT, 
 (48) 

with a systematic error of typically 20-30% 

Let x be the composition of the molecular envelope 
Conservation of helium implies MAx 2 - -MvAxi, 
wifere M0., is the mass of the molecular envelope. The 
gravitational energy release is therefore 

QGr (1 - x "3x 2)To d g (49))(+3xTd 
-
Equating QG1. = 5 X 1024 ergs s I for Jupiter and 

T, = 104K implies (from eq [47) that dl'0 /dt -_ 
-1.5 K/109yr In contrast, Hubbard's homogeneous,
adiabatic model for Jupiter requires dT/dt Z -7 K/ 
109 yr for the present era (Hubbard 1977) For Saturn, 

-
equation (49) with QG,, = 2 x 102&ergs s1 implies
dT0 /dt _ - 1 3 K/IC9 yr, whereas homogeneous evolu­
tion requires 4 or 5 times more rapid cooling Differ­
entiation, once initiated, therefore has the effect of 

dramatically changing the luminosity-time relationship 
and increases the Kelvin time by a factor of 4 or 5.
In conjunction with the results of the homogeneous 
evolutionary calculations (§II), these results suggest 
that Jupiter is not differentiating or at least has only 
recently (within the last 101 years) begun differenti­
ation, whereas Saturn may already have been differ­
entiating for -2 x 101 years. If Saturn's luminosity 

-
is indeed 2 x 1024 ergs s 1 at present, then the simple 
model outlined above suggests that the molecular 
envelope (and atmosphere) have already been depleted 
by 20-307 of its pnimordial helium (i.e., from x. z 
0 09 to x1 - 0.07). 

The above calculations are applicable only if the 
molecular-metallic hydrogen transition is not first­
order. In the next section, we consider the additional 
complications that arise in determining the helium 
distnbution when this restriction is relaxed. 

VI. MORE GENERAL CASES 
In more general cases, both the first-order characterof the molecular-metallic hydrogen transition and thelimited solubility of helium in hydrogen must be con­

sidered A qualitatively new feature is the Gibbs phase 
rule requirement that coexisting molecular and metallic 
phases must have different helium mass fractions. The 
discussion of Paper I indicates that helium would 
prefer to be mixed with molecular hydrogen.We con­

sider in this section how that preference makes itselfapparent in the helium distribution in a hydrogen­
helium planet 

This section corresponds to Sector III of Figure 1 
Both "hot" and "cold" starting points are considered 
because of the large uncertainty in T,(H-H) The 
designation "hot" or "cold" need not imply anything
about the actual central temperature of the planet.
For example, a "cold" starting point corresponds to an 
evolution in which the actual temperature was less 
than the critical temperature for the molecular­
metallic hydrogen transition, when the pressure first 
exceeded a few megabars. 

The "Cold" StartingPoint 
Consider a hydrogen-helium planet in its earlyevolution, when the pressure in the innermost hy­

drogen-helium region still has not reached several 
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point B, and helium-rich droplets form at C An inhomogeneous metallic layer begins to form at A Even later, at (d), the triple
point composition becomes equal to x0, and the entire molecular layer begins to be uniformly depleted of helium The metallic 
hydrogen layer at A is inhomogeneous, while a homogeneous helium-rich core forms in the innermost region 

megabars. We assume that the center of the planet is 
occupied by a small rocky core. This is a reasonable 
assumption from cosmogome considerations (Podolak 
and Cameron 1974), but not crucial to our argument 
As the planet continues to contract, the pressure 
increases and any given element of flumd evolves up­
ward along the dashed line in Figure 6a Eventually,
in this "cold" case, a time is reached when the inner­
most hydrogen-helium fluid evolves into the phase 
excluded region (shaded in Fig 6a) This occurs at 
P = P0 z 3 Mbar (see Paper I) Nucleation then be­
comes possible, and metallic droplets of lower helium 
content (x = x1 ) form and grow Meanwhile, the 
molecular fluid becomes slightly helium-rich and 
evolves along the lower phase boundary. There are 
two very different cases, depending upon whether the 
helium-rich molecular phase is less or more dense than 
the helium-poor metallic phase. 

Consider, first, the "'stable" ease in which the 
metallic phase is more dense. Once a macroscopic 
amount of this phase is formed, it settles into a layer
covering the rocky core. The interface between thi 
metallic layer and the molecular flid is sharply de­
fined, and lies exactly on the phase boundary for the 
relevant pressure. Ifno heat flux is transported through 

this interface, then the subsequent evolution is rather 
simple: the molecular fluid continues to evolve along 
the phase boundary toward a more helium-rich mix­
ture The metallic phase remains uniformly mixed, 
sineethe new fluidadded to this phaseis always ahlttle 
more dense than the fluid already present. Figure 6b 
shows the situation when the metallic-phase corn­
postion becomes almost the same as the original 
molecular-phaseecomposition Asteady-stateconfigura­
tion is then reached in which subsequent contraction 
and compression effectively process molecular by­
drogem into metallic hydrogen without changing the 
hehuim content Only the rather thin intermediate 
molecular layer is inhomogeneous Notice that the 
outer molecular layer retains its primordial helium 
content. We have, of course, assumed that the 
molecular phase still remains less dense than the 
metallic phase, even at P = P1 in Figure 6c 

As the planet continues to cool, a time must be 
reached at which the molecular phase ceases to be less 
dense, or helium insolubility occurs The former case 
is discussed later In the latter case, the insolubility 
happens stmultaneously in the molecular and metallic 
phases, as shown in Figure 6e (This is a general 
thermodynamic principle and not a consequence of 
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our phase diagram model) Notice that the innermost 
molecular region evolves into a triple point Droplets
of helium-rich fluid nucleate from the molecular fluid 
at B and the metallic fluid at A These droplets form 
at C and are more dense than either of the other 
coexisting phases. The growth and separation of these 
droplets then proceeds exactly as we discussed in §V. 
Notice that an inhomogeneous layer begins to form 
in the metallic layer, but the atmospheric helium 
content remains primordial still, 

Even later in the evolution, the triple point evolves 
toward the primordial helium content, and the m­
homogeneous molecular layer is eliminated by helium 
separation Figure 6d shows the point beyond which 
the atmosphere begins to be depleted in helium The 
reason is that the innermost molecular region now 
begins to be depleted in helium relative to fluid above, 
This is an unstable situation, so the molecular layer
remains fully mixed at the triple point composition, 
while the core becomes progressively more enriched 
The triple point continues to evolve to lower helium 
fraction as the immiscibility region expands to fill more 
of (P, T, x)-space The final (zero temperature) state 
is fully separated hydrogen above helium. If this case 
is applicable to Jupiter, then the current state of 
Jupiter is probably nearest to Figure 6c some helium 
separation may have occurred but there is no depletion 
from the atmosphere. 

This rather simple picture can become more com­
plicated when we consider (as we must) the transport 
of heat through the molecular-metalhc boundary We 
assume a constant, given heat flux which is determined 
by opacity considerations in the atmosphere, but which 
is ultimately derived from adiabatic contraction, or 
helium separation, or latent heat, or even radioactive 
heat from the rocky core The question is whether the 
convective heat engine can do work transporting 
helium up into the atmosphere during the early
evolution 

Return, now, to Figure 6a where a metallic layer is 
just being formed, and the helium content of the 
molecular layer is beginning to be increased In the 
presence of a fixed heat flux -F1, this is directly
analogous to the situation we discussed in §IV, in 
which solute is added at the lower boundary of a 
convecting fluid Provided the solute is added suffi­
ciently slowly, we found that it would all be convected 
upward In our context, the criterion for complete
mixing is that the work required to completely mix the 
helium upward be at most (D/K)'1 2F, where D and K 
are the helium and thermal diffusivities, respectively,
for the molecularphase If, as seems likely, electronic 
degrees of freedom are available for heat conduction 
(see Paper I), D/K -, 10- 2, so the upward mixing of 
helium will be rather inefficient The actual amount of 
mixing depends on the value of F, which was surely 
many orders of magnitude larger during the early
evolution than it is now (Graboske et al 1975) The 
amount of work required to redistribute helium up­
ward in Jupiter is not prohibitive even now. For 
example, the present internal heat flux of Jupiter acting 
for 1010 years could, in principle, supply energy suffi-
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cient to double the helium content in the molecular 
envelope of the planet (at the expense of the metallic 
core) However, the small value of DfK ensures that 
the actual amount of work done redistributing helium 
is small. 

It seems likely, therefore, that the inhomogeneous 
layer (Fig 6b) will form even in the presence of the 
heat flux. An additional complication can then arise: 
since the temperature gradient must be very large in 
the inhomogeneous layer (with the heat flux carried 
by inefficient, overstable modes), it is possible (and,
in fact, quite likely) that the self-consistently deter­
mined phase boundary OB in Figure 6b no longer has 
a positive slope! This can occur if the latent heat for 
the pure molecular-metallic hydrogen transition is 
negative (in the sense discussed in §III) What then 
happens is that the dashed line in Figure 6b ceases to 
follow the phase boundary but instead forms a purely
diffusive-convective solution Helium transport in or 
out of the metallic phase is then maintained by
diffusion at the molecular-metallic interface. The in­
homogeneous layer, the thickness of which was 
previously determined by the slope of the phase
diagram, is then a few times Dlvb, where Vb is the 
speed at which the molecular-metallic interface moves 
outward from the center of the planet. Typical values 
for Jupiter might be D - 10-3 cm 2 s- I, V, 10-a1cm 
s-i, and D/v - 105 cm The upward transport of 
helium wilt then be close to theupper limit of(DIK)12Fr 
in energy units. 

We now discuss the case where the molecular phase, 
by virtue of its helium excess, ceases to be less dense 
than the coexisting metallic phase The theoretical 
phase diagrams of Paper I indicate that this is quite
likely We suppose that the early evolution is as in 
the stable case, but that somewhere between the Figure 
6a and Figure 6b, the densities of the coexisting phases 
become equal. The planet continues to contract, so 
that at time t later, there exists a thin molecular layer 
of thickness vo7t, which is more dense than the 
metallic fluid immediately beneath it. Here v., is a 
velocity characterizing the evolution rate, and is 
comparable to the velocity of the molecular-metallic 
boundary relative to the center of the planet

A Rayleigh-Taylor instability is now possible The 
time that disturbances of wavelength Atake to attain an 
amplitude Ais (Chandrasekhar 1961) 

4vp 
rRT A' (50) 

where v is the kinematic viscosity and Ap is the density 
difference between the overdense molecular layer and 
the metallic fluid. Clearly, 

Ap vo1t
7 , (,

(51) 
Az v0,t, 

since only the layer of thickness vt can participate 
in the instability. Equating t to TAT gives the time 
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for breakup of the layer: 	 region in Figure 7 will expand and form a diagram 
somewhat like Figure 6c The molecular fluid at P = 

(52) P1 will then eventually evolve into the triple point. The 
t gvIv2 

Y1 	 situation will then be similar to Figure 6c, except that 
(a) a predominantly helium core has already formed,

For v0 m 10 cms ', t l0 s s and A 10cmra. (b) the helium-poor metallic layer above this helium 
For v0, - 10-s cm s - (a present-day value for the core will have-alower-hlihum content-than-thepnmor­
motion of -the interface in Jupiter), t -z109 s and dial mixture, and (c) the coexisting phases at P = P1
A - 0 1 em Thus the instability is typically charac- have the same density 
terized by the breakup of a very thin layer of fluid into The equality of densities at the molecular-metallic 
droplets of size 1 cm, to within an order of magnitude interface leads to another novel feature large-amph­
or 2 The helium diffusion time for such droplets is tude gravity waves excited by convection In Salpeter 
small (about 103 s) relative to the time they would take and Stevenson (1976), interfacial gravity waves were 
to fall a substantial fraction of a scale height, so these found to have small amplitude at a pure molecular­
droplets remain in equilibrium with the phase bound- metallic interface, because of the substantial density 
ary as they fall under gravity They evolve in the difference between the phases In the case where the 
direction of the arrow in Figure 7, becoming progres- densities are equal, however, the amplitude of the 
sively more dense than the metallic phase For the waves is limited only by the lower compressibility of 
choice of phase diagram in Figure 7, these droplets the metallic phase relative to the molecular phase Let 
merge in a helium-rich inner region at P > P. The Az be the distance measured upward from the equal­
helum-poor metallic region is shown as homogeneous density interface. The densities of the two phases (one
in Figure 7, but it may actually tend to become stably stable, the other metastable) at this position are 
stratified (with more hehum in the innermost regions), 
for two reasons First, the hehum-rich and hehum-poor pZ Z po( 1 - MZzH,), 
fluids at P = P2 are not in phase coexistence- there is 
a chemical potential difference tending to drive helium Pmi Z, Pl - flAz[H,) , (53) 
upward into the helium-poor fluid. Second, the shaded 
forbidden region in Figure 7 is actually expanding as for the metallic and molecular fl ds, respectively. The 
the planet cools, so helium-poor droplets may nucleate values of a and P are determined mainly by the 
from the helium-rich fluid and rise to merge with the properties of the pure hydrogen phases, rather than by 
helium-poor fluid above. These effects will not stop the helium admixture, and are roughly a - 0.45, 
convection in the entire helium-poor layer (P3 < P < P - 0.55. Consider an eddy of metallic fluid with 
P2), but rather lead to a diffusive-convective solution velocity v. and size I incident on the interface. It 
of the type discussed in § IV. Except for a diffusive 	 penetrates a distance h given by 

2layer near P = P 2, most of the helium-poor layer PVc2I 3 - pg(f - a)(h/H,)1 . (54)
continues to convect and transport some helium 
upward. For simple mixing-length theory, v, I0-%(I/H,)11, 

The subsequent evolution in this case is actually whence we find 
not much different from the stable case. The shaded 

A 0 .1 4 ,1 '(55) 

so h > I (i.e, wavelength exceeds wave amplitude) forPC f 

i-Ie(II) 	 I < 10' cm. At this size, molecular viscosity is not yet 
important, so it is possible for drops of size - 102 cm 
to break away from the interface and proceed a few 
times their own length into the opposite phase Longer

P, wavelengths have larger amplitude but are com­
paratively stable (h/ < 1) 

H the larger distortions of the interface in this(HDespite 
case, the interface will still not be completely destroyed. 

P- In other words, the considerations of Salpeter and 
Stevenson (1976; also see § III) still apply, and the 
interface is "isothermal." 

,' b) The "Hot" StarthigPoint 

x We now consider a case in which the influence of 
phase transitions occurs much later in the evolution of 

Flo. 7.-The unstable "cold" case The coexisting phases the planet Figure 8a shows one particularly likely 
at P = P1 have the same density Droplets break away from situaton i which the phase-excluded region begins
the molecular fluid at P P1, and evolve in the direction of 
the arrow to merge with the helium-rich core at P = P2 	 small and then expands until it comes in contact with 
Subsequent evolution of this figure is similar to Fig 6 	 the actual (homogeneous) helium distribution at some 
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Fir 8 -The "hot" case The dashed line represents the 
helium concentration, and the phase excluded region isshaded 
In (a) (top), helium-poor droplets (B) nucleate from the fluid 
at A and rise along the phase diagram as indicated by the 
arrow These droplets eventually become pure metallic by­
drogen, then evaporate at P. < P < P0 In (b) (middle), the 
subsequent evolution dilutes the helium content of the 
molecular envelope, while a helium-rich region forms In (c)
(bottom), helium-poor metallic droplets at P = P, no longer
have lower density than helium-rich molecular fluid, so a 
metallic layer forms The final state is not shown since it is 
equivalent to Fig 6d 

pressure P = P2. From the fluid at A, helium-poor 
metallic fluid droplets nucleate at B These droplets 
are always less dense for any plausible phase diagram
like Figure 8a, so they begin to rise, maintaining 
equilibrium with the phase boundary, as shown by the 
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arrow in Figure 8a. As usual (cf. §V), the droplets 
never grow much larger than 1 cm radius before 
fragmenting The droplets evolve to become essentially 
pure metallic hydrogen at P = P.. They can now 
change phase, mainly by evaporation at the droplet 
surface, but also by nucleation within the droplet. In 

case, the rate at which the droplet converts back 
to the molecular phase is determined by latent heatconsiderations We shall not discuss the details of this, 

but we assume that the resulting dilution of the 
molecular fluid at P _ _P is sufficiently delocalized 
that convection maintains compositional uniformity. 
Presumably, microscopic droplets of metallic hy­
drogen have a very long lifetime, but even they cannot 
rise to pressures lower than P,, the pressure at which 
the density of the droplet is the same as the ambient 
medium, unless they are transported by convection A 
steady-state metastable metallic hydrogen "mist" 
presumably exists, perhaps to quite low pressures, 
because of convective transport.

As the phase excluded region expands toward 
larger x, the region P > P 2 remains fully mixed since 
the region near P = P2 is being continually enriched 
in helium Above this layer, an inhonogeneous
molecular layer forms At even lower pressures, a 
homogeneous layer, extending up to the atmosphere,
exists. This layer has a diluted composition relative to 
primordial, because of the continuous addition of pure
metallic hydrogen droplets This is illustrated in 
Figure 8b. 

The homogeneous molecular layer cannot evolve all 
the way to pure hydrogen because some level (labeled 
P = P,in Fig 8b) exists at which the coexisting phases 
now have equal density. Helium-poor metallic droplets 
at P P, no longer rise, and begin to form a layer 
separating two molecular regions This is shown in 
Figure Sc There are now two interfaces, at P = P, 

at P = Pa The interface at P = P, is approxi­
mately a constant-density interface. It is rather un­
stable, since pieces of the metallic phase could break 
away and become buoyant by losing their helium asthey continue to evolve along the phase boundary. The 
actual dynamic steady state presumably has the inter­
face slightly displaced from the equal density level, 
so as to ensure greater stability The discussion earlier 
in this section on waves at a constant-density interface 
indicates that the instability is not catastrophic

The subsequent evolution is then quite straight­
forward Eventually an inflection develops in the 

molecular phase boundary in Figure 8c, and the 
phase excluded region evolves toward a diagram such 
as Figure 6d The helium distribution would then be 
the same as in the "cold" evolution. Thus the final 

state is similar for "hot" and "cold" starting points, 
but thepaths by which this stateis reached are different 

VII DISCUSSION AND CONCLUSION 
In Figure 1, the entire evolution of a hydrogen­

helium planet can be characterized as a semi-infinite 
line segment, the extension ofwhich passes through the 
origin We first summarize in qualitative fashion the 
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six possible evolutions corresponding to possible high- PC , 
temperature starting points in Figure 1. Some of these 
evolutionary sequences also have further alternatives, HeCH) 

depending on the relative densities of coexisting 
molecular and metallic phases. 

Sector I (hot) -As the planet cools down, helium P'T 
begins to separate out At.first, a somewhat enriched 
metallic region and a somewhat depleted molecular 
region exist, separated by an inhomogeneous layer. P3 
Later, a predominantly helium core begins to form. 

Sector I(cold) -During the early evolution, helium H(He) 
begins to separate out and (probably) forms a pre­
dominantly helium core. Depletion of helium from the P ­
atmosphere then begins very early in the evolution of 
the planet. ; 

Sector III(hot)-As the planet cools down, helium- P0 1 
poor metallic droplets nucleate from the mixture, rise, 1H2 (He) He(Hp) 
and eventually lead to the dilution of the atmospheric
helium abundance At first, a helium-poor molecular 
layer and a hehum-enriched inner region exist, separ- H X He 
ated by an inhomogeneous layer Later, an mhomo­
geneous metallic layer also begins to form, while the FI 9 -An intermediate case (Sector II of Fig 1, cold 
inner region slowly evolves toward a predominantly starting point) This is essentially the sum of Fig 4c and Fig 
helium composition 8c. 

Sector III (cold).-(a)Stable If the metallic phase 
is more dense than the coexisting molecular phase, then 
initially an inhomogeneous molecular layer is formed, the homogeneous, evolutionary models of Jupiter 
separating homogeneous molecular and metallic layers (Graboske et al. 1975; Hubbard 1977) are modified, 
of essentially primordial composition A small amount using several possible choices of T,(H-H2), but for 

,of helium is transported upward into the uniformly T,(H-He) = 12,000 K and T (H2-He) = 6000 K. Our 
mixed molecular envelope. Later, helium separation considerations may actually be more relevant to 
begins in the metallic layer and the inhomogeneous Saturn, but we choose Jupiter because it is better 
molecular layer Much later still, helium begins to be understood and better constrained by current observa­
depleted from the homogeneous molecular envelope, tions. We shall also neglect latent heat effects, since 
and a predominantly helium core begins to form (b) helium redistribution generally has the dominant effect 
Unstable If the metallic phase becomes less dense on the planetary cooling rate. 
than the coexisting molecular phase, then formation of In the homogeneous cooling models of Jupiter, 
a helium core (or helium-enriched inner region) pro- models for the very early evolution are very specula­
ceeds immediately, usually by depleting helium from tve, and hydrodynamic effects may be important 
the metallic phase Subsequent evolution is similar to (Bodenheimer 1974), but this is of no concern here, 
the stable case, except that the molecular-metallic since we consider only the evolution subsequent to the 
interface has no density discontinuity. planetary center becoming degenerate (P > 1 Mbar 

Sector II (hot) -This intermediate regime is difficult central pressure). The central temperature is then at 
to characterze since it combines the effects of Sectors most about 50,000 K, and the planet is probably only 
I and III A typical sequence of events would be that about 106 years old 
helium-poor metallic droplets nucleate from the Consider, first, T,(H-H2) -60,000 K. In this case 
mixture and rise to dilute the molecular envelope. Soon we have a "cold" starting point, and the first-order 
after, the helium-enriched inner region begins to phase- character of the molecular metallic transition is en­
separate Subsequently, there can be as many as three countered as the center first becomes degenerate The 
inhomogeneous regions and four interfaces. These phase diagram (Paper I) suggests that the unstable case 
complexities arise because Sector II corresponds to a is probably appropriate, so a helium-rich core im­
coincidental similarity of the values of T0(H-H2) and mediately begins to form and grow at the expense of a 
T.(H-He) hehum-depleted metallic hydrogen region (Fig. 7). 

SectorII (cold).-Similarcomplexities to the "hot" The gravitational energy release would prolong the 
case. Figure 9 shows one possible helium distribution, high-luminosity phase of Jupiter, but since this phase 

The complications of Sector II are not of concern lasts only a short time, it would not greatly affect the 
except when T(H-H2) is fortuitously very similar to "age" (i e , the time taken to reach the observed excess 
T(H-He) luminosity). Nevertheless, the age is substantially 

It is evident that detailed numerical calculations are affected since the phase excluded region in Figure 7 
premature at this stage. To give an indication of the continues to expand throughout the evolution, and 
impact of our considerations on the thermal history the helium core becomes progressively more helium­
of a hydrogen-helium planet, we shall consider how rich. The molecular envelope retains its primordial 
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helium abundance and is even slightly enriched with 
helium by upward convective transport If the effective 
temperature is decreased, then temperatures in the 
deep interior are deci eased by a comparable fractional 
amount and the excluded region in Figure 7 expands
slightly A rough calculation, analogous to that in §V, 
indicates that the rate of cooling is substantially less 
than that for a homogeneous planet, because of the 
continuing helium differentiation. (Unlike the simple 
calculation in §V, a precise calculation is difficult, 
since it necessarily depends on the efficiency of heat 
transport through the inhomogeneous layer) In other 
words, if upward convective transport of helium and 
latent heat effects are both negligible, then the present 
state of Jupiter is not compatible with T0(H-H 2) = 
60,000 K unless Jupiter is much older than 4 5 x 109 
years 

Consider, now, T0(H-H2) = 20,000 K The initial 
central temperature of 50,000 K then corresponds to a 
"hot" starting point in Sector Ill of Figure 1. Over 
109 years elapse before the situation in Figure 8a 
occurs Helium-poor metallic droplets then form, and 
rise to lower pressures to dilute the molecular layer 
above In this case, the present state of Jupiter would 
have a helium-rich core which joins continuously with 
an inhomogeneous molecular layer and ultimately with 
a helium-poor molecular envelope The atmosphere 
would be depleted of helium, but no density discon­
tinuity would exist anywhere in the planet (until much 
later in the evolution-about 1010 years from now) 
This is essentially as illustrated in Figure 8b. The 
gravitational energy released, integrated luminosity, 
and central temperature would all be larger than in an 
adiabatic, homogeneous model. Once again, it is 
clear that if helium differentiation is in progress, then 
the cooling rate would be much slower than for a 
homogeneous model, and the present luminosity o 
Jupiter would only be consistent with an age in excess 
of 5 x 109 years Nevertheless, T,(H-H) < 20,000 K 
is consistent with observations, when allowance is 
made for all the uncertainties 

Consider, finally, TJ(H-H 2) = 0 K In this case, the 
adiabatic, homogeneous evolutionary models are 
correct until immiscibility begins in the helium fluid 
(see §V). In Jupiter, immiscibility may have begun 
within the last 10 years, or is about to begin within 
about 100 years 

Similar comments apply to Saturn, but with a 
lesser degree of certainty Present-day temperatures in 
Saturn's interior are lower than those at comparable 
pressures in Jupiter by perhaps 207 (see, for example, 
Podolak and Cameron 1974). Immiscibility has prob­
ably already been encountered, and this is an attractive 
explanation for the observed anomalously large excess 
luminosity (Pollack et a. 1977) A possible (but less 
likely) alternative is that the molecular-metallic 
transition is first-order in Saturn, but not in Jupiter 
(These conclusions assume that current estimates of 
the Saturnian excess luminosity are reliable )

In the preceding discussion we have not tried to keep 
account of the various latent heat effects associated 
with the various transitions and layer formations We 
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predict (on the basis of the discussion of §IIi, and 
extensions thereof) that the following rules will apply. 
(i) In homogeneous layers, the temperature gradient is 
essentially adiabatic (u) In inhomogeneous layers, the 
temperature gradient appropriate to overstable modes 
probably applies (ii) At each interface, the tempera­
ture (and not the entropy) is continuous (iv) No "two­
phase" regions exist near first-order phase transitions 
(i.e., transitions are "abrupt"). 

These rules provide a umque prescription for 
evaluating the temperature everywhere. 

We proceed, now, to a brief consideration of the 
distribution of minor constituents (such as water) In 
Paper I (§VI) the partitioning of minor constituents 
among the various hydrogen-helium phases was dis­
cussed, but purely from a thermodynamic view. Ther­
modynamic equilibrium may not be achieved for two 
reasons. First, in the growth of droplets from a nucle­
ation seed, any species which diffuses much more 
slowly than helium would not achieve equilibrium 
partitioning if the droplet moves to a region of sub­
stantially different thermodynamic environment during 
one diffusion time. For typical parameter values (§V), 

-droplets are 1 cm in radius and move at - 10 cm s ' 
Except in special cases (such as at the beginning of 
differentiation), a droplet would have to move 108 cm 
or more to encounter a substantially different environ­
ment Nonequilibrium partitioning would therefore 

6require a diffusivity less than .- 10 cm2 s-' This is 
unlikely in the fluid state (the helium diffusivity is 

--10-3cm 2 s , and larger molecules would not 
diffuse more than about one order of magnitude more 
slowly) The second and more important cause ofnon­
equilibrium is the difficulty that we have already 
considered for helium: upward convective transport 
in cases where the solute would prefer to be mixed 
with the molecular phase (a likely situation, according 
to Paper 1) If, as is likely, the solute diffuses less 
rapidly than helium, then it tends to be trapped in the 
helium diffusive layer (see §IV) which forms at inter­
faces. Any solute that diffuses more rapidly than 
helium probably achieves a distribution close to 
thermodynamic equilibrium. Unlike helium, the re­
distribution ofminor constituents is not fundamentally 
limited by energy considerations (the convective heat 
engine could in principle transport several tens of 
Earth masses of material from the center to the 
atmosphere of Jupiter in less than 4.5 x 109 years). 
However, dynamic considerations may preclude effi­
cient redistribution, just as they did for helium. 

Nevertheless, any process which redistributes helium 
will also redistnbute minor constituents The con­
siderations of Paper I (§VI) indicate that H2O, NH, 
and CIT4 probably prefer molecular and helium-rich 
phases. An observational test of the considerations of 
this paper would be accurate determinations of the 
atmospheric compositions of the giant planets, 
especially Saturn. Unfortunately, the interpretation 
of such data is likely to be ambiguous.

We conclude by noting some of the inadequacies in 
the present analysis. First and foremost, our analysis 
lacks quantitative predictive power because the critical 
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temperature of the molecular-metallic hydrogen first­
order transition is not known to better than an order 
of magnitude Further quantitative progress in the 
latent heats of transition and the molecular hydrogen­
helium miscibility gap is also needed. Until these 
parameters are known, no detailed evolutionary model 
of Jupiter or Saturncan.be very reliable.-(Conversely, 
evolutionary calculations may be useful in imposing 
constraints on the various poorly known parameters ) 

Numerous assertions made in this paper about the 
properties of convection in turbulent, inhomogeneous 
fluids must be regarded as nonrigorous Even if we 
knew the hydrogen-helium phase diagram exactly, our 
predictions could be subject to error, simply because we 
may have overlooked some convective mode or 
instability, 

Notwithstanding these admissions of ignorance, the 
following conclusions are indicated: 

1 The major cause of deviations from homogene­
ous, adiabatic evolution is helium differentiation. 
Latent heat effects (either contemporary or primordial) 
are likely to be much less important (It is not possible 
to have latent heat effects without some helium differ­
entiation and vice versa) 

2 Helium differentiation can occur either because 
of immiscibility or because of the required discon­
tinuity in helium fraction at a first-order molecular­
metallic hydrogen transition. 
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3. Regardless of the cause of differentiation, it is 
almost invariably an ongoing process which, once 
initiated, has a dominant effect on the cooling rate of 
the planet for all subsequent time 

4. The assumed age and known luminosity of 
Jupiter indicate that helium differentiation began < 10' 
years-ago,-or wilLbegmin <J0 yearsl'rom-the present 
time This implies that the critical temperature 
T0(H-H2 ) cannot greatly exceed 20,000 K 

5. The assumed age and known luminosity of 
Saturn indicate that differentiation may have been 
proceeding for 2 x 101 years already, but the uncer­
tainties are large and this conclusion is necessarily 
tentative 

6 Helium differentiation is accompanied by a 
comparable (or even greater) redistribution of minor 
constituents This may provide an observational test 
of our theory. 
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Calculations are presented for the thermodynamic functions and phase-separation boundaries of solid metallic 
hydrogen-helium alloys at temperatures between 0 and 19000*K and at pressures between 15 and 90 Mbar 
Expressions for the band-structure energy of a randomly disordered alloy (including third order in the 
electron-ion interaction) are derived and evaluated Short- and long-range order are included by the 
quasiehemical method, and lattice dynamics in the virtual-crystal harmonic approximation We conclude that 
at temperatures below 4000'K there is essentially complete phase separation of hydrogen-helium alloys, 
and that a misibility gap remains at the highest temperatures and pressures considered The relevance of 
these results to models of the deep interior of Jupiter is briefly discussed 

I INTRODUCTION 

Knowledge of the phase diagram of hydrogen­
helium alloys at high pressures (4-40 Mbar) is 
of importance in the study of the interior of the 
giant planets. 1-3 Phase separation of hydrogen 
and helium during the cooling process may partly 
account for Jupiter's excess emission of energy.2 

This paper presents a calculation of the thermo­
dynamic functions and phase-separation boundaries 
of solid hydrogen-helium alloys at pressures be­
tween 15 and 90 Mbar, and at temperatures be­
tween 0 and 19 006'K These metallic systems are 
also of intrinsic interest, since the particles car­
ry point charges, and the bare electron-electron, 
electron-ion, and ion-ion interactions are given 
exactly by Coulomb's law. 

The calculations reported here supplement ear­
her results of Stevenson' on hydrogen-helium 
phase separation in the liquid phase. Present 
estimates of the melting curves of these mater­
ials4 and of the temperature in the deep interior of 
Jupiter' indicate that both hydrogen and helium 
may well be liquid in the planet's interior, at 
temperatures far below 19 000K. However, since 
the uncertainties in the calculated melting tem­
peratures are quite large,5 a solid-solid phase 
separation calculation remains of particular m­
terest. 

The phenomenon of solid-sohd phase separation 
in alloys is not, of course, limited to the hydro- 
gen-helium system, but is known to occur in many 
alloys6 For example, Li and Mg (both simple 
metals) form solid alloys at all concentrations ex­
cept in the range of about (70-85)1 Mg, where 
there exists a miscibility gap. An alloy formed in 
this concentration range will separate into two 

phases of different concentrations. It is noteworthy 

that the miscibility gap is still present at tempera­
tures just below melting. The hydrogen-helium 
alloy is, however, different from many other al­
loys (such as Li and Mg) in one important respect. 
Whereas the difference between the Mg and Li 
electron-ion interactions (pseudopotentials) is 
small, hydrogen and helium have electron-ion in­
teractions of very different strengths, and this 
difference is expected to play an important role in 
the thermodynamic properties of their alloys. 

In See. II we discuss the general approach taken 
in formulating the Helmholtz free energy F for 
hydrogen, helium, and their alloys. The static in­
ternal energy F. is calculated in Sec. Il for any 
given configuration of hydrogen and helium (con­
fined, however, to an underlying lattice), and is 
subsequently evaluated for a randomly-disordered 
configuration. Contributions to F arising from 
long- and short-range order are treated m Sec. 
IV, and the free energy associated with lattice dy­
namics in Sec. V. In Sec. VI we present the equa­
tions of state and the Gibbs free energy Gper ion 
of hydrogen-helium alloys. Writing G as a func­
tion of its natural variables (pressure P, tempera­
ture T, and the relative concentration by number 
of helium c), we compute AG, which is defined by 

AG=G(P, T, c)- cG(p, T, 1) +(1- c)G(p, T, 0)] 
(1) 

Fes 
siol phse erin 
sohd-sohd phase separatin. 

11 HELMHOLTZ FREE ENERGY 

For a system of volume 62, the free energy F can 
be written 

15 1914 
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F(T, a, c) =Fs(T,0, c) +F (T, a, c) , (2) 

where F. (T, a, c) is the static free energy, and 
Pv (T, 62, c) the vibrational free energy, In prin­
ciple, F can be calculated from the partition frme­

-tion Z, which is-the-sum-of e 8 over alldegrees 
of freedom, electronic and ionic, and in particular 
over all configurations of hydrogen and helium on 
the assumed underlying lattice. (Here P=I/ksT 
and E is the total energy.) It is useful to introduce 
the following notation: Let (A)S denote the en­
semble average of the variable A for a stahc lat­
tlice. The electronic degrees of freedom and the 
configurational degrees of freedom remain sum­
med over in obtaining (A%. We use the symbol 
(A), 0 to indicate the ensemble average of A for a 
static lattice in which the configurations summed 
over are restricted to be randomly disordered. 
We can now write P (T,a, e) of Eq. (2) as 

where S is the entropy. We may also write Eq. 
(2) as 

F=(E),.+(F -E),.o)+F +(F-Fo), (4) 

where F is the vibrational free energy of a ran­
domly disordered alloy. 

We will ignore the last term in Eq. (4), and in 
Sec. V calculate only F0. The validity of this ap­
proximation will be discussed in Sec. VI. The ne­
glect of the term (P, -4F), and the separation of 

the static free energy as shown in Eq. (4), are 
motivated by the fact that those temperatures for 
which hydrogen-helium alloys actually do form 
are sufficiently high as to favor such random dis­
order. (This point will be argued more fully in 
Sec VL) Thus we expect that at these tempera­
tures (E), o will be the major contribution to (E),. 
Note that the second term of Eq. (4) includes the 
configurational entropy, as well as corrections to 
the static energy due to correlations of the posi­
tions of hydrogen and helium on the lattice, 

111 STATIC ENERGY 

In this section we calculate (R),. by writing a 
general expression for .,, the static energy of any 
configuration of the ions, and then computing its 
average over randomly disordered configurations. 
The approach is to consider an alloy as consisting 
of hydrogen and helium ions, located on a lattice, 
and immersed in a responding electron gas of 
compensating density. The ion-ion, electron-elec­
tron, and electron-ion interactions are all given 
by Coulomb's law. The (divergent) long-wave­
length limits of these interactions sum to zero, 
and are eliminated from the starting Hamiltoman. 7 

We can then write tE, as 

ES =E() iE +Eb . (5) 
Here E() is the energy (per ion) of a homogeneous 
interacting electron gas (in the presence of a pos­
itive, uniform background charge), the Madelung 
energy E, is the electrostatic energy of the point 
ions (m the presence of a uniform negative back­
ground charge), and Eb is the energy due to the 
electrons' response to the nonuniform component 
of the total ionic potential V. By treating V as 
relatively weak, B,, which is known as the band­

structureenergy, can be calculated by perturba­

tlion theory. What we are describing is conven­

tional pseudopotential theory,8 applied to a system 

for which the electron-ion interaction is known 

exactly. This approach has been used extensively 
in the context of metallic hydrogen,"9 and is an 
important element in the alloy calculation of Ref. 

In Eq (5), 0(o) is given by
E(0)=Z*(e2/2ao)[l(*,V/3/r 2 (3/2n)(*r)"1 


5 4 


×1/r+(-0.115+0 0311nrf], (6) 

where Z* is the average ionic charge in units of 
= e(e>O). SinceZ, 2 andZ1 1 = 1, Z*=CZ,8 +(l-c)ZH 

= 1 +c. Note that r is the usual dimensionless 
electron spacing parameter 

Aj(r a)3 = /Z*N (7) 

where ao is the first Bohr radius. Since N is the 
number of ions (in a), NZ* is the corresponding 
number of electrons. The first two terms in Eq. 
(6) are the kinetic and exchange energies. The 
last term is the correlation energy, and is only 
known approximately. We have used the approxi­
mation due to Nozi~res and Pines,'0 which is ex­
pected to be quite satisfactory in the r, range con­
sidered here (r. -1). Note that E(o) is independent 
of both the configuration of hydrogen and helium 
ions on the underlying lattice, and of the lattice it­
self. Since we are interested in temperatures 
much less than the Fermi temperature 

T,=(5.82X 10 5)/r21K, (8) 

the electron system" is taken to be in its ground 
state. 

The second term in Eq. (5) is the Madelung en­
ergy, and is given by8 

1 ' '49S-- zP, 
2=iN (i) k 

where Z, is the charge of the ion at site i whose 
position is given by . The prime on the sum 
over z and j denotes the omission of the terms 
i=y. The prime on the K sum denotes the omis­
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sion of k = 0. 	 tial, provided e is taken to be the Lmdhard di-
The Madelung energy is generally large and neg- electric function.7 ' 12 In the present calculations 

ative, and for a given family of structures often we have used the Geldart-Vosko"3 modified form of 
assumes its lowest value for the most symmetric the Hubbard dielectric function, which includes 
structure, effects due to exchange and correlation, and yields 

Using perturbation theory7' E, can be developed the correct 4-0 limit. It is certainly preferable 
as a series in ascending orders of the electron- to use this form (rather than the Lindhard function) 

)ion interaction 	 inE , but it is technically inconsistent to use it in 

'		 E()as written in Eq. (12). However, these two di­Eb=E'2) +E(3)+ . S( 	 (10) 
electric functions yield values of E )wlthm 1% of 

with each other, so that the effect on phase boundaries, 

-- 1' which depend on differences of free energies, is 
-

b 	 1 q-) (11) inconsequential.2N )-Although 	 the hydrogen-helium alloys have been 

taken as metallic, the convergence of the pertur­and 
 
bation series of Eq. (10) is not dependent on the 

()= 1 i2i) -- ) existence of a metallic state, as discussed in Ref. 
b N kk( k 2 3. The point is that the perturbation series should 

be adequate as long as the one-electron band gaps
1 1q)e--/ 4) (-, 2), are less than the bandwidths, which is the case 

for helium above 10 Mbar. Since actual metallic 
(12) 	 conduction may only occur' in helium at 70 Mbar, 

where the primes denote the omission of K,=0, this distinction is of considerable importance. 
1 =0, and K, =- 2. In Eqs. (11) and (12), V(k) is (Hydrogen, on the other hand, is expected 4 to be 
given by metallic at pressures of a few Mbar ) 

r f 	 () Considerable progress 7 has been made in cal­
- " 
 V(k) =Jd' V(r), (13) 	 culating Ef, which however, we do not include 

here. For metallic hydrogen E, is smaller than 

_ " E() by roughly a factor of 10, and it includes the
Z) 	 (14)


(14) 	 effects of the change in the chemical potential of 
the electron gas due to the4) presence of the ions. 

wherelectois. The estot ion pothel s enbTo correctly calculate E(b, one must use finite­
the electrons. The restrictions on the sums in tmeaueprubto hoy sdsusdi 

Eqs. (11) and (12)ectrsfollow from the form of the Ham- temperature perturbation theory, as dscussed in fltoan/Thearedefnedby - /k , Ref. 7. 
iltonian.7 The vectors "daredefined by 4=i/2k2 , The terms EM, E( ), and E( ) are valid as written 
where the Fermi wave vector k, is given by the for any configuration of hydrogen and helium, and 
relation 
 contain contributions that depend both on the con­

r
k3 =3i2 Z*N/n 	 figuration and on the structure of the underlying

lattice. More specifically, since the total poten­

n Eqs. (11) and (12), 4(4) is the zero-frequency tial V(r) in Eq (14) takes the form of a sum over


limit of the dielectric function of the homogeneous sites, Eb will contain the following classes of


interacting electron gas, and H(3)is given in Eq, terms:


(C3) of Ref. 7. We use Hartree atomic units in the (1)Structure-independentterms, that is, terms

equations above (and throughout the rest of the pa- independent of configuration and lattice structure.

per). These arise from the terms in E(,) and E ain which


It is important to note that Eq (11) is an ex- all sites coincide. 
act result for E2), for (k2/47T) [le(q1) - 1] mea- (n)Two- body, or ion-ion terms. These comprise 
sures the exact linear response of the number the remaining terms in E(?), and the terms in E ) 

density of the homogeneous interacting electron for which only two site labels coincide. 
gas to an external potential (in this case the po- (iii) Three-body, or ion-ion-ion terms. These 
tential due to the ions). In contrast, Eq. (12) is arise from the terms in E() in which no site labels0



only approximate, as the corresponding second- coincide.


order response function is not known exactly. The There are, of course, four-body terms and


approximation used in Eq. (12) corresponds to terms involving more than four ions, but these


treating the electrons as independent particles originate in higher orders of perturbation theory.


moving in a self-consistent potential constructed Recognizing that E, is also a sum over ion-ion


from a Hartree potential and the external poten- terms, we can group together contributions to P.
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in Eq. (5) by the classes (i)-(iii) above, and ob­
tain 

t- x=)+2L E -@,M,(R,-) 

1N- l.k(R,-RkR-R)+" 

(15) 

Here the primes denote restrictions forbidding the 
terms z= in the two-body term, and the terms 
z=k and I = k (but not i=j) in the three-body term. 
Note that the two- and three-body potentials de­
pend on density and on the identity of the ions at 
sites z and] (as well as on the separations R-R). 
All terms in P which are independent of configura­
tion and lattice structure are included in E(' The 
point about rewriting Eq. (5) as in Eq. (15) is sim­
ply that by summing over the electron degrees of 
freedom (at T =00 K), we have been able to write 
R as a sum over (density-dependent) effective 
pair and three-body potentials, plus a term de­
pendent only on density. This recasting of Eq. (5) 
is clearly valid for any configuration of hydrogen 
and helium ions, and is a conceptually useful al­
ternative to Eq. (5). 

We now calculate the first term in Eq. (4), the 
static energy of a randomly disorderedsystem: 

(E).oE(°)+(E )o+())( 3) ) +... . (16) 

To do this we must first give the definition of ran­
domly disordered To this end we introduce the 
quantity P.: 

p, =1 if site z is occupied by a helium ion, 

p, =0 if site z is occupied by a hydrogen ion. 

(17) 

From its definition, 15 we can see that p, obeys 
the following relations: 

2(pj) =pi, n= , 3,..., (18a) 

(p) =c, (lSb) 

where the average in Eq. (18b) is over all config­
urations. Introducing the auxiliary variables d,: 

d, =pi- c, (19) 

we have 

(d) =0. (20) 

Since pi measures the probability that site i is oc­
cupied by a helium ion, di measures the deviation 
of that probability from its average value. In Eq. 
(9) for B,, we write Z, as 

ZT =P1 Zw +(I- Pozea (21) 
Thus E, will clearly involve averages of the type 

(Pipj). In terms of these correlation functions we 
define a randomly disorderedsystem as one for 
which the nth-order correlation-function factors 
according to 16 

(p~,l ..... P,.>o :(p,)o(p,)o ..... ,. 

=(Pbi>(Pi,..., (P, ,, (22)


where



,#, . . 

Thus for the two-site correlation function we obtain 

4PA>o = PXPj)=c2 if i j, 
(23) 

(PPj)o=(Po=(P)o= if i=j. 
Since z =j is excluded from Eq. (9), we immedi­
ately have 

(EM)=Z f (.(z= Z ' 4 ) (24) 
k2o26N e 

The Madelung energy of a randomly disordered al­
loy is that of a pure metal of ionic charge Z* (cor­
responding to the so-called "Virtual crystal"), 6 and 
can be calculated by well-known techniques. 8 

To calculate (E }, we must first use Eqs. (13) and 
(14) to write VaN) in terms of the variable p,: 

V(k)=Z eii, [p -4Zu, 1 ) 

k262 

+(1-p -4)QuH 

where Ri is again the position vector of site z In­
troducing d, via Eq. (19), we obtain 

-V() =Z e i [V(-) +dj A U(l)], (26) 

where 

D(k-) =- [c 41Z8 6 /k'12 + (1- c) 4wZa/k' ] 

=-47rZ*/k62, (27a) 

and 

A U(-) = - (4w/ka)(Z, - Zu) = -4/k 2 . (27b) 

From Eqs. (11) and (17), we find 

) !flr - 2 1 ­= 
b(V k,)V(kx))o (-_1 

(28) 
and 
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"(vaiD'/(-t ,) =-- ri-'RiZ e Li' J([7j0Z,) +d,AUv(i,)] [T(-Z,)+d 3 AU(-AC)]bo . (29) 
i J 

From Eq. (20) we see that the cross terms in Eq. (29) vanish. Using the relation 

- " e ki - N. , (30) 

where K is any vector of the reciprocal lattice, we have 

" " = - ',) +E()V(-Ze Re+tki*(V(!E)V(-4)o =N26j, + , J [A u(ki)A U(-4,)] (d, d,)0 . (31) 

In the Appendix, we prove the relationship 

-Z Ze, ' ~tef'ke "(d, d.)o = c - ) . (32) 
. 3 

Substituting Eqs. (31) and (32) into (28), and using 

lm1 1 ¢d3k,
lrn 4 -( 2 7)f 

we have the final second-order result 4(E'°(2 ) '-0-v*41r 1--I+_4Z _--Z.)4eC C2) f 3 k L ( 1()-l (33) 
b(2 mZ. 0" 4K2 .(1r3k2 4EQ e 

where Q =K/2k,. In Eq (33), the first term is just the second-order band-structure energy1 of a pure 
metal of ionic charge Z*. This virtual-crystal result is not correct for a randomly-disordered system, 
because in Eq. (29) the terms in which the sites z andj coincide must be handled separately. However, it 
is worth noting that the virtual-crystal result correctly gives the structural dependence of (E,)),, since 

the second term in Eq. (33) is clearly independent of both the lattice structure and the configuration of hy­

drogen and helium on the lattice. 
We have written (E2))o in a form that is quite similar to other expressibns in the literature, 8'" and have 

used a rather indirect method to do so. This method, however, avoids much of the confusion that would 
otherwise arise in the calculation of (EW'), to which we now turn. 

Equation (12) for (E()), can be written in the following form 2 : 

(34)(E )o= v ( ) oIj ) L+ t o, 
k! k, k3 

where the function X2 is defined by direct comparison of Eqs. (34) and (12). However, we shall never need 
the explicit expression for x2, but only its symmetry properties The form of the function H (-') , h) in 
Eq. (12) guarantees that X2 is symmetric with respect to the interchange of any two arguments. 7 ' 12 Using 
Eqs (27) and (30), we have 

+N(j)V(D )S2(t4,))A U(k )U) ±N6,;5 Ud5)S (,,) ) U(O.)A UCk)) 

+ s3Ck,, E2, 3)aU(k,)'A'( Au(I), (35) 

where we have defined 

" -S ,, ) e (d, d, ) . (36a) 
i 3 

and 

ELe"~Cze h"Re_1 kIRn(dz dc).. (36b) 

These functions are shown in the Appendix to be 

S 2 ,.iz2 Pc - C2 ) (37a)(k,,i)=--m 
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and 

S3 (K1, Y1(,13) = t(c- 3c2 + 2c). (37b) 

Substituting Eqs. (35)-(37) into Eq. (34), and making use of the symmetry of X2 we obtain 

k 3k, k2 

+3r -R8N 3-0(k)N6;, ,
,,(c-c2)A U(k_,)A U() 

+-Nk4.+- . K(c- 3C2 + 2c3 )A U(i,), U(1)A U($)] X2 (41, 1, -. 

The first term in Eq. (38) is the third-order band-structure energy"7 of the Virtual crystal. As before, 
there are corrections to the virtual-crystal result which have their origin in the coincidence of sites in Eq. 
(34). However, now the corrections are structuredependent. To see this more explicitly, we recast (A43'). 
in terms of the function H(')of Eq. (12). By Using the symmetry properties of H')with respect to inter­
change of arguments (see Ref. 7), we can rewrite Eq. (38) as 

1 (38) 

8* \ 4 1 1/s 1)H(
9f97TE(O Q 2 ) 

+ ;-, 
 f
 

+ (c- 3c2 +2c 3 )(Z -z)Z 

As before, Q =It/2k,, and the prime in the double 
sum means we omit 4 =0, =, and Q,=Q2 . 
Since the second term in Eq. (39) involves a sum 
over the reciprocal lattice, it is clearly structure 
dependent. Equation (39) is our final result for 

(ER)). 
 
The polynomials in c that appear in Eqs (33) and 

(39) (the basic results of this section) are cumulant 
polynomials P(c), familiar from the theory of 
electron states in the tight-binding model of ran­
domly disordered alloys.' They are defined by 
the generating function 

t Ps(c) =ln(1 - c+ce), (40)s! 
 

which gives, 

P,(c)=c, Pj (cc- c, P(c)=c-3c +2c,.. 

(41) 

The cumulants arise in both problems for the same 
reason, namely that the decoupling of the correla­
tion functions, illustrated in Eq. (22), does not 
hold when two or more sites coincide. This point 
has been stressed previously in Refs. 20 and 21. 

Q1-k2 
1 

ac(4 

' ( qc -) Q(Q) _Ql3E(_Q 

d3d% 
 q2 

(39) 

IV LONG- AND SHORT-RANGE ORDER 
We now turn to the second term in Eq. (4), 

namely F.-(E),.,. In Sec. III we have summed 
over the electronic degrees of freedom to obtain 
an effective Hamiltonian for the ions [Eq. (15)]. 

The static partition function (and hence the static 
- /
free energy) can be obtained by summing e E k 

over all (static) configurations of hydrogen and 
helium ions on the underlying lattice. T carry out 
this sum, we need a convenient language with which 
to describe the configurations. At high tempera­
tures, this is achieved through the use of the cor­

relation functions22 2 3 (p,p,), (pippA), etc., in­

troduced in Sec. III. In general, a helium ion may 
be more likely to have a hydrogen ion as a nearest 
neighbor than another helium ion (or vice versa), 
but the probability (at high temperatures) of a very 

distant neighbor of the helium ion being another 
helium ion will depend only on the mean concentra­
tion of helium The correlation functions (p 1 p), 

etc., are ideally suited to describe such short­
range order, 4 2 5 for we expect the quantity ( p,pj 
- (pi)pl) to become very small as A, and K, be­
come increasingly well separated. On the other 
hand, at very low temperatures, and particularly 
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for stoichiometric compositions, the alloy, if it 
forms at all, is expected to take up an almost com­
pletely ordered state. (For example, if c=0.5, 
the alloy may have the CsCl structure at T = 0 'K.) 
It is clearly inappropriate to attempt to describe 
this situation with the correlation functions of the 
type (P,p , since (PiP)- (pp) is expectedto be in- 
finitely long ranged Instead, it is convenient to intro­
duce the notion of long-range order,24' 25 which for 
the example quoted above would be defined by the 
number of helium ions on "right sites," 1 e., the 
number of He ions on the "helium ion" sublattice. 
The point is, of course, that this number is 1.00 
at T = 0 0K It also approaches rather abruptly the 
disordered value of 0.5 at the critical temperature 
(Ta), above which there is no long-range order. 

Thus, any theory used to calculate F. - (E),o 
must be capable of describing these two very dif­
ferent types of behavior at low and high tempera­
tures More specifically, at low temperatures we 
have 

Im (bil E) AE, (42)-

r -o ( 
where AE is the energy difference between the 
completely ordered phase and its completely ran­
dom counterpart. At extremely high temperatures 
we have 24  

lim -the 
r-Tm (&-(sX. 0 )=-T(s.o 

= k3 T[clnc+I(1- c) in(1- c)], (43) 
where the expression on therght-handsdeofEq (43) 

is simply the negative of the entropy of a randomly 
disordered alloy, weighted by the temperature. 

The first step in formulating such a theory is 
drastically to simplify Eq. (15), and replace it by 
a nearest-neighbor model, viz 

1 nn 
Es= [EPlpp, HieH+2P(--lP) He -H 

+ (1- pi)(1- P)"H-1], (44) 

where the sum is over nearest neighbors only, and 
the pair interactionslHeH, DHe-H yand ,-, will be 

chosen to satisfy Eqs. (42) and (43) Note that 
since we are computing only the dtfference between 

energies, the structure-independent term in Eq. 
(15) may be neglected. The appeal of the simple 
form in Eq. (44) is that it allows an exact mapping 
of the problem onto the antiferromagnetic Ising 
model.26.27 In addition, the Hamiltonian of Eq. (44) 

has received a great deal of attention as a model 
Hamiltonian of an alloy. 24 Since we only need keep 
terms dependent on configuration, it is easy to 
show that the pair interactions do not enter separa­

tely, but only in the standard combination, 

V=I' 1 -.1 - - (45) 
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where v is assumed to be negative 20 
The energy difference AE, as calculated from the 

Hamiltonian of Eq. (44), is proportional to -v, with 
the proportionality constant depending on the (stol­
chiometric) composition and the assumed under­
lying lattice. It is therefore compelling to choose 
v so that the energy difference AE between ordered 
and disordered alloy will be the true static energy 
difference, 29 as calculated by the methods of Sec. 
Ill, 1 e., with no restrictions to nearest neighbors. 
Providing our methods of solving the modelproblem 
defined by Eq (44) satisfies the limit in Eq (43), 

- the resulting function F(T, Q, c)- (EX ,Owill then 
exhibit both the correct high- and low-temperature 
behavior. 

Such a method of solution of the model problem
5

is provided by the quasichemicalapproximation .'5 3 

The basic idea of the method is to treat clusters 
of ions as independent units, subject only to the 
conservation of the number of each type of ion con­
sistent with a gven long-range order. The proba­
biity of cluster having a certain configuration of 
hydrogen and helium ions is then simply 
given by the standard Boltzmann factor. If 
the cluster is chosen to be the whole crystal, the 
result is exact For smaller clusters, (in particu­
lar for a few atoms), error is introduced because 

fact that a given site may be part of two (or 
more) clusters is ignored in assigning a probabili­
ty that the site is occupied by (say) a helium atom. 
Nevertheless, the method does take into account 
correlation effects in a manner reminiscent of clas­
sical liquid theory Thefree energy can be written 
down as a function of temperature and long-range 
order only, and is to be minimized with respect 
to the latter The quasichemical approximation is 
thus able approximately to describe both long- and 
short-range order within one context. 

The approximation is related to more accurate 
methods31 in that it is the first of a hierarchy of 
approximations32 which can be substantially devel­

oped, although the calculations become extremely 
involved. It is most readily applied in the follow­

ing cases (i) c =0.5, where the underlying lattice 
is bcc, and the assumed ordered state is the CsCl 
structure, (ii) c =0 75 (or c = 0.25), where the 
underlying lattice is fcc, and the assumed ordered 
state is the Cu3 Au structure. The method correct­
ly predicts that for c =0.25 alloys (i), the order­
disorder transition is of first order, 25 that is, the 
long-range order drops discontinuously to zero at 

T . It also correctly predicts that the transition 
for alloys of type (i) is of second order, with the 
long-range order vanishing continuously at T,. 

The existence of short-range order above the tran­
sition temperature, and hence a configurational 
contribution to the specific heat, is also described 

http:model.26.27
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by the method, 3 but the details of the experimental 
specific heats are reproduced only qualitative­
ly.3'27 When compared to more accurate solutions 
of the Isng model, the quasichemical method's 
prediction of T is only very roughly correct.M,35 

However, calculation-shows that in the very low­
temperature region the quantity F -(E),, for 

=0.5 agrees fairly well with the low-temperature 

Ising model series expansion 
We have used the quasichemical approximation to 

calculate F, -(E), 0 for c = 0.25, c =0.50, and 
c =0.75 alloys by using the solutions corresponding 

to the categories (i) and (i) above. The parameter 
v was chosen to yield the true static energy dif­
ference AE between ordered and disordered 
phases, as previously described. However, the 
assumed structures for the ordered and disordered 
phases in the calculation of AE were chosen by 
criteria to be explained in Sees. V and VI, and 
were not consistent with the structures for which 
the quasichemical method was evaluated [see (i) 
and (n)above]. In addition, the contribution of 
lattice vibrations and the third-order band-struc­
ire energy to AE were neglected. These ap­

proximations are expected to have a serious effect 

near T., but should make little difference well 
above or below T. " Since AE is a function of r,, 
we have constructed an approximate form for 
F,(T,r,,c)- (E),,, which has the correct high­
and low-temperature limits. We have not assumed 
that the order-disorder transition occurs at con­
stant volume, for the actual behavior of the alloys 
is determined in Sec. VI from the Gibbs energy G 
computed at constant pressure and temperature. 

V LATTICE VIBRATIONS 

To calculate the contribution to the free energy
of the latice vibrations we first assume that the 

alloy is randomly disordered The "phonon" 

spectrum of the random alloy is then calculated 
by replacing each ion with one of charge Zn and 
mass M~f. The values of Zaf and M0a axe chosen 

so that the long-wavelength limit of the phonon 

spectrum is given correctly. 8 '3 This is readily 
seen to require 

M~r =M *=cMu + (1 -c)M 1 

and (46) 

Zr =Z* =CZHe +(1 -c)Z 1 . 

The force constants for an alloy of arbitrary 
configuration are defined (to second order in the 
electron-ion interaction) from Eq (15): 

ciJ5 (E, -ff) =v~V5 4¢ (f)[ = _1 (zt). (47) 

There are three types of force constants (corre-
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sponding to hydrogen-hydrogen, hydrogen-helium, 
and helium-helium pairs), and from Eqs. (11)-(14) 
these are 

- H(i, _ )= Z2 
1b U8 H 

5°-(-e ,)-ZZs 1 - (48) 
He-le - _z2 $B( ­
a6 ( I, -ZHeA) 

Here ciaa(fl) depends onr. and may be written 
f 4 1 ) -. 

ci8 (ff)=V f 3 L (49)
(2r)3 V cUE) 

In terms of force constants, Eq. (46) is equivalent 
to the replacement of the three types of force con­
stants with a particular type of "average" force 
constant 

The concept of phonons in disordered systems 
in general, and more specifically the use of aver­
age masses and force constants, has met with 
some success when applied to alloys whose con­
stituent elements have similar masses or force 
constants. 20 '40 '41 Clearly the masses and force 
constants of pure hydrogen and' helium are not 
close to each other, but some justification for 
the replacement of an alloy by an "equivalent" 
pure system is giv6n by the "virtual-crystal ap­
proximation" for the phonon Green's function 20 

More specifically, if we start with a pure system 
of point ions having mass and charge given by Eq. 
(46), and introduce the difference between the 
physical charges and masses and the "average" 
ones as a perturbation, 42 then within this approxi­
mation the perturbation causes no change in the 
phonon Green's function. 

We have evaluated the dynamical matrix of the 
pure system defined by Eq (46) in the adiabatic 
and harmonic approximations, with the electron­
ion interaction taken into account up to second 
odr hshsbe eetdfravxeyo 
order. This has been repeated for a variety of



crystal structures and concentrations, including 

pure hydrogen and helium. From the phonon fre­
quencies, we calculate4 3 the vibrational free en­

ergy F, 

F=kT hn{2 smh[ Pli~w(' )]} (50) 

V 

where 0 = 1/kBT, w(4)) is the phonon frequency of 
wave number 4 and branch index i, and the sum 
is over the first Brillouin zone. This zone sum 
was carried out using the special-point tech­
nique'" with a modest number (~10) of special 
points. 

Note that by using the harmonic approximation, 

the frequencies appearing in Eq. (50) depend onr.but not on temperature In order for them to ac­

quire a temperature dependence, a more sophisti­



1922 DAVID M STRAUS, N W. ASHCROFT, AND H BECK 15 

,0oo 

90 

8C AT=I6,oooKTIF-OO°K 
C Tx5,000K 

70 0 T=O'K 

60 
5extensive 

50 
S 

40 

30 

20 

ia 
C 

o 09 o I' 1 2 s 

FIG I Equation of state of metallic hydrogen. 

cated approximation, such as the self-consistent 
phonon theory, 43 would be needed However, some 
thermal expansion is included by using the har­
monic frequencies, for the contribution of F° to 
the pressure is not negligible [see Figs. (1) and 
(2)]. 

The calculation of the phonon frequencies of the 
(randomly disordered) alloys and of hydrogen and 
helium was used as a guide in the choice of the 
lattice structure 'chosen for the calculations of 
Sec mII The point is that these Coulomb systems 
(in the virtual-crystal phonon approximation) are 
very often harmonically unstable, as discussed by 
Beck and Straus. 9 (By an instability, we refer to 
the occurrence of imaginary phonon frequencies ) 
The lattice structures used in the calculations of 
Sec. II, as described in detail m Sec. VI, were 
chosen to give real frequencies It should be 
noted, however, that the relationship between in­
stabilities in the virtual crystal approximation 
and those in the real (randomly disordered) alloy 

is not clear. We shall assess the effect of our 
approximate treatment of the phonons on the phase 
boundaries in Sec. VI. 

VI RESULTS AND DISCUSSION 

A Choice of lattice structures 

Here we discuss the lattice structures chosen 
to calculate the various contributions to Eq. (4) 
The static energy differences between lattices 

are in general very small,7' 9 especially when com­
pared to the energy in the phonon system. (How­

ever, these energy differences may not be small 

compared to the differences in phonon energies 

between lattices.) This raises the question of 
whether these materials can ever solidify in the 

conventional sense It should be noted that theenergy differences are also not necessarily small 
eeg 
when compared to the difference AG of the Gibbs 
energies between the alloy and the pure hydrogen 
and helium systems, as Fig 3 illustrates An 

search in Bravais lattice space for the 
structure of lowest energy (as carried out in Ref. 
9) is not feasible for this problem we limited 
ourselves to the consideration of the bee, fcc, and 

hcp (with variable c/a ratio) lattices in the cal­

culations of (E), , and F. in Eq (4) (Simple cubico 

lattices are harmonically quite unstable for these 
systems.) 

For the randomly disordered alloys '(and for 
pure hydrogen and helium), either fcc or bc 
proved to be stable for all Z* except in the range1 20%Z* 1 30, and the stable lattice'was chosen 

for the calculations. At Z* = 1 25, hop (with c/a 
=1.7) was stable, and this structure was therefore 
chosen in the concentration range near Z* = 1.25. 
The lattices used to compute (E),), and r.' are 
summarized in Table I The absence of an entry 
for a particular contribution to the energy indicates 
that the value of that contribution was obtained by 
interpolation from its values at other concentra­
tions Note that (E(")) 0 was calculated for fcc, not 
hcp, in the region 1 10 Z*z 1.35. It is not ex­
pected that this procedure will cause any signifi­
cant error in the phase separation curves. In 
addition, the designated phases for Z * = 1 00 and 
1 25 are harmonically unstable" at low densities 
(corresponding to pressures of less than 20 and 
30 Mbar, respectively) Previous calculationse 

00 

8o 

70 

60 

g 50 
E 

40 

30 

20 Ti1O.000'K 

T= 0K T'15,000*K 

to T=5 K 

07 1 190 ii 
00 

FIG. 2. Equation of state of helium 

ORIG~MgVgfIOF pooRQIJYl 



15 PHASE SEPARATION OF METALLIC HYDROGEN-HELIUM ALLOYS 1923 
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show that such instabilities will only occur at much ture 47 (n) Face-centered tetragonal (fct), with 
higher values of -% (lower pressures) when the a basis of one helium and one hydrogen ion, situ­
phonon spectrum is calculated in the self-con- ated so that when c/a =1.0, this lattice has the 
sistent harmonic theory. Thus we adopted the NaCi structure As the fct lattice proved unstable 
procedure of extrapolating the phonon frequencies for a wide range of c/a values, we used the sim­
to lower density to calculate F. at low pressure. ple-tetragonal lattice at c/a =1 0, where it is 

We now discuss the lattice structure of the or- stable. 
dered alloys used in calculating F. -(E). 0 by the We considered two structures for the ordered 
methods described in Sec. IV The energy differ- c =0 25 (c =0.75) alloys (i) Simple tetragonal 
ence AE between ordered and randomly disordered (st) lattice of helium (hydrogen) ions with a four­
states was calculated for c =0.25, 0 50, and 0 75 point basis. The helium (hydrogen) ion resides 
(For pure hydrogen and helium, AE, as well as at the lattice point, and three hydrogen (helium) 
F5 -(E> .o, clearly vanishes.) For the alloy of ions sit at the face centers. If all the ions were0 
c =0 50, we have considered two types of lattices identical, the lattice would be face-centered tetra­
(i) Simple tetragonal (st), with a basis of one gonal. (This is the generalization of the CuAu 
helium and one hydrogen ion, situated so that structure to c/a 1 00.) (n) Body-centered tetra­
when c/a =1.0, this lattice has the CsCl struc- gonal (bet) lattice of helium (hydrogen) ions with a 

TABLE I. Lattices used in computations for randomly disordered alloys, and for pure hydro­

gen and helium. 

Z 1.00 1 05 1.10 1.15 1 20 1.25 1 30 1.35 1.40 1 45 1 50 

(EN)0+ (Eb2)o fcc fee hcpa hop hop hop hcp hop fcc bee bc 

<E,"), fcc fcc fcc fcc fcc fcc ... ... ... ... bc 

FV fce ... ... ... ... hop .... .... ... ... bee 

Z 1.50 1 55 1 60 1 65 1.70 1 75 1 80 1 85 1.90 1.95 2 00 

(EM)o+ (Ebl))o bee bee bee bee bee boo bee bee bee bee bee 

Eo(3) be ............ . boc ... ... ... ... bce



F, bc ... ... ... ... b .... .... ... ... bee 

ahop refers to the hexagonal close-packed lattice with c/a= 1.70. 
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TABLE II. Order-disorder critical temperature T. shows that our neglect of the term (F. -F.') in Eq. 
(in units of iO60K) as a function of pressure p (in units (4) is quite justified. 
of Mbar) (pressures are approximate only). 

B Phasesepartonc=O 750C=0.250 c=O 500 
T. P T. P To P The equations of state of pure hydrogen and 

helium are presented in Figs. 1 and 2. For hydro­

4.82 4 5 440 7.0 021 7.0 
 gen, at T = 0 'K, they agree well with Caron's re­

4.65 7 5 5 63 13.5 1.70 14.5 suIts (see Ref 29).



4 45 13.0 6.67 21.0 2.16 23.5 Under conditions of constant temperature and


4.40 20 5 7.92 34.0 2.73 39.0 pressure, the free energy to be minimized is the


4.37 31.0 9 19 50.0 3.07 49.5 Gibbs free energy G:


5.35 47 5 10 05 63.5 3 46 64 0


5 94 59.5 It 03 80 5 3.89 82.5 G(p, T,c) =F(p,T, c) +Pa., (51)


6 61 74 5 12.10 102 5 4.21 98 5 Where p is the pressure and S2o the volume per


7 35 945 12 68 116 0 4.47 111 5



13.5 475 127 0 ion Stability of mixed phases is determined by7 90 111 0 13 31 
 
8 33 125.0 AG



AG =G(p, T,c) - [cG(p, T, 1) +(1 -c)G(p, T, 0)] 

(52) 
Here c =1 refers to pure helium and c -0 to pure 

four-point basis The helium (hydrogen) ion re- hydrogen In order for there to be any mixing, 
sides at the lattice point, and three hydrogen AG must be negative. A miscibility gap occurs 
(helium) ions sit at the face centers and edge mid- when &G is negative but the system can lower its 
points If all the ions were identical, the lattice 
would be simple tetragonal, with half the original 
lattice constant. 4 Of these two structures, the st 
lattice with c/a =0.7 proved, for c =0.75, to have 
the lowest static efnergy (to second oder in the 

electron-ion interaction). Since this structure is 18,000 
harmonically stable, the difference between its 
static energy and that of the corresponding dis­

was set equal to AE, 16,000ordered alloy of Table I (bce) 
as required in the application of the quasichemical 
theory of Sec IV. For c = 0.25, neither of the two 14,000 
structures are harmonically stable (over a wide 
range of c/a values) This may be a dynamic in­
dication4 9 of immiscibility at T =0 GK, or alterna- 12,000 
tively it may indicate that these structures are 
energetically quite far from the structure an or­
dered alloy actually assumes Of these two struc­
tures, the bet lattice with c/a = 1 0 has the lowest 
static energy for r. >0.920 (p _<28 9 Mbar at 8,000 
T = 0 K), but the st lattice with c/a= 1.0 has the 
lowest energy for r,<0 920 The static energy 

6,000­differences between these structures and the cor­

responding random alloy (hcp) were used for AE 
in the calculation of See. IV. In Table H we pre- 4,000 
sent the critical temperature T. as a function of 
pressure for the order-disorder transition, as 
calculated from Sec IV. 2,000 

In order to determine how serious an error was 
made in neglecting lattice vibrations in the com- 0 r . .u , , 

putation of AE, we computed F. for the CsCl- 00 02 04 06 08 10 
structlure alloy at T = 0 'K and r.s = 0 99. ThXeThe re- FIG 4 Phase separation curve at 15 Mbar x is the 
sult is within 7% (0 001 a.u per ion) of the cor- relative concentration (by number) of helium The 
responding random alloy (bce) result The differ- cross-hatched regins show the uncertainty in the phase 
ence is small, even on the scale of AG This also separation boundary. 
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in the phase boundaries, indicated by the cross­
T(k) p =21 megabor hatched regions. The most striking features of 

the results are (i) the persistence of a large mis­
18,000 

cibility gap at the highest temperatures and pres­
sures, and (ii) the large temperatures necessary 

16,000 	 for any-mxing-to-occur 5 2 The occurrence of large 
mixing temperatures is not dependent upon the 
approximations we have used to take into account 

14,00 -short-range order and lattice vibrations, although 
the precise values of the mixing temperatures 

clearly are. The prediction of complete phase12,000 	 0separaton at temperaturesjbelow some tempera­

ture T. reflects the large positive values of AG 
10,000 for the static alloys (AG-k T.). In contrast, the 

large miscibility gap is primarily due to the "pin­

ning" of the phase boundary near c =0.25. This is-8,000 
caused by the exceptionally low values of AG for 
c =0 25 (see Fig 3) at high temperatures, an ef­

6,000 fect for which the lattice dynamics is entirely re­
sponsible 

The relatively low phonon frequencies predicted
4,000 by the virtual crystal approximation for the c = 0.25 

randomly disorderedalloys should be compared 

2,00 with the imaginary frequencies found for the 

][ c = 0 25 orderedalloys In both cases the alloy ex­
oI 

00 02 04 06 08 I0 
X 

FIG. 5 Phase separation curve at 21 Mbar. 	 T(K) p=30 megobar 

18,000 
Gibbs energy by separating into a helium-rich 
phase and a hydrogen-rich phase '0 This is dem­
onstrated in Fig. 3, where we present typical re- 16,000 
sults for AG(p, T, c) at fixed p and T At any con­
centration between c =c, and c =c, the system can 14,000 
lower its Gibbs energy by separating into a helium­
rich phase at c =c, and a hydrogen-rich phase at 
c c 2, with the relative amounts of the two phases 12,000 
being given by number conservation For such a 
partially separated system, the Gibbs function is 

10,000given-by the dashed line in Fig. 3. The error bars 

in Fig. 3 refer to the estimated computational 
error, 51 not the error due to the various physical 8,000 
approximations made We have also shown typical 
static energy differences (to second order) between 
lattice structures in Fig. 3, from which the sensi- 6,000 

tivity of the phase boundaries to lattice structure 
can be estimated. 4,000 

The phase separation curves themselves are 
presented in Figs. 4-8. Note that the temperatures 
for which mixing occurs are generally well above 2,000 
the order-disorder transition temperatures listed 
in Table fl. Thus, as we have mentioned, the de­
tails of this transition are not very important in 00 02 04 06 08 10 

Xthe calculation of the phase boundaries. The un-

certainties in AG are the cause of the uncertainties FIG 6. Phase separation curve at 30 Mbar.
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TCK) p-60 megabar We also predict a large miscibility gap that 
persists to T=19000 K andp=90 Mbar. How­

18,000 	 ever, this prediction depends upon the approxi­
mations we have used in treating the lattice dy­
namics of the alloys, and might well be substan­

16,000 	 tially modified by a more detailed treatment of the 
phonon spectrum. The third-order terms in the 

14,000 band-structure energy have little effect, tending 
to raise AG by only a small amount. Thus the 
approximate response function used in (E),as 

12,000 well as the neglect of (E(t) 0 , is not expected to 
have any important effect on the phase boundaries. 

The same is true of the use of the quasichemical10,000­
approximation 
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4,000 

APPENDIX 

2,000 The calculation of (E(,)>, and (E(b3o in See III 
requires the evaluation of the following averages. 

0,


00 02 04 06 08 10 


x 


FIG. 7 Phase separation curve at 60 Mbar 	 T(0 K) p=90 megqbar 

18,000 

hibits phonons whose frequencies squared are low. 

This results, in one case,m a true instabihty, 16,000 

and in the other case the low energy and high en­

tropy resulting from these low frequencies greatly 

favor mixing. In respect of the c =0.25 alloys, it 14,000 


appears that the treatment of the lattice dynamics 

may be quite crucial. A more correct treatment 12,000 

of the disordered alloy (within the harmonic the­

ory), and the application on the temperature­

dependent self-consistent (harmonic) phonon theory 10,000 

for example, may produce qualitative differences 

in the phase boundaries. One such difference 8,000 

might be the disappearance of the miscibility gap 

at temperatures below 19 000 'K. 


In conclusion, the calculation predicts that until 6,000 
the temperature has reached a fairly high value, 
which will certainly depend upon pressure, there 
is essentially complete phase separationO in solid 4,00 
alloys of metallic hydrogen and helium. This may 
be regarded as a fairly firm result, since it is 2,000 
not dependent in any crucial way upon the approxi­
mations used to compute AG. If hydrogen and 
helium are solid in some region of the interior 00 02 04 06 08 10 
of Jupiter, these conclusions have a direct bearing X 
on any phase separation model of energy emission. FIG. 8. Phase separation curve at 90 MVbar. 
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82 e-('"'e-'k '2R(d,d) (Al) 
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rS(k ~-S-k )ktees
S3 (k1 ,k 2 , k 3 ) e I 

£ i n 

Xe-1'3"R.(dd.d (A2) 

We will freely make use of the definitions and 
properties of the variables pi and d, as presented 
in Sec III Expressing d, in terms of p,, we have 

(d,d) =((P,-c) (p, -c))o 

2 
= (p,p1 )o-C =65, (cC2) (A3) 

Similarly, 

(d, dd.)= ((P, -c) (p.-c) (p 0 -c)), 
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A calculation is presented of the total energy of metallic hydrogen for a family of face­
centered tetragonal lattices carried out within the self-consistent phonon approximation. 
The energy of proton motion is large and proper inclusion of proton dynamics alters the 
structuraldependence of the total energy, causing isotropic lattices to become favored. 
For the dynamic lattice the structural dependence of terms of third and higher order in 
the electron-proton interaction is greatly reduced from static lattice equivalents. 

Perturbation theory has been moderately suc­
cessful in accounting for the structural depen­
dence of the statzc energy in many simple crystal­
line metals.' 2 In this method, the structural en­
ergy is obtained by expansion in orders of the ef­
fective conduction-electron-ion interaction (or 
pseudopotential), the expansion usually being 
truncated at the lowest term and resulting in what 
is referred to as the second-order band-struc­
ture energy For perfect lattices, this term re­
duces to a relatively simple sum over the sites 
of the reciprocal lattice, 

In the case of metallic hydrogen, the electron­
ion (electron-proton or electron-deuteron) inter­
action is exactly known, and it is partly for this 
reason that this system has attracted theoretical 
attention - Within the static -lattice approxima­
tion, perturbation theory for the structural ener­
gy has been carried through to fourth order,7 and 
extensive scans of "Bravais lattice space" have 
been carried out in an attempt to determine, at 
zero pressure, the structures with lowest static 
energy.3 In the latter calculations (which were 
at third order), Brovman et al.3 concluded that 
static metallic hydrogen would take up structures 
which are so highly amsotropic that near the zero­
pressure metastable density they would become 
"liquidlike" in certain crystal directions upon in­
clusion of the proton dynamics, 

Since the ionic mass in metallic hydrogen is 

small, one expects on quite general grounds that 
the ionic degrees of freedom can play a rather 
significant role in determining the structure with 
lowest overall energy- It is known3' 7 that energy 
differences between different structures are 
small-much smaller, for example, than the esti­
mate of the energy bound up in the zero-point mo­
tion of the protons. Evidently, what is required 
is a calculation of structural energies carried 
out self-consistently for various lattices dis­
turbed by the presence of phonons. The purpose 
of this Letter is to report on the outcome of such 
an investigation: We have completed a series of 
calculations within the self-consistent harmonic 
phonon approximations '9 (SCHA) for a representa­
tive family of face-centered tetragonal (fct) Bray­
ais lattices in their ground states at a density'0 

=of r,=1.36 [with 4dr(r s a,) 3 n', n being the elec­
tron density N/42]. Two important results emnerge: 
First, the inclusion of ion dynamics.radically al­
ters the structural dependence of the energy so 
that, in the family which we consider, it is the 
isotropzc lattice (fec) that is ultimately favored. 
Second, by the inclusion of ion dynamics in the 
perturbation theory, the structural sensitivity of 
the terms higher than second order is greatly re­
duced from that appropriate to the static theory. 

The arguments go as follows: To second order 
in the electron-proton interaction, the total 
ground-stateenergy per proton in the self-con­
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sistent harmonic approximation can be written" 

E(r.)=1 flw(qj) + 4-(K) + (terms independent of structure). (1) 
'1.' X O 

Here the sum of frequencies w(6j) of polarizationj is taken over the first Brillouln zone (BZ), and 

--f k 4k' xP[- 2kk a-s(X)]exp(tlZ' ), (2) 

where 

as(X)=2[(Ua(X)Ue()) -(u 0 ()u8(O)D] 'z, (1 -cos i)e(jj)es(q,)W'(,y), (3) 

with the brackets indicating an average over harmonic states. In Eq. (2), c(k) is the dielectric function 
of the interacting electron gas taken, as is customary, in its static limit. The small ionic displace­
ments (R) are defined by it(X) =A - K, where R is the instantaneous position of the ion, and "Cthe lat­
tice site to which it is attached. Notice that the first term in (1) is the kinetic energy of the ionic sys­
tem whereas the second is the potential energy averaged over the ions, motion. To carry out this aver­
aging, we require both the frequencies w(j) and the polarization vectors -(4,1) of the self -consistent 
phonons; and these are given by the solution of 

(o X - (21) c(k)kp 

Evidently, the statc energy can be formally re- I

covered by setting X=0 in EqS. (1)-(3), and by respect to c/a) is negative. In these lattices, the 
omitting the phonon kinetic energy in Eq. (1). The existence of stable small oscillations of the pro­
harmonic approximation, on the other hand, can tons cannot be presumed, and the occurrence of 
be obtained by expanding in powers of x and re- imaginary frequencies in the SCHA is an indica­
taming the terms linear in A. In metallic hydro- ties that they do not. For values of c/a near 1.5, 
gen however, the root-mean-square proton dis­
placement is substantial, 2 and such an expansion I I I 

(implicit in Ref. 3) is open to question. The sec­
ond-order static energies1'3 14 (to which, in the -04t 
harmonic approximation, the phonon energies are Static 

simply added) are shown in Fig. 1, plotted against 
c/a for the fct system (solid line). Note that -049 

there is noticeable structure in the curve not 
found, for example, in an ordinary simple metal -0493 o486 
(e.g.,iS Al). In agreement with Ref. 3, we find a 
structure with c/a <1 to have the lowest static en- E o a 

ergy. However, when we compute the dynamic -0494 -0487 
NYEreenergy self-consistently, the situation changes 


markedly. It is important to note that the solu- -0495­

tions of (4) do not always admit real frequencies: 

The arrows in Fig. 1 indicate three such lattices; 

the dashed line gives the total energy 6"7 [Eq. (1)] -0496 


for the c/a values for which Eq. (4) can be solved. 

The reason for the apparent failure of the SCHA -0497 


is simply that, for certain values of the parame- 040 0.60 00.0015 2.00

c/oter c/a, the small-oscillations problem is rot 

well defined. For example, lattices correspond- FIG. 1. Static energy and total self-consistent energy 
c/a values lying in the range 0.5 <c/a<0.7 for let metallic hydrogen (at 7j=I.36 and T=O°O' as a

ing to v e ifunction of c/a (all energies are in hartree atomic 
are associated with a portion of the static-energy units). Total (right-hand scale) is given by the dashed 
curve (Fig. 1) that is removed from a local mini- line. Arrows refer to particular values of c/a for 
mum and for which the second derivative (with which the crystal is unstable. 

416 



VOLUME 38, NUMBER 8 PHYSICAL REVIEW LETTERS 21 FeutuAry 1977 

the absence of stable oscillations is already sug­
gested by the results of the harmonic approxima­
tion, for which imaginary frequencies are found 
everywhere in the BZ. Although there is a mini­
mum in the static energy near c/a =1.5 (Fig. 1), 
the SCHA can still fail because in the wider Bray­
ais lattice space referred to earlier this point 
can be situated at a saddle on the energy surface, 
in contrast to the regions corresponding to the 
dashed curves which evidently reflect local mini­
ma (as required for stability). 

The total energy is minimized at c/a =1 corre ­
sponding to the fcc structure, which is the most 
symmetric of the class considered. Since the 
sharp variations of static-lattice energy found in 
Fig. 1 and in the plots of Ref. 3 occur over values 
of c/a comparable to the ratio of {(j12)112 to a 
nearest-neighbor distance, it is not unreasonable 
to expect similar behavior for other families of 
Bravais lattices such as those investigated by 
Brovman, Kagan, and Kholas.3 Evidently, we 
may conclude that in the metallic phase of hydro­
gen, lattice dynamical effects completely alter 
the structural dependence of the energy: In a 
self-consistent calculation, it is isotropic lattic­
es that are favored. Indeed, it is worth noting
that none of the structures corresponding to the 
minima of the static energy in Fig. 1 is stable in 
the simple-harmonic approximation.) Finally, 
the energy of motion, defined by E - E,MUC, is 
0.0076 hartree units per proton for the fcc struc­
ture. This is a substantial fraction of the zero­
pressure binding energy3 ,7 which, depending on 
estimates of electron-gas correlation energy, is 
in the range 0.02 to 0.03 hartrees per proton, 

We now come to the structural dependence of 
terms in the energy of third and higher order in 
the electron-ion interaction, which have been 
omitted from (1). In the SCHA the total second­
order band-structure energy can be written 

b2-)1 4 (5)srj 4zu 
- 0 -akLk) 

where the static structure factor S(k) is given by'7 

S(!) = rjei'exp[ - -kaBkXa()]" (6) 
3deciding 

This function is plotted in Fig. 2 for fcc metallic 
hydrogen (r,=1.36) with Ic along the [ 100] direc­
tion. The large weight between peaks (and the 
correspondingly sharp reduction in the strength 
of the Bragg peaks themselves) can be traced 

2c0 

c 50 

1o_­

050 

000 24 5 00 0
ODO I 0 D 0 0 0 

?z2-/ao0(1.0,0) 
FIG. 2. Structure factor S(k-) for fcc metallic hydro­

gen (at r. = 1.36 and T = 0K) for k along [100]. The fre­
quencies and polarization vectors used to compute S(k) 
are the solutions of the self-consistent equations. 

to the value of the Debye-Waller factor e -2W where 
it 1 B 

2W= (W)= -- 7)
AN 2 a-.j 

is appreciable.12 This transfer of weight from 
the Bragg peaks to the continuum in between 
means that the dynamc second-order energy is 
less sensitive to structure than the correspond­
ing static lattice quantity. Now, in third and high­
er orders this effect is compounded: It is easy 
to show 5- 8 that the dynamic third-order band­
structure energy has three Debye-Waller factors, 
the fourth has six such factors, and so on. The 
extent to which the dynamics -reducesthe struc­
tural sensitivity is more marked at each succes­
sively higher order. Thus, for purposes of cal­

culating the structuraldependence of the energy, 
perturbation theory converges more quickly in 
the dynamic case than in the static counterpart. 
Perturbation theory does not, of course, say
whether the assumption of a crystalline ground 
state for metallic hydrogen is valid. However 
within such an assumption, it offers a means for 

on the preferred lattice; and in this con­
text the calculations described above appear to be 
the first for a metal that go beyond the harmonic 
approximation. 
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We obtain as closed analytic form, estimates for the thermodynamic properties of classical fluids with pair 
pote7hiials of Yukawa type, with special reference to dense fully ionized plasmas with Thomas-Fermi or 

Debye-Huckel screening We further generalize the hard-sphere perturbative approach used for similarly 
screened two-component mixtures, and demonstrate phase separation in this simple model of a liquid mixture 
of metallic helium and hydrogen 

i INTRODUCTION AND FORMALISM 

The variational procedure of Mansoori and Can­

field' has proven to be a fruitful source of approx­
imate thermodynamic information for dense clas­
sical fluids, liquid metals ,2 liquid alloys ,34 and, 
more recently, the pure classical Coulomb gas.5 

In this brief paper we apply the method to obtain 

analytic variational estimates analogous to those 
of Ref. 5 for the case of certain screened Coulomb 
systems. 

We begin with the Hamiltoman for a system of 
ZN electrons (coordinates f,, momenta D, mass 
in) and N fully ionized atoms [coordinates R, mo­
menta P(R), mass M and charge Ze] 

p2 I 
2 P 2(R)
2 e+ r+l~r, -w 

+! Z Z2ee2 Ze2 

Let V be the volume of the system, and let po(k) 
;,) and p(i)=Zrexp(Sk ii) be the 

=r exp(S 4 

Fourier transforms of the density operators for 
electrons and ions, respectively. In the limit° N-' , V- , N/V-n, we may rewrite H as 

R -]TZZS 2
H=He +E. P" +E _-k2--£--p,(k)p,(- k)- lJ 

2 2 Coo k 

KOur -z o 
42 

-, P,)P(--k), 

where H., is the standard interacting electron-gas 
Hamiltonian. To obtain an approximate Helm­
holtz free energy for the ions, we follow the cus­
tomary procedure of first calculating an adiabatic 
linear response of the electrons to the ionic po­
tential, which leads to an ionic Hamiltonian in 
which the ions can be considered to move accord­
ing to screened interactions. The variational 
procedurei can then be apphed by comparing two 
isochoric systems, one a hard-sphere reference 
system and the other a system of particles inter­

acting through a screened Coulomb force. Within 
the linear screening approximation the free energy 
is bounded by2"4 

1 EN 47rZ
2 

e
2 

F(a)=Fi+eg+oCU)+ 2 (kN)4Z 

+ !Z 4Z2e2 1 
2 o V e'(k) )' 

where Fig is the free energy of the corresponding 
ideal gas of ions, F.isthatoftheinteractingelec­

tron-gas, E(R)is the usual dielectric function of the 
electron gas [taken as hm ,-E(k, w), in accor­
dance with the conventional approximation of the 
theory of metal thermodynamics that the elec­
trons follow the iomc motion adiabatically], Fo(u) 

is the excess free energy of a gas of hard spheres
of diameter a, and S(k) is the structure factor of 

the hard-sphere gas. 
With n=N/V, we may rewrite Eq. (1) as 

F()Ff+F(U)+ 2 

2+-n E 4iZ2e 1 [S(k) - ], (2) 
2 k2 4k 

we now identify the fifth term as an effective -pair 
interaction between ions, and the fourth as the 
self-energy of the screened ions. 

observation is that these terms can be ob­

tained in closed analytic form for dielectric func­
tions of the type 

E(k) 1+q2/k2 (3) 

and the Percus-Yevick hard-sphere structure fac­
tor. Dielectric functions of this form are found in 
two physically significant limiting cases: the 
high-density low-temperature limit, in which the 

Thomas-Fermi dielectric function is appropriate 
[with q= (67re±Zn/Ep)1/2, Ep being the Fermi ener­

gy]; and the low-density high-temperature limit, 
in which the Debye-Hiickel form for e(k) is suit­
able [i.e., q= (4reiZn/kT)i/2]. 

15 2072 



15 THERMODYNAMICS OF THOMAS-FERMI SCREENED COULOMB 2073 

For dielectric functions of the form (3), the 
structure-independent fourth term of (2) becomes 

nz 4 iZ2e2 -) = ----- , (4) 
2 . k2 q2+ k2

) 2 

and the fifth term may be written in coordinate 
space as 

22Z 47rZ 2e [S(k) ]I 
2k 2For 

e 2 =Nn-- - jdr 41rr2 exp [g(r) - ], (5)
0 

where g(r) is the standard radial distribution func­
tion for the fluid. It should be noted that we have 

here used the liquid structure factor, from which 
a 6-function term at k= 0 has been subtracted, 
removing a term associated with the bulk isother­
mal compressibility of the electron gas. 

Now, the right-hand side of (5) is essentially the 
Laplace transform of rg(r), and is available ana­

lytically for the hard-sphere fluid in the Percus-
Yevick approximation. 7, 

8 In a notation similar 
to that of Wertheim,7 with x=r/a 

f dx exp(-xx)[xg(x) -x] =G(X) - 1/x 2 , 
0 

where 
XL(x) 

G(X)= 12i[L(X)+ S()e] 

with 

L(x) = l2i[(1+PI)X+ (1 + 2-i)], 

(X)=(1 - 7)2X3 + 67(l - z) + 18? 22 'X - 1221(1+ 2q). 

Here 7 is the packing fraction, given by 7 
= (n/6)no, 

We thus achieve in closed form the following 

single-parameter expression for the free energy: 

F(7) = Fg +Fe+ Fo(7) - NZ2e2q/2+N(Z2e /2r.) 

X 12j21[G(2711/Sqr0 ) - (27 1'qr.)- ] (6) 

where (47r/3)r'o= V/N. An appropriate expression 
for the excess free energy of the hard-sphere 
system is that of Carnahan and Starling9 : 

Fo(7)=NkTn(4 - 37)/(1 - )2. 

An approximate lowest upper bound on F(7) can 

now be obtained by appealing to the Gibbs-Bogolyu­
boy inequality" and minimizing (6) in 7i; that is, 
for a fixed q and ro, we impose aF(2 )/a7=0. The 
resulting transcendental equation in 71can be solved 
numerically to obtain the minimizing value of 7j, 

which we denote 7i*, we then approximate the true 
free energy as F(7*). The thermodynamic deriva­

tives can likewise be evaluated; we have, for ex­
ample, 

(() 
P=-I- --)• (7) 

Note that differentiations may be performed at 
fixed 7 by virtue of our variational condition. 

We now illustrate theprocedurefor the case of 
Thomas-Fermi screemng. 

ONE-COMPONENTTHOMAS-FERMI GAS 

this case, we have qr0 = (12Z/)I'r 12, where 

.s the usual electron-gas parameter 
r.s=ro/1Z1/Sao, 

Requiring aF/37=0 imposes a transcendental 
equation of the form f(T,r.,7*)=O. It proves most 
convement to solve this equation numerically for 
r,(?, T) and find the equation-of-state data in pa­
rametric form analogous to that of Ref. 5; we 
present in Fig. 1 results for r,. The Thomas-
Fermi approximation for the dielectric function 
is appropriate for systems satisfying qr<< 1, ie., 
(with Z= 1, for winch we have done all our calcula­
tions) for r,<< 0.4. In Fig. 2 we plot the plasma 
parameter Pr=(Ze)2/rokT against 7 as well as 
the corresponding F for the unscreened Coulomb 
system of Ref. 5. As expected, rTF approaches 
I, as r,- 0. 

Using for F., the zero-temperature RPA form," 
we next compute the free energy and the pressure; 

10
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FIG. 1 r. as a function of the minimizing value of 
71for the Thomas-Fermi case, from numerical solution
of the transcendental equation of the variational condi­
tion 
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FIG. 2. Plasma parameter r versus the minimizing 
value of n, for the Thomas-Fermi case and the un­
screened Coulomb gas, computed from the re of Fig. 1 
and Ref 5 

these we plot in Figs. 3 and 4, respectively, 
Aesomewhat analogous computation has recently 

been carried out by Ross and Seale 12 using the 
RPA dielectric function (rather than the Thomas-
Fermi form) and in which the second-order band­
structure energy [the fifth term in (1)] is obtained 

to,. 
025 050 035 

FIG 4 Pressure in atomic units as a function of ra, 
from Eq. (7). 

by numerical integration. We plot in Fig. 5 their 
excess free energy W [essentially the last three 
terms of Eq. (2)], and in Fig. 6 the excess pres­
sure, for r,=0.1, together with our results. The 
agreement is seen to be excellent, especially in 
the excess pressure. Furthermore, in Figs. 7 and 
8 we exhibit the corresponding plots at r,= 1. We 
again see excellent agreement despite the fact 
that at this value of r. one would not expect the 
Thomas-Fermi form of the dielectric function to 
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0 Ptesen Calculaton 

24 
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010 1520 250 300 3 r.FIG 
FIG 3. Free energy per ionas afunction of r,, in 

atomic units, from Eq (6). 

20 40 50 60 70 0 r 

5 Excess free energy in temperature units for 
r,= 0 1as afunctionof r, compared with values from 
Ref 12 
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FIG 6 Excess pressure in temperature units for 
r. =0 1 as a function of r, compared with values from 
Ref 12 

closely approximate the RPA form; the conclu­
sion is perhaps that the two are essentially equiva­
lent for the calculation of thermodynamic proper­
ties as the result of cancellations of somewhat for­
tuitous character in the integrals, at least at the 
larger value of re . 

I Irections 
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FIG 7 As in Fig 5, but with r. =10. 
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FIG 8 As in Fig 6, but with r s =10 

It may be noted that modified forms of g(r) have 
been proposed 3 which match the results of com­
puter simulations somewhat better than the %ira­
pie hard-sphere Percus-Yevick results, especially 
at higher densities. We have used the Percus-
Yevick result here chiefly because of its analytic 

simplicity; we have, however, examined the cor­

resulting from the use of the forms for



g(r) proposed in Ref. 13, and have found them to 
be only 1 or 2% of the pair energy, even at packing 
fractions as high as 0.68. 

III TWO-COMPONENT THOMAS-FERMI SYSTEM 

above discussion can be readily generalized 
to the case of a system consisting of a mixture of 
fully ionized atoms of differing nuclear charges, 
together with their neutralizing background of 
electrons. In particular, the free energy of the 

two-component system with nuclear charges Zie 
and Z 2 e and respective mole fractions x, and x2 
may be written in a manner similar to Eq. (6). 

Let , now index electron coordinates, and R. 
(a = 1,... ,N,) the coordinates of ions of charge Z,e 
and mass M (z = 1, 2). Then the Hamiltoman for 
the assembly of electrons and fully ionized atoms is 

H=ZP !ze +z 2 ) 

I2n 2, Ii t j-7, ,i 2Mj 
1 -'ZZe -E Zte2 

e, i IR.-RAl a.,, ir -R.4 
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or, introducing Fourier transforms of ionic den-
Slties -p%5 
 G r



io0nG



pi"'= exp(zk i), 

we can rewrite the Hamiltoman as 

J=Het+E -2(ZfL)
.,i iM

NEE2 4iZZ,e2 (x-x-i­
2 o 

-2 1~0inj)e..j 

Do . Vk2 iFIG 

where N=rNi. 
The arguments leading to (1) are now repeated, 

the essential difference here being that the refer­
ence system is taken as a two-component (rather 
than one-component) hard-sphere fluid. The ap­
proximate free.energy is then 

Neil
F=F,,+F,,+Fo(s,a2) -- (x1 Z +x2 4) 

+ Nnj-L
2 i=1,2 ,2 

fw 
0 

exp(-qr) 
r 

XZZJ1 1 (r) -Xi~XJ,, 

(8) 
where F is the free energy of a two-component 
ideal mixture, F 0 the excess free energy of the 
two-component reference system (i.e., a mixture 
of hard spheres of diameters a, and .a2), and the 
g,/s are the appropriate radial distribution func­
tions for the reference system. The objects of 
interest are again the Laplace transforms 

j(X)= f dr exp(- Xr)rgi,(r). 
0 

These quantities have been given for the two-coin­
ponent hard-sphere system in the Percus-Yevick 
approximation by Lebowitz. 4 We combine these 
with the form for F0 quoted by Umar et al.,' which 
corresponds to an equation of state derived from 
the hard-sphere partition function rather than from 
the compressibility, (or even an interpolation be­
tween the two), and is used because it conveniently 
separates into structure-dependent and structure­
independent parts. The free energy can again be 
given in a closed form depending on two param­
eters, which it is useful to take as the total packing 

=fraction 7=t-in(au+ a,) and the ratio of hard-sphere 
diameters, a= a 2/u, chosen to lie between 0 and 1. 
For the dielectric function we use Eq (3) with 

q= (6ie 2Z %/Ep)/2, 

0 --------- - --­

0 02 04 06 08 10 

9 Typical excess Gibbs energies in atomic units 

for H-He mixtures at 5 Gbar, showing common tangents 

with 
Z*= 2 XiZi. 

Since we now have two independent parameters, 

most efficient to do the minimization byit proves 
a search procedure in (71,a) space, not using
derivatives. We make use of Brent's modification 

of Powell's algorithm 5 for this purpose, which is 
found to give excellent convergence for the func­
tions in question."

Our calculation has been directed primarily 
toward the question of phase separation in these 
fluids. Since physically meamngful calculations 
of this type must be performed at constant pres­
sure, we compute the Gibbs function G(T,p,x) 
at the specified pressure, using a zero-finding 
procedure to determine the necessary values of 
r 0 , and then perform a Maxwell common-tangent 
construction to obtain the phase boundary. 

Phase diagrams were computed in this manner 
for hydrogen-helium mixtures at three pressures: 
60 Mbar, 5 Gbar, and 10 Gbar, or, respectively, 
0.204, 16 995, and 33.990 a.u The 60 Mbar pres­
sure corresponds to r.1 0.84, which is outside 
the regime in which the Thomas-Fermi dielectric 
function is expected to be realistic; it is provided 
for comparison with the work of Stevenson,4 who 
performed a similar calculation using the Hubbard­
Geldart-Vosko dielectric function" and including 
in the free-energy terms arising from the next 
order in the electron-gas response and the leading 
quantum correction to the ionic structure factor. 
For the 5 Gbar pressure, r.--0.38, and at 10 
Gbar, r'=0.33; so for these pressures the Thom­
as-Fermi form is suitable. We display in Fig. 9 
some typical forms of the excess Gibbs potential 
defined as G(T,p,x) -xG(T,p, 1) - (1 -x,)G(T,p, 0) 
for a pressure of 5 Gbar, and in Figs. 10 and 11 
the phase diagrams themselves, together with 

http:r.--0.38
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construction.



simple class of screened Coulomb potentials,


winch may provide useful comparisons both with
Stevenson's results. It will be noted that the phase Monte Carlo calculations and astrophysical data.



boundaries are highly asymmetric-a characteris- Dense, fully ionized systems of the type we con­

tic they share with those recently calculated by sider occur, and may be of observational interest, 
Hansen 8 for the unscreened Coulomb system by in cooled white dwarf stars; it is also possible 
numerical solution of the hypernetted-chain equa- that some pellet-compression schemes for con­
lions-and are qualitatively similar to Stevenson's, trolled fusion may involve the formation of regions 
but differ substantially in the temperature scale, of appropriate density and temperature-i.e., 

-a difference which seems to be due to the differing r, 0.3, pressures of a few Gbar, and tempera­
pair potential, in accordance with long-standing tures of a few eV. Furthermore, our results may 
belief'9 that the details of phase separation are 
determined chiefly by the long-range portion of the be useful in improving the accuracies of hard­
pair potential rather than the hard core. It is of sphere variational calculations for metals under 
interest to note that the ratio of hard-sphere din- more ordinary conditions by supplying a better 

mer ianalytic approximation to the free energy than themeters is quite insensitive to temperature, pres- Maeugnrywhchshietobnued 
sure, and composition; it stays in the range Madelung energy which has itherto been used. 
0.76-0.78 throughout, a result also typical of As we mentioned above, our calculation can also 
Stevenson's calculations. Furthermore, at the be performed for the case of Debye-Hilckel 

,two higher pressures considered, the critical screng. In this case, we have qro= (6f/Z)ini 
point is found to correspond to 7=0.62 or 7=0.65 whr(Si the playe-Hpacketem pis e 
(for 5 and 10 Gbar, respectively). These values 
of 7 are ngh enough to suggest that at the cor- classical, r is the sole parameter of interest; 
responding pressures the mixtures may solidify i.e., the density and temperature dependences of

all thermodynamic quantities are related in a
before phase separation begins in the liquid, a 
fact which may be of some astrophysical interest, simple scaling fashion.) The approximation is 

Finally, the use of hard-sphere structure fac- again valid for qr o << 1, or F << IT-provided, of 
tors other than Percus-Yevick might be expected course, that the electron gas is far from degen­
to shift the phase boundaries, but should not alter eracy, that is, kT>>E. It is readily found, how­
the conclusions concerning either the existence of ever, that in this regime the excess free energy 
phase separation or the onset of solidification, is dominated by the structure-independent self­

energy terms, to which structure-dependent terms 
IV DISCUSSION add a correction of only a few percent. Neverthe­

less, if questions of phase separation in mixtures 
We have obtained analytic variational estimates in this regime prove to be of interest, calculations 

for the thermodynamic properties of a particularly analogous to those of Sec. III could be performed. 

http:0.76-0.78
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A representation is described whose basis functions combine the important physical aspects of a finite set of 
plane waves with those of a set of Bloch tight-binding functionsr The chosen combination has a particularly 
simple dependence on the wave vector rt within the Brilloun zone, and its use in reducing the standard one­
electron band-structure problem to the usual secular equation has the advantage that the lattice sums 
involved in the calculation of the matrix elements are actually independent of r For systems with 
complicated crystal structures, for which the Kornnga-Kohn-Rostoker, augmented-plane-wave, and 
orthogonalized-plane-wave methods are difficult to use, the present method leads to results with satisfactory 
accuracy and convergence It is applied here to the case of compressed molecular hydrogen taken in a Pa3 
(a-ntrogen) structure for various densities but with mean interproton distance held fixed The bands show a 
marked free-electron character above 5 to 6 times the normal density, and the overall energy gap is found to 
vanish at 9 15 times normal density Within the approximations made, this represents an upper bound for the' 
molecular density in the transition to the metallic state from an a-mtrcgen structure 

I INTRODUCTION 

The method described below evolved from an at­
tempt to obtain the band structure of a system such 
as molecular hydrogen in a relatively complex 
crystal structure, and over a range of densities, 
For certain regions of the density it is expected 
on general grounds that neither the low-density 
tight-binding approach-[with a representation of 
linear combinations-of-atomic-orbitals (LCAO) 
Bloch functions] nor the methods using a repre­
sentation with a basis of simple plane waves (PW) 
are physically adequate. 

For reasons principally connected with the struc­
ture, the other familiar methods are also not en­
tirely adequate,' 2 at least in their standard formu­
lations. The Korringa-Kohn-Rostoker (KKR) and 
augmented-plane-wave methods not only require 
a substantial amount of computational effort, 
but are based on a muffin-tin approximation to the 
actual one-electron potential. 3 - 5 This means a 
"sphericalization" (taking the average over angles) 
of the potential arising from the contents of a unit 
cell, a procedure which is difficult to justify when 
the molecules in the crystal have no obvious 
spherical symmetry. Although such models yield 
useful physical information especially at lower 
densities, it is difficult to estimate their accuracy, 
particularly at higher densities, where stero ef­
fects and the requirements of proper crystal sym­
metry may become important. The effects of the 
latter on the resulting band structure may well be 
important as has been shown by Painters in his 
treatment of non-muffin-tin corrections to KKR 
bands by the discrete variational method.7 

Furthermore, there is often no clear-cut sep­

aration between core levels (actually nonenstent 
for hydrogen) for which tight binding is adequate, 
and the rest of the band levels (valence and con­
duction), which would make an orthogonalized­
plane-wave method appropriate. Even if one makes 
an arbitrary separation between valence and con­
daction levels, and treats the first with tight-bind­
ing functions and the second with orthogonahzed­

-plane-wave functions orthogonalized to the valence 
levels, 8 one still has the possibility of significant 
overlap of these "core" levels in situations such as 
the one here, where large variations in density are 
of physical interest. 

For these reasons it is natural to investigate al­
ternative representations whose basis functions 
combine in some way the advantages of both the 
LCAO functions (with their physically correct 
atomic behavior near the nuclei) and the IW, which 
are more satisfactory in the region between atoms. 
One such basis set was recently used by Ramaker 
etal. in exact-exchange crystal Hartree-Fock 
calculations of molecular and metallic hydrogen. 
Another, based on a more general and flexible ap­
proach, is described below. It is a modification 
of an idea used successfully by Brown and Kruin­
hansl," which was shown to be mathematically 
eqmvalent to the orthogonahzed-plane-wave meth­
od. 

In Sec. II, the representation will be developed 
and its basic properties described. Section III is 
devoted to a discussion of the application of the 
representation to the solution of the one-electron 
problem in crystals. In Sec. IV, we present the 
results of the applications of the method to molec­
ular hydrogen [assumed to be in a-mtrogen (Pa3) 
crystal structure] over a wide range of densities, 

16 662 
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but with interproton distance generally held fixed, from the values they assume in corresponding free 
The most interesting point to emerge from the re- atoms or molecules. This remains true even at 
suiting band structure is the observation that val- fairly lugh densities. Thus, one wants to include 
ence and conduction bands begin to overlap at a lat- in the basis set Bloch functions built with atomic 
tice constant of a = 4.78 bohr, which corresponds to or molecular orbitals to obtain a good representa­

- a density equal to 9.15 times its zero-pressure tioninthis region. But.it.is.clear that.for--this-pur­
value. If the crystalline phase remains stable at pose only those components c _--'with sufficiently 
such densities, this represents a metal-insulator large K are relevant (here, r is assumed to be re­
transition at a density of approximately 0.83 g/ stricted to the first Brillouin zone B.). On the other 
cm3 ., hand, if the itinerant or free-electron character 

becomes important (as it will at high densities), 
IL REPRESENTATION plane waves with wave vectors (about the origin) 

not too large in terms of 2n/a are obviously mdi-
The f n- cated. We now construct basis functions incorpora­

complete: It has a fimte set of basis wave func- tin these features. The Bloch function is first 
tions. This set is made up of a finite number of fieg byesencat ur cer omonns fPW ad asetof contrutedBloh fnc-

PW and a set of specially constructed Bloch func- low wave vectors, say 6, in some fimte subset C


tions. It is constructed in such a way that the of the reciprocal lattice K. In this way, the plane


whole set is orthonormal, and although the set is waves with wave vectors R- have been set free 

pecall modifi ed by truncating its Fourier components 
 of 

fiite, linear combinations of them are expected to 
 to be included in the-basis set as independent mem­
give variationally good approximations to the eigen- bers orthogonal to the Bloch functions. (For sim­
functions and corresponding eigenvalues. This ex- plicity, in some of the algebraic manipulations the 
pectation is based on the physical way the set is subset G may-be chosen symmetrically to include 
constructed, which will be explained in what fol- both G and -G, although this is not required in gen­
lows. eral by the method.) For the simple-cubic-lattice 

Consider first a monatomic (for example, a sim- case, for example, we may choose G to be the set


ple cubic) lattice with lattice constant a and LCAO of all reciprocal-lattice vectors within or on the


Bloch function h;() defined with atomic orbital surface of a cube centered at the origin, and with



'()~'faces perpendicular to theaxes. Further, let Tbe 
the complement of G, that is GOn T is empty and 

Ih) z R ( , () GU T=K. Next, the Bloch functions of the basis are
where Nis the number of cells in a volume , to be chosen to have as simple a form as possible, 

a requirement for both analytical and computationaldesignates their position vectors, and k is the 
Bloch wave vector. Expressing this Bloch function purposes. In particular, the most simple functional 

dependence on S isessentil.in its well-known form 
In the case of a Bravais lattice, a set of Bloch 

--± - (2k)- functions satisfying these criteria can be taken to_krfZ.cKe,(2) have components 

where R is the set of reciprocal-lattice vectors /2 

corresponding to R, it is easy to see that c>= ) Xso(a - i)XT(R), i, (4)

K



q ( (3) where the characteristic function XA() is given by 

where 4 is the Fourier transform of 5(i). (1 if iEA


For the purposes of defimng-a trial function, XA(T{ o



0 otherwise.


5 (r) may be any localized orbital, and not neces­

sarily an atomic one. This observation will be Here, D(f)is a localized orbital. Figure 1 shows 
used to construct a particularly convenient type of a schematic one-dimensional exaniple of the pro-
Bloch function. But instead of defining it directly cedure just outlined; there, the dotted curverep­
(i.e., in F space) it is inferred from conditions im- resents the Fourier transforms D, of a localized 
posed on c. In this way it is easier to enforce orbital and the discontinuous curve the components 
(through them) the properties that one would like (Q/N)1/2c, given by Eq. (4); note also that the set 
the Bloch levels to have. First, some general ob- G contains by chozce only the reciprocal-lattice 
servations. vectors 0 and e2n/a. 

One expects the eigenfunctions not to-change too The functions defined by Eq. (4) all have the prop­
much very near (and particularly inside, if there erties of Bloch functions, and can, of course, be 
is a core) the atoms or molecules forming the solid written as 
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(5)/q(iD=-9 E
K 

This reduces, for =Bo, to the standard formC 

' h ( )=e' 7(3- >3 @~eW T (6a) 

K6T I' 
and is equivalent also to 

er' Ir 
k ~ jcI 

(6b) 

where the quantity in square brackets clearly has 

the periodicity of the lattice. The prefactor in the 
expression for c is not important except to keep 
track formally, and in a consistent way, of the 
various constants and factors involved. (It cancels, 
of course, when normalizing the functions.) 

The norm of h (t), [llh,independent of IZandis 
is given by 

IhII Ell, (7) 
KETx 

or equivalently, by 

11h112= 
eG 
 

With the normalized functions hIr()/llhll, the cor­
responding Wanmer function to (-) can be obtained, 

," we--'o 
 
/ xnormal 

tX 
/ 2 

CExcept 

~of 

, 
 

'because 
' 
 

-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 

q/(2r/a) 

FIG. 1 Schematic one-dimensional example of corn­
ponents (Q/N)1 c, of a member of the new representa­
ton given by Eq. (4) (discontinuous curve) interms of 
the Fourier transform 1b of a localized orbital (dotted 
curve)- The reciprocal-lattice vectors correspond here 
to q/(2r/a) =integer. Note that c i identically zero 
in the central zones (corresponding to a choice here 
of a set of reciprocal-lattice vectors G={-2/a, 0, 
27/a}) and constant within each zone corresponding to 
the reciprocal-lattice vectors falling outside G (set ) 

and is given by
1 -­

to ) = hi q <an e e q r (9)
 

which in this form is automatically normalized. It 
is, of course, orthogonal to w(- fR) for R 0. Sub­
stituting in Eq. (10) for c, one gets 

1/-

M6w(-r)= .) (3E K (10a) 

or llll KGT
w(P)= H1 

i 

_ $e' l ) 
a cc 

(10b)



W0 (P) 7 
1 

E e,. 
­

112 sin( x/a) sin<y/a)si (nrz/a) 
iaff/a r1/a 

(11) 

is the empty lattice lowest-band Wannier function. 
It is clear from the form of h(i ) and w(r) that 

these functions have the right behavior near and at 
the lattice sites R, particularly if the fimte set G 
does not contain large wave vectors. And for all 
CGE, hk(f)is-automatically orthogonal to the plane 
waves with wave vector R - F. 

In this way, we have an incomplete but ortho­
basis set which would clearly be sufficient 

for a monatomic lattice if it were not necessary to 
use more than one localized D(r). 

for small K, the Bloch function h;(F) just 

defined will not in general be a good approximation 
to solution kt(f) of the one-electron problemthethe crystal if G is empty (iLe., if no PW are in­

cluded in the basis). The functions )q(f) and Tk(r-) 
can differ substantially for larger K, particularly 

near the boundaries of the Brillouin zone, simply 
-
the Fourier components of e '4krg() are

functions of R, while those of e-k 'Ihr() are not. 
Nevertheless, considering their expansions in re­

ciprocal space, we find that as K increases, the 

difference in their components decrease, since by 
construcion both functions have the same form in­
side the atoms. Therefore, by truncating the com­
ponents of low R, and including the corresponding 
PW with wave-vector t-I in the basis, we will in­

creasingly improve the approximation as the num­
ber of PW increases. 

Certainly it would be a better approximation to 
start by truncating the usual tight-binding Bloch 
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function h?(f) [defined with b(r)] and choosing corn-	
ponents 

c - (N/f)i/Z , 	 (12) 

so that 	 

/T N) 2 q ,,e(k-K) (13) 

KeT 

However, this would not have the immense compu­
tational advantages of form (6), which permits all 
the terms there to be expressed in lattice sums 
independent of R Nevertheless, for some cases, 

higher accuracy requirements together with the ne­

cessity to keep the number of PWwithm reasonable 
limits might make it mandatory to use better Bloch 
functions than those defined by Eq. (6). {One way 
of defimng these that would still give lattice sums 
independent of k, is to take 	 

N(14) 
_K -K]=+C -(.j&k (12' ~11~t1 ]l(4	

up to some order, but, of course, the higher the 
order chosen, the more cumbersome and time

consuming become the computations.} 

For the case where a set of more than one hn­
early-independent localized orbital must be used, 
a special Bloch function ht(() must be included for 
each. If the cell contains several atoms, say M 
atoms, wih position vectors j,(z= 1, 2,...,M), a 
set hi(r - B,) (i = 1,2,.. ,M) of Iearly-indepen­
dent Bloch functions, or M-independent linear com­
binations of them, must be included in the basis 
set. All the special Bloch functions are assumed 
constructed with a truncated set of plane waves of 
wave vectors IZ- 6 with reciprocal-lattice vectors 
5belonging to one and the same subset G. The 

basis will then contain for the same k (other than 

the truncated set of plane waves) a set of linearly 
independent Bloch functions orthogonal to them but 
not in general to each other. An orthogonalization 
procedure must then be used to get an orthonormal

basis set. The use of this orthonormal basis ulti­
mately results in a secular equation with the ener­
gy eigenvalues residing only on the main diagonal, 
and has distinct analytical and computational ad­
vantages. The selection of one particular linearly 
independent set of Bloch functions (over other pos­
sible eqmvalent sets) depends on a judicious eval­
uation (as far as this possible) of how well they 
represent the true eigenfunctions of the crystal, 
and how their form may help the orthogonalization 
procedure in efficiently producing a physically con­
vement orthogonal set. 

Let the inmtial set of Bloch functions, before the 
orthogonazzatonprocedure,be a set of linearly 
independent combinations defined by 

M 
= ft(r) a,4 hjj(), n=1,2,...,M (15) 

where the constants a, will be determined short­

ly. Here, the h,j( ) are the Bloch functions de­
fined-for simplicity (but without loss of-generahty)

with only one localized orbital in one of the mona­
tomic sublattices of the basis. Hence, 

h = h;(r- -) (16)


Now we use the Gram-Schmidt orthogonalization 
procedure to get from {f, } an orthogonal set 

-{ g,j}. The g.ij have the following recursion rela­
tions: 

]g -- (17) 

ig a) - > 
-gk - IIf,&I- F[gaII lgm i]fntII 

for n=2,3,...,M 

and the norms Ig,&Dj are given by 
(18)"(k 

flgZnto- g rfIr


These may be used in slightly modified form

which subsequently reduces the numerical work. 
Let gij(r) be expressed first as linear combina­
tions of 

1g.;) b. Ih,;) for n=2,3,... ,M. (19) 

Then, 

(g, Ifj) = 2b*,ka (h, h,;) , (20) 

and 

b,,y f.A[I b ,lj 
V411


for n = 2,3,... ,M. (21)

(Note that, in general, these are functions of i.)

Further,


IIillfn1= aaa (h, lhj) . (22)


Next, let an orthonormal (incomplete) basis set

{4<j ), aEA, EEBE} be defined by


/ 0 )=(l[4);- 7,!(for a =GdEG,

9 Gk


(
a 0) f 

(T)=g, (r)/lg,'lI for a =n, 1 n<M. 
(23) 


Then, A = GU{n, 1 < n-<M}. The superscript zero 

indicates this is~a basis zn whzch to expand the un­

known vanatzonal approximatzons to the ezgenfunc­
hons (r), i.e., 


(0) 
r)) 
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Equation (24), as an expansion of the one-electron 
function, will be used in Sec. III as a trial function 
for the one-electron problem in crystals. Note 
that, although incomplete, the finite basis set (23) 
is orthonormal and contains by construction local­
ized orbitals appropriate for the cores of the mole­

cules forming the crystal and plane waves ade­
quate for the intermolecularregion. Therefore, 

we can expect linear combinations of them to be 
good approximations for the eigenfunctions of the 
lower bands, the accuracy improving as the num­
ber of PW in 0 increases, particularly for k near 

the boundaries of the Brillouin zone. 

TIT APPLICATION TO THE SOLUTION OF THE 
 
ONE-ELECTRON PROBLEM INCRYSTALS 
 

Substituting Eq. (24) into the one-particle Schro­
dinger equation for the crystal, the band-structure 
problem reduces to 

E H eg-i;=Ejxjt for all aEA , (25)
OEA 

with 
(D) (0)

Haa =(P I! [K (26) 

Here, ff s the single-particle crystal Hamiltonian. 
The reason why only one k is involved everywhere 
is the usual one, that ft is a linear operator invar­
iant under the translation group of the crystal, for 

which 

(0) ) (1144IHI tk)(2)s=Z 

The matrix elements H A- are given by 
 
H6,rk = (11 2/2m) (k - G)256",6+ 6,_6 (28) 
 

-E (28) 

HG-k= .j(k b:. 1jfjl. 3kjl - (29) 

-H., =-. b*%,s;bn,-,hz[ftjh,j) [g ,;j-'jIgrj ,the 
* s 

(30) 

where the plane-wave matrix element of the local 
one-electron crystal potential is given by 

UR = (N/62)V9 , (31) 
with 

r " 7V() (32)V9 = vd(e­

and 

U(r) V(--) (33) 
R 

Because of the special form [Eq. (6)] of h,j(r), 
the products (h, ZIh, ) and the matrix elements 
('gQ)k]fijhi and (h, j[lIh,j) can be expressed in 

tice sums which are independent of the point in the 
Brillomn zone (all the R dependence being factored 
out). For the case of only one localized orbital 
but with a basis of several atoms, we have 

(N/92)e'T (34) 

(- !Ifijjh') = (N/Q)i/2e- S, (35)
and 

"k 
(h,-jfkh,;)= (N/lP)el (8, -B) 

2S,)+8,j 
x[Qf/2nO(S,-2ziZ-9t+k 

(36) 

where 

S,, = '5 jz 2e'-) (37) 

ZET 

EZ (-ff , (38) 
£! T 

S ,"j Y g l l -! (39) 

ZET 

S6,= E Vi!U._i.e ' ' , (40) 

an RET 
and 

S,3 K E K (1 
(41) 

These lattice sums can be expressed in part as 
dzrect lattice sums, using the convolution theorem 

or by application of Eq. (6b). For example, 

is + ,- -T 

_ 
CE (42 

From this, 9,§ and S", can be obtained, respec­tively, by taking the gradient and the negative of 
Laplacian with respect to the spatial variable. 

A similar result can be obtained with S6 and S,, 
but here it would be of no advantage if only the 
Fourier transform of the potential is available.

The number of different lattice sums that must 
be actually computed is greatly reduced by exploit­

ing crystal symmetries. First of all, the sums 
are invariant under a transposition of indices, ex­
cept for §,j (which only changes sign) and St. In 
general a simultaneous change of 3,, A,, and d
(in the case of S6) under the same cubic or other 

symmetry will also leave S,,, S,'j, S6, and S, un­
altered, and will take §9, into the corresponding 

symmetric vector. In this way, for example, the 
64 S, sums of the Pa3 (or a -N,) crystal structure0 

are reduced to only four, and the S6- sums to only 
two for each G, and in both classes of sums this 
leads to an enormous reduction in computational 

termks of reciprocal (or reciprocal and direct) lat- time. 
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Once the lattice sums are evaluated, we can 
proceed to solve the secular eigenvalue problem 
[Eq. (25)] for a particular R by first obtaining the 
corresponding basis set [Eq. (23)] with the help of 
Eqs. (19)-(22), then the matrix elements HaBR­
with Eqs. (28)-(30), and-finally-diagonahzing Eq. 
(25). In this way, we obtain the valence and lowest 
conduction bands and the cbefficients XaK in the 
expansion of the corresponding "eigenfunctions in 
terms of the basis set [Eq. (23)]. 

IV BANDS OF COMPRESSED MOLECULAR HYDROGEN 

We turn now to an application of the combined­
representations method to the case of solid H2 in 
the a -nitrogen phase. It should be mentioned that 
this structure is not the only candidate for the 
ground-state configuration of molecular hydro­
gen.ii. We have selected it here because of the 

various possibilities, it is lowest in symmetry 
and therefore represents the most complex case 
numerically. Other structures have higher sym­
metry and the method is computationally easier to 
apply. 

The a-N structure 5 has the space group Pa3. 
It is simple cubic with a basis of four molecules. 
In the case of hydrogen, there are eight protons 
and eight electrons per primitive cell. There are 
sufficient electrons to fill four valence bands pro­
vided there is no overlap with conduction bands. 
In most of the results discussed below, it is im­
portant to note that the interproton distance 
(0.741 AL) held fixed at all densities considered.is 
We return to this point in Sec. V. 

To apply (25), we need to specify the one-elec­
tron potential U(i) that best represents the inter­
action of the electrons with the protons and with 
themselves Since we are mostly interested in the 
high-density situation we have taken this to result 
from the bare Coulomb interaction of the protons 
and screened by a Lindhard-type dielectric func­
tion. Unlike other systems, hydrogen has the ad­
vantage that the bare interactions are known pre­
cisely. The dielectric approach accounts for the 
bulk of the many particle effects and all residual 
uncertainty in U(P) a reflection of exchange and 
correlation in the choice of the dielectric function 

itself. For the smallest reciprocal lattice vector 

that enters in (28), the dielectric function is al­
ready close to unity and such corrections are of 
diminishing concern as the density increases into 
the primary range of interest (r 1.5). 

The bands have been calculated along the stan­
dard simple cubic directionsS-iS rx, MR, and Rr 

(see Fig. 2) for lattice constants of 10, 6, 5, and 

4.5 bohrs. (Computational and other details may 
be found in the Appendix). These bands are shown 
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FIG. 2. The inner cube here is the Brillouinzone of 
the P3 (a-N 2) crystal structure The letters correspond 
to high-symmetry points and lines in the basic domain 
(unprimed) or the larger representation domain (includ­
ing primes). The outer cube is limited by (100) planes, 
and is an example of a set G with 4=1, containing, then, 
27 reciprocal-lattce vectors 
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FIG 3 Band structure of the a-N2 phase of hydrogen, 
with lattice constant a=lO bohrs or equivalently, r. 
=3.102 (pressure zero) The energy E as normalized to 
(h2/2n)(27/a)2 =0 3948 Ry The numbers indicate, in 
order, the ten lowest bands calculated. Note that in 
order to display the overall form of the band structure 
the scale does not peritthe resolution of certain 
bands. For example, in Figs. -4,5, and 6, bands 2, 3,
and 4 along Rr are not all degenerate as can be seen 
from Table I and also-from this figure. 
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in Figs. 3-6. Figure 7 displays the empty lattice 2 5 ­

bands to which the bands at lattice constants 4.5,


5, and even 6 bohrs reveal a striking similarity.


This nearly-free-electron character (at high den­

sity) gives at least ex postfacto support to the di- 20 

electric formulation used in constructing the ma- E 1\,0 
trix elements of the potential. 

Although the primary interest here is in the \ 

bands of highly compressed hydrogen it is worth 
noting that for the zero-pressure case (a1 bohr) 778 7 

we find an overall band gap of 9.2 eV. This is " Z 5 

I 0close to the observed value for the onset of absorp­

tion in the optical spectrum' 7 , it is also close to 
the value deduced from energy-loss experiments." .4 

(Regarding the optical data, it must be said that 
there is, at present, disagreement in the interpre- 05 

tation of the data. 9-"O)Further, the overall gap 

agrees well with the value of 10.7 eV obtained by 
Zunger20 using a truncated crystal approach, and 00 I 

also with the energy of the lowest-allowed optical-_ 
F A X Z M T R A rtransition obtained by the KKR method.' 

FIG 5 Band structure of the a-N2 phase of hydrogen, 
V RESULTS AND CONCLUSIONS with lattice constant a= 5 bohrs or equivalently, r, 

We first comment on the form of the bands of =1 551 The energy E is normalized to (h2/2n4(22/a) 2 

=1 5791 By The numbers indicate in order the ten 
highly compressed hydrogen, and then on the meth- lowest bands calculated 
od used to obtain these bands 

Referring to Figs. 4-6, perhaps the most inter­

25 

25 

S20 ­

20-


E 9 10
 


E B V/



Io,6



O0 - /00'



0 - A X Z M T R A 
X Z M T R A SA 

FIG 6. Band structure of the a-N2 phase of hydrogen, 
FIG 4 Band structure of the a-N2 phase of hydrogen with lattice constant a=4 5 bohrs or equivalently, r. 

with lattice constant a=6 bohrs or equivalently, 7. =1396 The energy E is normalized to (h2/2n4(2ff/a)2 

=1 861 The energy E is normalized to (h2/2,(2gr/a) 2 =1 9496 By The numbers indicate in order the ten 
=1 0966 By The numbers indicate in order the ten lowest bands calculated Note that the overall band gap ­

lowest bands calculated. in Figs. 3-5 is no longer present in this figure 
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esting point to emerge is the fact that the overall 
band gap (which becomes indirect at higher den­
sities) vanishes at a lattice constant of a=4.78 
bohrs. The vanishing corresponds to the crossing 
of the highest valence band at X and lowest conduc­
thon-band-at R. In Fig. 8, this-gap-has-been plotted 
[normalized to (kV/2az)(2r/a)2] as a function of the 
lattice constant a, and the critical value a=4.78 
is determined by linear interpolation between the 

4gap values for a= .5 and a=5 bohrs. As suggested 
by the calculated points, the normalized gap varies 
almost linearly with a. For constant interproton 
distance, the vanishing of the gap represents a 
second-order metal-insulator transition, provided, 
of course, that the crystalline phase of metallic 
hydrogen remains stable up to this point in density. 
The point where the molecular phase becomes 
metallic, i.e., p =0. 83 g/cm3 , represents a pos­
sible upper bound for the molceular density at 
which, for fixed interproton distance, the transi­
hon is made to a metallic state. The situation 
here therefore parallels somewhat the case of 
solid iodine in its progression with increasing 
pressure. As discussed recently by McMahan 
eta1.2 

1 the metallization of iodine is evidently not 

/ 

25- / 
/ 

20 , , , 
I 
/
E (4

:4)\ (2) 

5 I 2) 

/(4(4)(4 

(40 (1 
(1) 0 

UM 

r' AX 
00 

Z M T R 
2 3 

A r 

FIG 7 Band structure of the so empty lattice The 
energy E is normalized to (h2/2n)(2w/a)2 The numbers 
indicate the degeneracy of each band The bands drawn 
with a full line are the limit to which the ten lowest cal­
culated for H2 tend as lattice constant approaches zero 
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a first-order transition, at least~at lower pres­
sures, and a band-overlap phenomenon preceding 
total pressure dissociation is therefore possible. 

It is important to reemphasize that the results 
just described are apposite to an approximation in 
wich-the protons are both static and-held at con­
stant interproton separation within molecules. The 
inclusion of lattice-dynamical effects, particularly 
at high density, can be expected to lead to notice­
able corrections, as they do for crystalline phases 

23 of metallic hydrogen.2 As a decreases, we may 
expect the intermolecular electron density to in­
crease in value at the expense of the intramolecu­
lar density. From a consideration of electrostatic 
terms alone, we would anticipate that expressed 
as a fraction of lattice constant, the interproton 
separation will increase with increasing density. 
A total energy calculation of the ground-state ener­
gy of molecular hydrogen will be required to deter­
mine this trend. However, a guide to the size of 
the effects associated with possible variations in 
interproton spacing 2D is relatively straightforward 
to obtain, since 2D is one of the basic input pa­
rameters. We have recomputed the bands of Figs. 
5-7 with interproton spacing ranging between 
about 1.1 and 1.7 bohrs and from these have ex­
tracted by interpolation the density, for a given D, 
at which band overlap begins. The results are sum­
marized in Fig. 9 as a line separating metallic 
from insulating regions for the Pa3 structure. The 
implication of the apparent linear trend over the 
limited range of parameters is that once a given 
band-overlap state has been attained, the inter­

proton spacing is required to fall with unreason­
able rapidity if such a state were imagined to pass 
once again into an insulating phase by imposing an 

additional increase in density. 

20 

5 

41bhr0=14)05- ~h 

2 

00­

: 478 bohsrl -48) 
[:: I I I I 

4 5 5 7 a 9 '0 11 
a bohr 

FIG 8 Energy gap normalized to (h2 /2m)(2m/a)2 as 
a function of the lattice constant a The solid line is an 
approximate interpolation between the calculated values, 
which are indicated by circles 
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Finally, returning to the method itself, we have 
slhon that the subspace spanned by the ortho­vr 
normal finite basis set of functions [Eq. (23)] can 
be expected to yield a satisfactory approximation 
to the one-electron eigenfunctions for electrons 
moving in a periodic potential. The set is of man­
ageable size and at the same time leads to good 
convergence by virtue of its construction in terms 
of orbitals which represent both intra- and inter­
molecular features. This is accomplished in a 
rather simple way with a few plane waves and or­

" 
bitals depending on R only through a factor e'lk. 
It leads, however, to lattice sums independent of 

IEwhen calculating the matrix elements of the sec­
ular problem [Eq. (25)], to which the band-struc­
ture problem has been reduced. As a consequence, 
it is necessary to evaluate the sums only once for 
a given lattice parameter and crystal structure. 
Even for low-symmetry structures, such as the 
one treated here, it is quite straightforward to oh­
tam the necessary matrix elements in (25) for any 
kin the zone. 

The method does not require the muffin-tin ap­
prommation to the potential, as do the standard 
formulations of the KKR or augmented-plane-wave 
methods. It is readily adaptable to systems where 
non-muffin-tin corrections are likely to be impor­
tant, such as molecular systems or systems with 

11 1 10.7655 

z 
:I - BAND 	 OVERLAP (PA3 STRUCTURE)

REGION 

o 

14 
 

1 P 

z (EGAP > O) 
0 
o 

S1 
i r 148 z 

O8 1 
45 46 47 48 49 50 

a (BOHR UNITS) 

FIG. 9 A plot of the variation of interproton spacing 
2D required, for a given density (or lattice spacing a) 
to lead to a vanishing of the overall band gap of H2 in the 
Pa3 structure. The region above the lnerepresents a 
ground-state metallic phase, below it thephaseis insulat­
ing. Plottedverticallyata=4.78is ainewhnchintersects 
the boundary at an interproton spacing 1 4 bohrs. This 
summarizes the band-overlap results of Fig. 4-7 
(Note that for a fixed lattice constant a reduction in 2D 
tends to lead in this range of densities to a stronger one­
electron potential and hence to larger band gaps ) 

complex crystal structures which can be treated, 
for example, by systematic correction of the KR 
bands.0 The level of analytic complexity and com­
putational difficulty does not exceed that of such 
methods. When compared specifically with the 
OPW method, its main advantage appears to be a 
simpler formulation which makes no specific ref­
erence to core levels. 

TABLE I Four valence bands and the lowest conduc­
tion band at selected points of the Brillouin zone and 
functions of 1, and 12 (see Appendix). Here, the lattice
constant is a=5 bohrs, and energies are normalized to 

--(h2/2ni)(2/a) 2 1 5791 Ry. 

11 12 r 

-1 4 13178 
0.7384 
0 73840 7384 

-0 0537 
-1 5 1 2930 

07261 
0.7261 
0 7260 

-0.0548 
0 3 1 3739 

0.7655 

0.7655 
-0.0755 

0 4 	 1 3176 

0 7384 
0.7384 
0 7384 

-0.0834 
0 5 1.2927 

0.7260 

0.7260 
07260 

-0.0873 

4 1 0318 

0 7347 
0.7247 
07247 

-0 0834 

1 5 1.0283 
0 7146 
0.7146 
0 7146 

-0 0874 

2 5 	 1.0246 
0 7111 
0 7111 
0 7111 

-0.0876 

x R 

1 5679 24526 
0 9659 1.1035 
0 95190.5479 1 10340.8786 
0.1961 0 6948 

1 5432 24314 
0 9530 1 0875 
0.9388 1.0875 
0 5317 0.8619 
0 1951 0 6936 
1.5949 2.5006 

0.9942 1 1387 

0.9805 1 1386 
0 5836 0.9032 
0 1737 0 6679 
1 5274 2 4526 

0 9659 1.1034 
0 9518 1.1033 
0.5478 0 8668 
0.1656 0 6580 
1 5119 2 4275 

0 9529 1 0874 

0.9387 1 0873 
0 5316 0 8505 
0.1616 0 6529 

1 2622 0 8442 

0 8121 0.5407 
0 8110 0 5407 
0 1681 0 5381 
0 1592 0 5323 

1 2580 0 8428 
0 8010 0 5344 
0 8000 0 5344 
0 1632 0.5318 
0 1549 0 5256 

1 2483 0 8318 
0 7803 0 4994 
0 7802 0 4990 
0 1529 0 4990 
0.1504 0 4986 
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APPENDIX 

In the calculation of the bands shown in Figs. 
3-6, some parts of the lattice sums defined in 
Eqs. (37)-(41) were calculated in direct space and 
some in reciprocal space. In general, the choice 
is dictated by the convergence properties of the 
functions under consideration. For the present 
case, $(r) can be taken as a Is orbital 

(1r)= (ci/ir)i/a- r (Al) 
with Fourier transform 

1 / 22+22 

The direct lattice sum in Eq. (42) reqmres 2" 

(4'-W)14'(W)) =S-ar(1 +ar+ alr2) ' 

which leads to rapid convergence in direct space 
for the s,,, S'j, and Sv. Since So, and SD involve 
both $ (r) (falling exponentially with r) and V(r) 
(falling roughly as r-'), a similar conclusion can 
be drawn about their convergence in direct space. 
But we also observe that in reciprocal space the 
convergence of the sums in (37)-(41) is also rapid 

-since b, falls as K 4and U, eventually as K- 2 . 
We turn now to general convergence properties. 

For the simple cubic system, we select G, on the 
basis of symmetry, to be all the reciprocal-lattice 
vectors within or on the surface of a cube centered 
on the origin, with faces perpendicular to the ones 
and aside of length (2v/a)21 (see Fig. 2). Here, 
1, is a positive integer. Lattice sums in recipro­
cal space were computed by including only those 
terms with reciprocal-lattice vectors within and 
on the surface of a cube also centered at the origin 
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side of this cube is taken as (27r/a)(21+ 1). [For 
sums in direct space, we include terms with di­
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A method is proposed for calculating the formation energy of localized defects in crystalline solids with pair 

forces of arbitrary range The theory is most useful in the cases of small mass or high temperature for 
which, in addition to the usual static relaxation, changes in the lattice vibrations make a significant 
contribution Defect migration is not described however A self-consistent Einstein approach is used, each 
particle in the crystal oscillating with its own frequency about an average position The total free energy is 
minimized with respect to all of these frequencies and positions This minimization is made tractable by the 
assumption that large changes in frequency and position occur only for a finite number of particles near the 
defect, the changes for all the other particles are treated linearly The result is very similar to Kanzaki's i­
space "lattice statics" formalism However, instead of being 3X 3 the lattice,Green's function becomes a 4 X 4 
matrix, thereby encompassing changes in Einstein frequencies as well as particle positions The method is 
applied to calculate the free energy of vacancy formation in metallic hydrogen 

I INTRODUCTION 
 

This paper describes a self-consistent Einstein 
method for calculating formation energies of local­
ized' crystal defects within a k-space formalism, 
Changes in zero-point and/or thermal lattice vib­
rations are taken into account, together with static 
lattice relaxation. The analysis, however, is 
hardly more involved than that required to calcu­
late the static relaxation alone by conventional 
Kanzaki2 or Green's-functions techrques. One 
therefore has the chance to handle quite compli­
cated particle interactions. As an example, the 
case of a vacancy in metallic hydrogen will be 
computed using a screened proton-proton inter­
action which is long ranged and oscillatory. The 
technique is self-consistent and is expected to be 
valid well into the high-temperature or small-mass 
regimes where relaxation of lattice vibrations is 
important; this will be referred to as "dynamic re­
laxation." 

To begin with, a brief account is given of some 
previous work relevant to this problem and nec­
essary to place the present work in perspective. 

A Defectsin "classical" crystals 
 
These are crystals in which the thermal and/or 
 

zero-point particle vibrations are very small An 
 
important phenomenon associated with such a clas-

sical defect is the static relaxation of the lattice to 
accommodate the defect. This affects every par­
ticle in the crystal, the displacements typically 
fall off only as the inverse square of the distance 
from the defect. Descriptions of this phenomenon 
based on the "linear lattice statics" method have 
been discussed by Tewary.3 In this method, one 

derives a 3X 3 matrix G(K) known as the "static 
lattice Green's function." [Its Fourier transform 
G(q) for 4 0 is essentially the inverse of the well­
knowndynamical matrixD(q) which governs phonon 
motion.] The defect exerts a"Kanzaki force" F(R) on 
the lattice particles, and quantities such as the 
particle displacements and total strain field energy 
can be calculated by integrating combinations of 
G(q) and f(q) with respect to wave number j over a 
Brilloum zone. In the small q limit, this theory 
reduces to the "elastic-continuum" model in which 
a handful of elastic constants completely specify 
the problem The theory as described so far allows 
only for small relaxations of the lattice, but if one 
has very-short-ranged forces one can also treat 
large displacements of a few particles near the de­
fect (as is done, for example, in the work of Bene­
dek and Ho4). Here, it is desired to treat forces 
whose range may be many lattice spacings, so a 
modified version of Benedek and Ho's method wll 
be given. (This appears to be a new departure, 
even in the context of "classical" crystals which 
are not, however, the main concern of this paper.) 

A second interesting feature associated with lo­
calized defect formation is a change in the phonon 
spectrum. All modes are shifted slightly in fre­
quency, and spatially localized modes may appear 
with frequencies discretely separated from the 
rest. Theories of these effects have been given by 
Maradudin and co-workers, 5 and independently by 
Lifshitz and collaborators.0 At finite temperatures 
the change in phonon modes will contribute to the 
defect formation energy, but the effect is small for 
"classical" crystals (in the sense defined above.) 
In the "nonclassical" regime of higher temper­
atures, however, the phonon modes may be 
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strongly modified in a complicated fashion so that tions). Neither method appears to deal with the 
a self-consistent theory is needed. Aksenov' has difficulty that the static relaxation of the average 
considered such a theory but omitted the static lat- particle positions should be calculated self-con sis­
tice relaxation around the defects, his method is tently with the changes in vibrational motion, the 
therefore not suitable for examining defect for- static relaxation is simply added alter the dynamic 
mation energies, since relaxation may contribute relaxation has already been given. The Einstein 
a large fraction of the total formation energy. theory to be given here is quite explicit and tract­

able in both these respects, and has been applied to 
B Localized defects in quantum crystals the vacancy problem in metallic hydrogen. For tins 

case, one requires a complicated long-ranged os-

A quantum crystal8 is one in which particle mas- cillatory proton-proton interaction which would 
ses and interparticle forces are small, so that render the self-consistent phonon theories 2" 3 quite 
large zero-point excursions occur. Static relax- unworkable without further approximation. 

ation of average particle positions and modification 

of the particle motion are both important here The C Defect migration 

latter effect is related to changes in the phonon For sufficiently high temperature or low mass, 

spectrum caused by the presence of the defect the defect can diffuse or tunnel from site to site. 

Caron9 has considered an average t-matrix ap- The tunneling at low temperature in a quantum cry­

proach for calculation of the phonon spectrum in stal seems to have been proposed first by Hether­

the presence of such defects taken as randomly ington. 5 Such tunneling states or "defectons" have 

distributed, his method does not appear to include subsequently received some theoretical attention,'16 


the static deformations so important in calculating though there does not seem to be any firm experi­

the formation energy. In an earlier paper, 0 Caron mental evidence for them. Indeed, it appears that 

used an Einstein model in calculating defect for- such tunneling phenomena will be important only 

mation energies in metallic hydrogen at T=0 'K. for highly quantal crystals, if at all. Defecton mo-

He treated the static relaxation of only a few par- tion was not considered in Refs 7, 9, 10, 11, 12, 

tiles near the defect and omitted the change in or 13, nor will it be considered here (except briefly 

Einstein frequencies as negligible. A theory per- in Sec VI). The diffusive migration of defects near 

mitting a change in Einstein frequency for one shell the melting temperature is probably important, 

of neighbors round a metallic defect was also re- however, and although tins phenomenon is not at­

ported recently." The present work generalizes tacked directly here, some suggestions are made 

these ideas and permits relaxation of all positions for use of the present work as input to a better cal­

and frequencies in a tractable formalism. More culation. 

complex theories permitting such universal static Set now in the context of previous work the paper 

and dynamic relaxation have been proposed by Var- is organized as follows, In Sec. i, the self-consis­

ma 2 and Jacobi and Zmuidzinas 3 in terms of self- tent Einstein picture is presented for T =0 OK, and 

consistent phonons.14 For quantum crystals the de- its validity is discussed. In Sec. III, a generalized 

fect causes significant changes in all the phonon "lattice statics" is derived from the T= 0 'K Em­

modes, making perturbation theory invalid. A fully stem model. Relaxation of the zero-point motion 

self-consistent phonon scheme is, of course, very around a defect is included on apar with static re­

difficult to implement here, because the defect laxation, by introducting a 4 -4 "lattice Green's 

breaks the translational symmetry so that the functin" insead of the usual 3>< 3 one. In See. 

spaial dependence of the phonon modes should be fucinistaofhesutl3X3n.InS.


IV, the generalization to nonmigratory defects at 
determined variationally along with the frequen- T 0°K is shown to be almost trivial if one uses the 
cies. Varma overcomes this problem by using a Gibbs- Bogoliubov inequality. In See. V the method 
trial state in which the spatial variation of the pho- is applied to calculate the free energy of vacancy 
non modes is obtained from a classical non self- formationinfcc metallic hydrogenforO.65-r,- 1.5 
consistent theory' 6 ; only thefrequencies are de- and0 T<5000°K. See. VI contains further discus­
termined self-consistently. While this enormously sion, while See. VII gives conclusions. 
simplifies the algebra, the method as it stands still 
requires iteration of some very complicated self­
consistent equations, much more involved than the II SELF-CONSISTENT EINSTEIN MODEL AT T=OOK 

ones used for self-consistent phonons in a perfect The model is a very simple variational one, per­
crystal. 4 In fact, Varma 2 resorted to a Debye ap- mitting a description of an imperfect quantum cry­
proximation in order to obtain a practical compu- stal at zero temperature. One minimizes the total 
tation procedure (Jacobi and Zmuidznas did not in- energy over a trial N-particle crystal wave function 
dicate how one would actually solve their equa- ' of the Hartree type, 
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-i,..I, =@ -) 
X0 2 (F2 - 3-2)' (l) 

Here i,.,rN are the particle coordinates, and 
t,.. ,~,are the averageparticle positions. For 

a crystal without defects, the {it}-he on a perfect 
lattice, while for a crystal with defects they lie on 
a distorted lattice exhibiting a strain field as dis­
cussed in Sec. I. The localized functions {,} rep­
resent the zero-point motion of the particles about 
their average positions {-j; in general there will 
be a different function (P,for each site z, except in 
the case of a perfect monatomic crystal. 

An obvious deficiency of the Einstein trial state 
(1) is that it fails to correlate the zero-point mo­
hon of particles on different sites. Corres­
pondingly, it does not describe any properties re­
lating to the long-wavelength phonon modes. How­
ever, these modes contribute least of all to the to­
tal energy, so (1) should be a reasonable ansatz 
for calculating the total energy of defect formation, 
Indeed, the total energy will be especially well 
given compared with other quantities, since it is 
precisely the one which is stationary in the best 
trial state. (This point has already been noted by 
Varma," who was concerned with thermal conduct­
ivities and spin relaxation rates for which an Ein­
stein theory is less likely to be accurate.) One 
would seem to be justified in using (1) to obtain the 
total energy in situations for which a more compli-

cated theory would prove intractable, 
 

For simplicity of exposition in this paper the 
 
Hamiltonian operator 1Hwill be assumed to include 
 
only two-body forces



H=j-+./" f v(4 -¢), (2) 

'Ii S (2) 

where ;, and P, are position and momentum oper­
ators for the th particle. For metals, it may be 
necessary to include effective volume-dependent 
and many-body forces acting between the ions 

whose coordinates appear explicity in (2). The the­
ory can be generalized in surprisingly compactform 
to include n-body forces; this work will be de­

scribed shortly." 
The expectation value of the Hamiltonian (2) in 

the trial state (1) is 

+M 
 
S ,r. 

- L+U{) 1 ,X' 4jx j}, (3)
24 

where 

,= -k f dsx lV@b,(x)12 (4) 
2'=, . 
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and 
0.,(U f)fJ1(JJ 

J



x [ 2(S ) 2V +1 - - y2) (5) 
One can regard U as an effective "smeared" pair 
potential acting between point particles at 3Z and 
F. If the {U} do not fall off rapidly with particle 
separation 1i,- 5, it may be convenient to convert 
to a k-space representation Defining Fourier­
transformed pair potentials V() and particle-den­
sity distributionsf by the relations 

V(r-)= 1 Z V()e'i. , (6) 

and 
(7) 

I4,(x)I= 1 4f,(k)e., (7) 

one obtains from (5), 

U,, .0,}=k Z f,f(kV-f 

× (..,


X e (8) 

Here n is the volume and the sum D becomes an 
infinite integral q(2i)Yf d'k in the thermodynamic 
limit 

For aperfectmonatomwe crystal, the local wave 
functions 0i are all the same and the average pos­
itions 5' are the perfect lattice sites K,. Thus, us­
ing the identity 

t - Ii. K,=NS,jS(g),(9), s( ) 9 

one obtains from (8) the result for the total po­
tential energy in (3), 

- (- EZfv)V(g)s()



_ fVf 2 (kv)). (10)(2)3 

Here the {2} are the reciprocal-lattice vectors and 
S(f) is the structure factor of the unit cell [S(g) =I 
for primitive Bravais lattices] 

So far nothing has been said about the form of the 
local functions 4,(ix. For classical solids (those 
with very little particle motion) a good choice for 

i is a Gaussian In fact, the standard Einstein 
model of a perfect crystal is obtained by choosing 

4, to be the (Gaussian) harmonic oscillator func­
eion which solves the one-particle SchrJdnger 

equation in the spherically averaged harmomc po­
tential set up at each site z by the other (AT-1) par­
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ticles perfectly localized on their lattice sites. 
The present work is intended for moderately non­
classical crystals for which a Gaussian should re­
main a reasonable trial function' 8; however, in 
contrast to the classical Einstein model described 
above, this will be a "self-conszstent" harmonic 
Einstein model in which the total energy is mini­
mized with respect to all the harmonic frequencies. 
The localized trial wave functions are then general­
ized Gaussians 

45 (Y =M-l)d e~ \l e -M - ' ( )J 

where M, is the particle mass If the 3 x 3 fre­
quency matrix wi is of the form 

_i= diag(wo,, a', w ), (12) 

then one has an isotropic Einstein trial state. For 

anistropic crystals, it may be necessary to choose 
different frequencies for the zero-point motion 
 

along the three Cartesian axes, so that _,is of the 
form 

1=diag(wja', 2 o 03 ). (13) 

Regardless of crystal symmetry, it may be nec­
essary, in the case of very strong lattice distor- 
tions, to allow some frequency matrices wto have 

principal axes in directions other than the Carte­
sian axes, and (11) is general enough to cover this 
,case also. 

The Fourier-transformed density corresponding 
to (11) is 

f,(R)=exp(-R.y -K.) (14) 

[see Eq. (7)]. Here, 

= (,/2M_ 'L (15)1 

and the trace of the matrix y' is the mean-square 
displacement of the zth particle about its average 
position 5F,. For much of the rest of this paper, y

will be used in place of w to specify the Einstein 
states. 


III GENERALIZED KANZAKI METHOD AT T=O'K 

In this section, a modified lattice "statics" is de­
scribed which allows for changes in the zero-point 
motion as well as relaxation of particle positions. 
It is convement to specify both the average position 
i and mean-square Einstein amplitude matrix Y, 
of the yth particle in terms of a single complex9 

column vector X , to be termed the "coordinate" 
ofparticley. Symbolically, 

= (i, - (16) 

Thus, the first three components of X# are the Car-
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tesian components of 3F, 
x(17) 


The remaining components of X. are chosen ac­
cording to the degree of generality that has been 
built into the trialEinstem-function. For example, 
if isotrop2c Einstein states are expected to give an 
adequate trial function then the mean-square am­
plitude matrix is specified by a single number , 
7j= diag(1 ,vy, .); thus, X, has dimension 4 With 

4 = - Z } J" 1 8 


On the other hand, for an anisotropic crystal one 

may need to have yP, = diag(7,,, 1 2,y 37 3) in which 
case X. has dimension 6 with
 

X14(,) =- 1 ZJI(2, .- (19) 

Inthe most general case, j can be taken as a 

nine-component column with the last six com­
ponents 

- 2 "


+7Y32,Yj13 "YJ
31,'J2+YJ2j)" 
 (20)
 
The total energy can now be written 

-­ ­
Iti12 (21) 

8 , Tr + ,) 

where the smearedpair potential U can be found 
from (5) and (11)'but is more comnpactly epressed 
in k space by using (8) with (14) 

U(Xj,Xj)= f d Vl)exp[- k 

- Z.(-x)] 

) dkV(k exp[--(X -X*5] 


27)j 3 e]


(22)


Here a higher-dimensional wave number, symbol­
ically


K= (k,kk) (23) 
has been introduced. To be specific, itg coin­

ponents are 
K= (k ,k ,k ,k2 ), , 

or 
K= (k,kk kW k2) 

Y ' Y, 

or (24) 
K= (kK-(k,k,,k,,k.,k'jk',k k, kjk,,k k),



in the three cases previously outlined in d'efimng 

X. (A caution: k=k,+ does not implyK =K,+K) 
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The essence of the proposed method is that in an (o) = 1


-
inhomogeneous situation one can explicitly mini- -Ell Tr(vL ) + 2L ->S)u(g) 

mize the energy (21) with respect to all the particle 9 
"coordinates" {X,}, provided that the deviations - (2v)-3fdkUo()] (28) 

,
from the perfect-crystal "coordinates" X = (K, f



- yo) can be treated linearly except at a finite Here Uo(K) is the Fourier transform of the smeared


number of sites. These few nonlinear sites near equilibrium pair potential,


the defect constitute the "core" (c) of the defect,


the remaining sites will be termed the "bulk" sites. UO(K) = V(k) exp(-. 7o" k) (29)


The calculation proceeds in several steps- This step of the calculation is completed by choos­


(a) The Einstein frequency wo = lYv1/2M is found ing y o to minimize (27) or (28), whichever is more 
which minimizes the energy for a perfect crystal. convenient. 

(b) The core sites are assigned "coordinates" 
X :z E c}, which are later treated as explicit vai- Step (b) Formation of the core 

ational parameters. The energy cost of creating 
the core is computed with the bulk "coordinates" The details of this step depend on the type of 
{X,:t 9 c} held at the perfect crystal values {gO,}. local defect being considered. In the case of va­

(c) The bulk "coordinates" are given linear in- cancy or interstitial formation at constant 0 parti­
crements X, -X,+ i, i Ec, the _,are chosen to cle number N, a particle presumably has to be 
minimize the total energy subject to the given core transferred to or from the surface. To begin with, 
"'coordinates." This minimization isachieved ex­ this process will be considered without any relax­
plicitly in space by a generalization of the ation of the coordinates X, of the other (N - 1) par­
Green's-function method of lattice statics3 ticles. There appears to be some ambiguity con­
changes in the zero-point motion are computed cernig the energy involved in this process, and 
self-consistently with static relaxation, by making it has been the subject of some dispute.2i This 
the lattice Green's function a 4X4 (or 6x6, or 9 controversy will not be entered into here, since it 
X9) matrix instead of a 3X3 one as in conventional arises in any calculation involving vacancies or 
lattice statics. 2 3 interstitials, and has nothing specifically to do with 
(d)The relaxed crystal energy is now known as the new features of the model under consideration. 

a function of the core "coordinates " Finally, For definiteness, the results of Caron' for vacan­
these core "coordinates" are chosen to give an cy and interstitial formation without relaxation will 
overall minimum energy. be adopted, they have the advantage of being cal-

These four steps will now be discussed in detail. culated in the framework of the Einstein model and 
so are compatible with the present work. The con-

Step (a) The perfect crystal stant-volume method will be adopted. It is certain­
ly more convenient in the case of metals, since 

In the perfect crystal all sites have the same the "volume-dependent forces" are not brought into 
Einstein oscillator width y0, and the particle co- play; at any rate, Caron0 has shown that the over­
ordinates are all results at constant pressure must be the same. 

For reference, his result for vacancies will be 
X5= (R, -zzy). (25) quoted in the notation of the present work 

Using (21), (22), and (25) and defining an equilib- 1 E- (I k. aU(R) + U°(i)) (30) 
=
rium form U0 of the smeared potential, 0(Eovaacy) i -2 - 3 " R 

R 0 

110C) = U(Xo,X 1), (26) in the same notation as (27), where the two terms 

come from compression of the lattice at constant 
with X o= (O,-- zy_) and X,= (R,- Z,), one obtains volume to create new sites, followed by removal 
the total energy per particle as a sum over direct of particles from those sites. This result can also 
lattice vectors T, be expressed in k space after an integration by 

parts
E )(y) = E( O,.. ,X o) 

-y I N dU°(g) 

Tr( )'+ E Ut60 (27) g 
R 0 + 2(2w) 3 f d U°(kd. (31) 

With the aid of (9) this can also be expressed in 
reciprocal space The considerations given so far in this step were 
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special to vacancies and interstitials whose forma­
tion involved transfer of a particle to or from the 
surface. The second half of the present step in­
volves a deformation of the core region (X-X,, considered 

AE. = Tr(vdi-vji)+ E ­[u(x,x)-u(X,x°)]+
lec 8M,I E'E 2.e~Ec 
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tec), this applies equally to all kinds of local de­
fects including for example mass defects and va­
cancy interstitial pairs2 2 as well as the above type! 

The core deformation costs an energy 

2, [u(x.,xz)-u(zx)], (32)
i .Ec ~ - _- 1­

with U given by (22). The second sum m (32) is an unrestricted sum on j over the direct lattice, with the 
core sites excluded. With the aid of (9), it can be reduced to a finite direct lattice sum, plus a reciprocal­
lattice sum: 

2 [uLx,,xy) -U(4i:,x] = - 2, [u(x 1,,x)-u(4,J)]
iC,JEC*CJEC* 

+ H 2 ES()Vg)[exp(4k.i(y+yj*-I-z*x,)-exp(-g!r0 .- i-i*-ii)] 

(Here the perfect lattice sites in the core are de­
noted c*.) 

Step (c) Linear relaxation including zero-point motion 

The major results of the present work are con­
tamed in this step. The bulk particles are now 
taken to undergo small "coordinate" changes 

1,=X - X. (34) 

The first three components of t give the deviations 
of the average positions 1, from the perfect lattice 
sites R, (i.e., they specify the conventional strain 
field) while the higher components { , > 3} mea­
sure the changes in the mean-square displace­
ments Li around the average positions. 

If the defect werehenottoprouceulkpresent, the energy re­quird lstotwn 
 { ,~c}where
 
quired to produce the bulk distortions zc}{1 
 
could be expanded to second order in the 10 

(no defect)=1 4 Y ­
2 p.v=i tjec 

X ,A7 *V+O(g). (35) 

(Summation on ft and v will henceforth be implicit 
for repeated indices.) In (35), D is the Taylor­
series expansion coefficient 

, Ipress 

D ,(R, - R,) = ' (36)aX1pax IC 

The energy E(X 1 , ...,A,) is defined in (21) and 
the subscript 0 means that the X, are set to the 
perfect lattie values = (R,, -4zvo) after differ­

entiation No linear term is present in (35) since 

E(-X,.- = 0 (37) 

(33) 

For IL= 1, 2, 3, (37) is just the statement that the 
perfect crystal is in equilibrium under the pair 
forces at the chosen volume or pressure, this is 
automatic for systems with inversion symmetry. 
For g >3, (37) is not automatic but is satisfied 
because Lo has been chosen in step (a) to guarantee 
precisely this stationarity of the energy 

The zone Fourier transform of (36) is defined by 

the direct lattice sum 

D,,(-q)=2 Du,,(R)e-' R (38) 
W 

with inversion formula 

tDo(R) -- , D,,(q)e ,V , (39) 

N -EZ 

Z is the Brillom zone The matrix D.(q 
is a 4X4 (or 6x6, or 9X9) generalization of the 
ordinary 3x3 dynamical matrix which appears in 

the classic theories of lattice statics and dyna­
mics. 5 '6 The upper 3x3 block of D is just the 
ordinary dynamical matrix evaluated using the 
"smeared" particle interaction U° [Eq. (26) or (29)] 
in place of the pair potential V [Eq. (2) or (6)]. Th 
remaining components Of D (those with A> 3 or v>: 
have no counterpart in the classic theory. they ex­

the response of the Einstein zero-point mo­
tion to disturbances m the crystal.2 3 

Explicit expressions for the generalized dyna­

mical matrix can be obtained by application of the 
definition (36) and direct differentiation of the en­
ergy formula (21). For simplicity only the iso­
tropic case will be written, so that D is 4X4 and 
) o= diag(yo, yo, y,)- The result can be written in 
terms of direct lattice sums on the smeared po­

aX11 lo= tential U0 of Eq. (26), 
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,, o 
D,( q) = E (1 -e-' I')2a Uo(k) (LL, v<3), 

s aRmdR. 

D,(q) =Dn() 
_-+ 

=-21 e-'4 22 Uo(R) (Aj 3)o
RR 0 ay 

(40)and 

D4(-)=4E (l+e-' -) 2LU-()+ "2 

Ro0 Mr 

With the aid of Eq (9), these results can also be 
written in k space, with t, v running from 1 to 3, 

=-- [(..... [ .. +lattice 

_g~g UO(], 

) 

x (i +i)yU0( +), 

D44(q) = ++ - S(g)[ g +q[ 4U(g+q) +g4 U
0 (g)] 
 

-2(2Tr)-sfdkk4UO(IE). (41) 

The last expression exhibits D(q) as a real sym­
metric matrix 

Equation (35) was derived for small distortions 
in the bulk of an otherwise perfect crystal In the 
presence of a defect core, these bulk distortions 
will cost an extra energy 

- F ,)h)* +O(2), (42) 

where the "generalized Kanzaki force" F is given 
for v ( c by 

F,(q) F e =-EzQMS(g)V(_ ) exp( 

N IV ASHCROFT 16 

°- .- , U(x ,,) 
F (R )- O Xo 

, ax, x 47 

az 8UQ f, X,) 

ax* (43) 

while 

FA(R,) =0 for z Ec*. (44) 

(c* again refers to the perfect lattice sites inside 

the core region: for a vacancy, c- has one more 
site than c ) The neglect of terms higher than the 
first order in (42) is a standard approximation of 

statics known as the "first Kanzaki approx­
imation . The total energy associated with the 

bulk distortions {i,: z ec} is now 

1>~)(D~(,* . (45) 

This is minimized when the {J_. satisfy 

EZ~, i)4,,=,,(jzc. (46)
1 

If the {$_} satisfy (46) then (45) can be simplified 

to give the minimum energy 

-=-2AEuisk)Z FPJR.)t (47) 

The restriction se has been dropped in the sum 
(47) since F. is defined in (44) to be zero for iCc*. 
This is very convenient since (47) can now be di­
rectly transcribed into k space as 

&E =( (48) 

The Fourier-transformed KanzakL force isobtained 
from (43) and (44) with the help of (9) and (22); 

_x\ - i. 

au(,x,) E2 @U(X,r), 490 "+ -* 
EC*E tt5X SEC 

[The four-columns Q=(j+q, (j+j)2), Xj = (R, 
-zy), andX = - z(y0 +y,)) are introduced 
for brevity.] 

It remains to find the bulk distortions {,}, which 
are the solutions of (46). If it were not for the re­
striction I c on the left-hand side, Eq (46) would 
be solved trivially by Fourier transformation Al­
though the translational invariance is spoiled by 
this restriction, an exact k-space solution is still 

e8X (49) 
fat 

possible at expense of solving a small matrix (of 
order 4n, where n is the number of sites in the 
core) If the pair forces determining D(R) are 
very short-ranged the solution of (46) can be per­
formed by the matrix partitioning method of Ben­
edek and Ho I An alternative approach is given 
here, since the assumption of short-ranged forces 
is not being made 

The solution proceeds by first augmenting (46) 
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with a set of equations onthe core sites (57) into (47)p D~(Ri-Rj)iv=M(R), tsc*, (50) -AEb.- . (58) 

Noting from (44) that F,(R,) vanishes for ec* 
wherefp is to be determined Equations (46) and 	 [and that the Fourier transform Fp(E), Eq.(49), is 
(50) can next be combined to give a single equation - computed-with-this in mnd]-one can-extend-(58)-to 
Oh the entire perfect lattice a full matrix equation on the whole space 

. , -,)S,=,(R) (ail), (51) 	 =_ (GGg-1G)F, (59) 

where 	 where



14eQj)91={0, 

and
and 
 

Tec* 	 (52) iF=() 
SFI(ri), zEc* 

Since (51) has a translationally invariant kernel This can be transcribed into k space as 
and is valid on all sites, its solution (with per- -11 z ­
iodic boundary conditions) is trivial in k space; AEbk=- 2 F(k)Dv(k) Ak) 

where D -1means the 4X4 reciprocal matrix. If ;e -) /() (60) 
one def ines the generalzed lattice Green's where 
finzctzon G by 

Gf (R)= 	 - E D,( k)e'R , (54) P(Az)'
ASZ 

o is the solution of a -smallequationthen (53) becomes, in real space, andf 

= _o ,) for z.c* (61 )-

(55) je *



an 

Equations (59) or (60) completely solve the prob­
lem of minimizing the bulk distortion energy (45). 

x 4N matrix notation as To evaluate (59) or (60), one need only compute 

(o G (f' 	 56)/ the generalized dynamical matrix D[k] from (40)
() 	 :E2 .21 (56) or (41), the Green's function G(R) from (54), and 

I \g / \P the Kanzaki force F. from (43) or (49). Thenthe\F/ 2	 21  

where the matrices have been partitioned so that, 	 problem reduces to solution of the small matrjx 

equation (61), equivalent to findingg'1. In prac­for example,g1 1 is a 4nx4nsubmatrix, it is the 
zec*. Expan- tice, this solution is often dramatically simplifiedrestriction of G to the core sites, 

equa- by point symmetry at the defect'site.sion of the matrix product in (56) gives two 
The solution(60) becomes especially simpleminthetions, the first of which, namely 

case of completely linearvacancyrelaxation. 'Here 
0=gII~i + , the strongly distorted core c is a null set, so that 

gives the unknown "force"f,, AEc =0, while (in the.case of a vacancy) c*-con­
gvssists of the single site from whicha particle is 

= 
 f, -_rlgj2 missing This site can be taken as the origin. 'It 
The second part of (56) now gives the desired so- is evident from symmetry that the on-site general­

ized Green's function G4(0) s zero when v = 1, 2, 
fulton 
 3; this can be verified formally by inspection of 

S=lgf +'-2-'4=(-__igi +) . (57) (54) and (41). Further, the first three components
? 1 _ of the distortion vector 40(O) also vanish be-

The energy associated with the linear relaxation cause of point symmetry at the defect site. Hence, 
of all the "bulk" particles is now found by putting from (61), f (O)=0 except for g =4. Specifically, 
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O ((O)/G(), =4 ,will be necessary to treat AE. and AEbul O­

Pf(j5) = (62) gether when searching for the optimal core "co­
(0, p1,2,3 ordinates" {'x,z Ec}. On the other hand, if AEbulk 

The expression for the Kanzaki force F. can also is formally regarded as a small quantity then only 

be simplified when'there is no strongly distorted AE.1. need be varied explicitly, and AEbW can be 

core Equations (43),and (49) become evaluated afterwards using the core coordinates 
--U(X__,X,_X, so determined, changes caused by varying the-- -- two together are formally of second order. Wheth­tFOX_ (63)

F(o-(, x--x0 er or not the full procedure is necessary can only 

0, R, 0 be decided in specific-cases, according to the 
accuracy required. 

and 'In either,case, the appropriately computed mini­
.mum of (68) is the final answer for the defect for­

F.tq) =-t- zQpS(g)U(g+j) mation energy at T=0 OK within the Einstein­
g Kanzaki model. 

-6. d3kWUO(k) ,(64) 

(2u)3 
WlthQ defined as in (49). IV EXTENSION TO FINITE TEMPERATURE 

Now, noting that the operation (1/N)F,.kez is If the migration of defects between lattice sites 

ljst the Brzllouzn-zone average ( ) r is ignored, the generalization of Sec. III to T0
werduce °K 
(60) to the form is straightforward. The procedure is essentially 

- ((p*k 0() I(k)P \to minimize the free energy F over an Einstein 

bulk F(/-i-, - (65) trial state. This imprecise notion can be forma-
W4 Blized by using the Gibbs-Bogoliubov inequality5 

F° 
 = +(fl - H )o. (69)FVF,J 0with 

o() =D-l(k)Fk). (66) Here is the actual Hamiltonian [i.e , (2)], h. is 
an exactly soluble trial Hamiltonian, and( ),is 

Equation (65) is now the total distortion energy an exact quantum thermal average over H. -In 
including changes in vibrational energy. Only the (69), -E 0 is the exact free energy for Hu. 
undistorted formation energy (30) or (31) need be The trial Hamiltonian appropriate to an Einstein 
added to obtain the total vacancy formation energy picture is 
in this fully linear approximation. 

It is also worth noting that in the absence of any ..., = E".M;(9,-') (j- ) 
relaxation of the Einstein frequencies one would i= 

have the usual 3 x 3 lattice statics formalism. The N 
result for-the linear distortion energy would then 2M 
be Here, as in Sec. Ill, the variational parameters 

AE(b), =- (Fa(k)(D(l)as(k)FB(k)), , (67) 'fx}and w!jare average particle positions and 
Einstein frequency matrices. The idea is to 

where a and A are summed from 1 to 3 and D(') is choose these parameters to minimize F,,,, . 
the usual 3x3 dynamical matrix evaluated vith Since the kinetic energy term is common to H 
the smeared pair potential U0 . [DO is the upper and H., (69) can be rewritten 
3x 3 block of the 4x 4 dynamical matrix D defined F 

F
in (40) or (41).] - F'<F = -(V0 )0 +(V)0 (71)5 1 

The terms of (71) can be evaluated explicitly by 
Step (d)Finaln mzatuon using standard harmonic-oscillator results" As 

The total energy required to-form the defect -before it is convenient to.define a "coordinate" 

with a core configuration {X1, zIec} is _X=6(i, - 60)where the mean-square excursion 
matrix V is now evaluated at finite temperature: 

AE({_X i c}) E+. += AEb. , (68) 

where the individual terms are given by (30) and 
(31) (for the case of a vacancy 4 ), (32)-(33), and h - , it W)


(59)-(60). If AE,, is a substantial fraction of the = r-)W2H coth\2 w±,). (72)


formation energy (which it can be even though the


bulk,distortions I were treated linearly) then it The trial free energy is
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F.,,, X , ... ,_1 

_, Tln2inhL 
=_ T ls, 

(2 ")}h+1 
- AtoCth jrirw+!Z US,,x,), (73) 

with U(X1, x,) defined, in terms of the L,} and F}, 

by (22). Equation (73) is typical of the way in 
which the theory generalizes to finite temperature. 
The potential energy terms U depend only on the 
probability distribution of an Einstein particle, 
and hence have the same dependence on mean­
square displacement v as the corresponding T = 0 0K 
terms. [Note, however that y is now related to 
the frequency w by (72)]. On the other hand, the 
kinetic energy terms do change when one goes to 
finite temperature, as summarized in Table I. 
The quantity t appearing in the last column of the 
table is the "kinetic" energy (free energy minus 
potential energy) of an Einstein oscillator, and 
is given by 

t(w) =k TTr[ln(2 stb y) - A Y cothy_], (74) 

with 

=(/2k T)w_. (75) 

V EXAMPLE VACANCY IN METALLIC HYDROGEN 

As an example of the method developed in Sees. 
I-IV, the free energy of vacancy formation in fcc 
metallic hydrogen will now be calculated. The 
problem is of interest because of the possible role 
of localized defects in the decay of metastable me­
tallic hydrogen. This system may exhibit high­
temperature superconductivity27 (or other forms 
or electronic or nuclear order) and also has astro­
physical significance.? 

Although pressures in excess of a megabar are 

apparently required to form the metal, 29 it has 
been conjectured that it may be metastable :ela­
tive to the molecular phase when the pressure is 
decreased to more easily maintained values, per­
haps on the order of tens of kilobars or less. Sur­
face-decay of the meta30-can probably-be-controlled
by a suitable coating, and in the absence of un­
stable phonon modes down to moderate pressures31 
it appears that the principal decay modes will in­
volve some kind of crystal defect. A likely decay 
mode is the formation of hydrogen atoms or mole­
cules inside voids or aggregates of vacancies. The 
prototype of this configuration is the monovacancy, 
which will be studied here. If this can be under­
stood properly, one can hope to proceed to more 
complicated defects. A very low or negative va­
cancy formation energy would be suggestive of an 
instability; it will be shown here that no such in­
stability towards monovacancies occurs in low­
temperature fcc metallic hydrogen. 

The zero-temperature vacancy formation energy 
in fec metallic hydrogen has already been esti­
mated by Caron,10 who used an Einstein model for 
the proton zero-point motion. As noted above he 
permitted relaxation of the positions of a few pro­
tons near the vacancy, but took as negligible any 
changes in the zero-point motion during defect 
formation. However, Straus and Ashcroftii re­
cently showed that the proton zero-point motion 
is crucial in determining the structure of a per­
fect crystal of metallic hydrogen. One might there­
fore suspect that changes in the zero-point motion, 
not necessarily localized near the defect, would 
be important in the vacancy formation process. 

The motivation for the present calculation, then 
is twofold: (a) one would like to know if there are 
any slight but poorly localized changes in zero­
point motion which might significantly affect the 
free energy of formation, both at zero temperature 
and above; and (b) such a calculation will demon­
strate that the present Einstein-Kanzaki method 

TABLE I Modifications for To 0'K. [See Eqs. (74) and (75) for definitions of t(w) and y ]
All equations in Sec III remain unchanged when one goes to finite temperature, except those 
Isted here 

T =0 quantity Ta 0 quantity T= 0 kinetic term T- 0 kinetic term 

E, Eq (21) Ftai .-. Try-_i t(W 

F (0)  En11, Eqs. (27), (28) -Trv-i t( o)-0 

AE 0 , , Eq (32) AF,. 8_) ) -0E 4.w 
 

Dg4[j], Eqs. (40), (41) D44[4 ] my 4-'' (.ty.Y
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can be carried out i'practice for a complicated 
fongrangedoscillatory pair potential. 

The model used for metallic hydrogen was an fcc 

lattice of vibrating protons'n interacting via an 

electronically screened pair potentials, given in 

k space by 


2(4e /k2C(k/2k,), Y 
V (k)= (76) 

(0, K=6. 

Here E is the linear dielectric function of the elec­
tron gas, and the vanishing of the screened poten­
tial for K=b reflects the overall charge neutrality 

of the system. A screened pair-potential model of 

this kind neglects two phenomena: 


(i) Even in the linear screening regime the energy 

depends on the total volume (i.e., there are "vol­
ume-dependent forces"). Here the formation ener­

gy at constant volume will be considered, so that


this effect does not enter into the calculation. 


(ii) Nonlinear distortions in the electron gas, 

caused by the protons, will give rise to many-pro­
ton forces as well as pair forces. While the pre­
sent formalism can in fact be generalized to cover 

many-particle potentials i 7 the proton motion can 

be expected to wash out such three-body and higher 

effective forces to a large degree. (This pheno­
menon is discussed by Strausii in connection with 

the perfect metallic hydrogen crystal.) Here only 

pair potentials were considered,
 case
in Caron's' ° work. as was the 

The linear electron-gas dielectric function was 

taken to be the Hubbard 32 version, as modified by
btHbr 3 asG tnd o s vstosatisfytheomife- b 
Geldart and Vosko"3 so as to satisfy the compres­

sibility sum rule. Thus 
2c(x)=I +A (x)g(x)ar,/yx , (77) 

1 1 ffound 
g(x)=1+-,(1-x')l X (78)

gx' 

w= (2/T-2 (79)A )r=(I 
-. g(21a-x) 7. (9) 

+ )x 
Here r, is the usual Wigner-Seitz radius measured 

.in Bohr radii, and a = (4/9)' In (79), r =K/I 
(K-Ko) is determined by the ratio of the true 
electron gas compressibility K to the compres­
sibility K. of the noninteracting electron gas. The 
value of rr was taken as that obtained by differen­
tiating the Vashishta-Singwi electron-gas energy 
formula.m)" 5 Thus, 

K 0.0335 
1+ m1ar3K 7rr 

0. 02rar2 0.1 +2r, 
+(0.1 +r)3 

(80) 

The above form of the dielectric function has the 

N W. ASHCROFT 

advantage of being analytic while yielding a good 
"compressibility lInnit"35 as k-0. It is important 
to treat e accurately near k = 2k, since the be­
havior there is responsible for the long-ranged 
Friedel oscillations of the real-space screened 
potential. However, for values k/2k, 1.5, which 

are safely away from the 2k, singularity, it is 
convenient to know the large-wave-number asymp­
totic expansion of (76)-(79), 

E_-(x); 2 il - a-x -­ - -a

151r


-[,--,­

35Si 18 
/or­ 2 X_


2


fr 1J 
 
L63ir T 

r (­, X -iO(x 12). (81)0 

Since the interest here is principally in any

slight but long-ranged disturbance to the proton

motion, the completely linear relaxation is suf­
ficient. There is thus no strongly perturbed

"core," and the set of sites c* is just the vacant

site at the origin. The free energy AF of vacancy

formation was found by working through Sec. Ill

step by step, using the electronically screened

and motionally smeared proton-proton potential


e


Uo(r) - =0kkEk~ (82)k 2 e(k/2k4)' O, 

(0, k =5


The necessary steps are now-listed for reference, 
tgte ihsm eeatdtiso ueia 

together with some relevant details of numerical 
methods. 

(a) The perfect crystal free energy F(0)(7,) was 

from Eq. (28), modified as in Table I when 
T O0K. r. was chosen to minimize F (° ) . 

Q(b)The free energy AF 0 ., required to form the 
vacancy without any lattice distortion was found 
from Eq. (31): The "core distortion" energy AFor 
is, of course, zero. 

(c) The total free energy of linear distortion 
AFbutk, including relaxation of lattice vibrations, 
was found from (65). For comparison, the cor­
responding result AFb( ) wzthout relaxation of lat­
tice vibrations was found from (67). The Brilloumr­
zone averages specified in (65) and (67) were per­
formed using the ten-term "special point" pre­
scription given for fcc lattices by Chadi and 
Cohen." The quantities needed in these zone 
averages were the generalized dynamical matrix 
D(k) [found from Eqs. (41) with a To0CK modifi­
cation as in Table I for D] and the Kanzaki force 

vector F') [found from Eq. (64)].
(d) The total free energy of formation was found 

as 
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AF=AFov0 +Fbu , 	 (83) TABLE II Calculated vacancy formation energy, AC 
(rydbergs), in metallic hydrogen at T=0 °K and constant 

there being no need for a separate variation of volume gl=j4N(rsa)3 The quantities listed are, from 
nonlinear core parameters in this purely linear left to right, the Wigner-Seitz radius rs. the rms proton, 
distortion calculation. excursion in units of the nearest-neighbor separation, 

Steps (a), (b), and (c) involved numerical eval- the energy AEO,, required to form a vacancy without 
uation-of reciprocal lattice sums of-the form any-lattice relaxation, the linear lattice relaxation ener­

gy &E() zgnorng changes in Einstein frequencies, the 
7 linear lattice relaxation energy AEbul includingchanges2 [g+qjE" 2k+ )e - o(F) (84) in the Einstein frequencies, the total vacancy formation 

gdo energy AE in the linear approximation All energies are 
and integrals of the form 	 in rydbergs. 

fdskk-'(-:) e-oki, 	 (85) . (,y) 1 12/t A AEW3,m A9b±m AE 

where n is a small positive integer. Since ci1 1 0.6 0 13, 0 57 -027, -027, + 0 29C 
and Y,>0, (84) and (85) are formally convergent 0.7 0 136 + 0.426 -0.19, -0 20, -0 2260 8 0 13 +0324 -0 149 -0 150 +0 174 
at large wave number. However, the value of 7o 0 9 0.135 +0.25o -0 114 -0 115 +0 135 
is small enough that convergence was too slow for 1.0 0 135 + 0 195 -0 088 -0 090 + 0 105 
direct numerical evaluation in practice. This dif- 1.1 0.136 +0 153 -0 070 -0.07, +0.082 
ficulty was circumvented by using the five-term 1 2 0 137 + 0 120 -0 056 -0 057 +0 062 
asymptotic expansion (81) for k/2k,>X, where X 1 3 0.140 +0 094 -0 045 -0 046 +0 048 
-1.5 (The final results were independent of X 14 0 142 + 0 073 -0 037 -0 038 + 0 035 
over a considerable range, of course.) The ad- 1 5 0.14, +0.057 -0 031 -0 032 +0.025 

vantage of this is that one now has finite sums and 
integrals, plus infinite sums and integrals of the 
form Table II shows that the vacancy formation energy 

jj+g I Pe ' 	 ° E 4 )2,	 is not significantly altered by relaxation of the 

proton motion at T = 0 'K in the range of densitiesj(86)1 
1.0 r, 1.5 relevant to metastable metallic hy­

fd'k JVe-lk drogen. This is seen by comparing columns 4 and 
5 of Table II, which give the relaxation energy, 

for several positive values of p The integrals can first without, then with relaxation of zero-point 

be reduced to known special functions and com- motion (AE 1 and AEbUJ. 


bined with terms which arise when the sums are Figure I shows that, in the same range of den­

converted using modified Ewald methods. (See sities, the present results do not differ appreciably

the work of Cohen and Keffer37 for details of the from Caron's 0 values. This is actually a valuable 

Ewald methods). The outcome is that one has a check on both calculations, since Caron used a 

number of fairly complicated but rapidly conver- real-space method in which only a few neighbors 
gent sums. The results of the calculations are were relaxed nonlinearly, while the present re­
shown in Tables II and III and in Fig. 1. sults came from a linear k-space method which 

TABLE III Temperature dependence of free energy of vacancy formation, AF (rydbergs), 
in fcc metallic hydrogen at r5 = 1 36 The quantities listed are, from left to right, the temper­
ature T°K, the rms proton excursions as a fraction of nearest-neighbor distance, the free 
energy AF 0,,. required to form the vacancy without lattice relaxation, the linear lattice relax­

ation energy AFmt zgnorng changes in proton motion, the linear lattice relaxation energy
AFbit includingchanges in proton motion, the total free energy AF required to form a vacan­
cy, the concentration exp(-AF/kT) of vacancies in an independent random vacancy model 

BTT('K) (3y) 1/2/d. AFOvac ALF(3buk ,ulk F e 

0 0 14, +0 080, -0 0403 -0 0413 +0 0386 0 
1000 0 155 + 0 084, -0 0392 -0 0412 +0 043, 0 001, 
2000 0 185 +0 0944 -0 0378 -0 0403 +0 054, 0 014 
3 000 0 20 + 0 103, -0.037, -0 040, +0 0633 0 03, 
4000 0 22 +0 1121 -0 037, -0 041, +0 070, 0 06,

5000 0 24, + 0.120, -0 0385 -0 042, + 0 077, 0.086



10000 0.30, +0 154, -0 045, -0 051 +0 1024 0.19,
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FIG. 1. Vacancy formation energy AR in fee metallic 
 
hydrogen atT=0'K. Present calculation is compared 
 
with the results of Caron, obtained from Table VI and 
 
Figs. 12 of Ref. 10. 
 

included static and dynamic relaxation of every 


proton in the crystal 

Table III shows the effect of raising the temper-


ature The quantities given are now Helmholtz 
 
free energies AF for the formation of an isolated 
 

vacancy, ignoring the entropy of vacancy location 
 
In the model of randomly placed noninteracting


vacancies, the equilibrium vacancy concentration 
 
is then 


C(T)= exp[ - AF(T)/kT], 	 (87) 

which 	 is tabulated in the last column of Table III 

Two trends are noticeable in Table III. 


(1) The free energy of formation increaseswith 
 
temperature, so that the concentration of vacan-

cies does not rise as fast as exponentially when 
 
the temperature increases. For example, if the 
 
crystal still exists at 5000 "K, the present model 
 
gives a concentration C(T) = 9% of vacancies, 
 
whereas the usual model involving the T=0 "K, 
 
formation energy 4F(0) would give 
 

)exp[ - AF(0)/kT]-29% 
 
c(r) _ -_9laxation 
 

of vacancies, a very substantial difference. 
(ii) With increased temperature the dynamic 
 

relaxation becomes more important, so that at 
 
5000 'K the dynamic relaxation energy is 10% of 
 
the total relaxation energy. 
 

Actually it is likely that the crystal has melted 
 
by 5000 OK In addition to the 9% vacancy concen- 
 
tration shown in column 7 of Table III, the notion 
 
of melting by a few thousand degrees is also sup-

ported by column 2 which gives the Lindemann38 
 

ratio rL (This is the ratio of rms particle ex­
cursion to nearest-neighbor distance, in classical 
crystals r, is about , at melting ) In hydrogen at 
r, = 1.36, rL is already3 ' 1 at T =0 'K, and doubles 
by 5000 "K It should be borne in mind, however, 
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that in computer experiments on quantum crystals 
with soft-cored pair potentials, Chester" et al. 
found values of rL significantly above 1-at melting. 

VI FURTHER POSSIBILITIES 

Existence of the "generalized lattice statics" 
suggests that an even simpler theory 

might be available; the q- 0 limit of the present 

should 	 yield a "jiggling elastic continuum" 
model, related to the present microscopic apk 
proach in the same way that the usual elastic con­
tinuum model is related to the conventional%3 lat­
tice statics. This is currently under investigation. 

An effect which was not directly considered in 
Sec. I-IV (and is missing also from Refs 9-13) 
is the migration of point defects. This will be im­

portant in classical crystals near melting 7 and 

may occur in quantum crystals with small enough 

mass 	 to permit significant tunneling 15,.6 In the 

classical case, a crude way to remedy the omis­
sion is simply to assume that the total defect free 

energy (at low defect concentration C =n/N) is 

F/N=CAF+TS/N, 	 (88) 

where S-k ln1 C is the configurational entropy 
associated with the possible sites occupied by n 
defects, and AF is the free energy of defect for­
mation as calculated in Sec. ]II-IV. Minimization 
of (88) 	 leads to the equilbrium defect concentration 
C(T) given in Eq. (87), and tabulated for metallic 
hydrogen in Table Ill. A more complete approach 
would be to use a lattice gas picture of the defect 
crystal 7 Here AF will play the role of a temper­
ature-dependent chemical potential for defects and 
in this 	 context one could also use the generalized 
lattice 	 statics to calculate an effective interaction 
between defects, 5 as mediated by their static and 
dynamic strain fields. 

In the 	 case of quantal defect tunneling, the re­
described in the present work can sig­

nifically lower the tunneling probability or even 
cause self-trapping 40 To describe this case one 
can invoke a tight-binding Hubbard model for de­
fect motion, in which the hopping matrix element 
tis to be computedfrom an overlap integral between 
two of the Einstein states (as used in this paper), 
one with the defect on a neighboring site relative 
to the other. The formation energy 4F computed 
above will then play the role of a site occupation 
energy Ej. 

Thus, the present model may be useful even near 
melting or for highly quantal crystals, in the sense 
that it provides an explicit method of computing 
the input parameters to more sophisticated theo­
ries. 



16 EINSTEIN-KANZAKI MODEL OF STATIC AND DYNAMIC 5339 

VII CONCLUSIONS 

It has been shown in detail how to use the Ein­
stein model to calculate formation energies of 

crystalline defects, including relaxation of zero­

point and thermal lattice motions as well as the 

usual static lattice deformation. Relaxation-of 

every site in the crystal was explicitly calculated 

by a generalization of the Kanzaki method; static 

and dynamic contributions appeared self-consis­
tently in the same 4 x 4 matrix formalism, 

The method is substantially easier to carry out 
in full than the self-consistent phonon ap­
proaches,'2, 13 which require specific use of local­
ized phonon modes as well as a separate mini­
mization for static relaxation On the other hand, 
the method is more complete than previous EIm­
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coupled algebraic equations These equations are then solved numerically and the ground-state 
energies of liquid 4 He and hard-sphere bosonsare obtained. 
PACS numbers 1977 67.40.-w 64.30 +L BRIS9 

I. 	 INTRODUCTION will be used to obtain an upper bound of the ground 
state energy Given Eq. (2.2) the energy per particle 

Various integral equation methods have been can be written


used t ' 2 to study the ground-state properties of boson E = f - ) -V


fluids. In these methods the analogy between the "N= dr g(r) -Vlnf (r)



2and the Gibbsmany-particle Jastrow wave function' 
 
statistical-probability factor is exploited to carry over1 r


the whole machinery of classical theories to the quan- + pJdTv(r)g(r) . (2.3)


turn case. However, although there are two specific


cases,' namely the hard spheres in(Percus-Yevick I where p is the average number density and we have


(PY) approximation, and mean spherical model i used the well-known Jackson-Feenberg identity 2 to



,(MSM) for Yukawa closure, whee these equatzons write down the expectation value of the kinetic energy
, ' /  can beAolved analytically in 44i classical statistical operator. If f(r) is chosen so that it vanishes at a



mechanics, no such analytical solution exists to date in core distance, say a, but its derivative is discontinuous


the quantum case. (the case of hard spheres) at a, the derivation of- -td



In this paper we shall show that, with a suitable Jackson-Feenberg identity requires a careful manipula­

choice of the form of the Jastrow wave function, con- tion of the surface integral at the iner surface.4 The


siderable progress can be made towardobtaining final result is, however, the same. The pair correla­

analytical solutions of PY and hypernetted-chain tion function g(r) appearing in Eq. (2.3) is defined to


(HNC) equations. The method will be applied to be


quantum hard spheres and 4He interacting via the f


standard Lennard-Jones potential. r N -1)_ d . d t,



f}'2d-3 d-T (2.4)In Sec. II we outline the formulation of the varia- g(r) AD2 

tional problem. The choice of the wave function


which allows us to use analytical methods is intro- Note that there are alternative forms of the kinetic


duced in Sec. III and the solution of the integral equa- energy functional which introducejthree particle corre- I .


tion is discussed in Sec. IV. Finally in Sees. V and VI lation function. The case is often made5 that the
 

we discuss its applications to the helium and hard- Jackson-Feenberg identity [Eq. (2.3)1 is too sensitive


sphere problems, respectively, to the short distance behavior of the pair correlation



function and hence may be unsuitable for use in con-
I. 	 VARIATIONAL PROCEDURE junction with the correlation functions obtained from



approximate integral equations. These in turn are


The Hamiltonian for particles of mass at interacting considered inaccurate at short distances and a practical



with a pairwise potential v (r0 ) is L .. c consequence is that such errors are important in the


balance between the kinetic and the potential energies.



t 2 
. These objections apply to a certain extent in the



H - - 1' + . v(r,)-) (2.1) present calculation. We shall see later on, tor exam­

2m - , )(9 	 ple (Sec. V) for the case of 4He, that although the po-

For bosons a variational many-particle Jastrow wave tential energy is calculated with an accuracy of -2-%


function' 2 the corresponding error in kinetic energy is -7% at



the equilibrium 4He density (the comparison is being



(2.2) made with respect to a standard Monte 	 Carlo calcula­'P=ilf(r,,) 
tion) A comparison of the pair correlation functions 

ORIGINAL PAGE 13 
OF POOR oUXLITY 



we calculate will reveal that the mnaccuracX is limited 
in its entirety to short distances(<2.556 A in the case 
of 'He). However the important point we want to 
stress is that the different kinetic energy functionals 
are all obtained by different integration by parts and 
should in principle yield exactly the same answer in an 
exact theory. The fact that in practice they do not 
should be regarded as a shortcoming of the theory and 
the spread in the results-can be considered to be a 
measure of the accuracy. The alternative forms of the 
kinetic energy requiring the knowledge of three-body 
correlation functions are invariably approximated by a-t 

2Kirkwood superposition approximation.1- It has been 
stated5 that this approximation is exact within HNC 
and therefore a perfectly consistent one to use. There 
are indeed plausibility arguments in support of this 
statement but no proof of its validity. If it is not a 
rigorous result then use of these alternative forms in­
cur additional approximations and are therefore less 
desirable. Further discussion of this problem is given 
by Zabolitsky. 6 

we note that a given wave 
Returning to Eq. (2.3) 

function (and the corresponding pair correlation func­
tion obtained through an integral equation) uniquely 
defines a variational problem. To proceed further we 
make use of the Ornstein-Zernike 7 equation which in­

troduces a function c (r) known as the direct correla­
tion function, 

/. g(rl2) -1 =c(rq)+pfdT3c(r3)[g(r3)--] . 

Sr. c, ",(25) 

The equation can be regarded as an integral equation 
for g(r) if a further relation between c(r) and g(r) is 

-tprescribed. The PY equation for example sets2_1\ 

,.e 'y c(r) -g(r)(e_P'_l) 

for a classical fluid. The generalization to the quan­
tum casei is given by 

f 2 (r)c(r)=g(r)Lf(r)-1 . (2.6) 

Similarly the corresponding relation for the 
hypernetted-chain theory generalized to the quantum 
case, links c(r) to g(r) by' 

c(r)=g(r)-1-ln[g(r)/f2(r)1 . (2.7) 

These generalizations tothe quantum case are made
plausible by noting that"1472(r) plays the role of the 

classical factor -3v(r) For a given f 2 (r) Eqs 
-, (2.5)-(2.7) can be solved to obtain the pair Lorrela­
- ion function which is subsequently used in variational 
-search for the ground state energy. 
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11. CHOICE OF THE WAVE FUNCTION 

We shall make a judicious choice of the wave func­
tion to map the problem onto the classical MSM.7 The 
wave function is defined in two regions; the physical 
significance of the separating boundary will become 
apparent later. For PY we choose 

f 2(r)-O, r<a 
' 

- -°a 

w •a (3)) 

and 
l


lim g(r) =ACr -a)" ,n =0,2... (3.2) 
 

-_(N 

while for HNC we take 

W 0 ,r <(a (3)[
g(r) rex<a 


(r)exp[ g W +)+ 3,J 


and 

im g(r)=A,(r-a)'". m= 0,1,2 ..... (3.4)
-a+ 

In either case we can easily verify that 

c(r)== -eL , r > a . (3.5) 
r 

Along with a, which stands for the distance at which 

we decide to set the wave function to zero, the set of 

2n coefficients W,,,zI should be regarded as variational 
parameters. However, m of these parameters can be 

eliminated immediately as a consequence of the boun­dary conditions (3.2) or (3.4). Thus there are, in to­

tal, 2n +1 -- m independent variational parameters. 

The condition (3.2) or (3.4) brings out the quantum 

nature of the problem and comes from the require­

ments of continuity of the wave function To see it 
more clearly we may characterize the wave function by 
the requirement that it satisfy 

g ( r ) +g(r) = dg(r) -- " 0asr a
 

dr r


(3.6) 

which implies that 

d"li --0 a s r - a+ .( f2.2 (r)7 = d .... d... . Tr 2( r) =0,asSrf J~r

(3.7)
At this point one should note that except for the 

conditions (3.6) and (3.7), the problem is quite simi­
lar to classical mean spherical model for a sum of n 
Yukawa potentials, which is defined by imposing the 
conditions 

WAX".,: 
,­

. 

U 



P 

(a) g(r) =0 . r <a , 	 (3.5) 

-6 r 
(b) 	 k9Tc(r) -- a, e (3.9) 

,i r 

-The similarity is, however, somewhat misleadm'g__ 
In the theory of classical liquids lMSM is'an approxi­
mation Here on the other handN we are choosing a 
waefuncion,and this closure which leads to Eq. (3.5) 
can be regarded as a rigorous procedure in the sense 
that the wave function is always at our disposal for a 
variationalcalculation. Furthermore, the boundary 
conditions discussed above do not arise in the classical 
context. 

IV. SOLUTION OF THE INTEGRAL EQUATION 

We now turn to the Wiener-HopF technique as used 
by Baxter s in solving the classical PY equation for 
hard spheres and later by Hoye and Blum 9 in the clas­
sical mean spherical approximation. We shall outline 
the main argument and give the modifications neces­
sary for the present problem. The details are given in 
the Refs. 8 and 9. In Appendix A we shall give 
another derivation which is more transparent, 
although less useful from the computational point of-R 
view. The details of this method which was first used 
by Waisman " have not yet appeared in print 

The Fourier transform of Ornstein-Zernike equa-

tion, leads to 
 

I+ph(k) 1/[I - pc(k)] =S(k) (4.1) 

where, S(k) is the static structure factor and 

h(k)=4-r fo*drcoskrj t[g(t)-t]dt. (4.2) 

Using (3.5) we find 	 ­
' 	 / a. C C )1-pc(k)=l-4,-p f 0 oskr f dttec t) .­	 "'r>1caI 

I-p..~r.1 ug(r) 	 _0g 

" je'/3, sinak +cosak Sd 
' Skaz,-­

kz , "k . . " N 

~ ~~Adk &5 ckj(4 3)
Z-- _ 

-o ave 
zeros on the real axis, is regular within a strip contain­
ing the real axis, and tends uniformly to unity at 

we follow Baxter s and factor I -pc(k) as fol­infinity, 
lows: 

1-pc(k) =O(k)Q(-k) .(4 4)-)!) 	 \ .along 

Note that the contributionyc (r) for r > a, has been to 
introduce 2n discrete poleAon the imaginary axis at 
±i . This factorization now leads to a set of two 
coupled integral equations for Q(r), c(r). and g(r). 
At this point one might question what has been
achieved by the replacement of the original Ornstein-

Zernike equation by a set of two coupled equations in-

CA S 

0a -x 

volving yet another unknown function Q r). The 
point is, however that the form of c (r) for r > a as 
given by Eq. (3.5) fully determines the form of 0(r) 
for r > a. This-'te.ran verify by taking a Fouriertransform of Qr-_e___/'ha 
t f Qe 

Q(r) Qo(r) + ,d,e ' , r >0 (45) 

where d,'s are the contribution due to the residues at 
the poles (-atj) on the imaginary axis, and also that 

( 
QoCr) =0 r a * (4.6) -

We shall now see that the choice of a wave function 
which vanishes for r < a [and correspondingly a g (r) 
which also vanishes for r < a] immediately determines 
Q (r) for r < a as well. To see how this comes about, 
we examine the Baxter equations s relating g, c, and Q: 

R 

rg(r)=r-Q'(r)-127J(r-t)Q(t)dt 
fR 

+121jo (r -t)g(Ir-f1)Q(tWdt 
(4.7) 

and 

rc (r) -=-Q'(r)+ 1271J dt Q'(t)Q (t- r) . (4.8) 

where we have introduced 
r 

6=Trpa 

and have measured all distances in units of a. (From 
now on unless otherwise stated, all constants appear­
ing in our calculation which have dimensions of length
will be measured in units of a). In (4 7) and (4.8) the 
upper limit of integrationR =1 for that part of Q(r) IS 
which is Qg(r) and - for the rest- The conditions

=O0(r < 1) and Q (r) = ~d~e'r>)ca

now be trivially used in Eq. (4.7)_to give Q(r) for 
r < 1. This completely determines Q(r) everywhere 
and consequently c(r) everywhere from Eq. (4.8) 

[We already know c Cr) for r >1I from the choice of 
the wave function. One can easily verify that the 
form 

Qo(r) =1-A (r2 -l) +B(r -1) + nc,Ce-"'-e-)
2 	 ,-i 

(4.10) 

with the Eq (4 5), solves E (47pvided the 

constants are related by, Qe - , 
N I 

B(1 +21) + 121 "(1 -(1-+:, +z-',2)e] 
,-.2 2 

+ d 	 (4.11) 
-



it 

A -old+6"1?B-(0 -477)A -- I + 12 '.[1 0(+Z,)e-'] 

'-I ' 

(4.12)+ -4.12 

and 
 

z,(c, +d,) - 127d,G(z,) (4.13) 

where\ 
 

/ G(z,) rd (4.14) 

The solution is therefore not complete until we obtain 
an independent equation for G (z,). This can be ob­
tained by taking a Laplace transform of Eq. (4.7) (see
Hoye and Blun 9 ). We then find 

G(s)- sr(s)e­
1-1271q (s) 

-q(s) = 0-(s) -r(s)e (4.15) 

where, 

A 2 +Sz, -+ 
S3 ) -- I -- c,e- (4.16) 

s ,-1 Z, + s 

and 

( A s) -A +e-. 
(A --2 cJe
I 

(4.17)+ c,+d, 
 

The difficult question now is whether it is possible to 
solve Eqs. (4.11)-(4.17) and hence obtain all the 
constants appearing in Q (r). We shall see in Secs V 
and VI that although it is not possible K.obtain an 
analytic solution in general,the equations can be 
simplified considerably. The problem can be reduced 
to a set of simple coupled algebraic equations which in 
turn can be solved quite simply on a computer. This 
simplification is due in its entirety/to the quantum 

o.,,rcoio.3.7). 
- C ing classical case is considerably more complex. 

For the time being, let us assume that we have 
solved Eqs. (4.1l)-(4 17) and have obtained QW) 
completely. We can now use this Q(r) in Eq (4.8) 
cobteyc(r). This calculation (see Hoye andand obtain c).Ticacato(seHyan 

Blum 9) is perfectly straightforward but is extremely 
tedious. We shall merely give the final results: 

-

-rc(r) =A 0r +Bor+ 1 Av4 + j!u,( - ) 

2 , z, 

\ e-i-, (coshz,r-l) , (4.18)-,2,03 
 r<1
-I~trz 
 
-/ hArough


here the new constants appearing are related to the 

W 2. 

~0 7, --
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constants by 

Ao='A' , (4.19) 

Bo=-121 [(A +B) 2 +A Yc, (420) 

and


u,=241 /3,e'G(z,) (4.21)



We also note that the original parameters P3,which

first appeared in the definition of the wave function
[Eqs. (3 1) and (3.3)] are connected to these constants


by



j,e1=zd,[1 - 12-nq(z,)] . (422) 
where q(z,) is defined in Eqs. (4.15)-(4 17). Equa­
tion (4.18) now completely determines S(q), the stat­

ic structure factor, and (by Fourier transfromation)


the pair correlation function g(r).



We can now return to the variational problem and


calculate the ground state energy However, this is


still not easy since the Fourier transformation from


S(q) to g(r) cannot be done analytically and hence


one cannot obtain the required derivative of g (r) ac­


curately. This is especially true for small r which en­
compasses the most important region for both kinetic



and potential energies forkhort-range singular poten­

tials of interest here. Thus we need a more accurate


method to calculate g (r) at short distances. This will



be discussed in the following sections. 

V. GROUND-STATE ENERGY OF "He 

By way of application we turn to helium. For v(r)


we consider only the most extensively studied


Lennard-Jones potential for 411e, defined by



6=10.22 K , - (5.1) 

A=2.556
A 
We shall present the results for HNC only. For PY 

we have found as others have foundiO that the corn­
puted ground state energies fall below the experimen­

__..._gaLAuesand._js therefore clea.zl.ynsuttable for varia­
boundary conditons such that -
tional purposesWe take m ='4fl.e., we choose the.-

.



g(r) = dg(r) j 4g(r-) =0 as r - . (5.2) 

dr r 
These correspond to 

fW -(r-05 asr -1' (53)=V Q--k tr 
estimate of s eting an additional derivative 

to zero 1 a lowering of energy of the order 1% 

.



http:4.11)-(4.17
http:r(s)e(4.15
http:c,e-(4.16


and consequently all our calculations were done with 
first four derivatives set to zero. Before we carry out 

. , 
X'nC* 

5 
XC"'c = . (5.10) 

the solution of Eqs. (4.11-4 17),
I 

we define 
1 e us r; 

I'..(,i\,iiA­

~ zhzth~..-d~-. 
-­

qua­

"f .('[2 (z,(/z,] 54) tions (5.8)-(5.10) imply relations between variational 
parameters (z,'s) and the constants (C,* 's). We 

C=
S(. 

e' , (55) would now keep z,'s as free variational parameters and 
choose C,'s such that Eqs. (5.8) and (5.9) are 

-­ satisfied; these in turn fix the variational parameters 

d, d ".5. (3,'s) through Eq. (4.22). Thus Eqs. (5 8)-(5.10) 

Equation (4.7) can also be rewritten for 

,,.' 
r >1I 

j 

can easily be solved to express C, 'sin terms of vari­
ational parameters z,'s and two unknown constants A 
and B. These can be substituted in Eqs. ' 

tv,. -. 

rg(r) =Ar + B - Xz,,e 
r-I 

- ' (4.11)-(4.13) to eliminate the constants A and B. We 
would then have C*'sexpressed in terms of only the 
constants X,*'s and we may finally use Eqs. 

+12qJoJ(r-f)g~jr-tI)Q()dt (4 15)-(4.17) to reduce the problem to coupled alge­
braic equations involving the X,*'s. These can be 

(5 7) solved iteratively. This reduction is carried out in de­
tail in Appendix B. Thus given a set of variational 

Then from Eq (5.) one can easily show that the con­
parameters 
guesses for 

izi,z,,z3,Z4,zs and ",, we start with a set of 
IX,*, .2 X3 '*,X4*, s* and analytically 

ditions expressed in (5 2) lead to the following equa­ solve for 1Cit*C 2 *,C 3 tC4*CS*},A,B and hence 

tions: 11t 2/32* 3 t/34 */35 1 such that the boundary condi-

A +B E J 
A-t 

,C,, 
-

(5.8) 
' 

tions (5.2) are satisfied. This knowledge is then used 
to calculate a new set of !iX *, X2 . X3*, X *. k­
procedure is iterated until the two successive sets of 

. 

X,''s do not differ by more than 10-l'. For this pur-

A =_2,. -

<form 
(5.9) pose it is use 

:-N 
o rewrite Eqs (4.15)-(4.17) in the 

1X(S) =127 Azi: 2zz 4zS 2 CC Cs +z)-J -- (.3 ItA.H s Z 1ThA \ - s + z) 

where rg(r) = 2
)_laY I e-_1)'- (177X~~~gs) 

and Ifs s(5W 

r A+ B+ C, ( 
,22 where 8is to be chosen such that the contour lies to

2- 11 the right of the real zero of P (s) and 

The derivation of Eq. (S-itr) is lengthy and requires 
extensive use of Eqs. (5.8)--(5.10). 5 

N (s) s3 fljs3+z,)r(s) . ( 

A. Pair correlation function 

We remarked in Sec. IV that a more reliable method P(S) -s 3 f (s +z,)[1 -12-qr(s)] (5.15) c all_ 

is required to calculate the pair correlation function,


especially at short distances This will be discussed


here. We have seen that all constants appearing in Furthermore it can be verified that N(s) is only a first



Eq (4 15) can be determined explicitly, and this en- order polynomial; this simplification comes about,



ables us to invert the Laplace transform of rg(r). once again, as a consequence of the conditions (5.2).



which is expressed by Eqs. (4 15)-(4 17) This can On the other hand P(s) is an eighth order polynomial.


be done in the manner indicated by Wertheim 2 and is We shall see below that g(r) can be obtained once we



based on strip-wise Laplace inversioq, It can be know the roots of the polynomial P(s). (AlI/details ltTX



shown that9 are to be found inf Appendix C.) We haie,



( 

http:5.8)--(5.10


2 	 molecular dynamics resuits. Inc pdn L'JIClatt,n­

at=- co(i)e"1I( -l. (5.17) tion is in very good agreement for distances greater 
- than the Lennard-Jones diameter o = 2.556 A. For 

(5.18 -r < o, there is apparently only a slight disagreement 

,72 o do(i)e d( +(r-2)d2()] (5.18) but it is enough to cause a discrepancy of the order of 

e 0 G)e ' [e (I) + (r -3)e 2(g)
( A .W 

+(r-3)3 e 3()] (5.19) 

,4 = 	 jfo)e"'L[f() + (r -4)f20) 
,-i 

+(r 	 -4)'f4(i) +(r -4)Pf (,Q)] .[4 

(5.20) 

The coefficients are to be found in Appendix C. The 
pu,'s are the eight real or complex roots of the polyno­
mial P(s). It is also easy to prove that c,'s are real, 
as they should be. 

B. Results 

Given the expression for the pair correlation fune­
tion we calculate the ground state energy from Eq. 
(2.3): in kelvin per atom 

E" 1.855083 To 
 
N 
 

+490 56, jfxg (x) - 8 (5.21) 

7To~.jp),
4,-i 

+31d 2I-g(x) dg . (.2)) 
-, ," 	 . 	 (5.22)5 

and 
 

s=&l/a) =G(rrpo3/6i}) . (5.23) 

This expression is minimized for a given density (or a 

given pa3 ) as function of ziz 2.z 3,z4,zsIand a (or 17). 
-The results are tabulated as a function of po in Table 

I, and compared in Fig 1, both with the molecular 
dynamics calculation of Schiff and Verlet 1 and with a 
very recent conventional numerical solution of HNC 
by Miller," The results are virtually identical (-0 5%) 

jb.,.Z 	 Wztl 
c3'4QnZJl 	 j'Rt .\ 

U Q j ' Cvzlt 

-1 K in comparisons of the total energy. It is in­

teresting to look at the separation of the energy at the


equilibrium density of 4He. 
 We obtain a kinetic ener­

gy of 14.75 K asknepet o 13 73 obtained in the


molecular dynamics calculation and -19.11 K for the


potential energy instead of -19 46 K. This validates


our earlier statement (Sec. IT) that most of the error



lies in the kinetic energy and the substantial cancella­

tion of the two energies lead finally to a large 

discrepancy in their sum. r _E. '4c W. "' 


Finally we would like to comment on the numeric


aspect of the problem. The iterative solution of the



constants is rather trivial and very fast. Potential i


problems arise only in computing the roots of the po­

lynomial P(s). and hence a very high accuracy should


be maintained (we use the Laguerre iteration tech­

nique 3). The reason is that from time to time for


some choice of the parameters the polynomial can be­

come ill conditioned" and the error may propagate ra­


pidly to the determination of coefficients appearing in


the expression for the pair correlation function [Eq.


(5.16)] This happens especially for large distances - "


and at low densities and is due to the cancellation of a


large number of unwieldy terms as should be clear
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FIG. 	 I Calculated ground-state energy or liquid 4He. 
Solid turve, the present calculation; A. nioletular-dynamics


results obtained by Schiff and Varlet (Ret 1I). , HNC tal­

tulation of Miller (Ref. 12).
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TABLE I Ground-state energy ol liquid 41le. 

pa 71 Zi Z, Z3 

0.26 0.05 105 8 I 67 
028 0053 115 78 64 
030 0057 12.0 7.5 62 
032 00605 13.0 a I 6.5 
0.34 0064 12.5 84 68 
0.3648 0069 135 87 68 

from Appendix C. However, for 1 < r < 2, the region 
which contributes most to the energy it is very reh­
able. For larger distances (r - 4) it is more reliable to 
obtain the pair correlation function from the Fourier 

transform of the structure factor. In any case with 
care it is not difficult to keep the total numerical error 
in the energy less than j0. As is always the case,' 3 

for a variational problem with a large number of 
parameters, one cannot guarantee anything more than 

a local minimum and we do not claim to have ob­
tained global minima although we have determined 

that at the quoted minima all partial derivatives are 
zero. 

VI. HARD SPHERES 

The.calculation proceedsfexactly the ' 'described 
considerably simpler. We

7 :inis 
shall therefore eomit the details and content ourselves 
with a simple two-parameter variational search instead 
of a six-parameter search as described above. The 
results could of course be improved by the introduc- 
tion of more parameters but this is not necessary in 
displaying the method In this case we have to keep 
in mind that f(r) must be continuous at the core 

is Is 

1 
//°
/. 

0050L - I I 1001 
05 0 Is 20 25 

FIG 2. Comparison ol the pair correlation funt.tion g(r) 
at the equilibrium density of liquid 4 

11e Solid curve, the 
present W.ILUlculin. , molecular-dynamist results of Schiff 
and Verlet (Rel 11) 

tS---. !.' Cc 

Z4 Z5 KE/N PE/N E/N 
(K) (K) (K) 

7.3 g0 8.424 -13.458 -5034 
73 80 9358 -14.459 -5101 
73 80 10587 -15.670 -5083 
70 80 11672 -16652 -4980 
7.0 8.0 12.926 -17.700 -4.774 
7.0 77 14752 -19107 ­

tu 
boundary but one must allow for the discontinuity of 
the derivative f'(r) at this point. This requires - / h 

g(r) =0, r - (6.1) 

I 
and 

dg(r) ---0 , r--l ,__ (6.2)
 
.0(6­dr 0 
 

The kinetic energy, which is also the total energy, can


be written



E 3.f - "dg W 2 1 -g___ 

N(A2 ma2) Jdx J (x) 

4 

where the notations of the previous sections have
 
been used. The results are tabulated in Table II, and

compared with the variational Monte Carlo results of

Hansen, Levesque and Schiff. 4 The results are in

reasonable agreement throughout and especially in the

fluid phase which they found to exist for values

pa 3 < 0.244 (see Fig. 4).


05- / 

00 50 .00 150 200 

FIG. 3. Comparison o the stat., structure taLtor S(k) at 
the equilibrium denity of liquid 411e. Solid curve, the 
present calkultjon. *. nIOleCular-dynanms results of 5chtff 
and Verlet (Ref II). 
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TABLE 1I. Ground-state energy of hard-sphere bosons the solutions of the algebraic equations mentioned


: t,.1-( O1- - above are known.



3 
 pa "3 Z{ (Ens/N)((1/ma 2) We consider this present calculation to be only a


first step toward obtaining a complete analytical solu­


0.1 X2, 2.4 2 55 1.963 lion and a considerable amount of mathematical0.05 

0 166 0 08690' 3 4 3.7 4-663 simplification is still required to make this technique


0.2 0.1047v 4.4 3.7 6625 more efficient than a more conventional numerical
 

0244 0.1277,S 54 4 3 9.886 solution of the integral equations. We hope to look


027 0.14137.2 54 50 12.263 into it in the near future.


0.3 	 .157 5.4 6.0 15501
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equations used widely to calculate variational upper I


bound to the ground state energies for a variety of APPENDIX A


Bose liquids can be reduced to a set of coupled alge­

braic equations. Although simple in nature, these We present an alternative solution of the HNC in­

equations were solved numerically and the results tegral equation, analogous to the method indicated by \2 

were applied to the cases of liquid 4He and quantum Waisma;Aipor the sake of demonstration, consider 

hard spheres. The results for liquid 4He turned out to only a one-Yukawa correction to c (r), i e, 

be almost identical to the more conventiona-l-numeri­

cal solution. For hard seheres the results are in rea- c(r)=fle-r for r >1 ­

sonable agreement with t5/previous variational Following Wertheim' one can write down the Laplace


Monte Carlo calculationSanOne of the advantages of transform of the Ornstein-Zernike equation,


this method is the extreme accuracy with which the


pair correlation function can be calculated. This is be- 0(_) .. __24__ ( _"__ ­
cause the pair correlation function can be obtained G (t) -F(t) - ,G ---:+2­

- _!..z
2onceanalytically from a Laplace inversion technique 

1 	 1 2,20I 	 1 


where 

K =I -24qn x2c(x)d., 
150 	 = e2 e--xg(x)dx 

(E,/N) 	 G(t) =f 	 e-txgtx)dx 

oo 	 and 

Ft) =- f xc(x)e"dx 

We observe: (t)Both F(t) and F(-t) (being Laplace 

50 transforms over finite range) are analytic in the entire 
complex plane (it) G(t) being a Laplace transform 
over an infinite range can have singularities in the left 
half-plane but is analytic in the right half-plane. (iii) 

I I I		 The only singularities of G (t)are therefore the dou­
0 40 so 90 Io ble pole at t =0. Note that t = ±zare not singular 

I/pQ3 points. 
I One can also show that the function H(z) definedFIG 4 Calkulated ground-state energies el quantum by 

--	hard spheres (bosons) Solid curve, the present takulation. 
error bars, Monte Carlo calculation ol lanen, Levesque, H(t) = 4(z'- 2)G(tWN(-r) = t4 (z2 - 12) (-t)WDV 

and Schiff (Ref. 14) 	 D W 



N(O)­ F-1) --- "2, 

and 

D(O)=l + ~ fFr)+ A!' -F(r)AL- 1e 
tI z-I z-4tJ 

t goes as a polynomial, specifically H(t) - O(t 4 ) as 
 
s T. Thrbe-bycuville's theorem



(=+j y""0-


here a 1,3. ya e constants to be determined. Follow­
."hg form for c(r) for r < IWerthetthis leads to a 

nd gives the result obtained by Waisman. The gen­
erahzation to-the case where c (r)is a linear combma­
tion of n Yukawas for r > 1 is trivial. 

' APPENDIX B 

df"t"Equations~ ~and (5 9). cana , ~ (5.8) T --I be solved to obtain 
-c-, and cin termeionly' sand C 1 ,C 2 , i.e, 

anda=t- aC . 

C4=81C41*+82C *aL 
Cs*=?c*+y * 
c 2 


where 

3Z~~(z~~at"= (Z3;5 ( )-' 
~ (3 3 

[:2 f(ZS- Z2) (Z4- Z2)2 Z3 &3s)(23-Z 3) -

Z42 (Z4-Z5)U 3 - -Z) 

Z 1 3 Z5 _Z)82- (Z3_ZZ)x,
3" 33



) I +-,' -+
++ [ Z2 11_,l[9", +v 

and ~and 
These can be used to obtai- C> and C2 m terms of



z,'s )-(4 12)The results can be substitutedne in Eqs(4 and A,B to obtain a 

V I 2(,(a,+ , -a ,+aa/A 

'V =1



,' )Ib\ 

where 

ala2-l 

and% 

a, I (z'+a zj+iz4+yzs) 

-
2a (±UaZ­3 +824+72:5) 

a2l =4b(p, -X,) +ao(t 1 -el) 

-(zI 2 +a'1 4 +Szl2 +y/z) 

a-224bo(Pz-x2) +ao(z -- 2 ) 
-(zI + a2z2 + S222 +VYzZ2) 

'7,0 I +277 ao+bo+= 1 +_-__ 
a- 7)' 

We also have 

,- 2Z'z(X, 1)+ Z (X -)
 


+ ,y 7 5 '1 

+ 4 1 +1x~zi(X5~)

[,( IZ+
 s( -l



tI2lJ 1 ) + A 

+ ,.+ + )',5 J 
H H(3)H(z) 

12.q j' + a, 3 
H (Z4) EH(z)



""- -) 
 ­ .j
"
+8. ++:j-e

H (z) - I;'++ ­

(z,) = I +z, 

\





This completely determines CIC 2 * (and hence APPENDIX C 
C3 tCt*,Cs*,hch are linear combination of C, *and In this Appendix, we give the formulas to deter­

),a~'C2 inters X,'s. wemine N (s) and P W7 referred to in Eqs. (5.14)o'=,' an lsonotetha g r). 
.. ,AA*C21in terms of :,*s and A,* 's. Also tote that we 

determine A and B which arefa66linear combination and Ps) rfretonEs(.1
and (5.15) are given by

of C,'s. Thus the right-hidsldof Eq. (510 
 

be expressed in terms of X,* 's and the variational N(s) -AzIz 2z3j.zs4 s I C, *.6 , 
 i 
."parameters, i e ,,s and a (or -7=-LPa) is


P(s) =s + FYI+xs 12, r- 12"_ d s i-nB + 12-rx1 ­ 127 X, d,(Xl -z) 

5 
+S5 X3 -1217A - 127BX, + 12"FX 2- 12- $ X, d, *(X2 -Xz, +z ) 

I-I 

+S' X-12AX2 - 12BX +12"qPX, - 12 1 ' ZI J 

where 

X1 =zI+z 2 +z 3 +z 4 +zs 

X 2 =ZIZ 2+ZIZ3+ZIZ 4+ZIZ+Z 3 +z ZZ4+ZZS+Z +Z3Z -Z4Z5
2Z 2 3Z4
 

X 3=z Z2Z3 -+zZ2Z4 -+zZ2Z5 Z3 Z4 +zIz3z+ZZ- 4ZS-Z 2Z3Z4 +Z 2Z3Z +Z224Z ±Z 3 Z4Z3
1 5 

X 4 ZI Z2Z3 Z4 ±Z IZ2Z3 Z5 +Z IZ2Z4 Z5 +zIZ3Z4Z 5 +Z2Z3Z4z 

X 5 =zIZ2Z3Z4ZS



and 

F-=A+B +'F, . 

2 -1 

To express the coefficients c ,doo - , etc. [Eqs. (5.17) -(5.20), let uq.4e&r the roots of the polynomial P(s) =0 
the followng abbreviations.'by j.l and use 

N-N(g),. P=-P(IL,) . N"'s(l. ,P'- - P(s)1'.A, 

and similarly for higher derivatives. Then the contour integration of Eq. (5.13) yields: 

Co(MZ,) -"p, N/P',, 

t(i,(g-)I+2gN'.,),) p12 ,, d(:,2 =,N 

eo(pi,) = '/P'



el (AdP.,)-f O(P"' -P'P'...)+6N'(NV+l.,Nv) -31V-p(N +3f,Nf)

P. 

N 6N'z,+N2N-3j., ,ej,) =,N


fo(g, ) NIp'




' f;(,,) - .P +TtT2T 3 -24N'T 4 Tt5,J (2P'P"-3P"-) 

' +12N"(3N +22,N')-,N 

f 2(1.,) =[ , TtT2-12( T3T4-N' Ts) ]N 
p 
, f (tt)=(3 T3 -­61z,T4) N2 

and 

Finally 

, ' Tj-=(N/p')2 T=15P"2-4P'P", T3 N+4t,N', T,,NP"/P' 

and 

T5=2N+3,N' 
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ABSTRACT



A proposed liquid ground state of metallic hydrogen at zero temperature



is explored and a variational upper bound to the ground state energy is



calculated. It is shown that the possibility that the metallic hydrogen
 


is a liquid around the metastable point (rs 1.64) cannot be ruled out.
 


This conclusion crucially hinges on the contribution to the energy arising



from the third order in the electron-proton interaction which is shown here



to be more significant in the liquid phase than in crystals.





1. INTRODUCTION



An interesting possibility of a zero temperature liquid ground state of



metallic hydrogen has been recently explored in a calculation which makes



use of a Jastrow-Slater many particle variational wavefunction '3 to calculate



the ground state energies of both solid and liquid phases. The symmetric



part of the wavefunction is treated by the Monte-Carlo technique; exchange



is neglected in the solid and approximated in the liquid by the Wu-Feenberg



S2,3


expansion . It is found that the differences in the energies of the liquid



and the solid phases varies from 0.1% at r = 1.6 to about 3% at r = 0.8,
s s 

(here 4r/3(rsa ) 3 = 1/n and n is proton or electron density). The solid 

phase seems to be energetically more favorable throughout the entire range 

of densities considered. However, the calculation is based on a model of 

pair-interactions between protons and therefore contains only terms generated 

to second order in the electron-proton interaction. The contribution coming 

from the third order in the electron-proton interaction is known to be signi­

ficant in the calculation of the band-structure energy4 ,5 in the solid. In



view of the small energy difference between the solid and the liquid phases



it is therefore necessary to estimate the third order term for the liquid as 

well. Furthermore, since in the liquid certain configurations will permit 

three protons to come closer together than they would in a solid, we might also 

expect that the contribution from the term third order in the electron ­

proton interaction may be relatively more important in the liquid phase. 

In this paper we shall first show that a simple one-parameter variational



wavefunction when combined with the Hypernetted Chain (HNC) integral equation
 

can reproduce the energies calculated in Ref. 1 with a 6-parameter variational



wavefunction and the Monte-Carlo technique to within 0.025 - 4.2% and therefore



provides a very reasonable upperbound. However, precise agreement is not



necessary in order to provide variational answers to the following questions



2 



2



(a) How much does the third order term contribute



to the ground state energy of the liquid? (b) What are the corrections in the



liquid state attributable to long wavelength phonons? (c) Is it possible



to lower the energy of the liquid by permitting partial alignment of the



spins of the protons?



The calculation described below is a judicious combination of variational



and perturbative methods and is intended to suggest that for certain densities



the possibility of a liquid metallic phase of hydrogen at zero temperature



cannot be ruled out. The conclusion hinges on the fact that the third order
 


term is significant and is perhaps more so in the liquid.



2. FORMULATION



In a sense hydrogen is the simplest metal; its Hamiltonian is known



exactly: For N protons, N electrons and volume 0 we write



H =H + H + H


e p ep



h2 N 2 e 2 N 2 
2 e 

e 2m i i<j Jri-rjl p i i i<j R_RJ 
2+ 
 

2


e
- e (2.1) 

Here we have denoted the proton coordinates by (R.2 and the electron coordinates



by t(ri. A major simplification takes place6 when we realize that there are



two widely different time scales involved in the problem, allowing us to remove



electronic degrees of freedom by assuming that at any instant we can consider



the electrons to be in the ground state corresponding to the instantaneous



proton configuration. This Born-Oppenheimer adiabatic approximation reformu­


lates the problem in terms of an effective Hamiltonian of protons. The price



we pay is that the indirect interaction between the protons, now mediated by



the electrons, is no longer a simple Coulombic pair interaction but contains





3



many body forces7 . With electron coordinates now integrated out the total



Hamiltonian for the protons becomes
8



H E + T + V + (2 )(f 2 + (Qc3) .		 (2.2) 
p eg p pp %%	 ( 

where Eeg , which is the exact ground state energy of the interacting electrons



in a uniform positive background appears as a constant energy, and simply
 


drops out of the calculation. In Eq. (2.2) T and V are the parts of the

P pp



original Hamiltonian of the protons and (n) which are functions of the



proton coordinates are the electron mediated interactions between protons



which are generated by adiabatic perturbation theory. Provided Eq. (2.2)



converges, the procedure is exact within the adiabatic approximation. Most



importantly, note that to this point we have not made any assumptions regarding



the positions of the ions; the discussion holds for liquids and crystals 

whether static or dynamic. The precise form of (n)((R) can easily be 

8


written down



E (R = 	 E'V(k )X (k (2.3) 
k1 

1 2 3 (kl,k 2 ,k 3 ) k +k2 +k 3 ,0, 

and similarly for the nth order term. Here,



2 
V(k) = Yek , (2.4)'lire 


and



(1) k 3] 	 (2.5) 

(lire 2 )Tk 



4



is the exact Uirst order static response of the interacting electron gas to



kil 2': +l) is the exact nth order


an external potential. Similarly X(n)( 1
 

response. In otherwords if we know the nth order response function of the interacting



electron gas exactly, we would also know exactly these extra many body interactions



between protons, and we can proceed to diagonalize the proton Hamiltonian.



The interesting point to note is that the rewriting of the original



Hamiltonian in the form given in Eq. (2.2) splits off a large volume dependent



term (order 1 Eyr) which does not depend on whether the protons form a



liquid or a solid and therefore simply drops out of the difference in energies



between the liquid and the solid phases which is the interesting quantity



in examining the phase transitions between the two. The uncertainties in
 


the electron gas response functions X (k k)... 
l) will surely affect
 

eachof
he trms(n)
each of the terms--b (tR,3) but, once again, they will not influence too 

greatly the difference in energies. Thus this particular reformulation, Eq. (2.2), 

should be a reliable starting point to calculate the energy difference between 

liquid and solid phases. 

x(1) 9 
For x (k) we shall choose the Hubbard-Geldart-Vosko (HGV) form for the 

dielectric function e(k) which is known to be of reasonable accuracy at least for 

r s < 2. For Y2kk 3 ) we 
2 '(k shall make use of the form used by Brovman, Kagan 

5



and Holas in which the one body interactions are screened by the HGV dielec­


,22 k3 )ha
tric function. This approximation for () ( 1(klk2'k )has 

been used extensively and is believed to be reasonably accurate. The 

Hamiltonian can now explicitly be written down10f we neglect % ((R,]) for 

n> 4: 

h2 N 2 (2) (3)

H = E E V- + 0 (R. (R ,R R (2.6)

2m R i< i<j<k Jk ik 
±wiherie,~k



where, 



5



E+E N 42/1
4Te-w-3 w3- 1 (2.7)EQ = Eeg -2 + fdk 
 
22) (all k) k



is a large volume dependent term, which is convenient to separate out. In



(2.7) n is the number density (N/Q) and K is the compressibility of the



uniform interacting electron gas neutralized by a uniform positive background at
 


the same density. Note that the terms (2)((i3) and V 
£ pp 

have been combined 

to give 

(2dk T~2 1 ik'(R.-R.)0 (R-) 3 d (k) e i-j . (2.8)
.i (2rr) k 

an effective linear-response pair potential. Finally the third order term
 


is given by,
 


(..R.,RQ= - 1 l~a2e k1 i+ 2 3 " (2.9)(3) (RR.2,_) ____I e e'kI'R ki R-i(k1+k2)R 
6(2Tf) k



Here is:



)A~k = 2 (e A(kkk) (2.10) 

k1k2k3 e(kI )e(k2 ) C(k3) 

Acrl~, , =,(3): (__kR l cose.IF1 I - 2e(kF-k )tan AA 

Srh, 1 23 i=l 32kFki FR 

- {1-eF-kR)}a It I- , (2.11) 

where e(x) = I for x > 0 and zero for x < 0. The remaining parameters are



given below,



2 2 2 -l 

- kk r kl+k 2+k31


Alkk [I 2 j (2.12) 
(2kF) (2kF)





2



A I4AF-2 1 ,

qR



klk2k3 ~(.3



(kk2 

cos = 23 3 (2.14)
k2k



3



cos8 3= 1s (2.15)

2 
 k3ki



and



cas 2k k
 

cose3 kk 

1 (2.16)



If we take e(k) to be the RPA dielectric function then A would precisely be



the RPA approximation for the three tailed diagram.



As mentioned earlier the dielectric function e(k) is taken to be of the HGV



form and is explicitly given as,



e(r = 1 + aF()/72 (2.17) 

1 -aF(l)/(2"l +g)


where



F(q) = 1 + 2'r1 e' ilEni (2.18) 

a = (r /2rr) (4/9u)l1/ 3 (2.19) 

(2.20)
g1 =/3 r 
 

0.031 (4.)i/3(I + 

and Tj = k/2kF .
 


Finally, we obtain



H =E + H (2 ) 
 + E 0(3) (R (2.21)


i<j<k
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where E is a constant volume dependent term and we have split off'the 0(3)



term 	 from H (2) given by



(2) N 2 (2) 	 (2.22)
H -2m- E V. + S 0 (R 
p i=l i<j



(2)
In Ref. 1, H was approximated by En + H We proceed from this point and



shall first attempt to diagonalize H (2 ) as well as possible with a one parameter varia­


tional function which,as we shall see,will give an error of no more than 4% when
 


compared to the calculation of Ref. 1 employing 6 variational parameters. An



optimum wavefunction obtained in this way will be used to calculate the varia­


tional bound for the contribution from 0



3. 	 CALCULATIONAL TECHNIQUE



In this section we shall outline the method used in calculating the ground



state 	 energy of the Fermi liquid corresponding to the Hamiltonian given in



2 3

,
Eq. 	 (2.6).A Jastrow-Slater variational wavefunction
 

D(,2,...N) 	 (3.1)
m--o 

will 	 be used to calculate an upperbound to the ground state energy. In Eq. (3.1)
 


l is 	 a Slater determinant made out of plane waves and * is a symmetric correlating



factor designed to take care of the strong inter-particle interactions. It is



.2,3

A subsequent Wu-Feenberg expansion
responsible for a large part of the energy. 
 

then 	 uses an exact transformation to recast the problem into the calculation of



two distinct parts: Thus we shall set



E = EB + Eex (3.2)



where Eex is the exchange contribution and B is the eigenvalue of a symmetric



ground state corresponding to the Hamiltonian. Then



H(fR) EH 	 (3.3)


=- B 



8



where * in Eq. (3.1) is chosen to be the eigenfunction of (3.3). The calcula­


tion of % therefore does not involve the antisymmetric factor and results in



a considerably simplified problem. A knowledge of this *t is then utilized


-o



to calculate,



B N dw2~r..r B2 (3.4) 
Eex = 2m 7 _ 2(3 4 

YI-1 S* dr .. dr
V0 1 rN 

which may be calculated by a statistical cluster expansion of the type



E 01 02 03(3)
ex = +EF + + (3.5) 

_(On)


where EO involves n-particle exchange. These terms are easily calculated



F



(at least up to the 3rd order) as we shall see below. The entire procedure



is meaningful when % is much greater than Eex and the series in E converges
exE



rapidly. We shall see later that the first condition is very well satisfied,



EB being several orders of magnitude larger than Eex. However, the second is



only moderately well satisfied, each term dropping by a factor of 1/3 to 1/5



of the previous term.



So far we have implicitly assumed a paramagnetic ground state, each level



being doubly occupied in the Slater determinant. However, it is easy to extend



2,3,123
the result to a departure from double occupancy . The resulting form for 

Eex() is then 

Eex) = 01 (x) + E02(x) + E03(x) + ... (3.6)
ex F



where x is the spin imbalance order parameter defined by,



N -N 
x (3.7)
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Here N+(N) are the numbers of up (down) spins and N is the total number of



spins. A non zero value of x will signify a magnetically ordered phase



Clearly x = 1 will represent a ferromagnetically ordered phase. Notice that



RB does not depend on x. We shall try to determine whether E (x) possesses a



minimum (xm) at a non-zero value of x. It will turn out that the energy


ex



difference LB(x) = E (x=-0) - tm (Xm) per particle is small, only , 2 x 10- Ry.


en (ex



(It is worth noting that this is not small on the scale of a superconducting



pairing energy.)



4. 	 VARIATIONAL MEHOD



From the variational point of view EB in Eq. (3.2) is conveniently split



into 	 three parts



(2) (3) Arh(41 

EB +r +B.L (4.1 

The first term, (2) is calculated by variationally optimizing the Hamiltonian



H (R 3) with the many-body Jastrow wavefunction given by,



*B e-ju(rij (4.2)



i<j



where,



u(r) = ( -(r b)3 	 (4.3) 
r



This wave function is a simplified one-parameter form for that used in Ref. 1.



The energy functional is minimized with respect to the parameter b at every value



of re, the resulting wavefunction is then used to calculate the expectation



( 	 (3)


value of 0 ((R . The 43 obtained in this first order perturbation is also 

a variational bound. The u,(r) expressed in Eq. (4.3) is short ranged and does 



10



not include the contribution due to the long wavelength phonons. This is



13


done perturbarively with the help of Chester-Reatto wavefunction The



relevant formulae are summarized below:



3 e 3 63+(2) 	 (e)( 2/3 x bl 

IN 	=) -- j dxox(Fir~ -(x/b)f 3 (lx'+ 2( x +2


p rs0 oF F


+ 8dx x vo(x)gBWx	 (4.4)

(3TT 2 ) 2(4 7 rs 0o 2UX 90 

)
 

(2) (2)

=TB /N + P IN



where all distances are scaled with respect to the inverse Fermi wavevector, 


l/kF, including the variational parameter b (b = bF/kF). In Eq. (4.4), 
rso 

denotes the average interparticle distance scaled by the Bohr radius and 0(X) 

2,3



0B(r), (r = x/kF is the pair correlation function defined as: 

0(B 2d 	 " . N 

g0 (rl) = N(N-I) J *o) dr3 .".drN (4.5) 
- 1H12 2 B2 

B2

 4*dr..drN


"~-o 1** N



Note that * is defined in Eqs.(4.2)and(4.3). The corresponding static structure


-o



3


factor S (k) is defined by the Fourier transform:

2 ,


0 

(4.6)
SB3(k) 	 -1+ nfdr' ik [4(r) - 1] 

Finally 	with the distance and the wavevector scaled,



v X) = Fdy silyxy 0(2)(x) 	 (4.7)o 	 2 ekF
0 U xy T-(y) -. 2 X 

is the screened interaction and e(y) is the HGV dielectric function. Once



again all wavevectors are scaled by kF(IkI = YkF). For g0(r) we shall use the
agFa13 
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2,3


Hypernetted Chain Approximation which is known to be satisfactory for Bose
 


2
'3

for a variety of interaction potentials.
fluids and has been tested 
 
0



In this approximationg (r) is the solution of the non-linear integral equation
 

B



relating the direct correlation function c(r) to g0(r):

B



0 o-4--, 0 
gB(r) - 1 = c(r) + njdr'c(r-r'l) [gB(r')-l], (4.8) 

0 0
c(r) = gB(r) - I - log gB(r) + u(r) (4.9)



The procedure is to solve Eqs.(4.8)and(4.9)for a given value of the variational


o



parameter b by a standard numerical procedure and to use the resulting g (r)



in Eq. (4.4) to calculate the energy. This process is repeated for a number
 


of different values of b to find the optimum gB(r), u(r) and the minimum in



energy at a given density or r . We then proceed to calculate the contribu­

5 

tion due to 0(3)(R 3). Thus



3) = 

6 
e pI­
3 jdkjfdq 2 

1 
2 *­ 2B 

0 
(k,q,-k-q)A(k,q,-k-q) (4.10) 

T (q) k2 (k) (q+k) e(q+k) 

where,



0('I*B 1P-P. B 

= (4.11) 

and



-ikr , 0 0 (4.12)


k e i, k
ki=l
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A distinct feature of the response function of A(k,q,-k-q) is its singular 

behavior when k + q = 0: i.e., 

'12- k2/41• 
A(k,-k,O) -2,n - C1. 4.3 

This singularity is stronger here than in the second order response where only



the derivative has a logarithmic singularity. This amplification is due to



the confluence of the usual second order Kohn anomaly which is always present



in the third order response and the intrinsic singularity of the third order
 


response. It is clear that the integral in Eq. (4.10) can only be defined if 

this singularity is cancelled by other terms present in the integrand. To 

this effect we prove rigorously in the Appendix the following result: 

limkOSB(k, ,-k-l)- ak if limk0SB(k) - ak. Similar results hold when A - 0 and 

Thus it is necessary that S(k) vanish at least linearly with k in the limit
 


of small k. Furthermore, any approximation for the three particle structure



factor must be such as to preserve this property. One such approximation is



3
the convolution approximation2 , for the three particle structure factor, an



approximation that has been extensively tested for soft core potentials14 and



in many other situations 4 Thus we set



SB(kS,-k-q) - SB(k)SB(q) SB(k+q) (4.14) 

which clearly has the required property that it vanishes when any of the three
 


arguments vanaishes. As is made clear in the appendix this is simply because
 


of the fact that the convolution approximation satisfies all the normalization



conditions to be required of the probability distribution functions. However,



as is well known2 '3 , the short range wavefunction written down in Eq. (4.3)



does not lead to a S B(k) which vanishes as k - 0. This needs to be corrected 



13



for the presence, expected physically, of long range phonons before we can



evaluate the third order energy given by Eq. (4.10) and (4.14). The procedure 

is almost standard1 5 . The Chester and Reatto wavefunction is long ranged and 

has the form 

4ju (r) -- 3 
Lr (x2 x2 ) 

e = e o (4.15) 

where we have scaled the distance by kF i.e. r - x/kF and x is a variational cutoff 

F o 

parameter. -Here c is the velocity of sound in this hypothetical Boson system and 

can be obtained from the energy, E2)IN: 

C { 4)1/3 r 2 d2E(2 ) dE(2 ) 2 

c~~ ~ ~ (r-­ r +)} 
s r 2 2 d rs(4.16) 

s 

v 

where, 0 BS = ( m and vF = (hk e/m).The choice of such a long range wave­

function leads to a sequence of changes given next. The structure factor 

S (k) calculated with the short ranged wavefunction gets modified to S (k)
B B 

given by



S0(k)


SB (k) B (4.17)



1 + n-So (k) U (k) 
B Lit 

and the corresponding correction in the pair correlation function is



8g(r) = gB(r) (e-r(r) 1) (4.18) 

where 

gB(r) = gB(r) + 8g(r), (4.19) 

and ULR(k) is the Fourier transform of ULR(r). Finally,





14 

= 1r)1 

(21-3 

ikr 

0(k) UL(R) 
% LR 

1 + pUL(k) S3 (k) 
dk (4.20) 

The correction to the energy is then



hf2 d fdrAg(r) V2[U(r)+ULR(r)]mz- (r) V2ULR(r)+ 


+ ipjv(r) 6g(r)dr (4.21)



Finally, Eq. (4.10) can be rewritten to obtain the third order contribution



to the energy,



3)= _ 8e6SB( 
 )S ( ) r 1 1 
6 --dk k) e)' sinoae S3 (k+q)A(k,-k-q)Te s3(k)' B (q)k)2 6( 1 B k q 

0 0 0 qk k) 

an (4.22)
-(3)

where 9 is the angle between the vectors and qq. Thus /N can now be
3 
 

calculated numerically if SB(q) is known.



5. EXCHANGE CONTRIBUTIONS



As mentioned earlier the Wu-Feenberg expansion is used to obtain the exchange



contributions to the energy. The total energy per particle is



E (x)/N = E/N + E ex/N



=(N(2) + (3) + Ah./IN + EexWI (5.1) 

where, Eex(X)/N is the exchange energy of the Fermions (protons in this case).



In Eq. (5.1) the energy up to third order in exchange is given by:



Ee /N = l(n ,x)/N + E02nF)/N + E3 ,x)/N + ... (5.2) 

where
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E0 (n,x)/N = 3. eF[§1+x) -x ] 	 (5.3) 

5E 2 (n'x)/N = l2eF{((l+x)8/3S(y4- £2 y + y 7 ) ES(2k;y)-l]dy 

1

 2



+ 	 (ix)8/3 (y4 3 y5 (5.4) 

2 y )[S(2ky)-1]dy(54o 2F



and



S
03 = 2lK (+- ){ l 	 y2S(kF82y)[S(14Y) F13
2 3 )-1 HS(1+y 1E3(n,x)/N	 F 1 Y13)31dy
1dy2dy3
 

11/3 2 ­

+ (1yx12l/'3fFyyS12) ES(kFy23s)-lJ[S(uFyl3)-l~dyl1dy2dy3}y 1.<l 


-2 2F 
 + 1
)/3
	 (5.5) 

Note that eF -	 F k= k(l + x) and x = (N -N_)/N. As mentioned
2%mp' F F - + 

earlier our intention is to compute the ground state energy as a function of 

x. The term E3 is 	 calculated by making the quadratic approximation described in Refs.


03



2 and 12.



6. RESULTS



In Fig. 1 we show the dimensionless potential function v (x), Eq. (4.7),
o 

for some typical values of r . In Fig. 2 we show the corresponding pair corre­
5



lation functions gB(r). The actual Fermion pair correlation function can be



2,3


obtained from these by the Wu-Feenberg expansion , Fermion corrections being 

small in this case. The reason why we have not displayed them is because they 

are not explicitly required in the method of calculating the Wu-Feenberg series 

used here. The structure factor S B(k) corresponding to gB(r) is shown in Fig. 3 

for few typical values of r . It is clear from these plots that there is a 

considerable amount of short range order in liquid metallic hydrogen as compared 

to say liquid helium. One should also note that the interaction potential 

exhibits a strong density dependence.
 


2 ) 
 Table 1 compares our results for , Eq. (4.4), with the calculation



in Ref. 1. It is clear that our one parameter variational wavefunction gives





a reasonably good upperbound. Also shown in the table iS the



detailed decomposition of E (2 ) into kinetic and potential

B 

energies. We should emphasize that precise agreement between our 1-parameter 

variational results with the 6-parameter Monte Carlo results,Ref. 1 ,is not 

necessary since we are simply interested in an upperbound for the contribution 

arising from the three body forces. These are given in Table I along with the 

volume dependent terms . In calculating E and Eeg we have made use of 

the Nozieres and Pines interpolation1 6 formula for the correlation energy of 

electron gas which is consistent with our choice of HGV dielectric function. 

From Table I one can also see that 4h/N, Eq. (4.21), makes a negligible 

contribution to the total energy. The main effect of the long range phonons 

is to produce an S B(k) which vanishes in the limit of small k which, in turn, 

allows us to calculate E() IN, Eq. 4.22. As noted above the integral is ill 
B



conditioned if SB(k) approaches a non zero value as k goes to zero.



In Table 2 we have shown the exchange corrections. It is seen that a



partially spin aligned state of protons is in fact favored throughout the



entire range of densities considered. As mentioned earlier we should be



cautious about this conclusion since E has been calculated with the help

03



1 0 12
of the conventional 2 quadratic approximation, and thus may be quite
 


inaccurate especially for larger values of the order parameter x. In view



of the fact that this term is considerably smaller than the rest and that one



needs a complicated numerical procedure to calculate accurately we have not



examined it using a more elaborate computational method. We do not believe



that the results will change qualitatively. Since the quadratic approximation
 


is good in the neighborhood of x = o, the fact that the energy is lowered for



non zero values of x can be established although the exact value of x may be



inaccurate. It is also worth remembering that the convergence of Wu-Feenberg



series is not rigorously established.



The total energy for the liquid is compared, Table 3, with the static energies for



4
the solid phase obtained by Iammerberg and Ashcroft . Note that the static 
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hydrogen could easily be of the order of O.OlRy. The contribution of the



third order term in the liquid is more significant than in the solid. For



example at rs = 1.6, the third order energy in the liquid is -0.0372Ry as



opposed to -0.0322 calculated by Hammerberg and Ashcroft. The corresponding



comparison at rs = 1.36, yields -0.0326Ry for liquid as opposed to -0.0281



for the solid Finally, the liquid state energies calculated in this paper



are a variational upperbound and the exact energy is expected to be lower.



Thus one cannot in principle exclude the existence of a liquid ground state



of metallic hydrogen though it is certainly not established as a preferred



ground state.



7. CONCLUSION



We have investigated the possibility for a liquid ground state of metallic



hydrogen at zero temperature. We conclude that the possibility of a liquid



phase near the metastable zero pressure point cannot be ruled out. We have



found out that the third order terms in the liquid are significantly lower



than the corresponding ones in the solid and a careful estimate of these terms



in the solid phase which also incorporates the dynamics of the protons is



essential to determine the liquid-solid transition (if any). We have also found



that the contribution to the ground state energy due to the long range phonons



is negligible though their presence is necessary. An interesting part of our



calculation is the fact that the energy of this proton-electron liquid can be



lowered by a partial spin alignment of the protons.



We would like to thank Dr. P. Bhattacharya and Professor G.V. Chester for



interesting discussions. This work was supported by NASA, NGR 33-010-188.





Appendix



We shall prove that the limiting value of SB(k,q,-k-q) as any one of the



wave vector approaches zero from above vanishes provided the static structure



factor SB(k) vanishes in the same limit. Strictly speaking this result should



be considered as a limiting value, defining the function by continuity at



the origin and true in the thermodynamic limit.



2


First note that
 

-* 1 k. liq°r -i(k+q)°r --­


-2+S(k)+S(q)+S(ik+'q)+ f '1+:,2 3


P(r,,r
2 'r3)



drIdr2dr3 (Al)



where the three particle distribution function P(rI Ir2 r3 ) is,



2



P~r r N(N-l)(N-2) d44 .. drN 
 

ndr 
 ..
1 .drN



Since SB(k,q,-k-q) is invariant with respect to the interchange of its argu­

mentsit is sufficient to prove the result when any one of the wavevectors tend 

to zero, say k - 0'. The following cluster decomposition2 of P(rl,r2,r3) is 

exact as long as one does not specify 8P(rlr 2 ,r,):



P(r1 ,r2 r3) = n
3 [l+h(r 12)eh(r1 3 2)+h(r23+h(r12)h(r23)+h(r2
 h(r31 )



+h(r' 8P(r,'r2,r3) (A3)
31 h(r32] + 

where, h(r) = gB(r) - 1.



Then one can easily prove from the normalization of the probability distribu­


2


tion functions that
 

2 



fS P(r 1 ,r 2 ,r 3 )dr 3 = -nSfh(r 1 3 )h(r 2 3 ) dr'3 (A4) 

Now one can easily evaluate the right hand side of Eq. (Al) for k - 0+ and



obtain the stated result.





FIGURE CAPTIONS



Figure I 


Figure 2 


Figure 3 


Table 1 


Table 2 


Table 3 


V (r) for some typical values of rs 
gB(r) for some typial values of r s 

SB(k) for some typical values of rS 


TABLE CAPTIONS 


E(2 ) 
Boson part, EB, of the ground state energy. (MC) is 

B' B 

the Monte-Carlo results of Ref. 1. All energies are expressed 

in units of Rydbergs. 

Exchange contribution to the ground state energy. All energies 


are expressed in units of Rydbergs. 


Comparisons of the ground state energies of the liquid (E(x)/N) 


and the solid phases (ES(HA)/N: Hammerberg and Ashcroft, Ref. 4). 


All energies are expressed in units of Rydbergs. SC: Simple 


cubic; BCC: Body centered cubic; FCC: Face centered cubic. 
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TABLE 1 

b, T(2 )/N P(/ ~ E( 2 ) /N E(2) (MCNh/IN EM IN 
sF B B B B(MC)/N B E/ 

0.50 5.35 0.07406 2.76268 2.83674 -0.00158 -0.01442 0.54062 

0,80 5.55 0.03195 0.76254 0.79449 0.7943 -0.00054 -0.02120 -0.86188 

1.20 5.50 0.01386 0.19986 0.21372 0.2079 -0.00021 -0.02944 -1.10353 

1.30 5.435 0.01143 0.14616 0.15759 

1.36 5.40 0.01026 0.12104 0.13130 0.1262 -0.00016 -0.03258 -1.10050 

1.40 5.37 0.00954 0.10665 0.11619 

1.45 5.315 0.00865 0.09095 0.09960 

1.488 0.0847 

1.50 5.28 0.00794 0.07726 0.08520 -0.00012 -0.03528 -1.08394 

1.55 5.225 0.00723 0.06543 0.07266 

1.60 5.175 0.00661 0.05510 0.06171 0.0592 -0.00011 -0.03718 -1.06790 

1.70 5.05 0.00549 0.03824 0.04373 -0.00009 -0.03908 -1.04988 

1.80 4.9 0.00452 0.02531 0.02983 -0.00008 -0.04100 -1.03074 



TABLE 2



rs X Eex(X)/N 

0.50 0.589 0.00263 

0.80 0.579 0.00102 

1.20 0.582 0.00045 

1.30 0.585 0.00039 

1.36 0.587 0.00035 

1.40 0.588 0.00033 

1.45 0.591 0.00031 

1.50 0.593 0.00029 

1.55 0.595 0.00027 

1.60 0.598 0.00026 

1.70 0.603 0.00023 

1.80 0.607 0.00021 



TABLE 3 

r s Es (IA)/N E(x)/N 

SC FCC BCC 

0.50 3.36399 

0.80 -0.08811 

1.00 -0.71188 -0.71929 -0.71819 

1.20 -0.93796 -0.94019 -0.93902 -0.91901 

1.25 -0.96842 -0.96961 -0.96843 

1.30 -0.99217 -0.99242 -0.99122 

1.36 -1.00159 

1.50 -1.04104 -1.03818 -1.03693 -1.03385 

1.60 -1.04759 -1.04345 -1.04222 -1.04322 

1.65 -1.04803 -1.04338 -1.04209 

1.70 -1.04509 

1.80 -1.04178 
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ABSTRACT 
Hydrogen and helium are the major constituents of Jupiter and Saturn, and phase transitions 

can have important effects on the planetary structure. In this paper, the relevant phase diagrams
and microscopic transport properties are, analyzed in detail. The following paper (Paper II)
applies these results to the evolution and present dynamic structure of the Jovian planets

Pure hydrogen is first discussed, especially the nature of the molecular-metallic transition 
and the melting curves for the two phases It is concluded that at the temperatures and pressures
of interest (T - 104 K, P z 1-10 Mbar), both phases are fluid, but the transition between them 
might nevertheless be first-order The insulator-metal transition in helium occurs at a much higher 
pressure (-70 Mbars) and is not of interest. 

The phase diagrams for both molecular and metallic hydrogen-helium mixtures are discussed. 
In the metallic mixture, calculations indicate a miscibility gap for T < 104 K. Immiscibility in 
the molecular mixture is more difficult to predict but almost certainly occurs at much lower 
temperatures. A fluid-state model is constructed which predicts the likely topology of the three­
dimensional phase diagram The greater solubility of helium in the molecular phase leads to the 
prediction that the He/H mass ratio is typically twice as large in the molecular phase as in the 
coexisting metallic phase Under these circumstances a "density inversion" is possible in which 
the molecular phase becomes more dense than the metallic phase

The partitioning of minor constituents is also considered: The deuterium/hydrogen mass 
ratio is essentially the same for all coexisting hydrogen-helium phases, at least for T > 5000 K 
The partitioning of H20, CH 4, and NH2 probably favors the molecular (or helium-rich) phase.
Substances with high conduction electron density (e g , Al) may partition into the metallic phase

Electronic and thermal conductivities, viscosity, helium diffusivity, and Soret coefficient are 
evaluated for the fluid molecular and metallic phases, all to at least order-of-magnitude accuracy
The properties of the metallic phase are typical of a liquid alkali metal, and those of the molecular 
phase are typical of a dense neutral fluid (except that the conductivities may be almost metallic 
at the transition pressure) The opacities of molecular hydrogen and solar-composition mixtures 
are discussed for T - 500 K, where molecular hydrogen alone may be insufficiently opaque to 
ensure convection in the Jovian planets. Sufficient opacity to initiate convection is probably
supplied by the minor constituents. Current uncertainties are assessed 
Subject headings:equation of state - planets: interiors 

1. INTRODUCTION of hydrogen and helium This assumption may be 
fundamentally incompatible with the phase diagram

Hydrogen and helium comprise roughly 85% of the of hydrogen-helium mixtures 
total planetary mass in our solar system, and are the The present paper and the following paper (Steven­
major constituents of Jupiter and Saturn. They are son and Salpeter 1977, hereafter Paper II) consider in 
also the simplest atomic species, so their thermo- detail the phase diagram for hydrogen-helium mix­
dynamic and transport properties should be amenable tures, and its implications for the interiors ofthe Jovian 
to first-pnnciples calculation at those pressures which planets. Since these Implications depend on dtails 
are presently unattainable by experiment of the transport (including fluid-dynamical) processes,

There has been recent intensive modeling of the the present paper also contains a survey of the current 
interior of Jupiter by several groups (Podolak and knowledge of the microscopic transport properties of 
Cameron 1975; Zharkov et al 1975, Hubbard and dense hydrogen-helium mixtures 
Slattery 1976; Stevenson and Salpeter 1976; Podolak The present paper concentrates on the condensed­
1977), and much attention has been given to the matter physics of such mixtures, with emphasis given 
equation of state and other thermodynamic derivatives to the pressure-temperature domain appropriate to 
for hydrogen and hydrogen-helium mixtures. How- Jupiter and Saturn The emphasis is on the fluid 
ever, all these models assume a homogeneous mixture state, which is almost certainly applicable to the 
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present interiors of Jupiter and Saturn, but there is 
also a discussion of melting curves for the hydrogen­
helium phases. Since the Jovian planets contain 
constituents other than hydrogen and helium, the 
effects of these are considered briefly. The equation 
of state and other thermodynamic derivatives are not 
discussed in detail here, but an extensive review is to 
be found elsewhere (Stevenson and Salpeter 1976). 

In § IL we discuss the properties of pure hydrogen 
and helium, especially the melting curves and in­
sulator-metal transitions. The nature of the molecular­
metallic hydrogen phase transition is not yet well 
understood, but is expected to occur at 2 Mbar < P < 
4 Mbar and to be first-order at least until T - 10' K 
and quite possibly even for T > 101 K. At 101 K, the 
two phases are certainly both fluid. The insulator­
metal transition in helium occurs at P -_70 Mbar, 
which is too high to be of interest for the Lovian 
planets. 

In §III, calculations (Stevenson 1975) for the phase
diagram of metallic hydrogen-helium mixtures are 
reviewed. A miscibility gap is predicted for a solar 
composition mixture at megabar pressures and 
temperatures less than 104 K 

In §IV, the phase diagram of molecular hydrogen­
helium mixtures is discussed Unlike the metallic 
phase, where an essentially first-principles calculation 
can be made, calculations for the molecular phase 
must rely on semiempirical intermolecular potentials, 
and are necessarily suspect However, the prediction
that helium is more soluble in molecular hydrogen 
than in metallic hydrogen is reliable 

In §V, the conclusions of the previous sections are 
used to model a total phase diagram which simul­
taneously accounts for the first-order character of the 
molecular-metallic hydrogen transition, the limited 
solubility of helium, and the thermodynamic pre­
ference for helium to be dissolved in the molecular 
hydrogen rather than metallic hydrogen phase This 
model may be numerically imprecise, but is expected 
to predict the correct topology of the (three-dimen­
sional) phase diagram. The predicted phase diagrams 
are similar to those suggested by Smoluchowski 
(1973). This model contains two other useful features: 
First, it predicts the circumstances for which a 
"density inversion" occurs ( e., when a helium-poor 
metallic phase is less dense than a coexisting helium­
rich molecular phase) Second, it predicts the limited 
range of metastability for the molecular phase in the 
metallic region, and vice versa. 

In §VI, minor constituents are discussed. Imnumsci­
bilities appear unlikely, but the partitioning of minor 
constituents among the various hydrogen-helium 
phases is undoubtedly nonuniform A special case is 
deuterium, for which calculations indicate that the 
deuterium/hydrogen mass ratio in each phase is 
essentially uniform, at least for T > 5000 K. A model 
is proposed for other minor constituents, in which 
partitioning is in favor of the phase with the most 
similar electron density at the Wigner-Seitz cell 
boundary. This model predicts that HO, NH3, and 
CIT4 prefer molecular or helium-rich phases, but the 
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degree of nonuniform partitioning is probably less 
than an order of magnitude 

Section VII is a summary of the microscopic trans­
port properties of the metallic phase. Electronic and 
thermal conductivities, viscosity, and helium diffusivity 
are given particular attention. 

In §VIII, the corresponding transport properties of 
the molecular phase are considered. In addition, the 
opacities of dense molecular hydrogen and solar­
composition mixtures are discussed, especially for 
temperatures of order 500 K. 

Section IX concludes with an assessment of current 
uncertainties. In the following paper (Paper II), 
specific thermal and compositional evolutions of a 
hydrogen-helium planet like Jupiter are discussed 
semiquantitatively 

1i THE PURE PHASES 
a) Hydrogen 

Even at T = 0 K, there must be some sufficiently 
high density for which the Pauli exclusion principle 
precludes the existence of molecules or localized states 
and dense hydrogen becomes a Coulomb plasma 
protons immersed in an almost uniform, degenerate 
sea of electrons. Wigner and Huntington (1935) 
pointed out that this atomic state would be analogous 
to the conventional alkali metals and therefore metallic 
This atomic state is referred to as "metallic hydrogen" 
to indicate that its high conductivity is a consequence 
of itinerant electronic states in a monovalent metal, 
rather than being a consequence of temperature 

If the density is reduced sufficiently and the tern­
perature is low enough, then it becomes thermo­
dynamically favorable to pair the protons in the 
form of H, molecules This is the experimentally 
accessible molecular phase The transition between 
the molecular and metallic phases occurs at a pressure 
given approximately by the dissociation energy per 
molecule divided by the volume per molecule: a few 
megabars The molecular phase exists in both solid 
and liquid forms, and the metallic phase is expected to 
behave likewise. Additional low-temperature phases 
that cannot be categorized as either metallic or molec­
ular are not yet rigorously excluded, but neither are 
they indicated experimentally or theoretically. We 
discuss below the metallic phase, the molecular phase, 
and the metallic-molecular transition 

i) MetallicHydrogen 
The evaluation of the thermodynamics of the alkali 

metals from first principles is well established for both 
the solid and flid phases (see, for example, Stroud 
and Ashcroft 1972), and the properties of metallic 
hydrogen can be evaluated in a similar fashion. There 
are two important respects in which metallic hydrogen
is unlike the conventional alkalis: the effective electron­
ion interaction is stronger (because there are no core 
states) and quantum effects for the ions (i.e., protons) 
are significant (because of the larger electron-ion mass 
ratio) The former is particularly important at low 
densities whereas the latter is most important at 
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high densities and low temperatures Hubbard and Several other methods have been tried for estimating 
Smoluchowski (1973) have an excellent review of T, One common method is Lindemann's rule, but 
earlier work on metallic hydrogen and we comment this method is unreliable for a substance such as 
here on more recent work, with a particular emphasis metallic hydrogen, where TM is less than the Debye 
on the solid-fluid transition, temperature (Stevenson and Ashcroft 1974). Another 

The most recent calculations for a static metallic method is based on the solidification of the classical 
hydrogen lattice by a variety of perturbative and non- hard sphere liquid at 45% packing (Wainwright and 
perturbative techniques are in excellent agreement Alder 1958), but this method predicts TM z 1100 K 

1 g cm- 3 (Ross and MeMahan 1976) The most favored lattice at p = , a value that may be too low for the 
structure has not been established, but this is un- classical theory to be applicable (Stevenson 1975) 
important for mostpurposes since the energy difference At sufficiently high densities, where screening is 
between structures is so small. It has been suggested unimportant, the large zero-point motion of the 
that the lowest energy structure is highly anisotropic protons precludes a solid at T = 0 K. The density 

­(Brovman, Kagan, and Kholas 1972), but this con- above which there is no solid is about 10 -l05 g cm 
clusion is premature (Hfmmerberg and Ashcroft (Glyde et al 1976; Van Horn 1967) This is too high
1974; Ross and McMahan 1976). The finite tempera- to be of interest in the giant planets Whether screening 
ture and zero-point motion corrections are not as precludes a solid phase at much lower densities has 
well understood (Brovman, Kagan, and Kholas 1972; not yet been established. 
Caron 1974, Straus and Ashcroft 1977) but appear If the solid exists at p - g cm- 3 , then it is most 
to be describable by a Debye model in which two likely a superconductor below about 100 K (Asheroft 
Debye temperatures are defined-one for the longi- 1968, Caron 1974). If no solid exists, then an aniso­
tudinal modes and one for the transverse modes, tropic superfluid may be possible However, these low-
Most of these calculations indicate that the transverse temperature effects are not relevant to the giant 
modes are "soft," and in some instances the stability planets where T > l01 K is implied (see Paper II), 
of the lattice is in doubt and the fluid state is ensured without invoking 

Recent fluid-state calculations have been made by quantum effects Subsequent discussion of the metallic 
Hubbard and Slattery (1971), Stevenson (1975), state in this paper is mainly for the fluid 
Hansen and Yieillefosse (1976), and Hubbard and 
DeWitt (1976) As with all simple metals, the thermo- ii) Molecular Hydrogen 
dynamic derivatives with respect to volume or pressure At P < 0 1 Mbar this phase is quite well understood 
(e g,the equation of state) are very similar to the solid. experimentally, but the experimental uncertainty 
Thermodynamic derivatives with respect to tempera- increases as the pressure increases (Ross 1974). Past 
ture (e.g, entropy) are, of course, substantially theoretical calculations are no more accurate than 
different from the solid, but the various methods used experiment at the highest pressures because of the 
are substantially in agreement. The results are sum- failure of the pair potential approximation (Ree and 
marized in Stevenson and Salpeter (1976). Bender 1974), but recent band structure calculations 

The only rigorous way to calculate the melting (Ramaker, Kumar, and Harris 1975; Friedli and 
temperature of a substance (assuming, of course, that Ashcroft 1976) are potentially capable of greater 
the solid state exists) is by equating the Gibbs free accuracy Nevertheless, it is still necessary for most 
energies for the two phases This is a very difficult purposes to resort to semiempirical pair potentials 
procedure since, although the energy of each phase is that are compatible with the experimental shock data 
very accurately known, most of the energy is structure- (Ross 1974) yet are also plausible modifications of 
independent, and the energy difference between the first-principles calculations (McMahan, Beck, and 
phases is very small at all temperatures Pollock and Krumhansl 1974) The most recent first-principles 
Hansen (1973) used their Monte Carlo results for calculations of the effective pair potential are by 
each phase to deduce a melting temperature TM for Etters, Damlowicz, and England (1975) and include 
metallic hydrogen and found detailed consideration of the anisotropy of the inter­

action. They found that the energy associated with 
13 KTz - 1500p (1) molecular orientation becomes larger than the zero­

point energy as the pressure increases, so that the 
by equating Gibbs energies, where p is the density in molecules become "frozen" into a particular con­

-g cm ' This is probably an upper bound since it does figuration at T = 0 K and P > 0 3 Mbar The pre­
not include the effects of screening on the ion-ion ferred lattice configuration appears to be the tetragonal 
interaction A similar calculation, including screening, y-nitrogen structure rather than the essentially cubic 
has been attempted by Stevenson and Straus (un- c-nitrogen structure At megabar pressures, the energy 
published) using the solid-state free energies of Straus, required to rotate a molecule is equivalent to a 
Ashcroft, and Beck (1977) and the fluid-state free temperature of order 2000 K. 
energies of Stevenson (1975) The fluid state appeared The excited states of molecular hydrogen are even 
to always have lower energy, but the energy difference less well understood than the ground state The 
was found to be comparable to the errors inherent characteristic temperature for intramolecular vibration 
in the calculations The conclusion reached is that appears to be only weakly dependent on density and 
equation (1) is indeed an upper bound may actually decrease at the highest pressures (Silver 
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and Stevens 1973). Electronic excitation and molecular 
dissociation at the highest pressures are not under­
stood quantitatively, but are expected to be important 
The thermodynamic uncertainties are discussed in 
Stevenson and Salpeter (1976) 

Recent fluid-state calculations have been made by 
Ross (1974) and Stevenson and Salpeter (1976), 
assuming a sphericalized potential As usual, the solid 
and fluid equations of state at high pressure are very 
similar, provided the same potential is used for each. 
These fluid-state calculations suggest a melting 
temperature TM, according to the criterion that the 
packing fraction in the equivalent hard sphere liquid 
not exceed 45% (Wainwright and Alder 1958). For 
p > 0 4g cm- , Stevenson (1976a) finds 

TM - 2800 p2 K, (2) 

and Ross (1974) has obtained similar results. This 
result is uncertain by perhaps 507., because of the 
uncertainty in the effective potential, and also assumes 
that the potential can be approximated by a spherical 
average This may be valid for the fluid phase, but if 
the solid has an ordered configuration of molecular 
orientations, then the hard sphere criterion may be 
invalid. However, similar values for T. are suggested 
by the Lindemann criterion (Neece, Rogers, and 
Hoover 1971) 

In summary, the thermodynamics of molecular 
hydrogen at P > 0.1 Mbar are not well understood, 
and the best constraint on the equation of state is the 
experimental shock data. The melting temperature
is known to about a factor of 2, but is nevertheless 
almost certainly too low for the solid phase to exist in 
the present giant planets (see Paper II). Unlike 
metallic hydrogen, the molecular phase is increasingly 
classical as the pressure increases (Krumhansl and Wu 
1968) Despite the uncertainties, we shall find that 
useful quantitative calculations can be made 

in) The Moleculai-mtlafhc Tansion 
There has not yet been a convincing experimental 

verification of this transition, although two claims 
(Grigoryev et al. 1972; Vereschchagin, Yakovlev, and 
Timofeev 1975a) have been made. The transition 
pressure is therefore estimated by theoretical calcula­
tions for the energies of the two phases and the usual 
common tangent construction The most recent and 
most accurate calculations for T = 0 K (Ross 1974) 
predict a transition pressure of between 2 and 4 
Megabars. The factor of 2 uncertainty reflects the 
uncertainty in the molecular equation of state It has 
been suggested that there is a comparable uncertainty 
arising from the possibly incorrect usage of the free 
electron correlation energy in the metallic-state cal­
culation (Monkhurst and Oddershede 1973; Ross and 
McMahan 1976). Since the correlation energy is very 
weakly density-dependent, this would represent an 
uncertainty in the energy scale and not in the equation 
of state (Computation of the correlation energy in the 
molecular state from first principles would be even 
more difficult. This problem does not arise in most 

calculations at present, which rely on the experimental 
properties of molecular hydrogen ) In conclusion, it 
seems almost certain that the transition pressure ex­
ceeds 1 Mbar An upper limit cannot be established 
with the same certainty, but is probably about 5 Mbar 
For the "most likely" transition pressure of -3 
Mbar, the densities at transition are roughly 0.9 g 
cm- ' for the molecular phase and 1 1 g cm 3 for the 
metallic phase 

It is likely that the transition is first-order at zero 
temperature because of the apparent dissimilarity of 
the two phases (for example, the large predicted 
density change at the transition) The nature of the 
transition is directly related to the sign of the micro­
scopic "surface energy" between the phases In a 
simple model to be described below, this sign is found 
to be positive 

As the temperature increases, entropy considera­
tions ensure some "mixing" of the phases, and some 
temperature must exist beyond which the transition 
ceases to be first-order It is possible that the upper 
limit of the first-order character is coincident with the 
melting curve, i e, there exists a triple point at which 
metallic solid, molecular solid, and a "mixed" fluid 
phase are in mutual equilibrium (cf Trubitsyn 1972). 
On the other hand, Landau and Zel'dovich (1943) 
favor at least one critical point in the fluid region, in 
which case distinct metallic fluid and molecular fluid 
phases could coexist The solid-flimd transition is a 
rather subtle one, from an energetic standpoint, with 
the main change being the absence of long-range order 
in the fluid phase. Indeed, the volume change upon
melting for either phase is very small (less than 3%), 
whereas the volume change that accompanies the 
molecular-metallic transition is comparatively large 
(20-30%). In other words, the electronic structures of 
the fluid and the solid are very similar whether one 
considers the molecular or the metallic state, but the 
electronic structure for molecular hydrogen differs 
substantially from that for metallic hydrogen

Nevertheless, two calculations (Kerley 1972, Aviram 
et al 1976) suggest that the transition is continuous in 
the fluid state Neither calculation can be regarded as 
satisfactory, since neither treats the two extremes (pure 
molecular and pure metallic) with a comparable degree 
of sophistication Calculation of the phase diagram 
requires a very careful calculation of the Gibbs 
energy for an arbitrary mixture of the two phases We 
shall not attempt this, but the relevant energies in 
such a calculation may be indicated by the following 
model 

We first note that it is not meaningful to think of the 
electrons as being "localized" in very dense molecular 
hydrogen With the exception of small regions centered 
on each proton (in which the electron density is highly 
nonuniform in both molecular and metallic phases), 
the electron density is quite uniform In the language 
of band theory, dense molecular hydrogen is insulating 
because it is divalent, with a nonvanishing indirect 
band gap In fact, this band gap is much less than the 
band width at megabar pressures (Friedli and Ashcroft 
1976) 
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Our model rests on three hypotheses: 	 
I A hydrogen molecule exists as a bound, meta­

stable state when surrounded by metallic hydrogen 
at P = Pt, the transition pressure. This hypothesis is 
crucial to the model, but difficult to verify. 

2. The volume per electron in a mixture of the 
metallic and molecular phases is approximately 
independent of position, i.e , the electron density does 
not fluctuate greatly according to whether one is near 
a molecule or near an unbound proton. This is 
reasonable, since the Thomas-Fermi screening length 
is comparable to typical interproton distances. 

3 The energy of a neutral entity (i e, a "mole-	
cule," or an unbound proton together with a screening 
cloud of one electronic charge) is a function only of 
the volume it occupies This is the Wigner-Seitz 
hypothesis, and is expected to be quite accurate 

Figure 1 shows the T -0 K internal energies of the 
two pure phases (Ross 1974). Consider the formation 
of a molecule in the m etallic state at the transition 
pressure P, - 3 Mbar According to hypothesis 2, 
this occurs with essentially no volume change.
According to hypothesis 3, the cost in energy per 	
proton is just the difference AE1 shown in Figure 1. 
Similarly, AE2 is the energy cost per proton for 
breaking up a molecule in the molecular phase. Since 
these energies are both positive, we have established 
from very simple considerations that the microscopic 
surface energy, between the two phases, is positive
The transition will be first-order until a temperature 
T,such that the entropy of mixing, roughly kIT. In 2 
(where k,, is Boltzmann's constant), is comparable to 
AE or AE2 . This predicts that To is a few thousand 
kelvins. 

This model has been quantified (Stevenson 1976a) 
by expressing the Gibbs free energy per proton as a 
function G(x, P) of pressure P and of the fraction x 
of the protons which are bound in molecules. The 
transition pressure, critical temperature, and critical 
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FIG 1 -Internal energy at T = 0 K for molecular and 

metallic phases Dashed line is a common tangent with slope 
P = 3 Mbar See text for discussion of AE1, AE. 
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concentration are found from simultaneous solution 
of the equations 

a2 as 

9G G G 0, (3)
T =Y- =TT 

where the derivatives are at constant pressure and 
temperature. The results are P, - 3 Mbar, T, 
3500 K, and x, - 0 4 

The significance of this model is not in the numerical 
results, but rather in the identification of the relevant 
energies. According to this model, the relevant energy 
characterizing the transition is an order of magnitude 
smaller than the dissociation energy of an isolated 
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Fi 2.-Several possible phase diagrams of high-pressure 

hydrogen In (a) (top) no critical point exists In (b) (middle)
there is a critical point so that two distinct liquid states 
coexist In (c) (bottom) the low-temperature phase diagram
of (b)is joined in a natural way to the high-temperature phasediagram of Filnov and Norman (1975) The high-temperature
dashed line represents the onset of degeneracy or even the 
possibility of another first-order transition (of Landau and 
Zel'dovich 1943) In all these phase diagrams, the solid 
metallic phase is assumed to exist 
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hydrogen molecule The estimated critical temperature 
is comparable to the melting temperature of the molec­
ular phase at p - 1 gcm- 3 , but this is purely
coincidental. Our model may, however, be misleading 
and our first hypothesis may not even hold An upper 
limit to Tc is of order 105 K, and any value in the 
range 10' < Tc < 101 K cannot presently be dis­
counted In Figure 2, three possible high-pressure 
phase diagrams of hydrogen are shown to illustrate 
the large uncertainty. The bottom phase diagram in 
Figure 2 is highly unconventional, but is a natural 
extension of a recent suggestion by Filnov and 
Norman (1975) that hydrogen undergoes a gas-liquid 
transition, analogous to that of cesium, in which the 
gas is almost fully ionized nondegenerate atomic 
hydrogen, and the "liquid" is partially ionized atomic 
hydrogen This last phase diagram is also in the spirit 
of the Landau-Zel'dovich (1943) hypothesis. 

To conclude, there is a quite high probability that 
the molecular-metallic transition is first-order in part 
of the fluid phase The transition is possibly first­
order even at 10,000 K, the relevant temperature for 
the present interior of Jupiter (see Paper II). 

b) Helium 
Helium is the most difficult element to ionize and 

the most difficult substance to metallize. Estimates of 
the insulator-metal transition pressure range from 
20 Mbar to 100 Mbar (Simcox and March 1962; 
Trubitsyn 1967; Brust 1972; Ross 1972; Ostgaard 
1974, Stevenson 1976a), but the most reliable of these 
estimates are near the upper limit Since this transition 
is so far removed from the hydrogen transition, we 
will effectively ignore it, but it may be important in 
cold stars of low mass 

There are two approaches to the thermodynamics 
of helium At low pressures, an interatomic pair 
potential compatible with experiment can be used 
(Trubitsyn 1967). At sufficiently high pressures (P > 
10 Mbars), a first-principles approach analogous to 
metallic hydrogen can be used. This approach is 
accurate provided the band gap (between valence and 
conduction bands) is less than the valence band width, 
and does not require that the helium actually be 
metallic. The overlap between the two procedures is 
substantial and readily leads to a smooth interpolation 
between the low-pressure and high-pressure limits 
(Trubitsyn 1967). The considerations in the next three 
sections are not sensitive to the slight mismatch of the 
two approaches. 

The melting temperature can be estimated from the 
criterion for freezing of a hard sphere fluid or from 
Lindemann's rule. At low pressures, the hard sphere 
criterion predicts TM z 1700 K at P = 1Mbar and 
TM - 4500 K at P = 4 Mbar (Stevenson 1976a). At 
high pressures, the melting temperature increases less 
rapidly with 

Tf, z 4700p /a K (4) 

for p in g cm - 3 (Trubitsyn 1967, Stevenson and Ash­crot 
croft 1974) For example, T. - 10,000 K at P - 50 
Mbar Like hydrogen, helium also melts at T = 0 K 

for a sufficiently high density (Stevenson and Asheroft 
1974), but this is of no interest for the giant planets 

II METALLIC HYDROGEN-HELIUM MIXTURES 

We first consider fluid mixtures The existence of 
misci5ility gaps in many liquid metal mixtures is well 
known experimentally, but is difficult to predict 
theoretically since it depends on subtle free energy 
differences between the mixed and separated states 
Nevertheless, it has recently become possible to pre­
diet phase diagrams to roughly 10% accuracy, at least 
for simple metals where the interactions are well 
known (Stroud 1973) These calculations are based 
on a nearly free electron theory of metals, and a 
hard sphere perturbation theory for the structural 
properties of the liquid. 

Metallic hydrogen-helium mixtures differ from 
alloys currently accessible in the laboratory, in that 
there are no "core" electrons to contend with, so the 
accuracy of a calculation is limited only by our 
knowledge of the dielectric response of the electron 
gas and the structural properties of the liquid On 
the other hand, the "bare" protons and a-particles 
are rather severe perturbations on the electron gas, 
so it is desirable to evaluate the electronic response 
to higher order than the iusual low-order (linear
response) approximation. A recent calculation (Steven­
son 1975) evaluates the Gibbs energy to third-order 
in the electron-ion interaction, and uses a perturbation 
theory of fluids This calculation predicts a miscibility 
gap, the pressure dependence of which is shown in 
Figure 3. Below the critical line, a mixture containing 
roughly 40% helium by number will phase-separate 
into hehum-rich and hydrogen-rich phases Below the 
dashed line, any mixture with a composition between 
10% and 70% helium will similarly phase-separate. 
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Calculations to second-order in the electron-ion 
interaction (Hansen and Vieillefosse 1976; Firey and 
Ashcroft 1976) confirm the general features of the 
phase diagram, but predict somewhat lower critical 
temperatures The existence of a miscibility gap can 
be explained merely by consideration of the Madelung 
energy (the electrostatic energy of the point ions 
immersed in a un(then electron gas), although
core allowaceforeofthe electronga)altou
correctallowanceafor the nonuniformity ofthe electron gas appears to increase the gap. The Madelung energy 
Em can be adequately approximated by assuming ion­sphere charge averaging (Salpeter 1954), according to 
 

sphee cargeaveagin to(Slpetr 154),accrdui 
which EM at constant electron density is a linear 
function of ionic concentration However, the corn­parion f aloyand ustbe adeepaate phsesparison of alloy and separated phases must be made 
at constant pressure, and Stevenson (1976b) shows 
that under this constraint, there is a nonlinear de­
pendence of E. on ionic concentration such that the 
alloy is unfavorable relative to the separated phases. 
The crucial point is that at the densities and pressures 
of interest, the pressure is not just the Fermi contribu­
tion (independent of composition), but also has a 
substantial (negative) contnibution from Em. At much 
higher pressures (for which the electron gas is rela­
tivistic) the miscibility gap may no longer exist, since 
constant pressure and constant electron density be­come equivalent (Dyson 1971 ; Witten 1974). In Figure
3, Madelung energy consideratins dominate for 
P 102 Mbar, whereas the rse in the rtmial temn-Pwheeastherisein> 01 bar he ritial em­
perature at lower pressures is explained by higher­
order effects (the nonuniformity of the electron 
gas). 

Pollock and Alder (1977) agree with the above 
conclusions in the high-pressure limit (P > 102 Mbar), 
butto Jupiter, helum thebe lower pressures perhapsconclude that mayat highly soluble relevant 
soluler inuproportis vehiso clusionrhs
solubled all proportons) However,this conclusion 
isbased on very crude models for the low-density
interactions, and itispossible to construct physi­
cally realistic models which predict that the helium 
solubility is least at zero pressure and increases 
monotonically with pressure for 0 < P < 10' Mbar. 
More needs to be known about the electronic structure 
of helium dissolved in low-density metallic hydrogen 
before firm conclusions can be reached for the solu­
bility at the lowest pressures We shall adopt the 
working hypothesis that helium is least soluble in 
metallic hydrogen at the lowest pressure of interest 
(.e , at the molecular-to-metallic hydrogen transition), 
and that phase separation begins for T < 10,000 K­
at this pressure

Solid hydrogen-helium alloys have been considered 
by Straus, Ashcroft, and Beck (1977). Their calcula­
tions indicate an even larger miscibility gap in the 
solid state than in the fluid state This suggests that 
the liquidus for the alloy is lower than at least one of 
the melting temperatures for the pure phases, at all 
compositions. This effect of alloying on the melting 
temperature was suggested by Smoluchowski (1971) 
on the basis of known trends in metallic alloys It 
follows that the metallic core of the giant planets is 
fluid (see Paper II). 
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IV MOLECULAR HYDROGEN-HELIUM MIXTURES 
In contrast to the metallic state, the molecular state 

is not readily amenable to first-principles calculations, 
and we are forced to resort to semiempirical pair 
potentials that are compatible with experimental data, 
yet are also plausible modifications of first-principles 
calculations. Experiments have been conducted on 
molecular H2-He mixtures for pressures up to 7kilobars, and a miscibility gap has been observed(Streett 1973) The calculation about to be described 
(tet 93 h aclto bu ob ecie
for megabar pressures can only be suggestive, and is 
not as quantitatively reliable as the metallic calculation 
reviewed in the previous section 

The he ree en
The Helmholtz free energy F was calculated byStevenson (1976a) as a function of density, tempera­

tere the fra ction of m es)o He 
ture, the fraction x (the number of molecules) of He


in the fluid H2-He mixture. Two different calculations 
were carried out, one using a simple exponential 6-8 
form for all the interaction potentials, with the 
coefficients for the H2-H2, H2-He, and He-He inter­
actions taken from Ross (1974), Shafer and Gordon 
(1973), and Trubitsyn (1967), respectively This cal­
culation was carried out for all pressures from I kbar 
up to 5 Mbar. The second calculation used Lennard-
Jones 6-12 potentials and was carried out only at low 
pressures. From F, the Gibbs free energy G(P, T, x) 
was then obtained For each pressure P,the require­
ment SlGaxl = a'G/Oax3 0 gives the critical tem­perature T, and the critical helium mole fraction x, 
The calculated results for T(P) are given inFigure 4 
The al re ult for th are give ine 
and agree faily well with Streett's experimental
results, especially with regard to slope. The calculated 
ratio kBTcIG(P), where G,is the nonideal gas part of 
the Gibbs free energy of the critical mixture, varies 
by only 50% as the pressure changes by two orders 
of magnitude The slopes of the curves for G,(P) and 
T,(P) are probably fairly reliable, and, in view of the 
agreement with the experimental data at low pressures, 
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the critical curve in Figure 4 is better than an order-of­
magnitude estimate and perhaps within a factor of 2 
of the correct value. The calculated value for the 
critical helium mole fraction was x, - 0 55 at pres­
sures appropriate to Streett's experiment, close to the 
experimental value of x0 - 0 58. The calculated value 
changed little with pressure, decreasing to x, -, 0 50 + 
0-05 at P -- 3 Mbar 

To summarize If the intermolecular potentials can 
all be written in the simple form chosen, then Streett's 
experimental results have implications for the phase 
diagram at megabar pressures. It seems likely that 
at P - 3 Mbar, 2000 K < T, < 6000 K This is at 
least a factor of 2 smaller than the critical temperature 
of the metallic mixture at P - 3 Mbar. 

A notable feature of both Streett's experimental 
results and the above fluid-state calculations is that 
T is very similar to the melting point of either pure 
phase. The eutectic temperature may be substantially 
lower, but there is nevertheless uncertainty as to 
whether fluid-state calculations are relevant. No solid­
state calculation has been attempted for the mixture, 
and all subsequent considerations are confined to the 
fluid state. This is justified in our discussions in Paper 
II, since only the evolution prior to immiscibility in 
the molecularphase is considered in detail, 

V. THE TOTAL PHASE DIAGRAM 

The previous three sections have dealt with three 
aspects of the hydrogen-helium phase diagram as 
though they were distinct and unrelated We now 
unify these into a single, coherent topology for the 
three-dimensional phase diagram (the dimensions 
being pressure P, temperature T, and composition x) 
according to the following model 

We consider an arbitrary hydrogen-hehum mixture 
as a constrained ternary system of N protons and 
helium atoms, in which xN particles are helium atoms, 
(1 - x)yNare unbound protons, and (I - x)(1 - y)N 
are protons bound together as H2 molecules. The 
Gibbs energy of the system is approximated as 

G(P, = N[2irEx~~1 (i) + 12xPGJ/5,
Gi + 2 j (P)1 

(5) 

where z ranges from 1 to 3, and x, is the number 
fraction for each of the three species (z = 1 is He, 
i = 2 is H4, 2= 3 is bound protons) Pl, is the 
probability that a particle of species £ will have a 
particle of species j as one of its nearest neighbors 
The Gi(n incorporate the ideal entropy of mixing and 
any chemical potential relative to an arbitrarily chosen 
energy zero. In other words, 

G1(i) lclT In (xis), 

cGQi = kRT In [(1 - x)yls] + ID, 

G3(i) = kTln [(1 - x)(1 - y)2s] 

s _ x + (1 - x)y + 1(1 - x)( - y) , (6) 

where D is the dissociation energy of the hydrogen 
molecule Entropy effects (other than the ideal entropy 
of mixing) are omitted in these expressions, since ther­
mal contributions are minor perturbations in cold 
systems (these entropy perturbations can be readily 
reintroduced for evaluating thermal derivatives along 
phase boundaries) The diagonal elements of Gj,(2) are 
known-since-they-correspond to the three pure phases 
(see §II) The three distinct off-diagonal elements are 
found by assuming numerical values for the three 
distinct critical temperatures To(H-He), T(H 2-He), 
and T0(H-He). For example, T(H-He) is the solution 

2of a2G/x = aG/ax = 0 for y _ I A random 
mixture was assumed, so that Pi, = x1/s This simple 
choice automatically implies the following simple 
compositions for the critical mixtures: x,= 1/2 for 
H-He, x, = 1/3 for H2-He (half Hz, half He), and 
y = 1/3 for H-H (half H2, half H)-all crude but 
adequate approximations. The total Gibbs energy for 
a given x, P, and T is then minimized with respect to 
y to yield the equilibrium state of the hydrogen At 
sufficiently low temperatures there are two minima­
one corresponding to "metallic" hydrogen, the other 
corresponding to "molecular" hydrogen Except in 
special cases, one minimum will be lower than the 
other and correspond to the equilibrium state. The 
higher minimum corresponds to the metastable state. 
If the temperature is too high, or the helium content 
is too great, then the first-order character of the molec­
ular-metallic transition is "washed out," and there 
is only one minimum 

For each (P,T) the existence of one or more 
common tangents to the equilibrium Gibbs energy as 
a function of x determines the coexisting phases and 
the thermodynamically inaccessible regions. In this 
way, the phase diagram was mapped out for all P, T, 
x of interest 

We shall describe in detail the results for the choice 

T0(H-He) = 12,000 K, 

T0(H2-He) = 6,000 K, 

T0(H-H2) = 18,000 K, (7) 
which, according to the discussion of the previous 
sections, is a possible selection. (For simplicity, the 
pressure dependence of each T,is ignored ) Figure 5 
illustrates the results. Consider, first, diagram (a), for 
which T = 13,000 K. At each pressure in the range 
3-4 6 megabars there coexist a helium-poor metallic 
phase and a helium-rich molecular phase whenever the 
total helium content lies within the shaded region. 
Below the dashed line, the metallic phase is more dense 
than the molecular phase, whereas the reverse is true 
above the dashed line. This "density inversion" is a 
consequence of the competition between the density
increase accompanying the addition of helium, and 
the density decrease accompanying the metallic­
molecular transition At sufficiently large helium 
concentration x, the first-order character of the 
metallic-molecular transition is lost and there are no 
excluded regions. 
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Consider diagram (b) of Figure 5. Since T 
7500 K < T(H-He), there is now a miscibility gap 
which extends to high pressures. This evolves smoothly 
from the "loop" of diagram (a) Notice that there is 
no clear distinction between the molecular-metalctntmetallictransition and the phase separation in the metallhc 
fluid Proceeding smoothly along the lower phase 
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boundary from small x to large x, the fluid pro­
gresses smoothly from predominantly molecular to
predominantly metallic. 

In diagram (c), T = 4000 K and there is now a 
miscibility gap in the molecular fluid. This miscibility 
gap forms smoothly from diagram (b), as Tis lowered, 
in the following way: At some critical temperature, 
T,', an inflection becomes formed in the lower phase 
boundary of diagram (b). In this model, To" is com­
parable to T(Ha-He) For T < T,* a minimum in P 
(as a function of x along the phase boundary) is
formed, and the miscibility gap rapidly grows as T is 
further reduced. Immediately below T, a triple point
[marked A in diagram (c)] is formed Thus there is a 
line of triple points ending at a critical point T = T * 
(at P - 3 5 Mbar) The concentration at the triple 
point is a sensitive function of temperature, and be­
comes smaller as the temperature is reduced and the 
excluded region expands to fill most of (P,x)-space. 
At low temperatures, the "density inversion" effect 
eventually vanishes and the immiscibility effects
dominate. 

For general values of the parameters in equation 
one can define a "configuration space" in which 

each point is itself a phase diagram This is shown in 
Figure 6 for the choice T0(H-He) = 2T0(H2-He) For 
given values of T(H-He), T(H--12), and T one can 
find from this "configuration" diagram what the 
topology of the physical phase diagram is 

the following paper (Paper II) these model phase
diagrams will be used in considering specific composi­
tional and thermal histories of an evolving hydrogen­
helium planet such as Jupiter 

MINOR CONSTITUENTS 
It is clear both from atmospheric observations and 

interior models that the hydrogen-helium planets 
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contain minor constituents at least to the extent of 
solar abundance. The distribution of these minor 
constituents is important both for model construction 
and for relating the observed atmospheric abundance 
to the total abundance. There is the possibility that an 
appropriately chosen minor constituent or group of 
constituents could be very precise "tracers" ofinternal 
dynamic processes by virtue of their almost complete 
partitioning into one of the hydrogen-helium phases, 
No especially appropriate tracer is indicated by the 
analysis of this section, which deals primarily with 
general trends. The special case of deuterium is dis­
cussed separately. This section deals only with thermo­dynamic considerations The actual distnbutin of 

constituents within an evolving planet also depends 
on fluid-dynamic and diffusive processes (Paper I1) 

a) Deuterium 
Both CH3D (Beer et al 1972) and HD (Trauger 

et aL 1973) have been observed in the Jovian at­
mosphere, and the inferred deuterium abundance has 
been frequently quoted as indicative of the primordial 
solar (or even cosmic) abundance. The partitioning of 
deuterium therefore has an importance out of pro- 
portion to its abundance Unlike other 4nmor con­
stituents, the chemical potential of deuterium is readily 
calculable (as a simple extension of the analysis of 
ordinary hydrogen) 

Consider, first, the partitioning of a small amount 
of deuterium between pure, coexisting molecular and 
metallic phases of ordinary hydrogen. Hubbard 
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(1974) concluded that the mass fraction of deuterium 
in the metallic phase exceeds that in the molecular 
phase by roughly 15%. His calculation is for the 
"classical" (i e., high-temperature) limit but neglects 
the vibrational degrees of freedom for the H2 and HD 

and also neglects dissociation If, instead, 
m one assumes that the vibrational degrees of freedom 

are fully excited and h-affiific, then the chemical 

constant of HD is increased by j In (4) relative to H2,the mass fraction of deuterium in each phase is 

exactly the same (This is a general result for the 
classical limit and not a special property of hydrogen ) 
Excitation of the vibrational modes probably is 
achieved at 101 K, the temperature of interest, since the 
low-density vibrational temperature for H2 is 6000 K, 

this does not appear to increase at high density 
(Silver and Stevens 1973). As the temperature is re­duced, another effect not considered by Hubbard 
becomes important: quantum corrections to the 
translational energy of the protons and deuterons in 
the metallic state This can be calculated from the 
Wigner theory as in Stevenson (1975). This positive 
contribution to the chemical potential is larger for 
protons than for deuterons and therefore favors
partitioning of deuterons into the metallic phase (The 

competing quantum effect in the molecular phase is 
negligible) The incomplete excitation of the vibra­
tional modes of H, and HD also favors partitioning 
into the metallic phase. Numerical calculations indi­
cate that the mass ratio of deuterium (metallic) to 
deuterium (molecular) is essentially unity for T > 
8000 K, about 105 at T - 5000 K, and 125 at 
T -,2500 K. 

Consider now the partitioning of deuterium between 
hydrogen-rich and helium-rich metallic phases. In the 
relevant high-temperature limit, the only free energy 
contribution tending to produce a partitioning of 
deuterons different from the partitioning of protons 
is the quantum translational energy. According to the 
Wigner theory, the shift in equilibrium is such as to 
favor less variation of the iomc thermal de Broglie 
wavenumber. The deuterium-to-hydrogen ratio is thus 
greater in the helium-rich phase. Numerical calcula­
tion, based on the evaluation of FQ in Stevenson 
(1975), indicates that this ratio is 107 larger m the 
hehum-rich phase than in the hydrogen-rich phase 
at T = 5000 K, with the difference vanishing at 
T - 10,000 K. 

The deuterium-to-hydrogen ratios in coexisting 
hydrogen-rich and helium-rich molecular phases
should coincide at the temperatures of interest, pro­
vided the rotational and vibrational degrees of free­
dom of the H2 and HD molecules are not strongly 
influenced by the fraction of helium in the local 
environment. In the absence of a detailed model for 
these modes, no quantitative calculation can be made 
Substantially unequal partitioning seems unlikely,
however 

In conclusion, the partitioning of deuterium be­
tween the various hydrogen-helium phases appears to 
preserve the deuterium-to-hydrogen mass ratio, at 
least for T > 5000 K. The deuterium content in the 
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uppermost convective layers of hydrogen-helium 
planets should therefore be representative of the bulk 
composition, provided the reservoir of material from 
which the planet formed had a uniform distribution 
of deuterium 

b)Other Minor Constituents 

First, consider the possibility of a phase transition 
caused by a minor constituent (e g, insolubility of a 
minor constituent) This could occur independently
of the existence of phase boundaries in the hydrogen­
helium, but it is improbable for the low concentrations 
and high temperatures of interest. If the number 
fraction of a minor constituent is z, then an energy of 
about -kBTln z, which favors the dissolved state, 
must be compensated by an effect which favors the 
separated phase For example, water at T < 300 K, 
pressures of order of a few bars, and abundance 

-
z z 10 3 can preferentially form droplets since 
-kBTIn z < 0 2 eV can be overcome by the binding 
energy of the liquid water In the deep interior of the 
planet, however, -kBTln z - 6eV, and there is 
apparently no correspondingly large binding effect, 
Water is probably insoluble in molecular hydrogen at 
low enough temperatures or high enough concentra­
tions, but this is probably not relevant to the deep 
interiors of present giant planets. We shall therefore 
restrict ourselves to a discussion of partitioning 
between phases of the hydrogen-helium system. 

The degree ofpartitioning is determined by equating
the chemical potentials for the impurity in the two 
coexisting phases. At high pressures, the chemical 
potential can be meaningfully separated into four 
parts. (i) the "nonchermcal" electronic contribution 
(Le , a part which does not explicitly invoke the 
symmetry properties or discreet band structure of the 
electronic spectrum), (i) residual chemical effects 
[i e, electronic effects not included in (1)], (in) con­
figurational (including entropy) effects, resulting from 
the different size of solute and solvent atoms; and 
(iv) the ideal free energy of mixing 

Consider first the "nonchemical" electronic contri­
bution. In the high-pressure limit, where the electrons 
can be considered to be a uniform Fermi gas, Steven­
son (1976b) showed that the miscibility gap in a 
binary alloy increases as the difference between the 
nuclear charges of the constituents increases A direct 
corollary of this result is that tons will partition so as 
to minimize nuclear charge differences Thus all 
elements with Z 3 will preferentially partition into 
the helium-rich phase of a hydrogen-helium mixture 
A more general result, applicable to lower pressures, 
can be obtained by an extension of the Thomas-Fermi-
Dirac (TFD) method The usual TFD procedure for 
an alloy is to assume volume additivity, whereby the 
locally evaluated "pressure" at the Wigner-Seitz cell 
boundary is assumed to be the same for every cell 
If electron correlation is ignored, or evaluated in a 
local approximation, then this also implies continuity 
of the electron density across cell boundaries (Salpeter
and Zapolsky 1967). Clearly, this procedure predicts 
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that the chemical potential of a constituent is inde­
pendent of its environment (at a given pressure) so 
that no nonuniform partitioning could occur The 
failure of the TFD method is not so much in the 
prescription for determining the charge density (which 
is very accurate at sufficiently high pressure) but in the 
nphysical procedures for evaluating pressure and 
assigning boundary conditions We propose that a 
better, albeit more complicated, procedure is to en­
force continuity of the electron density at the cell 
boundaries, and calculate pressure according to the 
rigorous (i e., nonlocal) thermodynamic ,derivative 
of the total energy with respect to volume Let p =_ 
p(P) be the actual electron density at the Wigner­
Seitz cell boundary (approximated by a sphere) at 
pressure P Let Vj(p) be the specific (cell) volume of 
species i,and E(V)be the energy per cell (evaluated 
as though the substance were purely species z) In 
accord with the Wigner-Seitz philosophy, the total 
energy per atom is assumed to be 

E = x1E{vjjp(P)]}, (8) 

where xj is the number fraction of species i [The 
energy is not a linear function of the x,, since p(P) is 
also a self-consistently determined function of the 
alloy composition.] It then follows that in the limit of 
vanishing concentration for species i, the chemical 
potential N is 

I LE + A, 

9, = E{Vijrp(P)]} + PV[p,(P)], 

i( 1-8P Pf8 i([o- oJ' (9) 
to'lowest nonvanishing order in (Po - pi), where pj(P) 
is the cell boundary electron density for a pure sub­
stance composed of species i, and po(P) is the cell­
boundary electron density for the solvent phase (the
relevant hydrogen-helium phase in this case). The 
TFD procedure (without correlation or with locally 

-
evaluated correlation) predicts pa pi and Ap1 _ 0. 
The above procedure does not require that the E,(V) 
be evaluated according to TFD and, m general, 
pa # Pt. The AIL, is always positive, and can be re­
garded as a microscopic "surface energy." The model 
predicts that a solute preferentially enters the phase 
in which the cell boundary electron density is most 
compatible For example, p(He) is more similar to 
p(H2) than p(metallic H), and helium therefore prefers 
the molecular phase, in accord with our discussion in 
§ V. 

Unfortunately, the pressure of interest is not high
enough for simple generalities based only on nuclear 
charge For example, Na and Al, elements with similar 
nuclear charges, behave quite differently. Pseudo­
potential theory (with polarizable core states) suggests
that the essentially monovalent Na has p - 0.041ao-3 

at P = 3 Mbar (ac is the first Bohr radius), whereas the 
trivalent Al has p - 0.058aj - . (For a discussion of 
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pseudopotential theory, see Ashcroft and Langreth HQO is similar for each phase. Pure water is completely 
1967 ) The corresponding cell boundary densities for dissociated into HaO and OH- at about 200 kilobars 
hydrogen are 0.06ao -3 (metallic) and 0 035-0 04a o -s (Hamann and Linton 1966) and is metalized at several 
(molecular). The metallic value is estimated from megabars (Ramsey 1963; Yereschchagin, Yakovlev, 
Wigner-Seitz calculations (Neece, Rogers, and Hoover and Timofeev 1975b), at which pressure nothing is 
1971) and the molecular value from band structure known about the configuration. The dissociation does 
calculations (Friedh and Ashcroft 1976). If metallic not significantly modify the previous analysis, since 
hydrogen is the solvefnt, then (from eq. [9]), Atzna z H.0 + and OH- are both isoelectronic-with a closed 
2 eV and ApAtM - 0; whereas if molecular hydrogen shell atom (neon). However, one should consider the 
is the solvent, then A/Na - 0 and ApAt -, 1 5 eY. If possibility that H20 enters metallic hydrogen as 
other factors were negligible then Al would prefer 2H1 + O+ + (n + 2)e-, where n > 0 Approxi­
metallic hydrogen and helium-poor phases, whereas mate numerical calculations suggest that this is highly 
Na would prefer molecular hydrogen and helium- improbable, even for n = 1, despite the similarity of 
rich phases Further generalization is difficult, and the first ionization energy of oxygen (, 13 6 eV) and 
the partitioning of Fe and Mg (for example) is not the binding energy per electron of the metallic state. 
readily predicted One would expect, however, that The problem is that the energy reduction gained by 
atoms or molecules with closed shell configurations "metalizing" the oxygen atom is small, and does not 
at low densities would, in most instances, still have compensate the rather large binding energy of the OH ­
low cell boundary electron densities even at megabar ion The chemical potential of H-20 in molecular 
pressures, and prefer molecular or helium-rich phases hydrogen is ,-20 eV (relative to the isolated zero-
This might include the abundant "closed shell" pressure H20 molecule), whereas the chemical po­
species H20, CHI, and NH3 (but see the discussion tential for the hypothetical metalized state (with the 
on H20 at the end of this section) oxygen in the 0+ form) has a chemical potential 

Consider, now, the "chemical" effects that are not - 28 eV at least 
implicit in the previous analysis These are difficult 
to estimate, but appear to be small For example, it VIi. TRANSPORT PROPERTIES OF THE METALLIC 
might be supposed that a metal would not dissolve in PHASE 
dense molecular hydrogen because the available con­
duction states in the hydrogen are separated from the We consider essentially all the "first-order" atomic 
valence band by an energy gap. However, the band transport coefficients in the following order: electrical 
gap is < 1 eV at the transition pressure (Fredli and conductivity, thermal conductivity, viscosity, self-
Ashcroft 1976), so this effect may be less than that diffusion, inter-diffusion, and radiative opacity. There 
predicted by equation (9). Similarly, the categoriza- is also a brief discussion of "second-order" (or off­
tion of polar and nonpolar molecules is meaning- diagonal) transport coefficients such as the Soret 
less at megabar pressures, and the distinctions coefficient. 
among covalent, ionic, and metallic bonding become 
inapplicable. a) ElectricalConductivity 

The configurational contribution to the chemical This has been evaluated by Stevenson and Ashcroft 
potential can be estimated for the fluid phase by (1974) using the well-known Ziman theory, and the 
the hard sphere model (Lebowitz and Rowlinson hard sphere static structure factors In that paper, the 
1964), with the effective (pressure- and temperature- temperature scale was only estimated, but subsequent 
dependent) hard sphere diameters determined by thermodynamic calculations (Stevenson 1975) estab­
minimization of the total free energy. Numerical lished the correspondence between hard sphere 
calculations indicate that this contribution is several diameter and temperature for each density. An esti­
kJT at T - 101 K, but that the difference between mate can also be made for the dynamie corrections, 
solute potentials for the various solvent phases is using the theory of Baym (1964) and the molecular­
less than kBT m I eV and therefore usually small dynamics results of Hansen, McDonald, and Pollock 
compared with electronic differences (1975) for the one-component plasma The improved 

The ideal free energy of mixing is kT In z, where temperature scale and the dynamic corrections each 
z is the number fraction of the solute. Typically, the modify the results of Stevenson and Ashcroft (1974) 
electronic chemical potential differences between two by as much as a factor of 2-but in opposite directions 
coexisting phases are a few eV, so that for k3 T _ 1 eV The final result is the following approximate formula 
the value of z could change by as much as an order of for the conductivity a: 
magnitude as one crosses a phase boundary 

We conclude with a brief discussion of the parti- 5 X 1020 13( 

tioning of 1120, probably the most abundant minor T( 3) , (10) 
constituent in Jupiter and Saturn (although possibly 

-underabundant in the Jovian atmosphere, according where p is the mass density in g cm , and x is the 
to Larson el al. 1975). According to the preceding helium number fraction This formula should be 
analysis, we would expect H20 to prefer molecular correct to within a factor of 2 for I < p < 102 g cm-I 
and helium-rich phases However, this assumes that and 103 < T < 106 K, but should only be used for 
the configuration-and the electronic structure-of x < 0.2. In the conditions prevailing in the Jovian 
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core at present, a 1 10'1 esu, comparable to that of 
room-temperature alkali metals. The value of a given
by equation (10) is about a factor of 2 larger than the 
estimates for solid metallic hydrogen by Abrikosov 
(1964) and Hubbard and Lampe (1969). 

h) Thermal Conductivity 

In the metallic phase, thermal conductivity is 
dominated by electronic transport If the electrons 
are degenerate, and if the Born approximation is 
valid (see Stevenson and Ashcroft 1974 for a discussion 
of this point), then the thermal conductivity is related 
to the electrical conductivity by the Wiedemann-
Franz relation The thermometric conductivity K isthen given by 

pC,' 1.5 X 3 es c4 

(1 + 3x) 

or, if we assume C, - 3Nk2 , where N is the number
of ions per gram, 

Kz0 3p1 Ila C S-1. (12) 

-Notice: that the temperature T does not appear 1in 
equations (11) and (12). The accuracy and validity of 
these equations is the same as for the electrical con­
ductivity. 

c) Viscosity 
Unlike the electrome transport properties above,

viscosity and atomic diffusion depend explicitly on the 
dynamic properties of the flid. There is no generally
accepted and successful theory for the dynamics of a 
dense fluid However, models which work for the 
conventional alkali metals, such as the Longuet-
Higgins and Pople (1956) model, as adapted by 
Ascarelli and Paskln (1968) and modified by Vadovic 
and Colver (1971), probably are also satisfdctory for 
metallic hydrogen. The following approximate formula 
is then deduced: 

- 2 2 ­v - 4 x 10 3 T4 cm s , (13) 

for any hydrogen-helium mixture, where T'4 is the 
temperature in units of 10 K The apparent lack of 
density dependence in this result is only approximate 
At the temperatures and densities of interest, this 
result should be correct to at least a factor of 5 (and 
probably a factor of 2). 

This calculation is based on a hard sphere approach.
The opposite extreme is the one-component plasma, 
which can be regarded as the unscreened metallic 
state. Two calculations for this system (Hansen,
McDonald, and Pollock 1975; Vicillefosse and 
Hansen 1975) agree that 

v O.1cot 2 (14) 

to within a factor of 2, where w, is the ion plasma 
frequency and F is the radius of that sphere which 
contains one ion on the average. This formula yields 
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a value that is typically a factor of 2 smaller than 
equation (13), at least for T, - 1, and it also predicts 
a very weak density dependence (vcc p-a11).

From equations (12) and (13), we can now estimate 
the Prandtl number Pr: 

2 T,-1 12 1Pr - -1 p ' (15) 

provided the helium content satisfies x < 0 2. (Helium­
rich fluids may have a substantially lower K.) Thus, 
for T, - 1 and p - I g cm- 3 , pr - 10-2, which is 
typical of liquid alkali metals. 

d) Self-Diffusion 
This transport property may not be of greatinterest itself, but it provides a means of estimating the 

more interesting interdiffusion (diffusion of helium 
in hydrogen) We use the same theory as for the
viscosity (Vadovic and Colver 1971), which predicts
that the product of self-diffusion D and viscosity v 

is given by 

DP -_0.l7o2(s (16) 

where a is the effective hard sphere diameter, and M 
the ion mass This result is experimentally verified 
when a is chosen by thermodynamic considerations 
alone. Thus, 

2 T 312  D - 3 x 10--Sp cm2 s', (17) 

for both pure hydrogen and pure helium 
The one-component plasma studies (Hansen, Mc-

Donald, and Pollock 1975, Vieillefosse and Hansen 
2 3 T 13 1975) predict D oc p and a magnitude that is 

typically a factor of 3 smaller than that given by equa­
tion (17) This agreement is satisfactory, and suggests 
that this transport property is not strongly dependent 
on the details of the ion-ion interaction. 

e) Interdffusion 

There is no simlarly successful model for inter­
diffusion, so we shall resort to empirical evidence. 
Experiments on liquid metal mixtures (Ejima and 
Yamamura 1973) indicate that the interdiffusion of 
one atomic species in another differs from the self­
diffusion of the most abundant species to the extent 
that the species differ in " size." Thermodynamic
calculations (Stevenson 1975) indicate that the helium 
pseudoatom (a-particle plus screening cloud of 
electrons) is 30% larger than the hydrogen pseudo­
atom The experiments then indicate that a small 
amount of helium in hydrogen should diffuse about 
half as rapidly as the self-diffusion of hydrogen Thus 

x i0-p- cm2 s-I, (18)~ 1.5 2 iT 4 S12 

and independent of composition to a first approxi­
mation. 
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To see whether diffusion is anomalous near a phase 
transition, we first express the interdiffusion co­
efficient D in a more fundamental form (Landau and 
Lifshitz 1959): 

D = a (OIL (19)
P \ax)P 

where 1k is the helium chemical potential, x is the 
helium concentration, and a is a "canonical" kinetic 
coefficient, as explained by Landau and Lifshitz The 
requirement that entropy increase with time implies 
that a > 0 Consider, now, the specific Gibbs energy 
in Figure 7a (This is a schematic representation of 
Fig. 2 in Stevenson 1975.) Between A and D, a fluid 
mixture is energetically unfavorable relative to sepa­
rated helium-rich and hydrogen-rich phases Between 
A and B and between C and D the fluid mixtures are 
metastable (i e., 82AGax2 = aB/x > 0). In these 
regions, phase separation must proceed by nucleation 
and can be strongly inhibited by the surface energy 
between the phases. Between B and C, the fluid mix­
ture is unstable to spinodaldecomposition (the onset 

H X _He 

D-of 

° 
 

TloKi 
 

H He 

Fir 7 (a) (top)-Gibbs energy of mixing for a H-He 
mixture at a given pressure and temperature, as a function of 
helium concentration x The dashed line is a common tangent 
to the Gibbs energy curve Regions AB and CD correspond 
to metastable fluid mixtures, and the diffusion constant is not 
anomalous, except near B and C. The region between B and 
C corresponds to unstable mixtures (b) (bottom) The phase 
diagram ofH-He mixtures for a given pressure. In region I the 
uniform mixture is thermodynamically favored In region II 
the uniform mixtures are metastable and diffusion is not 
anomalous. In region III the uniform mixture is unstable and 
undergoes spinodal decomposition The dashed line separates 
regions of normal and "anomalous" diffusion, 

of long-wavelength concentration fluctuations), the rate 
of which is essentially limited only by diffusion rather 
than by surface energy. In this region, a1lt/x < 0, and 
the diffusion coefficient can be regarded as negative 
in the sense that compositional inhomogeneities tend 
to grow rather than decay with time. At the points B 
and C, the diffusion constant is zero In Figure 7b the 
phase diagram for a given pressure isshown and the 
various regions indicated. Spinodal decomposition 
has recently been clearly simulated for the first time 
m computer experiments (Abraham et al 1976) and has 
been the subject of several theoretical investigations 
(Abraham 1975a, b) 

The important point for our considerations is that, 
provided one is not within or near region III in Figure 
7b, the diffusion coefficient is not anomalous We will 
return to this point in Paper II, where the dynamics 
of the phase separation are discussed for a real system. 

f) RadiativeOpacity 

At the temperatures of interest (T z 101 K), 
thermal photons have energies of order 1 eV. At the 
densities of interest (p - 1 g cm-3), the electron
plasmon energy is of order 30 eV. Photons cannot 

propagate below the plasmona energy and still undergo 
substantial absorption above the plasmon energy It 
follows that the radiative opacity exceeds the electron 
conduction "opacity" by many orders of magnitude 
in the metallic phase. It can therefore be ignored. 

g) Second-Order TransportCoefficients 
Among the many "second-order" transport co­

efficients, there are those which characterize the effect 
simultaneous concentration, thermal, and pressure 

gradients in a nonconvecting flmid. First, there is the 
barodiffusion caused by the pressure gradient. In the 
applications to be discussed in Paper II, the com­
position varies over a smaller length scale than the 
pressure scale height, so the effect of barodiffusion is 
small (Of course, barodiffusion does nevertheless 
ensure that the zero temperature final state of a self­
gravitating body is inhomogeneous.) Second, there 
is the effect of solute flux on the thermal gradient (the 
DuFour effect). The Onsager reciprocal relations 
ensure that this effect is always negligibly small for a 
dense fluid (Caldwell 1973). Third, there is the effect 
of the temperature gradient on the solute flux F. 
(Landau and Lifshitz 1959), 

F.=-pbDv TVT), (20)
- VX + LT



where x is the fractional concentration of solute (i e,
helium) and k, is the Soret (or thermodiffusion) co­
efficient. This coefficient is not small -ingeneral: it 

can be as large as of order unity, and can have either 
sign. In a metal, an apparently successful model for 
k, (Bhat and Swalin 1971) evaluates this coefficient 
as the sum of a "dense gas" contribution (determinmed 

by the mass and size of the psendoatoms) and an 
electronic contribution, given by Gerl (1967). The 
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former was evaluated using the hard sphere diameters 
implied by thermodynamics, and the latter was 
evaluated using the conductivity calculations of 
Stevenson and Ashcroft (1974) Both contributions 
were positive and approximately 0.5x each, where x is 
the (assumed small) helium number fraction. In thesituations of interest, we might therefore expect
ita +. in hse c e of molecular diffusion, ths 

result should be viewed with suspicion if the fluid is 
near a phase transition A positive value of k, implies 
that the helium tends to diffuse toward colder regions. 
In most of the considerations in Paper 11, kT should 
be small enough to only slightly modify the solute 
flux (and certainly not change the direction of flux) 
We shall therefore ignore it 

VIII. 	 TRANSPORT PROPERTIES OF THE MOLECULAR 

PHASE 


We repeat the considerations of the last section, but 
for the molecular phase. 

a) ElectricalConductivity 

Except near the molecular-metallic phase transition, 
molecular hydrogen is an insulator, and the only
electrical conduction arises from impurities (Smolu­
chowski 1972). However, quite general considerations, 
together with recent band-structure calculations 
(Friedli and Ashcroft 1976), indicate that the indirect 	 
band gap in molecular hydrogen vanishes at or near 
the molecular-metallic transition Smoluchowski(1975) 
has pointed out that under these circumstances, the 
electronic conductivity at the phase transition could 
be within an order of magnitude of that given by 
equation (10). 

b) 	 Thermal Conductivity 
at theIf electrical conduction is almost metallic 

phase transition, then heat can be transported by
electrons, with KZ 0.1 cm2 S-1 (eq. [12]) If no 
electronic degrees of freedom are available, then the 
less efficient molecular motions must be utilized. 
Neglecting the internal motion of the hydrogen 
molecule, this implies 

-,1T\12
K cc( 	 (21) 

where a is a correction factor of order unity, a is a 
hard sphere diameter, and M is the mass of the 
molecule The correction factor can be deduced from 
Chapman-Enskog theory, or from Monte Carlo 
results for hard spheres (Alder, Gass, and Wainwright 
1970). As usual, the hard sphere diameter is deduced 
from thermodynamic models (e g, § IV). For a 
hydrogen-rich fluid, 	 the molecular contribution to K 
is then 

K 1 	 (22)10- 2T4-"2 cms-i, 

accurate to perhaps a factor of 2, for p -z1 g cm - 3. 
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C) Viscosity 

Dense molecular fluids, hike gases, have a Prandtl 
number close to unity Tnts property is predicted by
kinetic theories and Monte Carlo calculations (Alder,
Gass, and Wainwright 1970), which show that both 
viscosity and thermal conductivity vary linearly as the 
Enskog correction. We shall not attempt to evaluate 
the Prandtl number more accurately, so it is adequate
to use 

V - 112 - (23)10 2 T4- cm 

If electromc transport is negligible, then Pr z I If 
electronic transport is almost metallic, then Pr - 0.1 
or even 0 01. 

d) Seif-Diffusion 
This transport coefficient is comparable to v, but 

varies inversely as the Enskog correction and thus has 
a different density and temperature dependence. Using
equation (21), with c given by Monte Carlo results 
(Alder, Gass, and Wainwright 1970), one finds 

51 312 2 1D - 4 x 10-8- 6T cms s- (24) 

for pure hydrogen or pure helium, to within a factor 
of 2. 

e) Interdiffuson 
The thermodynamic calculations (§IV) indicate that 

the H molecule is 15% larger than the helium atom 
The diffusion of a small amount of helium in hydrogen 
should therefore proceed slightly faster than the self­
diffusion of hydrogen This effect is smaller than the 
probable inaccuracies m the calculation, so equation 
(24) suffices for the interdiffusion. As m the metallic 
case, this result should be viewed with caution near 
phase transitions 

f) Second-OrderTransportCoefficients 

The only second-order coefficient that is likely to be 
important is iT, the Soret coefficient. The dense-gas 
theory (Chapman and Cowling 1952) predicts k,­
0 5x, where x is the (assumed small) helium mole 
fraction The positive value is ensured by the greater 
mass of the helium atom and the strongly repulsive
character of the intermolecular potentials As usual,this result is suspect near phase transitions. 

g) Radiative Opacity 

Unhke the preceding discussin, which has con­
centrated on the dense fluid regime (p ; 0 1 to I g 
cm- 3), the radiative opacity is of interest for a much 
wider range of densities and temperatures Interior 
models of Jupiter, for example, always assume an 
adiabatic molecular envelope, and do not allow for the 
possibility that molecular hydrogen may be sufficiently 
transparent for radiation to transport the internal heat 
flux subadiabatically Stevenson (1976a) has considered 
this problem, and concludes that molecular hydrogen 
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alone is sufficiently opaque to ensure convection, 
except at temperatures and pressures for winch the 

-1500cm ' to 3000cm- window in the hydrogen 
spectrum is important These calculations are based 
on the theory and observations of Linsky (1969), 
Welsh (1969), and Herzberg (1952) In Jupiter, the 

-1500 ci I to 3000 em - I window is most important 
for 400 K < T < 700 K. For T < 400 K, pure transla­
tional and rotation-translational pressure-induced 
bands provide sufficient opacity to ensure convection, 
until the optical depth to free space becomes less 
than unity at T 150 K (Trafton and Stone 1974; 
Wallace, Prather, and Belton 1974). At T > 700 K, 
the vibration-rotation translational band (v - 4000 
cm-1), and higher-order bands (v z 8000 cm - 1, 
12,000 cm.- 1) ensure convection in Jupiter. Since the 
pressure-induced opacity varies roughly as P2, where 
P is the pressure, and since the bands become 
broadened and overlapping at higher pressures, the 
radiative heat transport decreases as one goes deeper
into the planet At even higher temperatures (T > 
3000 K) free-free absorption, arising from the small 
number of conduction electrons in the molecular 
fluid, begins to dominate. Unlike the free-free ab­
sorption usually considered (e g., Clayton 1968), the 
molecular fluid is so dense that the electron-molecule 
interactions are more important than electron-ion 
interactions in ensuring momentum conservation 

The region 400 K < T < 700 K is nevertheless 
probably convective, but only because of the small 
amounts of strongly absorbing molecules such as 
H1O, CH, and NH3. The opacities of these species are
"'spiky'" at room temperature, with typical strong line 
separations of about 1 cm-'. However, the pressure 
broadening exceeds the line spacing for pressures in 
excess of 5 or 10 bars, so that the opacity becomes 
quasi-continuous Assuming the validity of the quasi­
continuous approximation, Stevenson (1976a) esti­
mates that H20, CH, and NH3 have sufficient 
combined opacity to "block" the 1500 cm-I to 3000 
cm- hydrogen window in Jupiter The data used 
in this calculation were Ferriso, Ludwig, and Thomson 
(1966) for H2O; Burch and Williams (1962) and 
Plyler, Tidwell, and Blame (1960) for CH,; and Gille 
and Lee (1969) and Benedict, Plyler, and Tidwell 
(1958) for NH3. Some uncertainty does remain, 

-however, especially in the 2000-2500 cm ' region 
where none of H.0, CH 4, or NH3 is strongly absorb- 
ing, so a careful band model is probably desirable 

To conclude: A hydrogen-helium mixture is not 
sufficiently opaque to ensure convection in the deep 
atmosphere under typical conditions (such as those 
which prevail in Jupiter). The addition of a solar 
abundance of ninor constituents (H20, CH,, NH3) 
probably suffices to reduce the radiative heat transport 

to less than 10% of the total and ensure an adiabatic 
thermal structure 

IX. CONCLUSION 
It is evident from our discussion of the phase 

diagram that the main uncertainty lies in the value of 
the critical temperature for the .pure molecular­
metallic hydrogen transition. Whereas this critical 
value is only known to about an order of magnitude, 
the metallic H-He critical temperature is known to 
perhaps 20%, and the H2-He critical temperature 
to perhaps a factor of 2 This uncertainty forces us to 
consider a wide range of possibilities in Paper II 
(Stevenson and Salpeter 1977), where specific thermal 
and compositional evolutions are discussed Improve­
ments in the value of the molecular-metallic hydrogen 
critical temperature will not be easy from purely
theoretical calculations, and some experimental input 
is highly desirable 

The partitioning of minor constituents is clearly
difficult to predict quantitatively, with the exception 
of deuterium It is particularly desirable to understand 
more about the high-pressure properties of HO. 
Generally speaking, the relevant temperature (- 104 
K) is too great for highly nonuniform partitioning of 
the kind that is observed in the Earth, for example. 
Constituents such as H20, CH4, and NH3 probably
prefer molecular or helium-rich phases. 

With two notable exceptions (electronic con­
ductivity and radiative opacity ofthe molecular phase), 
the transport properties are known to within a factor 
of 3, typically. This is usually quite adequate for the 
purposes of Paper II The uncertainty in the electronic 
conductivity of the molecular phase near the molec­
ular-metallic phase transition is of concern, since if 
electronic degrees of freedom are available for heat 
transport, then the efficiency of upward transport of 
helium by convection is generally low (see Paper II). 
The uncertainty in the radiative opacity is generally 
only large at those temperatures and pressures for 
which the opacity is one or more orders of magnitude
in excess of that required to transport the heat flux 
at an adiabatic temperature gradient 

Apart from the radiative opacity, where minor 
constituents are crucial, the effect of such molecules 
as 1120, CH4, and NH3 on the phase diagram and 
transport properties is small, provided their abun­
dances are close to solar. 
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Calculations are reported for the ionic structure factor and x-ray scattenng cross section of sodium (at T = 0 

and 90°K) and lithium (both isotopes at T = O°K)within the harmonic approximation An evaluation of the 
appropriate displacement-displacement correlation function-by the special-port method circumvents the need 
for a multiphonon expansion In the case of sodium, the structure in the one-phonon scattering is 
straightforwardly accounted for and an approxtrate expansion is obtained for all multiphonon scattering By 
treating core and conduction electrons on an equal footing it is shown that information on the conduction­
electron system is present m the forward-scattering component In hthmm the one-phonon cross section at 
small angles aids in the determination of the effective electron-ion interaction 

I INTRODUCTION 	 

For some years x-ray thermal diffuse scattering 
(TDS) has been used as a probe of lattice dynamics 
in simple materials i-4 Although information on 
the phonon frequencies and polarizations (and also 
the extent of anharmonicity) is contained in the 

6YDS, 4'5 It is generally hard to extract. The cross 
section for the scattering of x rays intimately in­
volves the static structure factor of the ions, 
S1,0 (k).' The purpose of this paper is to present 
calculations of (i) S1 0(k), and (ii) the x-ray scat­
terg cross section for Na and Li inthe harmonic 
approxsmation and in their ground states. The 

the gr sae. theapproiationeandres i ion 
significant features of the calculan are the use 
of a special point technique' 9 in the computation 
of the equal time displacement-displacement cor­
relation function (ifl) [which enters into S,o0 (k)] 
and the separation of the scattering cross section 
into contributions from core and valence electrons 
In particular, the special point technique enables 
us to avoid the customary expansion4 of the inelas­
tic part of Son(i) into terms involving the scat­
tering of a definite number of phonons. We deter­
mine the "one-phonon" term explicitly, but we 
can also calculate all higher-order processes 
without recourse to expansion Further, our treat­
ment of the contribution of the valence electrons 
to the cross section shows that x-ray scattering 
should yield information, in light metals, on the 
effective electron-ion interaction, as we demon­
strate for the particular case of Li. 

Section 11 contains a derivation of the x-ray seat­
tering cross section do/dO in a model of a simple 
metal which distinguishes between bound and con­
duction electrons. In Sec. ml we outline the cal­
culation of S1o1() using the special point technique 
(discussed in detail in the Appendix), and compare 
it with the other nonexpansion techniques in the 
literature Section IV presents numerical results 
for S10.(k) and da/d&2 for Na (at two temperatures) 

and for both isotopes of Li. We draw particular 
attention to the secondary maxima associated with 
the one-phonon term as observed in certain crys­
tallographic directions. These maxima have spe­
cial importance in the determination of the elec­
tron-ion interaction of Li, and also give informa­
tion about specific portions of the phonon spec­
trum directly 

H THEORY 


The differential cross section for scattering of 
a photon from a solid of N ions in volume V(at T 
= 0 'K) is proportional to the space-time Fourier 
transform of the Van Hove correlation function 

Gj, t): 

d2a - d3i, dt Ge(, t)ep(k •- t), 
daw -Vji 

(2.1) 

where C is a constant,10mu 

G(3, t)-f d3x(i(, 0)(-+ , t)> (2 2) 

and 

= = . (2.3) 

I 
We are considering the cross section per unit 
volume for scattering a photon of momentum Ihk 
and energy kwa, into a solid angle df with energy 
loss between ico and K(o+dco). The quantities Ilk1 

and Rio1 are, respectively, the momentum and en­
ergy of the scattered photon. In Eq. (2.2), f(r,t) 
is the total electron number density operator and 
the angular brackets ( )refer to a ground-state 
average Introducing spatial Fourier transforms 

do C ­
dar= j _dt-((- O)R(k,t)), (2.4) 

where ft(K) is the Fourier transform of f(r). 
We separate ft(r) into contributions from core 
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and valence electrons, and we treat the core elec­
trons as if they were rigidly attached to the ions. 
Any core excitations or distortions of the ions are 
therefore neglected; should these occur they must 
be calculated separately. In practical terms this 
means thatan.comparing experiment and-theory 
the Compton scattering from the core electrons 
must first be subtracted from the data. In addi­
tion we invoke the adiabatic approximation, so that 
the conduction, electrons (ce) are always in a 
ground state appropriate to an instantaneous ion 

d2a V I.aI 
dTidw T f d' 

+(Z0)).)) 

We suppose that the interaction between con­
duction electrons and ions can be represented by 
a weak pseudopotential with Fourier transform 
v() (as is the case for many simple metals). The 
density response may then be calculated to linear 
order in v(-): 

0e(ii, t))66 = x,(i)v&k)> e' i(t), (2 7) 

with 
=0)-i] (2.8)

k)= (k'/4ne')[l/E(i, 0-1].) 
E(k, 0) being the static dielectric function of the 
uniform interacting electron gas 13Equations 
(2.6)-(2.8) now give 

d2a. V 
,. ,, 


x (I (k)1 +2k).(v k 

configuration (ion). By virtue of the rigid-ion 
approximation we may write 

A(,t = 
t 

Heref(K) is the Fourier transformof the average 
core-electron density about a nucleus at the or­
gin, and A (t) refers to the instantaneous position 
of the ion labeled i. From Eqs. (2.4), (2 5), and 
the adiabatic approximation, we then find 

4i O~fj~f~jt)~ 
' ' t)%.)ion 

+ f dt t)).. 10ion(2 6) 

Note that the last term is usually considered part 
of the Compton scattering, and is therefore gen­
erally subtracted from the primary data.' 5 What 
will become apparent, in Sec. IV, is that the value 
of the last term in Eq. (2.10) (the valence electron 
correlation function) should be readily obtainable 
from x-ray measurements. The theoretical re­
suits we present are therefore best compared to 
data from which only the ionic Compton scattering 
has been subtracted. 


The last term in Eq. (2.10) is difficult to cal­
culate for interacting electrons in the presence 
of the ions. For purposes of illustration we use 
the free-electron value. 3, 6 

Nege(k) (eco( )()efree, 

-- (2.11)0 k-12k, 
 

so(k)= 1, k>-2k. 

)t)f.oe'OX Here No is the number of electrons, and k, the 

(2.9) 
In a typical x-ray experiment all the radiation 

emerging at a given angle is initially measured." 
All possible energy transfers (on the scale of typi­
cal electron and phonon energies) Lw are there­
fore included, and we pass from the cross section 
for energy loss &o(d'a/dadw)to the total angular 
cross section (da/dfl):


dea d'cr 
cia~~ JfdO1/r-

R< ' 'p =2r.(>c -.~ ik i(If(I2+2O)x,Ov(O))
=7\\ ,, loIt 

(2.10)
7 


Fermi wave vector. Setting (for a monovalent
system) the number of electrons N equal to the 
number of ions N, Eqs. (2.10) and (2.11) give us 
the final result 

W--do V I 
da N9 ZirC


=Si,(E)(f()12+2f(k)X,(!)v())+S,(i), (2.12)


where we have set 

\ 
for IZ O. (2.13) 

N ij ion lmnso 

should be clear that except for the elements oflowest atomic number (e.g , Li), S() makes a 

small contribution to W for all but the smallest 
wave vectors k < 2k,. 
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ill 3CALCULATION OF IONIC STRUCTURE FACTOR 

We now proceed to a calculation of S 0 .() in a 
model in which the solid is treated as a harmonic 
crystal. Letting ,=5+5, where IC is the equil­
ibrium position of the ith ion andt 1 its displace­
ment



s 4on(K)-LE I 0 (3.1)e " , ,'o . 

Here, Y,, =X, -X,, and the average is to be taken 
over the states appropriate to a harmonic crys­
tal. With the definitions 

((i -uj)a(, -u))o.---0 (i , -it,) (3 2) 
and 

u= (Ul U2 ,U)' 

we have the result4' 17 

= ' xJ / ,
 
(ek¢'-J)o,~ ~ 	 (3.3) 

where 
B- (This 

M'-'F (1 - cos4z'i)e (41 ) 

x es(d). 7(-rcoth[*I9w(dj)], 

-T (34) 

and M is the mass of an ion. In Eq (3.4), a(4j) 
and (4J) are the frequency and polarization vector 

vector j and polariza­of the normal mode of wave 
tion index; (y= 1, 2, 3). The 4 sum extends over 
the entire first Brilloum zone (BZ) Using the 
translational symmetry of the lattice, Eqs. (3.1)­
(3.4) yield 

Sio0 (i)= Ze"'e a " xadi;, / . (3 5) 

Next we separate Xas(it) as follows: 

X 8(,X)=A0 8 (O) -A 0 s( ), 	 (3.6)­
I



= S e-'V'3E'e°20 + 

AND N. W. ASHCROFT 

with 

A.8(t)= 	 e0(qj 
)1t

x coth[ flt,)]cos(4.XZ). (3.7) 

Note that 
A (YCj)= 2(ui.u,0,ao 	 (3.8) 

We see, therefore, that Aa 8(K) is the displace­
ment-displacement correlation function for two 
ions separated (on average) by R. Clearly A05 (O) 
is the displacement-displacement autocorrelation 
function. For a cubic system, 

(u1=U,) 1 0 n= 6.4$i ii,), 	 (3.9) 

so that 

1)1

0 V col 2h' A 3 MN-Ij 

=6. A0, (3.10) 
defines A0, which is closely related to the 

"

Debye-Waller4 factor e W, 

2W= k~kgAo (0) = kaAO (3.11) 
Substituting Eqs. (3.6)-(3.11) into Eq (3.5), we 

find 
Si(k)=( ')=XeE . °rAaa(O).6ACX,/2 

= A-,t' -PAOAI2 kaMAUP/. (3 12) 

To proceed from this point the usual approach 
is to e Tand the last exponential in a power series 
in A,(X,). Theleading (i.e., constant) term gives 
the elastic (Bragg) scattering peaks, the second 

gives the one-phonon scattering, the third the two­
phonon scattering, and so forth. Beyond the one­
phonon contribution each term is increasingly la­
borious to evaluate. We can avoid this expansion 
however, by writing Si,(A as follows: 

Sio.(-) e"e2AO/2 [kk 5 A0(X,)] 	 ORIGINAL PAGE IS 
OF POOR QUALITY 

=So()+ SA±s+s,( 	 (313)



Here S,(2) gives the elastic scattering, i.e., 

So(i)= A0126Ej, 	 (3 14).Ne 

K 

the K being the vectors of the reciprocal lattice. The one-phonon scattering term S1(W)is easily seen to be 

http:rAaa(O).6A
http:3.6)-(3.11
http:flt,)]cos(4.XZ
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S,(k)= - hA/2 ZLkntk 
2M ~ 

1 
x es[(kj ] e[q(k)y] c g 

x-coth{ ipwE[j(k)j]}, (3 15) 

where (i) is the vector i reduced by an appropri­
ate K to the first Brilloum zone [i.e., j() =k-KR]. 

Finally, the remainder S1 (k) will be calculated by 
d rect computatzon of Aaa(X,), so that all higher­
order phonon terms are automatically taken into 
account. The reason for adopting this procedure 
is to assure convergence m the sum over z in 
S,(E). This will be clarified in what follows, 

Our method of calculation of A,a(R,) and Ac 
makes use of specialpoints in the first Brillouin 
zone8' 9 to evaluate the integral of Eq. (3.7). By 
calculating the integrand at these relatively few 
special points, one obtains a good approximation 
to the entire integral. This procedure differs 
markedly from ordinary numerical integration in 
that (as shown in the Appendix) one is effectively 
using an expansion of the integrand in symmetrized 
plane waves. In connection with this method we 
draw attention to the behavior of A,,(x) for large 
I. At large X the dominant contribution to the 
integral in Eq. (3.7) comes from small 4, and it 
can be showni8 that at T=00 K, 

lim A.$(X)~ 1/X 2 . (3.16)
x-*-

Thus to ensure convergence in Sm(i) it is necessary 
to make the separation indicated in Eq. (3.13). 

The method may be compared with the nonexpan­
sion calculations of S8 o(k) by (i) Lomer,o who 
calculates the ionic structure factor directly using 
the results of a computer experiment; (ii) Se­
menovskaya and Umanskii,2 0 who calculate Aaa(X) 
in closed form for a model sinusoidal phonon dis­
persion law; and (iii) Reid and Smith 'i who cal­
culate the multiphonon scattering Su(k) for crys­
tals whose sizes range between 100 and 1000 unit 
cells. Their evaluation of A.a(X) is achieved by 
summing over only those i corresponding to the 
normal modes of such a finite crystal. By sep­
arately calculating the q-0 portion of the integral 
mn Eq. (3.7), they find that a crystal of 500 unitcelives s3theyfind stal of a0 nq tha
cells gives essentially the same SM(k) as an iifi­

nite crystal, for i(k) belonging to the set of nor­

mal modes of the finite crystal, 

The method of Reid and Smith appears to be the 
most accurate and practical, but has the disadvan­
tages that one can calculate S,,(;) at relatively few 
points, and that the matrices A.,(X) for a real 

crystal are inaccessible. We are able to circuin­
vent these limitations by directly calculating the 

correlation matrices As(X). (These are of con­
siderable interest, of course, m a wide range of 
problems.) 

We illustrate the method by its application to Naand Li. In both cases the phonon spectrum was 

calculated from a force-constant model designed 
to fit the experimental data. The corresponding

S10n(i) has been calculated for Na at two tempera­
hires (0 and 90'K) and for both isotopes of Li


(at T=00 K). 
In the case of Na the force constants were those 

that fit the data at T= 90cK. 22 A simple estimate 
(supported by some theoretical results23 ) indicates 
that the change in phonon frequencies between 0 
and 90'K is everywhere less than the experimental 
error. Hence the only effect of temperature we

allow is through the hyperbolic cotangent function

in Eq. (3.7). 24 To simplify the calculation we use 
the T=O°K value of A.a(Xi) for X, 0 in the 90'K 
calculation, but use the T = 90'K value of A0 (0).25 

The 90'K resultsare thereforemeanttobe zndzcatzve 
of the effects of temperature, but they are only 
approximate. We use the value of ro determined 
from the 50K lattice constant measurement, 26 i e., 
r. =3 931 a.u. (r. is defined by ±,T(rsao)'= V/N., 
where a. is the Bohr radius.) 

The force constants for 7Li were similarly taken 
to be those which fit the experimental phonon dis­
persionZ measured at T=98°K. The value of rn 
was also deduced from the lattice constant, 2 in 
this case at 78 0 K (r,=3.248 a.u.). To calculate 
S,(k) we have set T=0°K In order to obtain 

S1 k), A0, and Aaa(XT) for 6Li, we have assumed 
that both substances are truly harmonic. This 
gives 

" /Cda:M


Aaa(X ) cM -
1

/
2 for all I,


and (3.17)


S1 (;) cM - i 1/. 

IV. RESULTS 
In this section we present numerical results for 

both S1 on(k) and the x-ray scattering cross sec­
tens for Na and L. The structre factor calcula­
tions were carrid out as described above As 
toswr are u sdsrbdaoeA
regards the cross sections, we give two sets of
results One corresponds to the theory outlined 

in Sec. II: 

do V I 

=Tdi 2VC 

=2(k)[L(k)I+ 2f(k)Xi(k)vk)]+se(k), (4 1) 

while the other corresponds to the more common­
ly used expression 
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FIG 1 Structure factor S(-k) and the one-phonon con­
tribution S, (k for Na at T =0 K and at T =90 *ICalong 
[1001


Sdo" V 1 ­
a NVil)=S(k)Ifa(k)"2. (4.2) 

Here f0 () is the Fourier transform of the average 
electron density of an assumed neutral atom, and 
we write (and shall continue to do so) S(k) in place 
of S1o0 (k). Both the ionic (Nu, Li) and the atomic 
(Na, Li) form factors were taken from Ref 28 
The Geldart and Vosko20 modified form of the 
Hubbard dielectric function e(k) was used, as well 
as an empty-core pseudopotential to represent the 
effective electron-ion interaction. Figures 1-4 
show Sak) for Na, and Figs. 5-7 show S(a) for both 
isotopes of Li. 31 We present both cross sections 
W and W. for Na (at T=0°K) m Figs. 8-11, and 
in Figs. 12-14 we show W for Li (at T=O°K) with 
two choices-of the core radius appearing in the 
empty core pseudopotential. 

The most noticeable feature of the structure fac­
tor plots is the sizable structure,between the 
Bragg peaks along all directions except the [100] 
and [110] directions (for abec lattice). These 
maxima are a direct consequence of the behavior 
of the one-phonon term.3 2 Their occurrence is 

200 
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FIG. 2. Structure factor S (9) for Na at T =0 °K and 

T - 90 °K along [110 
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FIG. 3. Structure factor S(M for Na at T =0*Kand

T=90 0K along [1111.


completely general, and has been noted for quite 
some time.33 For the sake of simplicity, however, 
we can most easily explain them in terms of a 

(polarization-independent) Debye model. Here (at

T=OOK),


s1(iz) =


S2(k)M k ) (4.3) 

where w(4D = cq is independent of polarization and 
c is the approximate speed of sound. We have 
plotted in Fig. 15 lines along which the function 
1/cj(j) has constant value for a (001) plane of the 
reciprocal lattice of a bce crystal. In any direc­
tion (except [100] and [110]), and as a consequence 
of periodicity alone, the one-phonon term displays 
secondary maxima as one passes over the ridges 
of the function shown. Replacing Eq (4 3) with 
Eq. (3.15) introduces three frequencies (one for 
each polarization j) at every point, each weighted 
by the factor [k -i((k))P. For example, Fig. 15 
would indicate two secondary maxima between the 
points' (0, 0, 0) and (3, 1, 0), whereas Fig 4 shows 
only one. The value of the one-phonon term at the 
point along[310] marked P on Fig. 10 is determined 

200 
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FIG. 4. Structure factor S (M for Na at T =0OK and

T = 90 'K along [3101.
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FIG 5. Structure factor S(_) for 6Li and 'Li at T=o K 
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by the phonons at the point q= (4,4, 0) in the first 
Brilloum zone. At (,2, 0), Na has an anomalous­
ly low transverse frequency.? Furthermore, 
since j is nearly perpendicular to the [310] direc­
tion, the factor rjci[j .k?will select out the 
transverse frequencies. The resulting single, 
large, maximum swamps any other effects Thus 
we see that any particularlylow phononfrequency 
will cause a sequence of one-phonon maxima along 
the appropriatedirection. This property of the 
one-phonon scattering has been widely used to 
study soft modes, 35 but the discussion is often set 
in real space. In terms of identifying the maxima 
with a particular vibrational mode we see that it 
is advantageous to treat the problem in reciprocal 
space. 

The comparison of W and W. for Na in Figs. 
8-10 shows that at large k the only significant dif­
ference is a shift arising from the term S(k6) in 
W, which is a constant for k > 2k,. However, at 

-
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FIG. 6. Structure factor S () for 6Li and 7Li at T=o' 
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FIG 7. Structure factor S(k)for 'Li and 7 Li at 
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small k Fig. 11 shows that the presence of Se(k) 
in W contributes to a difference in shape between 
W and W.. The small k portion of the x-ray cross 
section (with only ionic Compton scattering sub­
tracted out) thus gives us information about the 
conduction electrons.38 Note also that for Na the 
presence of the pseudopotential v(k) in W seems 
to make little difference in the final cross section. 
This is not so for elements of very low atomic 
number. For example, in Figs. 12 and 13 we plot 
W for 7Li at low values of k, for two choices of 
the core radius appearing in the empty-core pseu­
dopotential?.7 Th6 maximum percentage differ­
ence is slight in both cases, but in Fig. 13 the 
actual shape of the one-phonon maximum is no­
ticeably altered. In fact, the differences between 
pseudopotentials will always be most noticeable m 
low-k one-phonon maxima. In order for vO) to 
have any influence in Eq. (4.1), we need to have 
k <2k, (otherwise Xi is exceedingly small) and S() 
to be not too small. Figure 14 emphasizes this 
point: Here we plot W-S(k), so we subtract all 
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FIG. 8. Cross sections W() and W (i) for Na at 
T = 0 'K along [1001. 
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the Compton scattering. What remains shows a 
marked dependence on the pseudopotential.We should discuss the relative composition of 

eTsould.,discusstheFrelativehcomposition­
theT [eo k. u 1 oThis 
tribution of the one-phonon term, and we see that 

at large k the many-phonon terms become quite 
important. From Eqs. (3.11) and (3.13), we have 38 

S- -1 
SAk) =e-kak6AaB(°)l21ekok0s(°)/2-- - aksA.(0)] 

+ iI4XEekaksAaa(0o)/2+ e 

(4 4) 

From the Appendix we also note that for Na, 

TrAos(X)<K TrAa(O) (for X, * 0) Typically at 

least 90% of S,,(k) in Na comes from the first term 
in Eq (4.4), 1 e., 

SM(k) 1 -=I- e ekkA0(°)/2[l+ikaknAan(O)] (4.5) 

In Eq (4.5) we have confirmed a well-known ap­
proximation (Eldridge and Lomer 321). 

In spite of the fact that the X, sum m S,() con­

verges roughly as F(X)-, we have found it ade­

0. 
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FIG 10 Cross sections W() and F, (-) for Na at 
T=0°K along [1111. 
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FIG. 11. Cross sections W(k) and W (k) for Na at 
T = 0 °K along [100) Note the expanded vertical and hori­
zontal scales, and the position of k = 2 

kF. 

quate to take only sn shells (136 vectors) the 
sum. [Taking only seven shells changes S(K) for 
Na by considerably less than 1%, for example.] 

can be understood by noting that 

TrAos(Z) << TrAs(X)<< TrAs(o), (4.6) 

where X. and X. are typical vectors in the first 
and ninth shells. The point is that the asymptotic 

Lmit of A, 8 (X,) (c i/X2) is only reached at large
X. where the structure factor is almost independent 

of the contribution of the remaining shells. In ad­dition, the X, sum actually converges more quick­

ly thanZ;l1/X' since the term e -fzk*X in Eq. (4.4)introduces (except for iZ=K) considerable self­
cn cetion 
cancellation 
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V. DISCUSSION 

The extension of our method of calculation of 

the ionic structure factor to systems without cubic 
symmetry and to systems with a basis is complete- 
ly straightforward. (Special-points-have-been 
found9 for systems of hexagonal symmetry, and 
they can be generated for systems of any symme­
try.) The occurrence of one-phonon maxima is 
equally general. The abilitv to calculate the 
A. 5(X,) by a procedure which avoids a difficult 
three-dimensional numerical integration should 

prove valuable in a variety of contexts, including, 

of phononsi' and the computation of static lattice 
Green's functions .' 

Much of the theory of x-ray scattering from 
simple metals presented in Sec. H can be extend­
ed to liquid metals. Egelstaff, March, and 
McGilI4 have derived a formula.for the x-ray 
cross section in liquid metals that is identical to 
Eq. (2 6), except that they do not make the adia­
batic approximation in the terms involving the cor­
relation of conduction electrons with the ions.tion,and ntroduc ngthe ngthat approxima an intodu ingtheFinally,Mak ppro imaiontMaki g at 

pseudopotential v(k), we conclude that Eq. (2 12) 
is as valid for liquid metals as it is for crystals. 
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Those anharmon c terms our calculation has neglected possible
anharmonic effects. 

which are retained the self-consistent phonon 
theoryi1 are m a sense taken into account here 

The formalism we have presented is not altered 
by using the self-consistent theory, but the fre­
quencies are changed from their harmonic values 

D)0 

( 

FIG. 15. Lanes of equal value of the function l/c(hI 
in a (001) plane of the lattice reciprocal to the bec lattice. 
R is the point (2ff/a) (,0, 0), P the point (2ffrla)( 0~), 
and S is the point (2r/a)(3,1, 0), where a is the lattice 
constant. The numbers 1.00, 0 50, 0.33, and 0.25 inch­
cate the relative value of the function. 
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In the case of sodium, this change is small.23  


I Other anharmonic effects are not taken into ac­
count For example, the interference between 

one- and two-phonon scattering can cause a no­
ticeable change7 ,41 m S1 n(k) As shown by Glyde,7 

however, it amounts to only a small shift in the 
one-phonon scattering for Na at high temperatures 
Since both the anharmonic frequency shifts and the 
inverse phonon lifetimes become quite small at 
low temperatures, 23 the size of this contribution 
should decrease correspondingly Interference 
effects, as well as other effects due to anharmom­
city, may of course be of somewhat greater im­
portance in the case of lithium 

APPENDIX 

We briefly review the special point method,8,9  

which was designed for the integration of quan­
tities varying slowly over the first Brillouin zone 
Here, by a slight modification, we use it to eval­

[see Eq.uate the integral of oscillating functions 
(3.7)]. 

The general integral to be evaluated is 

- -. f d q/D, (Al) 
- ( . z 

where f(@ is assumed to be invariant under the 
operations of the crystal point group, and a. is

the primitive cell volume. [If f() is not symme­
tric, it can, of course, be easily symmetrized.] 

One expands f in symmetrized plane waves 

Am J: 


i( =fo+2f A.(q),_ 	 (A2) 

with 	 

-(=	E o' " (A3) 
3t,. 

and 

1 .,,
fmf -TAI d qf(-A(@. (A

Bz 	 

X; m refers to all lattice vectors X with the same

length X. that are related by point group opera­
tions. N. is the number of vectors in this inth

shell, and the sum in Eq. (A2) is ordered so that 
those shells with lowest X. come first 

A set {q,} of special points is defined as a set of 
n points in the BZ with associated weights ai which 
satisfy 

A o for=,..,N, (AS) 

> a,=l. (A6) 

AND N. W ASHCROFT 	 14 

Using Eqs. (A) and (A) in Eq. (A2). 
n 

fo= a 1f( ,) - Z a,AN.(f)fN+1 + ." (A) 
=­

Smcef is the desired integral, Eq. (A7) gives an 
approximation to the integral consisting of an 
evaluation of f(q) at a (small) set of points The 
first neglected term can be shown to be tfN,,. 
Not all coefficients f,8 for ni >N-have been neglect­
ed, as Eq. (AS) is always satisfied for an infinite 
number of shells. The index of the first shell for 
which Eq. (As) is not satisfied is N+ 1. With in­
creasing number of points n in the set, both the 
number and the magnitude of the neglected terms 
become smaller. 

At T=00 K, TrAas(0) c-Z,/w(yJ is a smooth 
function, and we may apply the special point meth­
od. Although the expansion coefficientsf, de­
crease slowly with increasing m for large m, they 
are much smaller than TrA, 0(O) itself. Thus we 
expect increasing the number of special points n 
to have a small effect on TrA,,(0). From Table 

I we see the convergence is more rapid for T 
=00 K than for T=90'K. 

The calculation of Aas(X,), X, #0 is more trou­
blesome, and we illustrate by examining the trace 
of this matrix. Symmetrizing the integrand of


TA-'Z 1

TrA '(Xi
',- 5--q) A,. 	 (A8) 

Applying the special-point method to this integral

means neglecting some of the coefficients f,


whose form is (we are at T=00K) 

m EZ~ii~.~9 
Now AA. is itself a sum of symmetrized plane 

TABLE I M=t2kF)A (in units of 10-2) M(g) 
=(2k,)2 TrAs(R) (in units of t0-). N is the number
of special points (Na, T-0K) 

N= 8 40 240


M(T=90K) 79897 85890 88258


M(= (i,1, 1)) 1 126 1 134 1 133


M(R= (2, 0, 0)) 0 538 0 541 0 540

M(R= (2, 2, 0)) 0 283 0 261 0 259

MR (3,1,1)) 0240 0 223 0221


MR(?, 2, 2)) 0.473 0479 0477

M(R-(4,O,0)) 0.174 0.167 0 164

M(f=(3,3, 1)) 0.169 0.152 0 48


= M(Rf (4, 2, 0)) 0 140 0 099 0 095
 
M(R= (4, 2, 2)) 0.16 0.137 013 


http:small.23


14 THERMAL DIFFUSE X-RAY SCATTERING IN SIMPLE METALS 457 

waves -I 1. , 

i __A_-­ (All)iZ- ~ 

Ai(aAn(J= Za(i,rn)A ( , (Alo) The origin of this behavior is the l/q behavior of
J 1/w(ID as j-0 (see Ref. 18 and Schober etal., 

where the-first 1-for which a(i,m) *-Ois-that-for Ref. 39) 
which XC= r, - XCl From Eqs. (A8)-(A1O) it is To circumvent this difficulty one must find a 
clear that the/rn for large m will be much less than matrix M"(Q whose behavior at the origin is the 
TrAa(X,) only if the/rn themselves decrease rapid- same as that of r[/w4)]e (a~e(Th, and which 
ly with increasing m This, however, is not the leads to an integral fBzd'qM O(iD cos(4-X), which 
case, for just as in Eq. (3.16), can be evaluated analytically. Then we write 

tBz 11,B -M_,] co4 )+V--ea(ie(i)) X (A12)os( cos(qA.() 
 
el2 Mas(4D 414i),


q-0, , () - l/d()q, where d() is a functionand compute the first integral by the special point A1/O 
method. Since the integrand has no troublesome of direction. We have approximated d() with 
1q behavior, its expansion coefficients/. should [rJd21l/c()]-, where the c3 (Q)are the three 
then decrease rapidly, and the number of special speeds of sound.} Tables I and H show the ele­
points then needed for an accurate determination ments of A,s(X,), for , n the first nine shells 
of A,8 (X,) should be (and is in fact) correspond- (T=O°K), TrAd(X,), and A,(0) for T=O°K and 
ingly small. T= 90'K. Three different (bcc) special point sets 

To simplify the calculation, we have actually were used, with n= 8 , 40, and 240. Although one 
only treated the trace of Aaa(X,) in the above fash- can only expect TrAaB(X,) to converge well, the 
ion, subtracting off a function M(iD whose behavior individual matrix elements also show good con­
as q-0 is approximately that of "D 11/w(AJ.{As vergence. 

-TABLE Ii 2 A 8(R) (in units of 0o) N is the numnber of special points (Na,M B(R)=(2k,)

T=O K) 

N M. M., M. M. M:, M 

R=(1,1,1) 8 3.754 2 610 3.754 2 610 2 610 3754 
40 3 780 2.664 3.780 2 664 2.664 3 780 
240 3 778 2.666 3 778 2 666 2 666 3.778 

ff=(2, O, 0) 8 0 822 0 2 278 0 0 2278 
40 0 716 0 2 345 0 0 2345 
240 0 708 0 2 345 0 0 2345 

R=(2,2,0) 8 1 278 0 698 1 278 0 0 0 270 
40 1 215 0 740 1215 0 0 0184 
240 1.207 0 744 1.207 0 0 0 181 

11= (3,1,1) 8 0.715 0 225 0 842 0 225 036 0.842 
40 0 557 0 230 0 836 0 230 0 444 0.836 
240 0 541 0.233 0.832 0 233 0448 0.832 

K=(2,2,2) 8 1.578 1 039 1.578 1039 1039 1 578 
40 1 598 1 133 1 598 1.133 i.133 1.598 
240 1 589 1 139 1 589 1 139 1 139 1589 

R=(4,0,0) 8 0 581 0 0 581 0 0 0 581 
40 0212 0 0727 0 0 0727 
240 0186 0 0 730 0 0 0 730 

R=(3,3,1) 8 0 680 0528 0.680 0 073 0 073 0 331 
40 0.668 0.458 0.668 0 120 0120 0.188 
240 0.653 0.464 0.653 0 125 0 125 0.179 

R=(4,2,o) 8 0465 0275 0.465 0 0 0465 
40 0 356 0.167 0400 0 0 0234 
240 0 331 0.171 0 391 0 0 0227



R=(4,2,2) 8 0.388 0 304 0 388 0.304 0 0 388


40 0.386 0 208 0 491 0 208 0 303 0 491 
240 0.363 0 214 0.482 0.214 0.314 0 482 
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Aluminum under high pressure. I. Equation of state 

Carlos Fnedli and N. W Ashcroft 
Laboratoryof Atomic and Solid Stare Physics. Cornell Universty. Ithaca, New York 14853 

(Receved 14 July 1975) 
A curve of applied pressure P versus lattice constant a is calculated for single-crystal alummum It results 

from an application of the method of structural expansions for deriving the energies of simple metals, a 
method known to give reasonable results for the elastic constants even at second order m the effective electron­
ion interaction The latter (in the present calculation) is taken from Fermi-surface analysis and it is verified 
(with this essentinily experimental information) that the extant face-centered cubic structure remains the 
preferred crystalline phase up to the highest pressures considered. Arguments are given to suggest that tee P 
versus a curve should have reasonable a pnon accuracy, and can admit of possible improvement if 
experimental data in the intermediate-presssure region can be provided to refine the (in principle) energy­
dependent pseudopotential. At three megabars the lattice constant is reduced by only 22%; the ion cores at 
this pressure are still very well separated. 

I INTRODUCTION 	 

Among the simple metals, aluminum is in many 
ways one of the simplest, being cubic close packed 
under normal conditions and possessing ion cores 
occupied by electrons in levels of s and p sym­
metry. It is mainly a consequence of the latter 
that its nearly-free-electron band structure can be 
interpolated so accurately by a spatially local 
pseudopotential, a feature which distinguishes it 
somewhat from the alkali metals. Although the 
Fermi surfaces of the alkali metals are a good 
deal simpler than that of aluminum, the apparent 
complexity of its multiply-connected Fermi sur­
face can be used to advantage in a study of the 
transport properties at high pressure. This will 
be the content of a later work; for the present we 
are concerned with the equation of state of Al, a 
necessary preliminary in discussing the depen­
dence of transport properties on pressure.' Ef­
fects of temperature (for normal conditions) are 
quite small, and our aim here is therefore to ex­
press the equation of state in terms of pressure 
versus lattice constant. Such a relation can only 
be considered potentially useful if no crystaline 
phase changes are likely to occur.2 We show by a 
series of arguments that the common face-cen­
tered cubic phase of Al appears to remain the 
stable phase for pressures exceeding 31bar. In 
terms of the lattice constant (or equivalently the 
r, electron spacing parameter) these colossal 
pressures represent a rather modest change of 
around 20%. The electron density is increased, 
but not greatly. It is not unreasonable to suppose, 
therefore, that the method based on structural 
expansions about the uniform interacting electron 
gas will continue to function as it does for the sys­
tem taken at more reasonable pressures The 

method is summarized in Sec. II, and in the course 
of discussing the standard second-order theory3 

we comment on the importance of higher-order 
corrections to the present calculations. 
Section IMI describes the application of the for­

malism to the problem of deciding which of several 
possible simple structures (including fcc) will 
possess the lowest Gibbs energy. For the fc 
phase, a curve of pressure versus lattice con­
stant a is presented (Sec. IV); up to and above 3 
Mbar, the changes in a are quite monotonic. Up 
to about 800 kbar, our calcuations, based on the 
method of structural expansions in a weak pseudo­
potential, can be compared directly with the re ­
sults of Ross and Johnson4 who obtain the equation 
of state of aluminum from an a Priori calculation 
of the band structure by the augmented-plane-wave 
(APW) method. 

We estimate that not until pressures of over 100 
Mbar are reached will the ion cores of Al be sub­
stantially contiguous. This is a very different 
situation from the one prevailing in ionic crystals 
where the pressure scale is founded largely on 
assumed short-range interactions.3 Although the 
atomic number of Al is relatively low, it may 
compete reasonably well in x-ray scattering power 
with NaCI and may, therefore, be an alternative 
candidate for calibration and use as a pressure 
scale. 

On account of the compactness of its ion core 
(and the absence of filled d-shell levels) the 
pseudopotential in Al, although energy dependent 

' to a small degree is remarkably local and pro­
vides an excellent interpolation to a prioriband 
structures. Invoking an adiabatic approximation. 

12 5552 
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we shall take it that an ion of the dynamic lattice 
of Al carries with it a bare pseudopotential, v(9) 
known (at the Fermi energy) from Fermi surface 
analysis. 7 It is a function which as is well-known 
oscillates in sign as k increases, a fact which 
reflects the finite size of the Al ion core Since 
we shall shortly need to consider the.possibility 
of corrections arising from dynamic lattice effects, 
it is convenient to set down a Hamiltonian for the 
electron system that is written for instantaneous 
positions T(A) of the ions near equilibrium sites 
R, i.e., 

() 
where for the present 1, can be taken as the 
standard Hamuiltonian for the interacting electron 
gas (uniform compensating positive background) 
and the ionic Hamiltonian HM, leads to the 
Madelung energy NE , of point ions. In rydbergs 
it can be written (for ZN electrons) 

&r 
ZEo k 

where for the ions in a volume V the structure 
factor for the ionic system is 

S(k) =(I/N)Ajo4) -N(3, 0 , (3) 
with 

P= Z k , 
i 

and the average in (3) being taken over the states 
of the crystal. The final term in (1), ff4, is the 
electron ion interaction in which it is-convenient 
to include the largely compensating zeroth Fourier 
component of allthe long-range interactions; that is, 
a term E. which although independent of structure 
is always difficult to calculate from first princi­
ples. It can, however, be eliminated by exploiting 
a fragment of experimental information such as, 
for example, the equilibrium density. 

Accordingly we write 

Ifj = E+ 7,V(iFT, (4) 
T.0 

where for the electrons the density operator is 
written 

- Lekr (5) 
3 1 7, ecoluni 

We turn first to the static lattice case for which 
the contribution of E. to the thermodynamic func­
tion is known, at least for most simple structures. 
The problem of calculating the energy of a simple 
metal then reduces to an expansion (relative to the 
structureless electron gas system) in oiders (be­
ginning at the second) of H,,. Since the ionic oor­

relation function [for example, S(k0)] are then 6 
functions on the reciprocal lattice they reduce the 
resulting summations in the perturbation series 
to lattice sums. Thus, in addition to the ground­
state energy'0 fromt He (and EM) we have, as the 
first term of the structural expansion, a second­
order band-structure contribution E( of the form 

EW =± Z' In(T)I2x(i)/e(K); (=) 
I -R] 

[k] reciprocal-lattice set, 

where e(kM is the dielectric function of the inter­
acting electron gas and X("(K -) its (static) first­
order polarizability. At this level of approxima­
tion the internal energy is then 

= r) 

and it is interesting, before proceeding further, 
to examine their relative contributions to the pres­
sure at a given volume V, or what is equivalent, a 
mean electron spacing r ['/NZ =(roa,)34-. Table 

I shows" that as pressure increases the contri­
bution from E(2) becomes progressively a smaller 
fraction of the total. Since we know' the ground­
state energy and compressibility of Al to be quite 
well given near P =0 by (7) and its derivatives, we 
may conclude that even at high pressures the high­
er-order band-structure contributions to E are 
not likely to be an important factor inimiting the 
accuracy of a calculation of P vs a. The most 
significant of these corrections Is the third-order 
band-structure energy. If the electron gas is 
treated, for example, within the random-phase ap­
proximation, this term can be written 3 " 

-­v )i(K)v(K-K') ( ,K-K,), (8) 
.,, (8) 

u E, 6)c(K 4C') 
where X( ) is the second-order polarizability of the 

TABLE I. The quantities F., Es,, and 9, are present 

at any order of the calculation and are convenient to 
group together in the comparison of the relative pressure 
contributions. The first column gives an estimate of the 
pressure tn MbRars) from E8 tE2 -E, and the second 

for E42j Energies are given in i-ydbergs. 

P (Ee+EAM - 0 ) ES 

2.07 0.48 (i.29) -o 48 (-0097) 
1.9 1.39 (-1.24) -1.07 (-0 138) 
1 8 2.38 (-1.189) -1.62 (-0.176) 
1,7 3.95 [-1.110) -2.37 (-0.227) 
1.6 6.47 (-0.993) -3.35 (-0.292) 
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electron system. As remarked earlier, v(Z) forAl 
(and indeed any non-point-ion system) alternates in 
sign as its argument increases and, as a conse­
quence, there is substantial self cancellation in 
(8). Furthermore, relative to (5., the Iv(K) are 
considerably less than -0 1 (for example, Iv11I/eFI 
= 0.0209, and kv2,/&SI =0.0657). It follows that 
the higher-order band-structure energies are quite 
small in comparison with E(s . This has already 
been noticedbyothers," although we must recog­
nize that the derivatives of the higher-order terms 
(in the elastic constants for example) need not al­
ways be ummportant. 

As far as a calculation of the pressure is con­
cerned it seems a reasonable approximation to 
neglect the higher-order band-structure energies. 
The approximation would appear less justifiable in 
the calculation of the ground-state energy for var­
ous crystal structures. But in fact it remains 
numerically valid. The concern is that differences 
in Gibbs energy for different crystal structures 
are quite small, about 4-6 mRy between hcp 
and fcc per electron if calculated with a second­
order expression. And these can be less than 
typical third-order energies. However, we need 
not the absolute third-order energies, but their 
differences for different structures; these are in 
turn smaller by about an order of magnitude. We 
shall see in a moment that inclusion of dynamic 
effects are likely to reduce the third-order differ-

AND N W ASHCROFT 12 

ences still further, so that a calculation of the 
energy at second order is sufficient for the pres­
ent purposes. 

Relaxing the static lattice assumption requires 
(a) the inclusion of phonon energy term, if indeed 
the excitations are to be described by phonons, and 
(b) the reintroduction in (6) and (7) of the corre­
sponding ionic correlation functions, for example, 
S(k-) [Eq. (3)]. If iI(R) is the displacement of an 
ion from site R, then 

s(i)=h Z ekC. _')(eIh.()e~ik.l(R,)y, (9)
F1 ' 

and if the 7i(R) may be developed as a linear syn­
thesis of phonon operators, it follows that 

S(kZ)=k_ e'"( ',e'xn{(_[. (T)1.
TV 

(10) 

and this replaces the sequence of 6 functions which 
led to the lattice sum in the second-order term 
(6). The correlation function corresponding to 
(9) and appearing in the third-order expression 
is easily seen to be of the form 

+ 2[f.(R) . (R,)] - 2[R. (R,)(, @). 
AU)1

- 2( }, (1) 

which is straightforward to generalize to higner 
orders, 
 

For metals with substantial Debye temperatures 
(in which category we may place Al) one method of 
handling (10) and (it) is to proceed by a multi­
phonon expansion The zero-phonn term leads
immediately ack to (6) and (8). The one-phonon 

term leads, when combined with the kinetic energy 
of hephoonsysem'5 to heintrnl eery fof the phonon sysem, to the internal energy o 

the phonons. The remaining mulhphonou terms, 
as is known from the analysis of thermal diffuse 
x-ray scattering are quite small. Thus we may, 
with a sufficient accuracy, treat the phonons in­
dependently of the electron system and calculate 
the Gibbs energy of the latter assuming a rigidlattice. The internal energy can then be written 

£ =(6,, -E, +Ev) E 2) +EP ' , (12) 

where EP is the internal energy of the phonon sys­
tem.



IIISTRUCTURAL CONSIDERATIONS
 

From the known Fermi surface of Al (and the



assumption of a static lattice) the values of v(K),(I, , 1,),(2, 0, 0) can be extracted nd these can be 
0,0an ext ractdan these b 

interpolated and extended by an empty-core psen­
dopotential [v(k) =(-8Z/ 2 ) coskrJ. The range
of validity (in k) of such a simple form is quite 
sufficient to assure convergence of the sums in 
(6), and hence of the band-structure energy Since 
v(k) is a property of the ion we may repeat the 
procedure at any chosen volume or density As­

suming for the moment that this is fixed we must 
examine the structure-dependent terms in (12) as 
the ions are rearranged in a variety of possible 
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crystal structures. 
To begin with we consider the electronic terms 

(and Madelung energy) and allow ourselves at this 
point the freedom of a structure with a two atom 
basis. The task is to ascertain which of the struc­
tures (at least, which of the simple structures) is 
preferred for Al: to this end we will select care­
fully a system of primitive and basis vectors 
which will allow us continually to deform between 
different structures by means of a smooth vari­
ation of parameters. 8 Refer now to Fig. l(a). We 
take 1, 5, and E as primitive vectors which are 
written in the form 

;=a(v', ,0}, =a(0,0,n).-a(s,9,O), 0
 (13) 

Direct lattice vectors are then written 
.=na-+pSr-q. 

We take the basis vectors 

fCC(a) bc 

a 
a 

1 
r 

0 

aceeding 
a 

0 

S 

s-= 
 
I 

V 

L 
wr1 

-N~'=~~ 

a= 

Sc 

jc 

(b) 

hcP 
t77 

~sc 'a­
bcc ,Kfcc 
ihe' ' CD 
ihcp I 

hrcotyrcb~rr 
, 1
 
p o [ I 


__h_____ I I
I* 

carbiimary I_____ * 1 

(c) 

FIG. 1. (a) General structure defined. (b)Some 
particular cases and representatons of continuous one­
parameter transformations of them into each other. (c) 
Values of the parameters for these particular cases. 
The parameters are defined by Eqs. (13)-(15). 

S, =0, S = = a(2s -1, (2s - 1) , n). (14)2 
in (13) and (14) the parameters v', , 71,and are 
chosen in the following way: 

v'= (2s - 1)v,

=u0 - (2u -"3")-(1 -s)[1 - 2u +2v(2u ­ ")], 

71=w +2vw(q3-1) +2(1-s)(1 -w -2v(4" -1)], 
t=u-2v(u -1/), (15) 

withs, u, v, w taken as independent parameters. 

Transformation (15) is only one of many ways of 

continually deforming the standard simple crystal 

structures. We have selected it because it permits 

us to examine single-cubic (sc), face-centered 

cubic (fcc), body-centered cubic (bcc), and hexa­

gonal closed packed (hcp) with variable (c/a)ra­

tio. As an example, note that when s = we have 

(whatever finite values u, v, w may assume) a 


simple-cubic structure. On the other hand, if 
s=1, v=0, and w =1, the structure is fcc for 
u=v2, andbccwithu=l. Further, ifs=l, v=2, 
and w = 1, we have hcp with ideal ratio. These are 
summarized on Figs. l(b) and 1(c), Although it 
cannot be deduced simply from the results we shall 
give, it is interesting to note that the transfor­
mation we have chosen moves the atoms in a very 
natural way, keeping them well apart, and pro­

as directly as possible from one structure 
to another. In a sense we are moving the atoms 
along valleys in the energy -structure space. 

The lattice reciprocal to (13) is spanned by 
primitive vectors 

(2r/a)(1/s, -v'/s , 0), 

Bi= (2ir/a)(0, 1/4, 0), (16) 

(2r/a )(0, 0, 1/7J), 

and the reciprocal-lattice vectors are 

K=hA- B-nC, 
which we use to define in Al (Z = 3) 

x ( 5 3 s4 ;yf3[ ' lh V IS)2 + ]/2 (17) 

With the choice of basis given in (13) the structure 
factor, per ion, is 

+ e-) 

where 

0 = .T=4[h(2s- 1)/s 

+(I - hv'/s)(2s -1)t/g '-]- (18) 

Accordingly, the band-structure energy (in Ry/elec­
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tron) becomes 

E 9ss Z- I 24_,)2VXa2n1.scose. (19)eos ). (19



In (19), Ecnx (the dielectric function of the inter­
acting electron gas) can be written 

e(x)=l+(X'/1X)f(x)g(x); X'=1/(ia~k4) 

with - ll; 

f(x) =1 +-' n' 1-I x 

and g(x, r) a correction for exchange and corre­
lation. We have not found the latter to make any 
important correction in the matter of deciding 
between relative structures at second order. 

Using Ewald's method we can determine the 
Madelung energy in the standard form (again in 
Ry/electron) 

E , =CMZ /1r . (20) 
To find C., we normalize the direct lattice vectors 
by the Wigner-Seitz radius 

7.=2P (+COSt3)jr/PT -77r ert)Z 1 

where P(>0) is Ewald's dimensionless parameter 
and erfc denotes the complementary error func-

tion. Then at second order, we evaluate (12) by 
 
using (6) for Rss [with v(K) there replaced by 
 
tl .- e" 8)n(K)] and (20) and (21) for the Madelung 
 
energy. For a given structural choice (corre-

sponding to a particular selection of s, u, v, w) we 
 
determine E. by the zero-pressure condition 
 
(8E/ar')5 =0 . Expressed as an energy per elec-

tron, E, always has the form 
 

where a is a Droperty of the ion alone and is as­

sumed not to alter under reasonable variations of 
 
density. Since the total energy near zero pressure


contains small contributions from the omitted 
 
higher-order band-structure terms, the imposi-

tion of the zero-pressure condition forces their 
 
inclusion in a crude way through the choice of a. 
 
To the extent that these terms are not seriously 
 
density dependent the subsequent use of this a 
 
will therefore continue to incorporate such terms 
 
If one takes the Nozieres-Pines form for the cor- 
 
relation energy,"1 it is easy to see that 
 

a 4r 96+z3C 001
911 

aEuz\,1. )(2 4\ 0i - .4 2 r.0 (22) 
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rws = (3s 71/8r)' /a, 

i.e., we define 

where 
p =(8r/3s 7)1/ [(nS pV,)1 +pl 2+q21]1/. 

Similarly, put 

where 

13 +d= (8,r/3sn)'l{[rns+pv' + 1(2s - 1)]' 

-p ! 1)7)] 2 +(q +i)h72j i / 2+,(2s -

Finally, put 
G =rwsK, 

with 

G = 2(9 Z /4) 1/ 3, 

then 

E ( erfc@tPP) - rc*1 4 )(21) 

where for the fe structure observed for Al in its 
ground state s r 0 =2.0647. What is required in 
(22) is E%'(r5 ), and this can be calculated by a 
combination of a direct numerical summation 
(out to a chosen reciprocal-lattice shell) augmented 
by integration for the remainder This remainder, 
designated by S(x1 , r ) (where x, is the radius of 
the shell) is independent of structure and depends" 
very weakly on r,. Its contribution is in any event, 
quite small. At r, =r,, and for x, =2.5 we find 
S5=0.005 Ry/electron, which amounts to 5%of E11? 
and 0.4% of E 

IV ENERGIES AND PHASES RESULTS AND DISCUSSIONS 

In Fig. 2 we show a selection of the results we 
obtain for the Helmoltz free energy E as the crys­
tal structure is continuously deformed from fec to 
hop (c/a=47). In this example fcc is lower in 
energy at all densities considered. This result 
remains true for other structures, the two that 
are always closest in energy (at least of the simple 
structures we consider) being fcc and hop. It is a 
straightforward matter to compute the PV term 
and, hence, in the ground state the Gibbs energy 
for different phases We find fcc Al (with an as­
sumed static lattice) to have the lowest Gibbs 

energy and to be the preferred structure, even up
to theoretical pressures in excess of 3 Mbar 
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Contributions to the thermodynamic functions 
from the ionic degrees of freedom can be estimated 
from the Debye model; in particular, the zero­
point energy is of order 3ksOD per electron (about 
0.001 Ry) and for temperatures less than the Debye 
temperature will remain of this order. - Changes in 
this energy accompanying changes in crystal struc ­
ture will be much less than 0.001 Ry. The contri­
bution of the phonons to the pressure is readily 
shown to be (Q.y)nkeE, where 7z=N/V is the ionic 
density andy is the Grilneisen constant. Even for 
changes of 509a in the equilibrium value of n, the 
phonons change the pressure calculation above by 
at most a few klobars. Figures 3 and 4 give the 
Gibbs energy as a function of pressure for fee and 
hcp, and (for comparative purposes) as a function 
of r, for sc, fee, bce, and hcp. In Fig. 5 we plot 
the pressure on a single crystal of Al (under pure 
hydrostatic strain) as a function of its lattice con­
stant a (rather than r,) at a nominal temperature 
of 300 K The equation of state given there may 
also be appropriate to polycrystalline samules 
under less than pure hydrostatic conditions. It is 
worth remarking that at 3 Mbar, where a= 3.14 A, 
and the nearest-neighbor separation is (1/,f2)a 

,=2.22A, the distance between ion cores (takingthem 
to have a radius of 0 59A) is still 1.04 A. For the 
pressure range m Fig. 5 the energy (and the corre­
spondingpressure) is dominated by the terms aris-

V 
0 Oi of o0z 0.3 04 05 

-430 I-i 

E(Ry] 

-1
-

-5 Z-130­
-140­

fc he p(./T 

FIG. 2. Helnholtz free energy as a function of r, 
 
and v; the other parameters fixed at their fee values; 
 
varying v here takes the structure from fcc to hop. 
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FIG. 3. Gibbs free energy as a function of r, for 

several common structures Compare with Fig. 4 
where G is plotted agamst the natural variable pressure. 
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FIG. 4. Gibbs free energy as a function of pressure
for the fee and hop strunctures, these have the lowest 
Gibbs free energy for any frxed pressure P. 
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ing from electron gas, .'adelung energy, and to a 
much lesser extent, band structure. Energies 
arising from the direct overlap of ion cores (so 
called core-core exchange, or Born-Mayer terms) 
are evidently not important, although it is con­
ceivable that at very much higher pressures (we 
estimate they will be in excess of 100 Mbar) they 
could be. This kind of term is difficult to calcu­
late with confidence from first principles, and is 
normally parameterized in an exponential form 
(or even as a power law) in expressions giving its 
contribution to the internal energy. In pressure 
scales based on these forms, the concern (aside 
from the implicit pair force approximation) is that 
the low-pressure determined-parameters may not 
remain valid in a region of substantial ion-core 
wave-function overlap. At 3 Mbar-we have only a 
22% reduction in lattice constant, and core-core 
overlap is still a small effect, its neglect leads to 
errors which will be far less important than those 
arising from the neglect of, for example, the 
higher-order band-structure contributions to the 

PfMbar] 

q qq 
Ck 

, 
'S Oo:4023 

% ' 

00 30 35 40 
a 

FIG. 5. Pressure as a function of lattice constant for 
the fcc structure, and experimental points obtained from 
reduced shock-wave data for two dilute alloys (0 2024 Al, 
0 921-T Al; see Ref. 22) assuming their zero-pressure 
lattice constant is equal to that of pure Al. 
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energy. 
As far as the use of Al in high-pressure devices 

is concerned it suffers from the disadvantage that 
its atomic number is quite low It should, how­
ever, bevisibletoxrays inadiamondcell, and the 
curve presented in Fig. 5 is therefore amenable 
to experimental test, provided, of course, that 
sufficiently hydrostatic conditions can be arranged. 

If a test of this -lnd were found to establish as 
numerically sound the basic curve up to, say, 0.5 
Mbar (corresponding to a =3.61 A), then according 
to the arguments we have given about it would then 
appear reasonable to accept the balance of the 
curve leading to the ultra-pressure region.? An 
independent determination of the pressure can also 
be used to refine, for example, the form of the 
pseudopotential used in the high-density regime. 
It is worthwhile mentioning that the equation of 
state obtained here agrees within experimental 
error with the results in the range from 0 to 0 2 

-Mbar obtained by Roy and Steward.? It alsoagrees 
very well with shock-wave results for 2024 alumi­
num and 921-T aluminum up to 1.2 Mbar. As­
suming these dilute alloys behave as pure alumi­
num (with the same lattice constant at zero"pre­
sure), we get from the reduced shock data the 
points plotted in Fig. 5. Small changes in the 
actual lattice constant are to be expected, and in 
addition we must expect minor effects from the 
different pseudopotentials and valences of the 
impurities. But in homogeneous dilute alloys these 
can only displace the experimental points slightly 
from those plotted in Fig 5. Finally, our curve is 
almost parallel to the corresponding one extracted 
from Ross and Johnson's paper, 4 but is shifted to 
the left by a(V/Vo) about -0.06. Although some of 
this difference may be due to numerical inaccuracy 
(e.g., the APW calculations take only a few points 
in the fundamental symmetry element of the 
Brillouin zone) and some due to questions sur­
rounding the correct choice of local excnange po­
tential, probably the bulk of the discrepancy can
be traced to the different methods of handling of 
the zero-pressure condition. In the method of 
structural expansions,s the contribution to the 
total energy of the zeroth Fourier component of allthe interactions is eliminated with the zero-pres­

sure condition at the corresponding experimentally 
known -r,: the a pron calculations (such as those 
in Ref. 4) seek to obtain every term in the ground­
state energy from first principles. 

The reasons for choosing Al (the paradigm of 

small-core, close-packed-cubic nearly-free­
electron metals) do not exclude other metals dis­
playing similar features, and it may well be that 
the principles leading to the choice of a metal 
rather than an ionic crystal for the measurement 
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of pressure, can be applied to metals such as In, 
or Ph, providing, of course, that closer attention 
is paid to problems arising from spin-orbit cou­
phng, nonlocal effects, and the nature of neighbor­
ing levels above the Fermi energy. 
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Recent calculations of the ground-state energy of a system of four hydrogen atoms are re­
viewed from the point of new of discerning the short-range interaction potential between two 
hydrogen molecules. Consistency amongst the results of these calculations suggests that the 
potential for intermolecular separations in the region 1-2 5 A can now be-specified to about ­
10% with considerable confidence Analytic fiLts to spherical averages of these results are 
presented For calculations of properties of high-density solid molecular hydrogen, the 
bare pair potential may thus be regakded as well determned. The role of multicenter terms 
can then be examined, as for example, recent reported work seems to indicate that pairwise 
additivity is not altogether valid in practice 

I INTRODUCTION 	 state energy of molecular solid hydrogen Finally, 
our summary is presented in Sec. VI. 

The purpose of this paper is to review 	 recent 
calculations of the short-range, repulsive part 
of the interaction potential between two hydrogen II MATHEMATICAL TECHNIQUES 
molecules. Uncertainty in this portion of the po­
tential has led to widely, differing determinations We describe in this section the ab znitto tech­
of the equation of state for molecular hydrogen at niques by which the ground-state energy of a 
very high pressures, and contributed to variations system of four hydrogen atoms has been deter­
by more than an order of magnitude amongst pre- mined.1 - 25 It is customary to begin by making 
dictions of the molecular to atomic phase-transi- the Born-Oppenheimer approximation and neglect­

-fion-pressure.' 1 We demonstrate in this review ing any zero-point motion of the four nuclei. The 
that recent calculationsi - 25 of the short-range' nuclear position vectors RA, and thus the geom­
part of the-potential are in sufficient agreement etry of the system, are accordingly parameters 
with each other as to suggest that this'part of the in the problem. The desired energy is then the 
potential may now be fairly well established Un- ground-state eigenvalue of the Hamiltonian 
fortunately, there are still significant discrepan- 1 1with the lieshmited experimental information H26 - 31 	 ,A 

-z 
A
;;IY A)--available Most of the calculations 	 that we A<B 

discuss have appeared in the chemical physics


literature, and many have been motivated by other (1)


concerns such as the four-center exchange me- where the indices A and z run over the four nuclei


chanism between two impinging hydrogen mole- and four electrons respectively, RAB = IRA -RBI,


cules. Since this renew is intended for a more rA - I;, -RA I, and atomic units3 2 havebeen used.


general audience, we have included a brief de- The methods by which this energy has been approx­
scription of the so-called ab mntzo techniques that imately determined have in general been varia­

have been used. It is not the purpose of this paper tional, " and thus have given upper bounds. These


to give a complete review of the H, calculations, methods may be categorized according to the gen­

and we refer the reader 'to the paper by Rubinstein erality of the trial wave function used.


and Shavitt for a more thorough list and discus­

sion of the earlier efforts.



The organization of the paper is as follows. In 	 Healer-London (HL) 

Sec.R we describe the ab znztzo techniques, and The simplest calculation would appear to be a

in Sec. III the numerical results for the H-1 2 in- generalization of the well-known Heitler-London

teraction energy that have been obtained with these approach for the hydrogen molecule. In the case

methods. Possible analytic forms for the short- of four hydrogen atoms, one has

range part of the potential are discussed in Sec.

IV In Sec. V we comment on the applicability of

these various results to calculations of the ground- OHL = [(abcd) -(abcd) -(acd)+(abcd)], (2)
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(abed)~ .- i-Z(-1) P[x( r1 -R a [)x(I 2-R4 I)x(I 3-z ]) x(l; 4 - )(1)3(2)(3)/(4)] , (3)-P 
P 

X(r)-(g3/_r)112e-C1. (4) 

As usual, the two spin functions are indicated by 
aand 3. In Eq (2), the bars placed over certain 
letters indicate the arrangement of the spin func­
lions as shown in Eq. (3). The permutation oper­
ator P runs over all 24 permutations of four ob­
]ects, and permutes both spatial and spin variables. 
Since it is presumed that the ground state will be 
an eigenfunction of the total spin with eigenvalue 
zero, it is necessary to combine four Slatdr de­
terminants as is done in Eq. (2). This is a cova­
lent (as contrasted to ionic) wave function, in that 
each of the four atomic orbitals (one centered on 
each nucleus) is singly occupied. If one substi­
tues Eq. (3) into Eq. (2), the spin functions may be 
grouped in the form of a singlet state for the elec­
trons on nuclei a and b, multiplied by a singlet 
state for those on c and d One considers this wave 
function to describe a state in which covalent bonds 

exist between atoms a and b, and between atoms 
c and d. It is possible to construct two more cova­
lent wave functions, corresponding to bonds be­
tween other pairs of atoms, although only two of 
 

the hre wae
fnctonsare inerlyindpenentthe three wave functions are linearly independent
The given geometric arrangement of the nuclei
dictates which of the three (if any) is the best 
choices 
 

The Heiler-London wave function has no varia­

tional paiametrs (unless the effective nuclear
charge is varied), and so one must only evaluate 

E HL I 4HL) (5)
( HOHL IOHL ) 

The interaction energy between molecules may 
then be found by subtracting the energy of two 
isolated molecules-also calculated in the Heitler-
London approximation. This is not a trivial ex­
ercise, for two reasons. The first is that for a 
general geometry, Eq (5) involves some 64 dis­
tinct electron-nucleus attraction and electron­
electron repulsion integrals 34 Cancellation 
amongst these various terms results in the inter­
action energy being one or more orders of magni­
tude smaller than the size of some individual 
terms Second, simple analytic expressions for 
the 39 three- and four-center integrals do not 
exist, and only in the last ten years have these in­
tegrals been accurately evaluated by rather elab­
orate computer programs 35 In the early work, 
de Boer36 neglected three- and four-center inte­
grals altogether, while Evett and Margenau 37 and 
Mason and Hirschfelder"8 attempted to approxi­

mate them. Because of the extensive cancellation 
mentioned, such approximation-schemes are not
reliable While giving reasonable dependence of 
the interaction energy on intermolecular separa­
tion, the calculations of de Boer and of Mason and 
Hirschfelder, for example, overestimate the 
orientation dependence by more than a factor of 2 
We return to this point later. 

Full configuration interaction 

The two linearly independent covalent wave func­
tions are referred to as configurations. Given our

set of four atomic orbitals, one centered about

each nucleus, it is also possible to construct 12

singly ionized configurations of the form


,,,. -(1/f2)[abcc)-(abcc)] (6) 

' o = (acC). (7) 
Each is a linearly independent wave function, sais­

tying the Pali principle, and a spin-zero elgen­

fyng the tl pin and a rspin o e


function of the total spin. They correspond to the
20 possible ways of placing four indistinguishable 

electrons on four protons (using only is states)

consistent with zero total spin 

A variational calculation of the ground-state en­

ergy in which the trial wave function is composed

of a sum of these configurations, each multiplied 

by a variational parameter, is referred to as a 


"configuration-interaction" (CI) calculation. In a 
full configuration-interaction calculation, all con­
figurations consistent with the geometric symme­

try of the ground state are employed. To be more 
precise, the configurations referred to here are 
actually linear combinations of the original con­
figurations which transform according to the ap­
propriate irreducible representation of the point 
group of the four-atom system Thus, for the 
linear geometry (see Fig. 1), only 12 (out of 20) 
configurations are needed. 

A full CI calculation may be improved by en­
larging the basis So far, we have considered 
what is known as a ls-Slater-type basis, meaning 
that we used four atomic orbitals obtained by 
centering a ls-Slater-type orbital [Eq. (4)] about 
each of the four nuclei. This is known as a "mm­
imal" basis set in that only the Is orbital is oc­
cupied in the ground state of an isolated hydrogen 
atom. Williams, 1 Magnasco and Musso, 13 and 
Wilson and Goddard1 6 have used this basis set in 
their full CI calculations on the H4 system 
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3Rubinstein and Shavitt, 18 and Silver and Stevens 2 

have used a is, ls'-Slater-type basis set The use 
of two Is orbitals (having different exponents) in 
this "double-zeta" basis appears to be simply a 
convenient device whereby minor improvements 
can be made over'the minimal basis wave function, 
most importantly in the region between the atoms, 
Bender and Schaefer 22 have gone a step further by 
adding p orbitals, using a Is, Is', 2p., 2P,, 2P1 ­
Gaussian-type basis in their calculations. This is 
orbital is a "contracted" sum of three Gaussians, 
while the Is' orbital is a single Gaussian Amaz­
ingly enough, full CI calculations with Gaussian 
orbitals have proved quite successful Among the 
advantages of their use is the easy evaluation of 
multicenter integrals, while a disadvantage is that 
generally a large enough basis must be used so as 
to at least crudely be capable of representing a 
Slater function A discussion of the philosophy be­
hind these various choices of basis sets is given 
in the book by Schaefer 39 One fact should be 
borne in mind: the number of configurations in­
volved increases dramatically with the size of 
basis chosen. A full CI calculation for the linear 
geometry, for example, involves 12, 176, and 
2172 configurations, respectively, for the Is; 
Is, Is'; and is, is', 2p., 2p,, 2p1 basis sets. 

"Self -consistent field" 

The "self-consistent-field" (SCF) calculation, as 
referred to in the papers of interest to us in this 
review, is a particular version of the Hartree-
Fock approach. One seeks to minimize the energy 
using a wave function of the form 

4 SCF =A4!E (-1 'T[1 (i)t(2)t(3) 

P 
X×3,(4)a(l)P (2)a(3)0 (4)] . 

(8) 
However, in contrast to the most general Hartree-
Howpro, tmolecules
Fock approach, the molecular orbitals 1 and ± 

are restricted in this method to be linear combi­
nations of whatever basis functions are being used 
In the case of the minimal basis set, then 

=C (I ° I)+C ~ I) 

+I ; ,-A),X+CX(I 

and the coefficients C would be the quantities to be 
determined Actually, for such a small basis, 
geometric symmetry alone will often be sufficient 
to determine these coefficients Bender and 
Schaefer 22 and Tapia and Bessis1 9- 2 

1 have used 
Is, is', 2p 2p,, 2P. and ls, is' Is", 2P', 2P,, 2p,-
Gaussian bases in their SCF calculations. 

AND KRUMHANSL 

Both the SCF and the Heftier-London (HL) wave 
functions are contained as special cases within 
the corresponding full CI wave function They offer 
shorter computing time at the cost of less-accu­
rate results. In general, the SCF wave function 
exhibits too little spatial correlation amongst the 
four electrons; the HL wave function, too much. 
The SCF wave function is best suited to geometries 
in which all four atoms are closely spaced; the 
HL wave function, when the atoms are far apart. 
In any case, for a given basis, the full CI calcu­
lation always yields lower upper-bounds on the 
ground-state energy than either the HL or SCF 
methods 

Other methods 
The same full CI wave function may be arrived 

at from either the valence-bond point of view, in 
which ionic configurations are added to the cova­
lent configurations, or from the molecular-orbital 
point of view, in which excited configurations are 
added to the SCF configuration There are a num­
ber of limited CI calculations (i e., not full) based 
on one'or the other of these viewpoints. These 
methods include the "group function" approach of 
Magnasco, Musso, and McWeeny, 14 and the "GI" 
method of Wilson and Goddard 16,17 The "SCF + 
Cr"method, which we shall take to mean the SCF 
configuration plus all singly and doubly excited 
configurations, has proved to be very successful
for at least the linear geometry. 2 2 Bender and 
Schaefer, 22 Tapia and BessiS, 21 Kochanski et al. 24 

and Ree and Bender 25 have used this approach. 

III SURVEY OF NUMERICAL RESULTS 

This section renews numerical results obtained 
for the ground-state energy of the H4 system by
the ab znztzo techniques described previously. We 
first make use of these results to give some in­
dication of when the concept of interacting H2 

is valid and where it breaks down. Then 

we specialize to the problem of the angular (viz, 
Fig. 1) and intermolecular separation dependence 
of the H2-H2 interaction energy. At this stage 
quantitative comparison of the various computa­
tional methods is made. 

Interacting H2 molecules 

One may identify a particular pair of hydrogen 
atoms as constituting an H2 molecule if, when con­
sidered as a function of the distance between these 
two atoms, the energy of the full H4 system is near 
a local minimum A system of four infinitelysep­
arated hydrogen atoms has an energy of -2.00 
hartrees. 32 The energy may be lowered to -2.35 
hartrees by grouping the atoms into two infinitely 
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separated pairs, with the distance between atoms 
composing a given pair being 1 40 bohrs. The H, 
molecule binding energy, 0.17 hartree, accounts 
for this energy reduction. 40 The energy of the H4 
system increases when the two pairs of hydrogen 
atoms are pushed close together; i.e , there-is-a 
repulsive short-range interaction between the two 
H. 	 molecules. 


One would expect the concept of interacting H2 

molecules to remain valid down to separations 

for which the interaction energy approaches the 

binding energy in magnitude. This appears to be 

borne out by the calculations. In Fig. 2, we show 

the Silver and Stevens2 3 results for the rectangular 
geometry. The abscissa specifies one side of the 
rectangle(R); the curves are labelled according 
to the other (R.). It is evident that the lowest en­
ergies are obtained when one side is near 1 40 
bohr (the equilibrium H2 bond length), and the 
other side is large. Decreasing this larger side 
(the intermolecular distance) results in exponen­
tial-like increase as seen in the curve labelled 
R, = 1.4. The effect of intermolecular distance on 
the local potential well associated with the H2 bond 
length can be seen in the dotted portion of the 
curves, where R. is to be taken now as the inter­
molecular distance; and Re, the bond length The 
calculations of Conroy and Malli, 3 

3 in particular 
their Fig. 6, suggest that the obvious trend here 
does indeed result in an eventual loss of the 
barrier for R > 1.4 bohrs as R is further de­
creased below 1.8 bohrs Somewhat before this 
point, the vibrational zero-point energy of the two 
molecules associated with the coordinate R. (about 

R 
S'linear 

-	 I perpendicular 

rectangular 

R crossed 

R 	 = ntermoleculor separation 

r 	 = intramolecular separation
(bond length) 

FIG. 1 Geometrits of the H4 system. The linear, 
perpendicular, and rectangular arrangements lie in the 
plane of the paper as shown. In the crossed geometry, 
the intramolecular axis of the right-hand molecule is 
perpendicular to the plane of the paper 

0.02 hartree as estimated from the curvature at 
R 2 = 1.4 bohrs) will result in loss of the He bonds. 

Does the optimal bond length change as the two 
molecules are pushed closer together? Analytic 
fits to the potential wells shown in Fig. 2 yield 
minima within a percent of 1.40 bohrs for the 

range of intermolecular separations from 2 8 to 

1.8 bohrs On the other hand, Conroy and Malli, 33 

Wilson and Goddard, " and Tapia et al.1 ,2 have 
reported results for the same rectangular geom­
etry suggesting the optimal bond length shrinks 
as the intermolecular distance is decreased 
From the first two of these papers, the shrinkage 
may be estimated to be about 4% for intermolecu­
lar separations near 2.2 bohrs. For two H2 mole­
cules approaching each other in a linear manner, 
the results of Wilson and Goddard, 6 as seen in 
their Fig 18, suggest a similar shrinking of the 
optimal bond length. Extrapolation of their data 
suggests about a 4% effect for intermolecular 
separations near 3.1 bohrs. Recent work of Ree4' 
implies the optimal bond length decreases for all 
geometries shown in Fig. 1. He obtains some­
what larger effects. The important point to bear 
in mind, as can be seen in Fig. 2, is that these 
uncertainties in the bond length lead to errors in 

. .. . . . . 

9 R44 R, 
R_ 

Z- 8 12 

Ii " 22 / 

.- 22- ­

10 20 30 
R2 (Eohrs) 

FiG 2 Total energy of the H 4 system for the rectan­
gular geometry The abscissa specifies one side of the
rectangle 1? and the curves are labelled according to 

the length of the other side R1 . Both lengths are in bohrs 
The H2 bond length and the H2-H2 intermolecular separa­
tion may be identified with R! and R 2, respectively, for 
the solid curves, and the reverse, for the dashed curves 
These results are from Silver and Stevens (Ref 23). 
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the interaction energy generally less than a few 
percent. Accordingly, calculations of the H,-H, 
interaction entrgy based on a fixed bond length of 
1.40 bohrs should be valid to within this same 
accuracy. 


As a rough summary one might say that the idea 
of the H, bond, and an associated length more or 
less equal to 1.4 bohrs, are relevant down to sep­
arations where the distance between the nearest 
atoms on two approaching molecules is about equal 
to, or perhaps half again as large, as this bond 
length On further contraction, both the local po­
tential wells signifying the bonds, and the associ­
ated length lre lost The Bender and Schaefer 22  

results for the linear H4 system, for example, 
show that in this regime it is energetically favor­
able to equally space the four atoms rather than 
trying to maintain the 1.4-bohr bond length (see 
Fig. 3). For lower (linear) densities this equally 
spaced geometry, while a bound state with respect 
to four separated atoms, is clearly unstable with 
respect to the formation of H2 molecules. 

Interaction energy 

A partial ]udgement of the relative merit of the 
computational techniques can be made by checking 
their results for the ground-state energy of a 
single H2 molecule (see Table I).Since these cal-

I , I, ,it 

-210-	 , 
e srectangular 
equidistant

//R/2


,t R---­

-220 

', ," 
U 	z


"a­ molecular 	 

14 	 
0-	 01---R'---l 

c--= o-­-­

-240 I I I I I 
20 40 R eo60o 	 

R (Bohrs) 

FIG. 3 Total energy of the H4 system for the linear 
geometries. The solid curve corresponds to the "molec- 
ular" arrangement in which the atoms are grouped into 
two pairs, as shown, with a "bond length" of 1 4 bohrs 
The dashed curve corresponds to the "atomic" arrange­
ment m which the atoms are equally spaced, 	 the inter­
atomic separation being R/2 The curves intersect for 
11=2 8 bohrs These results are from Bender and 
Schaefer (Ref. 22) 
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culations are variational, the results are quite as 
expected: Lower energies are obtained by using 
larger basis sets, and by including all possible 
configurations (full CI)which may be constructed 
from the given basis set. This table is only in­
directly related to our problem, however, since 
we are interested in relatzve changes in the energy 
of the H4 system as the constituent H2 molecules 
are moved about. The interaction energy of two 
H, molecules is calculated as the energy of the H4 
system less the energy of two infinitely separated 
molecules evaluated in the same approximation 
Thus, for example, the large-basis SCF calcula­
tions of the interaction energy are superior to the 
minimal-basis full CI results, in spite of the fact 
that the latter technique gives the lower H2 mole­
cule ground-state energy. 

The results of minimal-basis full CI calculations 
by Magnasco and Musso, " Williams, 11and Wilson 
and Goddard's are shown in Fig. 4 for the linear 
and rectangular geometries. The density depen­

-
dence is roughly exponential, e aR,with a rang­
ing between 1 80 and 1.85 bohrs - ' for the linear 
and 1.67-1.90 bohrs - ' for the rectangular geometry 
as the intermolecular distance R is increased from 
3 to 5 bohrs The Williamsii results place the en­
ergy of the crossed and of the perpendicular geom­
eties, respechvely, about 15% below and 50% 


above those of the rectangular geometry. In con­
tradiction to the statement made by Hoover et al. ,0 

is clear that the interaction energy of the linear 
geometry as calculated with the minimal basis set 
is only about a factor of 2 larger than that of the 

geometry We have also included in 
Fig 4 the results of the Heitler-London calcula­
tion using correct multicenter integrals.4 4 The 
fairly close agreement with the full CI results 
clearly points out the danger of using approximate 
multicenter integrals as in the early Heitler­

0London calculations by de Boer, 3 and Mason and
 
Hirschfelder. 38 An angular dependence more than 


twice as large as seen here was reported in those 
papers. 


The results of CI calculations using larger bases 
(specified in Table I)are shown in Figs 5 and 65 
The results of Bender and Schaefer 22 and of Silver 
and Stevensa shown here are from full CI calcula­
tions. Those of Tapia and Bessis 2i and of Kockan­

ski et al. are from the SCF + CT technique, 
which gives values for the interaction energy with­
in a few percent of full CI values for the linear 
case. 23
 For intermolecular separations R around

3 bohrs, the curves in Fig 5 have about the same

dependence on this parameter as in the minimal­

- a
basis calculations, i e., e R with a= 1 81 and


1 62 bohrs - I for the linear and rectangular cases,

respectively. The actual values of the interaction


http:1.67-1.90
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energy, however, are smaller by 36% and 12% 
respectively. This reduces the rectangular-to­

- , linear variation from about a factor of 2.2 to 1.6 
'I .In Fig. 6 it is seen that the interaction energy of 

I i I I I I I the perpendicular geometry has also been reduced 

relatively more strongly than that of the rectangu­
lar case, so that only about a 15% variation in en­

+ 	 Co Co 
ergy is involved in changing the drientation from 

o - - -the 	 crossed to the rectangular, and then to the 

perpendicular geometry. 
For values of the intermolecular separation 

greater than about 4 bohrs, Fig. 5 shows that the 
-° - - - - interaction energy begins to fall off considerably 
o I I I , faster than an exponential. This behavior, which 

0 	 0 was only barely suggested by the minimal-basis 
g ocalculations, reflects the importance of the at­

0. tractive van der Waals or dispersion forces in 
= -!2 this region. In fact, Tapia and Bessisii Bender 

2 

d P0 0 Minimal Basis Calculations 

i * Magnasco and Mson 

aso0 

C w R A 
Wilson and Goddard 
Hettler-London clab 

'S 0 0 00''0m 

o I- 'C' dt H 0 

is 0 . - g 0 Q 0 

~~5d000O, 

zoo 

0 ol 

<t
0ab in 	 r l 

0 Q 	 Z 

10 

C 0001s00ai 	 cS inC 

E.,cC c! 'S 	 Bond length =14166 Bohr 

F4 4 
co C ont fansoad-so r mhz rie 

-'4 	 ti o0 000011 1
10 20 30 40 50 60 

-~ I~el 	 INTERMOLECULAR DISTANCE (Bohms)
5. 	 = C aetosCe 2.Sm fWIhas usin 

'-b FIG. 4 Minimal-basis calculations of the 112 -112 inter­
'.' .8 ~ action energy for inear and rectangular geometries. 

A -' The full CI results of Magnasco and Musso (Ref 13), 
-, - 00 - '5 Williams (Ref. 11), and Wilson and Goddard (Ref. 16) are 

'a0 tO shown Results of the Heitler-London calculations (Ref 
c- , l 44) are included for comparison The two curves differ 

AcA by afactor of2 2, 1 9, andi18for intermolecular 

00c0 ~ a separations of 8, 4, and 5 bolirs, respectively The 
~0 ,. upros0w points of Wilson and Goddard were ob-

P~'. .r tamned with a bond length of 1 4 bohrs. The lowest two 

. ~t " 0 1.' points of Magnascoand Musso are from their limited 
- - ,~ -) z~ ~.fl a GI calculations (Ref 12). Some of Williamts' question­

able (Ref 12) large separation results have been omitted 
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and Schaefer, 22 and Kochanski et al. have all 
observed some form of attractive van der Waals 
minimum (depth -10-4 hartree) in the interaction 
energy for intermolecular separations around 
6.5-7.0 bohrs. Kochanski et al. note that calcula­
tions in this region are extremely sensitive to the 
choice of basis, and that a 2P orbital with a small 
exponent is essential. In contrast to the orienta­
tion dependence seen for smaller separations, 
Kochanski et al. find the perpendicular geometry 
to be most stable for intermolecular separations 
greater than about 4.5 bohrs. There does not 
appear to be any one type of force responsible for 
this fact, as they note that the valence, quadrupole, 
and the dispersion forces all contribute to this 
stability, 

Margenau and Kestner4 6 have argued that an SCF 
calculation of the interaction energy cannot include 

CI Calculotos
0 Bender and Schaefer 
A Salver and Stevens 
a Kochonsk, eta[ 

e- Loo-A~ 

0 

00 

w0 CotZ.,oo! 

z 
o 
 

z 

Lii 

Z 


I 20 30 40 50 60 70 
INTERMOLECULAR DISTANCE (Bohrs) 

FIG 5 Extended-basis calculations of the H2 -H2 inter­
action energy for linear and rectangular geometries The 
results of Bender and Schaefer (Ref 22) and of Silver and 
Stevens (Ref. 23) are full CI, while those of Kochanski 
et at (Ref 24) were obtained by the SOF + CI techmque 
The bases used are specified in Table I. The two curves 
differ by a factor of 1.6, 1 6, and 19 for intermolecular 
separations of 3, 4, and 5 bohrs. For these same sep­
arations, the linear results are lower by 36%, 27%, and 
31%, respectively, in comparison to the corresponding 

uramal-basis results (Fig 4); while the rectangular re­
sultsare lower by 12%, 12%, and 34%, respectively, in 
comparison to the rectangular results in Fig 4 
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dispersion effects This seems intuitively clear 
in that electron-electron correlations (aside from 
those originating from the antisymmetrization) 
are not incorporated in the SCF wave function, and 
such correlations would appear to be essential to 
an induced dipole-induced dipole interaction. In 
Fig. 7we show the results of SCF calculations by
Bender and Schaefer 2 and by Tapia and BesSIs 21 

which are consistent with these expectations. For 
intermolecular separations less than 3 bohrs, 
these results are in fairly close agreement with 
the CI calculations. For larger separations they 
fall off too slowly, roughly exponentially, and do 
not display an attractive van der Wanls minimum. 
For very large separations, greater than 12.5 
bohrs, the SCF calculations of Bender, Schaefer, 
and Kollman47 are in quantitative agreement with 
the predicted classical quadrupole-quadrupole, 
interaction. 

. Cr Coiculahons 
Bender end Schaefer 

,, Topio and Beas 

v, Silver and Stevens 
a,.,, Kochonsl etal 

o 


C 

z 

O<



"Z



0 

I I 

20 30 40 50 
INTERMOLECULAR DISTANCE (Bohrs) 

° FIG 6 Extended-basis calculations of the H2-1 2 rter­
action energy for various geometries The results of 
Bender and Schaefer (Ref. 22) and of Silver and Stevens 
(Ref 23) are full CI, while those of Tapia and Bessis 
(Ref 21) and of Kochanski etal (Ref 24) were obtained 
by the SCF+ CI techmque The bases used are specified 
in Table I The results for the linear and rectangular 
geometries (open symbols) are identical to those in Fig 
5 For intermolecular separations from 3 to 4 bohrs, 
the results for the perpendicular and crossed geometries 
(closed symbols) are, respectively, about 10% above 
and 5% below those for the rectangular geometry 
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To summarize this section, we note that CI cal­
culations using an extended basis that includes a 
diffuse 2p orbital appear to be necessary to ac­
curately determine the H2-H2 interaction energy 
for all separations. There is sufficient numerical 
agreementfor intermolecular separations between 
2 and 5 bohrs to suggest that the curves in Figs. 
5 and 6 are correct to within better than 10% 
Furthermore, these results are expected to in­
clude all contributions to the interaction energy. 

IV ANALYTIC EXPRESSIONS 

The interaction energy of two hydrogen molecules 

is generally subdivided into contributions from (i) 
the short-range valence (overlap, or exchange) 

forces, (hi) the long-range dispersion forces, and 

(iii) the electrostatic quadsrupole-quadrupole forces. 
the latter two contribu-

A yticarexirl es s he 0 Win-0tions are fairly well estabhished.' 4 4 8 5 We con­

fine our attention to the short-range part of thean 

L 
SCF Calculations 

a, & Bender and Schaefer 

o 

~Fig. 

00 

o 
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0001-


-

oo0o ' 10 40 50 60 70INTERMLECULA30302020 40shown 
INTERMOLECULAR DISTANCE (Rohrs) 

FIG 7 Extended-basis SCF calculations of the H2-H2 
interaction energy for various geometries The SCF re­
suts of Bender and Schaefer (Ref 22) and Tapia and 
Bessis (Ref 21) are shown The choice of basis is 
specified an Table I For intermolecular separations 
less than about 3 0 bohrs these results are generally 
within a few percent agreement with the CI results 
shown in Fags 5 and 6 For intermolecular separations 
around 5 bohrs, these SCF results are higher than the 
CI results by about (35-90%), depending on geometry 

interaction energy. 
Both de Boer 38 and Abrikosov 2 chose forms for 

the valence contribution which may be interpreted 
as representing pairwise interactions between the 
atoms making up the two H. molecules: 

- (Ra) + (RA ) + E(Rbc) + c(Rb5). (10) 

Atoms a and b constitute one molecule; c and d, 
the other While de Boer chose an exponential 
for the function E(R), Abrikosov used an appropri­

ate average of the singlet and triplet interactions 
between two hydrogen atoms. In light of the re­

sults discussed in Sec. HI, however, there are 

serious ob]ections to the general form given by 

Eq. (10). If the intramolecular separation is taken 

to be near 1.4 bohrs, any choice for the function 

E(R) giving the right dependence on intermolecular 
separation for some particular geometry results 

an orientation dependence of about a factor of
5.Ytalaznloccutishvehwnn 

overall orientation dependence of a factor of 2 or 
less. It is to be emphasized in particular, that 
the de Boer potential can not adequately represent 
any of the results discussed in Sec. III, including 
the minimal basis work. Neece et al.8 were able 

to fit the Magnasco and Mussol results with a 
de Boer potential only because the Magnasco and 
Musso work did not include any of the high-energy 
geometries such as the perpendicular or linear 
arrangements. These facts are illustrated in

8, where the de Boer potential with the choice 

of parameters used by Neece et al.,is plotted for 
the standard geometries, and compared to mini­

mal-basis full CI calculations for the rectangular 
and linear cases. 

Equation (10) can be made to yield an overall 
dependence on orientation of about a factor of 2 
if the intramolecular separation is artificially 

chosen to be a third or so smaller than 1.4 bohrs. 
However, in this case the perpendicular geometry 
still falls midway between the linear and rectangu­
lar results, and the dependence of the interaction 
energy on intermolecular separation can not be 
made satisfactory for all geometries. 

The close agreement of the Heitler-London cal­
culations with the minimal-basis full CI results

in Fig 4, might suggest that de Boer's 

original goal of selecting out a few dominant terms 
from the Heitler-London expression might still be 
achieved. Unfortunately, there are simply too 
many equally large, and partially cancelling terms 
for thin to be feasible. The angular dependence 
immediately suffers from such selection processes 
For example, in their book Margenau and Kestner3 

make a slight approximation in the Heitler-London 
expression based on neglecting the fourth power 
of the ratio of the inter- to intramolecular overlap 
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integrals. Evaluation of, this expression using 
correct multicenter integrals yields results about 
20%'higher for the rectangular geometry and about 
100% higher for the linear geometry, in compari­
son with the full Heitler-London result 

The angular dependence of the interaction poten­
tial appears to be of rather high order, as is en­
denced in Fig. 6. Low-order terms of the form 

(cos2O1 + cos 2 O2)f(R), 

where 0, is the angle between the axis of the first 

molecule and the line joining the centers of mass 
of the two molecules, would place the perpendicu­
lar results halfway between those for the rectan­
gular and linear cases. This is clearly not the

case.Fig.case. 

The problem of fitting the angular behavior may 
be avoided in first approximation by performing 
some form of average over the angular variables, 
as is done by Hoover et al.O and by Ree and 
Bender 25 Hoover et al arrive at the potential 

-

_ 
 

8 2e2 2­
ei.74 x e- (13x + 1 6xa)e-" x , 

a (11) 

deBoer Potem[ I 

(Neece et al parameters) 

minimal basis work 

A Wilson and Goddard 

o 1i \ * Magnasco and Musso 

t "-o 

Ienergy 
z 

o0'0? 
r 00 

- \for 

ooor 30I1 40 50I
INTERMOLECULAR SEPARATION CBohrs) 

FIG. 8 de Doer potential for various geometries 
The de Boer potential is plotted for the choice of param­
eters used by Neece t al (Ref 8), i e, e(R)=3 2e L763R 
[atomic units, see Eq (10)] While the curve for the 
rectangular case is in close agreement with the oalcu- 
lations of Magnasco and Musso (Ref 13), the curve for 
the linear case is too high by about a factor of 2 in com­
parison to the calculations of Wilson and Goddard (Ref 16) 
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where x=R/a, and a= 1.bohr=0.52917A The 
first term is the valence energy, which they obtain 
by a spherical average over SCF calculations for 
the four standard geometries. The second term 

,is the usual expression for the dispersion en ­
ergy, 49, 50 multiplied by a short-range cutoff fac­

tar as suggested by Trubitsyn.5 From a similar 

spherical average of their SCF + CI calculations 

for the four geometries, Ree and Bender obtain 

= (3.536e2/a,) ee-1.242X0 :ooi-4, (12) 

for 2.5 <R < 4 5 bohrs As noted earlier, this ex­
pression should already include dispersion effects. 
A sherical average of the results illustrated in 

, 6 may b gey of
6 may be fit by 

= (2 184e2/ao)e:1e4slx -0 13811. 2 (13) 

which agrees to within 10% of the Ree and Bender 
expression throughout the range 3-4 5 bohrs. The 
Evett and Margenau"7 averaging procedure yields 

results, only a few percent different from that of 
Hoover stal , which we have used in arriving at
Eq (13). 

The various potentials [Eqs (11)-(13)] are shown 
in Fig. 9. On purely formal grounds, the extended­

basis CI results [solid curves, Eqs.(12) and (13)] 
must be considered the most reliable determina­
tions of the spherically averaged interaction be­
tween two hydrogen molecules. They represent 
agreement to within about 10% of most of-the re­

cent ab znztzo Cl calculations, and incorporate the 
dispersion effects in a fundamental manner In 
contrast, the expresson of Hoover et al. [dashed 
line, Eq. (11)] relies on the presumption that the 
standard long-range expression for the dispersion 

may also be applied for short intermolecu­
lar separations It is in fact this contribution 
which is responsible for the significantly weaker 
repulsion of Eq (11) as compared to Eqs (12) and 
(13). We also show in Fig. 9 the potential used by 
Neece et at., 8 which consists of a de Doer form 

the valence contribution plus the Margenau49 

result for the dispersion energy. Since their cal­
culation of the energy of the molecular solid was 
based on the "a-nitrogen" structure, we have 
plotted their potential (dotted curve) for the near­
neighbor molecular orientations of this structure 
This geometry is close in energy to the perpen­dicular case, and so the de Boer potential has 
significantly overestimated the repulsive energy. 

In spite of the consistency evidenced amongst 
the recent extended-basis CI calculations for the 
he inter tin e tia l, C e i s o o e 
H2 -H2 interacton potential, there is not good 
agreement between theory and experiment The 
shaded region in Fig. 9 represents the determina­
tion by Hoover et al . 0 of bounds on an effective 
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'


pair potential which would be consigtent with thevan Thiel et at.
shock experiments of Dickm and 
shock expermentsofand van Thiel et arer e 
 
More recently, van Thiel et at?' have reported 
shock experiments on deuterium which are in ex­
cellent agreement with an analysis based on Eq. 
(11) (dashed curve in Fig 9). Experimental de­

terminations of the pair potential are evidently a 
factor of 2 or so smaller than the ab mtzo theo­

retical calculations. The recent work of Ree and 
Bender 25 suggests that this discrepancy is due to 
the breakdown of pairwise additivity for short­
range interactions amongst hydrogen molecules 
in the bulk. 

-

Spherically Averaged Pair Potentials 

CI 	 Colculotions 
Ree and Bender 

ecules 

Z Hoover et ol 

Z 
o 
< 

W 

Expe

\ 

mriment \short-range 
\\to 

ZOO 0 \ 

o 	 ,I 4 ,calculation30 40 50 

INTERMOLECULAR SEPARATION (Bohrs) 

FIG. 9 Spherically averaged H2-H, interaction poten­
tial The solid curves labelled "CI calculations" and 
"Ree and Bender" are from ab iniho calculations, and 
are plots of Eqs. (13) and (12), respectively The 
shaded region labelled "Experiment" corresponds to 
the determination by Hoover at at (Ref. 10) of bounds 
on an effective pair potential consistent with shock ex­
periment (Ref. 29). More recent shock experiments 
(Ref. 31) are consistent with analyses based on the 
dashed curve, which is a plot of Eq (11), the potential 
determined by Hoover at at The dotted curve is a plot 
of the potential used by Neece at al (Ref 8) for the 
molecular orientations chgtracteristic of near neighbors 
in the a-nitrogen structure Calculations of the T =0 
molecular-to-atomic phase transition pressure by Neece 
at at. (using the dotted curve), Hoover at al (using the 
upper bound to the shaded region), and by van Thiel 
etat. (Ref. 31) (using the dashed curve) yield 0 84, 1 7, 
and 4 2 Mbar, respectively In each case the atomic 
calculations of Neece et al were used 

V APPLICABILITY TO THE SOLID 

The assumption of pairwise additivity means 
that the behavior of a system of many molecules 

is 	 characterized by a many-body potential of the 
form



(14)



'<3 
where b j'is the interaction potential for an 
isolatedsystem of two molecules. The calcula­
tions of Ree and Bender, 25 unfortunately, point 
to rather large non-pairwise-additive contributions 
to the interaction energy of a collection of H. 
molecules for intermolecular separations less than 

4.5 bohrs. A many-body potential of the form given
by Eq. (14) may still be adequate, but then one 
must replace 41, by some effective pair potential 

, . Ree and Bender suggest on the basis of 
their calculations for a system of three H 2 mole­

that triplet corrections to the "bare" pair 
potential ,jmay be adequate to give a V'in fair 
agreement with the phenomenological potentials 
for intermolecular separations down to about 3 5 
bohrs. 

With an eye towards calculation of the properties 

of the solid, the unfortunate aspect of these results 
is that a rigorous theoretical determination of the 

part of the pair potential appropriate 
a solid is still to be accomplished, and is now 

considerably more complex. Itdoes not appear 
that one can avoid performing ab znitzo calculations 

for three and perhaps more molecules For ex­
ample, one might have expected that imposition 
of appropriate symmetry constraints on an H 4 

might improve matters. As an illustra­
tion, CI calculations for the linear H4 system 

permit an imbalance in the weighting of ionic con­
figurations for the inner with respect to the outer 

atoms. In a solid with inversion symmetry, these 
must have equal weight. However, agreement of ­

the Heitler-London results with the minimal-basis 
full CI results for this geometry suggests that at 
least in this case the matter of symmetry is not 
important. 

A comment should be made on the applicability 

of Uhe spherically averaged potential to calcula­

tions for the solid. Because of the small mole­
cular moment of inertia and the weak angular 
forces, it is well known that at atmospheric pres­
sure, the H 2 molecules in solid hydrogen are es­
sentially freely rotating." As the solid is com­
pressed, however, the size of the anisotropic 

component of the interaction energy continues to



increase, until eventually the molecules undergo 
rotational oscillations about some preferred ori­
entations. Since the low-lying eigenfunctions of 
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a free rotator are sizeable throughout much of 
,the angular phase space, in contrast to the more 
localized eigenfunctions of a rotational oscillator, 
a spherical average over the angular variables of 
the interaction potential is expected to be a good 
approximation in this limit. A rough criterion 
for rotational behavior would be to require that 
the barrier to rotation U. be considerably smaller 
than, say, the J= 1-3 (orthohydrogen) level spac­
ing of the free rotator, 

U, < 10ri2/2 1 = 0.003 hartree , 

where J and I are, respectively, the angular mo­
mentum and moment of inertia of an H2 molecule. 
The overall angular variation of the interaction 
potential as seen in Fig. 6 is already of this order 
for intermolecular separations of about 5 bohrs 
Detailed calculations by Raich and Etters5' place 
the transition from rotation to rotational oscilla­
tion at densities corresponding to a near-neighbor 
separation of about 4.7 bohrs. These results are 
based on the exaggerated angular dependence of 
the de Boer potential, and so it is likely that ro­
tational behavior persists for near-neighbor sep­
arations smaller than this. The molecular phase 
is likely to be stable for intermolecular separations 
as small as 3 5 bohrs, i and so the spherical aver­
age is probably not always an adequate approxima­
tion for ground-state energy calculations Ebner 
and Sung, 2 in particular, have stressed the im­
portance of retaining the anisotropic interaction 
in such calculations. It is felt that the spherical 
average is justified for the high temperatures in­
volved in the shock experiments." 

As mentioned in the Introduction, one source of 
interest in the short-range part of the H2-H2 in­
teraction potential is the desire to accurately de­
termine the molecular-to-atomic phase-transiton 
pressure. Qualitative aspects of this problem are 
evident in even the simple linear versus equi­
distant H4 systems, whose enerkies are plotted 
in Fig 3. In this figure, one can identify a zero­
pressure atomic phase (interatomic distance 
R/2 =1 7 bohrs) that is unstable with respect to 
the corresponding zero-pressure molecular phase 
(intermolecular separation R =6 5 bohrs; the van 
der Weals minimum is not visible on this scale), 
At sufficiently high pressure, the atomic phase 
becomes the more stable A common tangent con­
struction even yields a reasonable transition 
pressure, 

P=AE/SR2AR=3.3x 10-1a u 1 Mbar, 

where E is the energy per molecule and R is the 
intermolecular separation Turning to serious 
calculations, we note that Neece et at , 8Hoover 
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et at '0 and van Thiel et at 3"have all used the 
saze atomic phase calculations in their deter­
mination of the transition pressure. A glance at 
the corresponding choices for the H-H 2 inter­
action potential thus offers an idea as to the sensi­
tivity of the transition pressure to this choice 
The molecular pair potentials used are (see Fig. 9) 
the dotted curve, the upper bound to the shaded 
region, and the dashed curve, respectively. The 
corresponding transition pressures are 0.84, 1.7, 
and 4.2 Mbar respectively. Trubitsyn 5 obtained 
a transition pressure-of 4.6 Mbar using a molecu­
lar pair potential within 20% agreement of Eq. (11) 
(the dashed curve, Fig 9) over the range 3-8 
bohrs. If the non-pairwise-additive effects are 
indeed as large as suggested by Ree and Bender, 
then there is moderate agreement between theory 
and experiment, pointing to a transition pressure 
in the neighborhood of 4 Mbar, or larger.31 

VI. SUMMARY 

Extended-basis CI calculations which include a 
diffuse 2P orbital appear to be capable of deter­
mining the total interaction energy between two 
hydrogen molecules for any separation. Consis­
tent results among a number of such ab znztzo 
calculations suggests that the potential is known 
to better than 10% for intermolecular separations 
ranging from 2 5-5 bohrs. For slightly smaller 
separations, the composite H2 bonds are likely to 
become unstable The angular variation of the in­
teraction potential in the above range is about 15%, 
except for geometries approaching the linear ar­
rangeme'nt, in which case the potential may in­
crease by about 60%. There are not yet sufficient 
data to determine the analytic form of this de­
pendence, although it appears to be of relatively 
high order Analytic forms for a spherical aver­
age over the angular degrees of freedom are 
readily obtained. As a function of Intermolecular 
separation, such potentials fall off somewhat 
faster than an exponential 

With respect to a pair potential suitable for use 
in highly compressed liquid or solid molecular 
hydrogen, the situation is somewhat more complex. 
It appears that three-body corrections must be 
added to the bare pair potential for intermolecular 
separations between 3.5 and 4.5 bohrs, and that 
at shorter separations even higher many-body 
corrections may be necessary. Such corrections 
lead to much improved agreement between the 
ab izndo calculations and analyses of shock experi­
ments, with the implication that the T =0 molecu­

lar-to-atomic phase transition in solid hydrogen 

occurs in the neighborhood of 4 Mbar. 


http:larger.31
http:P=AE/SR2AR=3.3x
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Electron transport Is considered in hlgh-density fully tormzed liquid metals Ioic structure is described 

in terms of hard-sphere-correlation functions and the scattering is deterrhined from self-consistently 
screened point ions Applications to the physical properties of the deep interior of Jupiter are briefly 
considered 

I INTRODUCTION ions as an assembly of impenetrable spheres. In 
the presence of an electron gas (and with due ac-

We are concerned here with the problem of cal- count for the effects of exchange, correlation, and 
culating the resistivity of dense conducting fluids the adiabatic response to ionic motion), the effec­
consisting solely of massive point ions and a neu- five ion-ion interaction is characterized at short 

tralizing gas of interacting electrons. Several range by a steeply repulsive region, and at long 

systems of physical and astrophysical interest range by a weak oscillatory tail.' At sufficiently 

are included in a calculation assuming the follow- high density (r,<< 1), the interaction between ions 

ing: (i) The density of the system is such that the is expected to depart from the hard-core model 

electrons can be treated nonrelativistically. If and approach the simple screened interaction fol­

ne is the electron density, this restriction can be lowing from Thomas-Fermi theory (as used by 

stated as r,>> 10-2, where r. is the usual linear Hubbard and Lampe2 ). 

measure of electron density (v) The contribution to the resistivity from elec­


n = (a.3 d3 -1 	 tron-electron collisions can be neglected. So long) .		 as the electron system is highly degenerate, this 

(ni) The electron gas is degenerate. This is an assumption is reasonable. 
implied restriction on the temperature, namely In Sec. I1we outline the basis of the calculations 

for the conductivity, and in subsequent sections 
T<<«(6x0)/r K. estimate the melting temperatures of these fully 

(111) The first Born approximation is adequate ionized systems. The extensions to alloys are 
for the calculation of electron scattering cross also discussed, and insofar as they apply the re­
sections from the ionic system This condition sults are considered in the context of the physical 
is satisfied for r, 1/Z (where +Ze is the charge properties of the deep interior of Jupiter. 
on the point m) and is discussed in detail in Ap­
pendix A. At lower densities (larger r.), the II CALCULATION 
validity of the results must be viewed with the Within the adiabatic approximation we may write 
caution normally attributed to low-order calcula- the resistivity of the dense ionized fluid of N ions 
tions in liquid metals, in volume 12 as 

(iv) The density-density-correlation function 
(static-structure factor) of the ionic system can P = OT, (1) 

be approximated reasonably well by regarding the where the transport relaxation time T is given by 

(<21r.,2' IV(E-f')p_r,12(1- cosokk,)6(e,-E)>,T - 62 f (2tr)3		
(2) 

with 	 Equation (1) represents the ensemble average of 
the resistivity calculated in Born approximationek =U2k'2/2rn, E - 2kj/2r, 	 for elastic scattering from each configuration of 

and 	 the ions described by the density components 

2	 'kj=37rn .		 p = e- ( -'> i (3) 
t=i 

9 782 
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where {K} is the instdntaneous set of ionic posi­
tions. The matrix element of the (self-consistent­
ly screened) electron-ion scattering potential V(r) 
is defined for plane-wave levels Ik)by 

=2 I_(. cdief(k_).rV( h) (4),)= . 


If the scattering is sufficiently weak (Appendix A), 
Eqs. (1) and (2) reduce, as originally shown by 
Ziman,3 to 

p= -- fe dyy 3S(y)i(y) , (5) 
22 ak, 

where y= 1k-k' I/2k2 , and v(y) is the electron­
ion interaction scaled to its long-wavelength

io .iteEti sed tonitsalong-avee 
limit ( F). The quantity aJI/e2 may be viewed 
as the atomic unit of resistivity and has the con- 
venient practical value of 21.7 gS~cm. S(3 -E') is 
the liquid-structure factor defined by 

S(@=(/N)((P P ) _N61,13. (6) 

In the Percus-Yevick model4 (for hard spheres of 
diameter a), S(q) is a function of the packing frac­
tion 7i given by 

n • 
 =r~ n.= N/n (7) 

For most classical fluids near their solidification 
points, 4 

, 
5 77=0.45. 

We are dealing with point ions and the accuracy 
with which v(y) can be specified is limited only 
by the uncertainties in the dielectric function E(y). 

In the neighborhood of y -1 [the regime dominating 
the integrand of (5)], E(yl is quite well known and 

40 
Resistivty of Fully Ionized 

p(/n cm) Metallic Liquids at 7=045(r5 
3 z) 

30­

20-


io­


we take the interpolation form suggested by Hub­
bard,6 so that 

v(y)=-0.166r/[y2z +0.166rsF(y)], (8) 

where 

=_E +g)



g=(1+0.0262r,)-' 

and 

f(y)=+-- In . 

y IpY 

In practice, the replacement of F(y) in (8) by the 
Lindhard function f(y) leads to the same resistiv­
ity (to within 2%), but the exchange and correlation 
corrections contained in F(y) are important in cal­
culations of quantities involving [(i/E) - 1], such 
as the effective pair interaction between ions. 

Since (r, aok2 )
3 =(r), we may rewrite (5)[using 

(8)] as 

p/(r3 Z)=38.4 

Xfj1 dyy'S(y)[y+O.166rsF(y)]1_S2cm. 
(9) 

The utility of tils expression is that the right­
hand side is, for r.Zl, a weak function of r. and 
hence density Figure 1 demonstrates this clearly. 
It is worth noting that the charge Z enters in the 
structure factor.7 

To obtain the resistivity as a function of temper­
ature, we require T(2)) at each density. This can 

r.=02 

s o


rs=0 6



r. OFIG. 1. Resistivity of 
r = 
 , 1 2 fully-iomnzed hquds at 
rs= 

14/ =0.45. 
¢sr 16 

1 2 3 4 5 10 [5 20 40 i0 
Z (valence) 
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27 	 (s)=(0.166r f) x2+0.66rF(x) 
__ 	 ION-ION INTERACTION 
Z- ENERGY 	 (10)


24 
which gives the pair energy at separation r(r=s 

21 2kg) in units of E, (see Fig. 2). If 0m. is the mm­
imumvalueof 4P(s), then the melting temperature T, 

s- can be estimated from the relation 

0(2kFa) - 0.. =i3kETM/E, 
15 

provided 2ka is evaluated at 71=0.45. It may be 

2 noted that this procedure gives TM in sodium to 
within 10%. The same close agreement is not 
likely for fully ionized systems that have some-

1-rI what "softer" pair potentials (in reduced units)2 
os r,1 6 	 than that appropriate for sodium.' To find dw/dT, 

we evaluate the slope of 0(s) 

d= 9/s)T~		 , () 
03 	 

d ---9 T =a(srzn)V 

(where T, = (6X 105)/r2 K)and in this way obtain 
-03 T (see Fig. 3) and the values of Tappropriate to 

FIG 2. Effective ion-ion interaction energy in units 1< 0.45. An alternative method for obtaining T. 
2of 10 r. exploits the Lindemann rule (see Appendix B), but 

the simpler approach outlined above is no less ac­
curate and is, in fact, more fundamental. 

be obtained from a variational technique, 8 but the The results of our calculation for fully ionized 
method is laborious and for the present purposes H, He, and C are found summarized in Figs. 4, 
it is sufficient to use the approximate technique 5, and 6, respectively. We choose as a vertical 
suggested by Ashcroft and Langreth.i We evaluate axis the quantity (resistivity Xdensity), since, as 
the pair interaction between point ions from noted above, this combination, near TM, is weak­

i06 ESTIMATED MELTING TEMPERATURESI0J


f 

TM 

('K) 105 

FIG. 3. Estimated melt­
ing temperatures. 
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Resistivity x Density stantially from reality.9 Moreover, kTM/e,-' 0.05, 
(ta cm) (g/cm 3) and this implies a significant nondegeneracy. 

Y Figure 7 shows a comparison of our results with 
HYDROGEN those of Hubbard and Lampe. 2 The quantity com­

70- CM \ pared is the conductive opacity'0 as tabulated in 
Ref. 2. Our-results-are-seen to be systematically 

42g/cm 5 
" \M kT_-->O this side lower, and the greatest difference occurs at low 

60 \ F of dashed temperatures, where the crude approximation for 
\\line S(q) used in Ref. 2 is expected to be least accu­

50 './ rate. We cannot, however, eliminate the possi­
24g/cb 3 "hty that the systematic discrepancy results 

3 \40 40 268g/CM3 disagreement in the temperature scale.524g/cm from a 

g/cms\\ I EXTENSION TO ALLOYS 

06559/c.3 The extension to binary alloys is straightforward 

20 in principle.' The result equivalent to Eq. (5) can 
be written 

to-) -38. y3dy 
(rZ*) . .... [y+0.166 r.F(y)J2 

1 2 3 4 5 T/Tx [xS22(y)+2xhk(1 -x)S 12 (y) 

FIG. 4. Resistivity of hydrogen. +(I -X)S"(y)] [i cm, (12) 

ly density dependent. It should be emphasized where x is the fractional number of ions of species 
that if our estimates of T, are incorrect, the form 2 Z* is the number of electrons per ion, and S, 
of the curves presented will remain substantially S S are partal structure factors." These 

We should also point out that at densities astructure factorsii Tecorrect. 
structure factors not only depend on

for which the element carbon is likely to be fully 

pressure ionized, the hard-sphere approximation volume occupied by hard spheres 
to the ion-ion interaction may already depart sub- 71= total volume 

Resistivity x Dens 2 Resistivity x Density CARBON 

( L cm) (q/cZ? 67 g IS gC3 =7 /m
140- HELIUM [sT907 gcn 

130 g/ ]so 

-KT ol this 

120\ side of dashed 170
line 

110- 25g/= 3 £60 

too [0 5g\/cm 35 

9o 536 '/cm3 140 

Ig/Cm3 
p=25 g/cm3 

80 \[30 

70 120 

2 3 4 5 6 I6 1 2 3 5 
T/TT/ 

FIG. 5 Resistivity of helium. FIG. 6. Resistivity of carbon. 
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Conductive Opacity HYDROGEN 
(cm%/g) 

O2 Hubbcrd 

p515g/ 
Cm

3 

a Lampe 

Present 

0 Colculotion 

5 4 5 )given 
c p 5 K0T(OK)Conductive Opacity in [0 ' 

(cm2/q) 

HYDROGEN 
p=56 5 320- -g/o 

Hubbard 
Lae-accordingly 

]ao 
-Present 

Calculation 

Isistivity
5 6 7 8 9 10 T(OK) 

in i04 K 

FIG. 7. Conductive opacity of hydrogen at two densi­
ties. A comparison of our results with those of Hubbard 
and Lampe (Ref. 2). 

but also on 
a =/ , 

where a, and a, are the hard-sphere diameters of 
components 1 and 2, respectively, 

If a =1, then Eq. (12) becomes identical to Eq. 

Resistivity 
QQ cm) 

30 a=O 

25­

20 

15 

a =0 75 
ao 

1 ,,I0 

5 

02 04 06 08 

N. W. ASHCROFT 

(9), except, of course, that Z* is a function of X. 
In this special case, the results of Fig. 1 can be 

used to find the resistivity of any alloy' 2 at the 
melting point. 

Equation (10) shows that if q(s o) = 0 for the inter­
action between ions of species 1, then (p(s)=0 for 
the ions of species 2. This suggests that a is near 
unity. However, the.species with higher ionic 
charge is expected to have a "harder" core (for a 

value of r.). A detailed calculation 1 suggests 
that a =0.75 for a hydrogen-helium mixture; that 
is, the helium hard-sphere diameter is one-third 

larger than the hydrogen hard-sphere diameter. 
In Fig. 8, we show that this deviation from &= 1 
does not dramatically change the resistivity, and 

a reasonable approximation sets all 
hard-sphere diameters equal. 

There is, however, no simple extension of our 
method for obtaining d i/dT to the alloy problem.
For Z> 2, the temperature dependence of the re­

is sufficiently weak that it may be ignored 
in a first approximation (for TM< T << Ti). For a 
hydrogen-helium alloy, a crude approximation 

simply interpolates between, the temperature 
trends shown in Figs. 4 and 5. 

IV SUMMARY AND APPLICATION 

In the limited temperature and density range ap­
propriate to Eq. (5) and the hard-sphere model, 
we find somewhat lower resistivities than those 
previously obtained 2 for fully ionized liquid metals. 
This is attributable to the use of a more accurate 

a =075 

FIG. 8. Resistivity of an 
H-He alloy at r. =l.0 and 
1=0.45. The effect of dif­
erent hard-sphere diem­
leters is shown. 

I0 Helium 
Concentration 

(number fraction 
of ions) 
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electron-ion interaction and a more appropriate 
structure factor. A disadvantage of the present 
method is the need independently to estimate the 
temperature scale. 

Systems for which the present calculations seem 
likely to apply include the-interiors of the giant 
planets, in particular Jupiter. Most recent mod­
els of the Jovian interior postulate a central re­
gion of dense fluid. Its composition is predomi­
nantly metallic hydrogen, but is augmented by a 
small amount of helium (about 10% by number 14 

, 15). 

It is conceivable that the helium may not be com­
pletely ionized and if not, the electron-helium in­teratio ma bemoreappoprateto tat xpeted
teraction may be more appropriate to that e ected 
of neutral helium atoms)6s We find that although 
it is possible for the resistivity to be enhanced If 

m istivte isossiblemainforthe tohbe enhancedthe 
the helium remains un-ionized, this enhancement 

is mainly a consequence of the small increase in 
the value of r.,rather than any substantial change 
in the scattering cross section from that expected 
for fully ionized atoms. 

If we choose the central temperaturei? of Jupiter 
to be about 16 000 K, then we find that the resis­
tivity of the fluid is expected to range from 

ILDem at the center of Jupiter to about 8 g2cm44 matthe darybentwe ofmJuetoabdolut 8Here,ar 
at the boundary between metallic and molecular 
hydrogen. A conductivity characteristic of the 

deep interior of Jupiter is therefore 

r-2XlO1 7 esu, 

a result somewhat larger than most previous esti­
mates.18 

Jupiter is observed to have a strong magnetic 
field, and in seeking internal mechanisms for its 
origin it is first of interest to decide whether the 
field could be primordial. If it were, then the 
quantity of central importance is the decay time 
T given in seconds by 

T ~4nra(L/c)2 , 

where c is the velocity of light and L is a typical 

planetary dimension, which we take here as 
5X109 cm. The result 

T -2X10 9 years 

may be seen to hinge not too seriously on the 
choice of L. Even if the value chosen is viewed 
as unreasonably large, the result for T remains 
such that the possibility of primordial origin is 
difficult to discount. In complete contrast to this, 
it is interesting to record that the high value of a 
is likely to be favorable for a dynamo mechanism'9 

underlying the generation of the magnetic field. 

Finally, a straightforward application of the 
Wiedemann-Franz relation yields thermal conduc­
tivities for the interior of Jupiter ranging from 
(in erg/cm secK) 9X10 8 at the center to 1 X108 

IONIZED LIQUID METALS 787 

at the metallic boundary. Now the observed in­
ternal heat flux is very high,20 but it is apparent 
that even conductivities of this magnitude are insuf­
ficient to maintain the measured flux unless we 
assume a much larger central temperature.' 4' is 
In-a situation-such-as-this, the-system is-unstable 
against convection, and the planet would rapidly 
cool. It would seem to follow that all but a small 
core of Jupiter must be convective. The size of 
this convective region is an open question. 
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APPENDIX A VALIDITY OF THE 
BORN APPROXIMATION 

An elementary criterion for the validity of the 
Born approximation is that' 

Ze2/EF (fi2/2me)l2 . 

the left-hand side is roughly the distance 
from the ion within which the interaction energy
exceeds the Fermi energy. The right-hand side 

is of the order of the electron wavelength. It fol­
lows that 

C, 2Z 2 e2/(t/me) = 4Z 2 Ry, 

whence r. IZ. 
An alternative criterion is 

Uo0 /42<< 1 

where 41a 2 is the "geometric" cross section. For 
a single ion 

1 f=2m V(k)Ja, 
F12 

where 

V(k)=7 fsnkrV(r)rdr. 

We calculate 9Ba, approximately using Thomas-
Fermi screening, i.e., 

V(r) = (Ze2/)e-1sr, 

so 
47Ze2 4nZe2 1 

V(k)=-' 'F' 

where 
x=k/2k-

Thus, 

http:mates.18
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1 (4 rZ)2 1 f xdx 	 
(x2

Born 21ko a- 2 .+0 166r)2C--I 


But, 
a- 1/q=O.64r.1/iao, 


and thus it follows that 

Unor,/4ira2	
- (0.27r2 ZZ)/(1 +0.166r) .	

Finally, 
o,,/4ra imcondensed 

<
1/implies r 1/ (as before), 

However,. the Born cross section per ion in the 
condensed state is clearly different from that of 
a single isolated ion. We can calculate the "ap­
parent" cross section, per ion, in the liquid by 
using the identity 

•flUVT 	 - , 

where T is the "collision time" for an electron 
 

and n is the ion number density. 
Since p =?n/neT, we have, from Eq. (5), 	 

4 3 Z2 c 	 
- J YV()S(ydy 	 

=Z(p(pr cm)/21.7)(r'/1.92)a, 

whence 	 

TM oP 
 
(0K) HYDROGEN 	
 

1°4 


0 10 lI I03 
S(g/cm ) ---

TM 	 
(0 K) 	 HELIUM 

lop - /The 

105­

1/012k.8,r 	
 
1 10 £02 o3 ir 0 IOdlo 107 168 

p (g/cm ) 

FIG. 9. The melting temperatures of metallic hydro­
gen and helium according to Landemann's rule. 
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-a,/4ira 2 O.lZ(p(gL2cm)/21.7),
where p is calculated from the first Born approx­

imation. (Note that this formula is valid for any 
simple liquid metal.) 

For hydrogen at r, = 1.6, T= T,, we have ao/ 

41fa2 = 0.0 6, and for helium at r = 1.2, T =TM, we 

have a0/4a 2 - 0.25. 
This suggests (but does not prove) that the Born 

approximation may be much better satisfied in the 
state than for a single ion. Thus, our 

criterion r IIZ may be too stringent. It is clear 

and expected, however, that the Born approxima­
tion is increasingly well satisfied as r becomes 
smaller. 

APPENDIX B MELTING CRITERION 

A commonly used criterion is Lindemann's rule. 
This can be written as 2 ' 

9= AX +(i)i)
Y= Mn,	 (B1)011  

where y is the mean-square amplitude of the ions 

just below the melting point and is found, almost 

universally, to be about -L. Mis the ion mass, 
R. the interatomic spacing, whx a phonon frequen­

cy of wave vector k and polarization ;, and nflf is 
the Bose-Einstein occupation factor. 

For the high-density systems considered, 
Abrikosov has shown that it is important to dis­

tinguish between the longitudinal and transverse 
modes, since the former are primarily deter­
mined by the bulk compressibility of the electron 
gas, whereas the latter are primarily determined 
by the Coulomb forces between ions. 

We make a Debye approximation, but allow for 
the longitudinal and transverse "Debye" tempera­
tures to be different Using the method outlined 
by Trubitsyn, 3 we obtain (in K) 

2500Z'
/6 (22 1 3.66 7.17Z2/3 \i/2 

/
0,--8000(Z/Ar.)1 ; 


correlation energy of the electron gas is 
small and can be ignored. Equation (BI) can then 
be written 

T\) rot1r xdx ­

2+ ~ 1+4 -1) C0 ]-/xd0.47, (B2) 

where S1, St are the appropriate sound velocities. 
We anticipate T,< 0,, Of and so approximate ,I/T, 
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et IT by - in the integrals. It is easy to show that 
this is valid provided 

(O/T)e-e/r<<-6r for O=e, and 0, 

A' 12ZS1622.i/r4)-(3.66/r3)-(7.l7z /3/r )]i/2r 

and is solved to obtain T, (note that for r. << 1, 
only the transverse modes are important in deter­
mining TM). The results, shown in Fig. 9, give 
melting temperatures which differ by as much as 
a factor of 2 from those in Fig. 3. Similar re­
suits have been obtai'ed by Pollack and Hansen. 24  

The problem with Lindemann's rule is that an er­
ror in r(=7 in the above calculation) propagates 
alarmingly through to the final calculation of T., 
inthe case T,< 0e,0,. Typically, al0%error my 
willgivea 50 error in T.. Moreover, our estimates 
of 0, e, are onlyapproximate. (Ourformulafor e, is, 
however, in excellent agreement with the D cal­
culated by Neece, Rogers, and Hoover. 25) Note 

,X *Supported in part by NASA under Contract No NGR-33­
010-188, and by the National Science Foundation under 
Contract No. GH-36457. 

tPermanent address: Laboratory of Atomic and Solid 
State Physics, Cornell Umversity, Ithaca, N Y 
14850. 

'N. W. Asheroft and D. C. Langreth, Phys. Rev. 159, 
500 (1967).

2W. B. Hubbard and M. LampeyAstrophys. J. Suppl. 18 
297 (1969). 
 

3j. M. Ziman, Philos. Mag. 6, 1013 (1961). 
 
4N. W. Ashcroft and J. Lekner, Phys. Rev. 145, 83 
 

(1966).
5T. Wamwnght and B. Alder, Nuovo Cimento Suppl. _. 

116 (1968). 
'J. Hubbard, Proc. R. Soc. A 243, 336 (1957) 
7is a function only of the combination qa. Since q =2ky, 

it follows from (7) that qc=2y(18rZ7)"13 and the va­
lence and packing fraction therefore enter in the cor­

/ 3 bmnation (Z) .


8D. Stroud and N. W. Ashcroft, Phys. Rev. B 5 371 
 

(1972).

91t is worth noting, however, that "softness" in the short­

range interaction does not Aubstantally alter the form 
of S(k) [see D. Sohiff and J P. Hansen, in Proceedngs 
of the Second InternationalConference on the Propertzes 
of Liquzd Metals (Taylor and Francis, London, 1973), 
P. 571 

"OThis follows from a simplistic application of the Wiede­
mann-Franz relation. The conductive opacity is pro­
portional to the resistivity.

ffN. 	 W. Ashoroft and D. C. Langreth, Phys. Rev. 15.6 
685 (1967). 

' 2Pronded all spheres have the same diameters, we 
 
need not restrict ourselves to binary alloys.



IONIZED LIQUID METALS 

which is satisfied reasonably well for the cases 
studied. Equation (B2) can be written in numeri­

cal form, for low temperatures, as 

O013 2 
)2] 
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mann's rule gives an estimate of the value of r 12 


at which T. -0. Since density varies as (r 1/2) ­
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to better than an order of magnitude using Linde­
mann's rule. (The pressure at which T, - 0 may 
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A structural expansion for the static ground-state energy of a simple metal is derived Two methods are 
presented, one an approach based on single-particle band structure which treats the electron gas as a 
nonlinear dielectric, the other a more general many-particle analysis using finite-temperature perturbation 
theory The two methods are compared, and it is shown m detail how band-structure effects, Fermi-surface 
distortions, and chemical-potential shifts affect the total energy These are of special interest in corrections 
to the total energy beyond third order in the electron-ion interaction and hence to systems where differences 
in energies for various crystal structures are exceptionally small Preliminary calculations using these 
methods for the zero-temperature thermodynamic functions of atomic hydrogen are reported 

I INTRODUCTION 

Recent work in the theory of metallic phase 
stability has met with moderate success in ac­
counting for the most stable crystalline structure, 
binding energy, and compressibility of a simple 
metal. 1,2 The theory depends upon a perturbation 
expansion of the ground-state energy (T=0 'K), 
usually to second order in the Fourier components 
of the pseudopotential evaluated at reciprocal-lat­
tice vectors. In certain cases, however, the en­
ergydifference between structures is so small 
that it is essential to consider higher-order terms 
in a structural expansion for the energy. A case 
in point is atomic metallic hydrogen for which a 
second-order calculation of the ground-state en­
ergy per proton using a random-phase-approxi­
mation (RPA) dielectric function gives (static-lat­
tice) energies of - 1. 015 32, - 1. 015 97, and 
- 1. 015 37 Ry, respectively, for the sc, fcc, and 
bec structures at a density (r,=1. 6) near the zero­
pressure metastable equilibrium. 

The procedures for constructing the perturbation 
expansion have been known since 1958 when Hub­
bard developed a diagrammatic technique based 
upon solutions of a one-electron Hartree-like equa­
tion, a method which ultimately enabled him to 
express the energy in terms of the solutions to an 
integral equatioh. Later, self-consistent methods 
were proposed by Cohen4 who treated the ground­
state properties of a solid along the lines of the 
dielectric formulation of Nozikres and Pines for 
the electron gas. More recently, Brovman et al.' 
have used a modification of Hubbard's technique 
to calculate both binding energies and phonon spec­
tra for simple metals. Lloyd and Sholl7 have also 
presented explicit expressions for third-order cor­

rections to the total energy using an analysis smm­
ilar to that of Hohenberg and Kohn, 8 and Harrison9 

has discussed the interpretation of these contribu­
tions in terms of three-body interactions. What 
we present here is an explicit structural expan­

sion which is convenient for calculition of ground­
state energy as a function of density and which is 
simply related to the exgenvalues of the one-elec­
tron band Hamiltonian. We shall discuss its re­
lation to a more complete solution given in terms 
of the T=0 'K hmit,of finite-temperature pertur­
bation theory. Finally, we shall discuss certain 
differences between the present work and the pre­
vious theories mentioned above and apply these 
techniques to a calculation of the ground-state 
properties of atomic hydrogen. A comprehensive 
Bravais-lattice survey of the binding energy to 
third order in electron-ion interaction for this 
solid has been carried out by Brovman et al. 10 
The purpose of our calculations is rather to study 
the magmtudes of higher-order corrections, in 
support of which we shall present numerical values 
for se, fec, and bec lattiees. 

H FORMULATION OF THEPROBLEM 
We consider in this section the problem of com­

puting the total energy of a system of N interact­
ing electrons in a static periodic one-body poten­
tial. Later" we shall relax this restriction and 
consider the modifications arising from dynamic 
effects. To begin with we shall restrict our con­
siderations to T=0 'K and subsequently extend the 
analysis to nonzero temperatures. 

The Hamiltoian for our system thus restricted 
may be written 

H=He+H.1 +H11 , (1) 

where He, describes the kinetic ald interaction en­
ergy of a system of coupled electrons, i.e., 

- 2 
. 2 1 , e (2) 

2m 2 i,j r, - rI 

H,, describes the interaction energy of the rigid 
lattice of ions of valence Z, i.e., 

Hit = "W( , it) ; (3) 
2 a 

9 409
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and H., describes the interaction of electrons with 
the lattice, i.e., 

)v(hr,) (4) 
H I , 

In Eq. (3), W(R, A2 ) is the bare ion-ion interac­
tion, and-in Eq. (4), V(i-)is.the periodic one-body 
potential. We may express H, in terms of second­
quantized operators, i. e., 

1 V ,5 
-	 2cm 

2, t 

2 
1 ___ 

*~~ i~,­ 2 o 
(qC4El ilC 

(6) 
where 

-	w(q) -. d3r=	 (7)
r(q 

is 	the Fourier transform of the bare Coulomb in­
1 2).teraction (n2 being the volume of the system 

There is the usual problem of handling the q=0 
term. To resolve it we carry out the following 
seies of manipulations (the thermodynamic limit 
being taken as the ultimate step). First, we sub­
tract from H.. the term 

a 2 e /N 2f 1 
(i2ey ]} 'r, (8) 

that is, the interaction term in H.. is replaced by 

1-;/ e e 2 13\ 
2-,jZ Ir,-r,-j- -- - J d.r , (9) 

and H., accordingly becomes 

2m c 

w(q)e.e.cc, (101 	 +rt t 
+k4vCEi, Ck* 

which is the familiar electron-gas Hamiltonian, 
denoted in what follows by H... We now add Eq. 
(8) to H. Thus, 

Hit - 1ZA (Rk, go) 
, -­

2 ,0 

+ id ' 3d r2 , (11)
2j 0 1r, -r, I 

The term which has been addedwhere p0 =Ne/n. 
is the self-energy of a uniform background of neg-

To Eq. (11) we add theative (or positive) charge. 
interaction energy of the ions with this negative 
background so that Hitbecomes 

H'!F Wki0+ f P0 d d 3rr -
It 2 a (2 R+ 12 

- O W(;, i.) d' , (12) 
S e 

N. W. ASHCROFT 	 9 

which, if we neglect Born-Mayer terms, is just 
the Madelung energy for the assembly of ions. 
Finally, we subtract the same interaction energy 
from the last term in H, H,,, obtaining 

H,- r, V(r,) +E F * W(rj, ii) d r. (13) 
± a J ee 

The original Hamiltonian has now been separated 
into three well-defined parts. Taking its average 

over the ground state, we have as the expression
for the total energy per electron



E I((He,>+(H (14)



t E		
1N4)NN >.q-(H.±))+EM 

where EM is the Madelung energy, i.e., the ener­
gy per electron of a lattice of positive ions in a 

uniform background of negative charge. Note that 
the first term in Eq (14) is not the energy per 

electron of the interacting electron gas since the 
ground-state wave function is that appropriate to 
an electron gas in which a periodic array of ions 
is immersed. 

Let us consider the second term in more de­
tail. For even a simple metal, the interaction po­
tential V(r) is not known in general from first 
principles. From the point of view of band theory, 
however, it may be well represented by a weak 
pseudopotential, at least for the valence states. 
(We set aside in this discussion questions of core­
level shifts and their effect on the total energy. ) 
If we make this pseudopotential approximation and 
furthermore consider a local approximation in 
which the periodic potential is a simple superposi­
tion of bare pseudopotentials at each lattice site, 
then Eq. (13) becomes 

H., =kZa li.) + F,a 3r,, = Ja Ir-RlI (15) 

or m terms of the Fourier transform of v, 

H = F prDv(1 ) e,£. 
e .Z, 

+ 	 f ZePQdr, (16) 
= a rr 

where 

v0= fv(r) id3r 	 (17) 
and 

P(i =)re--	 (18)
X 

In particular, the k= 0 term is given by 
fp d3 

limNNv(k)+NZepf(19)90( 
where N is the number of ions, N=ZN,. As an 

example, for a potential which is Coulombic beyond 
a certain "core" radius r, 1 3 

http:w(q)e.e.cc
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62himv(k)=-Ze2 a--+f" v(-)dar . (20)dme v( 

E-0 "c 0
-with

Hence the long-range parts in(19)cancel and we 
 
are left with 
 

H14= Z) py) v(i) e".r 
kS0,-

fN+{(hdr+NzePof 47 (21)
+a f ,(2 

which we rewrite 
H 'pt)v(_) el''+ , (22) 
 

e, ­

where the "core" contribution 4 E, is independent 
of structure, and the prime means that RZ=0 is ex­
cluded from the summation. Thus, the ground­
state energy ( = 0 K) can be written in the form 

N\e+ \t'p.V(kilL 7 

+E,+EM, (23) 

where p_.= ,e'E 1 
 For a lattice of bare protons, 

we note that Eq. (23) is exact with E,= 0 and v(k) 
 
=w(k). However, for the general case it is ap-

proximate since it is not clear that a single-par-

ticle equation describing the band structure with


a local v(;) can be derived from H as given in Eq. 
(23) with the same v(r). Moreover, it is not strict­
ly correct to write the lattice potential as a sim­
ple superposition. With these reservations, we 
may address ourselves to the task of computing 
the average 

-jK (H.,+F"Y(vZ)p-.t (24) 

If we treat 

k 

as a perturbation, then the unperturbed problem 
is the interacting electron gas. Indeed, the prob­
lem is that of a dense distribution of identical im­
purities in the electron gas except that for a crys­
tal, the impurities are arrayed in a definite order, 
Alternatively, one may simultaneously treat both 
electron-electron and electron-ion interactions as 
perturbations and carry out the usual double-per­
turbation expansion. In the following sections we 
present two methods for computing the energy
shift due to H1 , one closely related to a single ­
particle picture, the other a more general many­
particle method. 

IIIBAND APPROACH 

In this section we consider the calculation of the 
ground-state energy from a single-particle point 
of view. The physical picture is the following, 

We have a system of electrons whose interactions 
the static lattice are described by a pseudo­

potential, The electron gas may be viewed as a 
nonlinear dielectric and the pseudoions as the 
source of external potentials which induce charge 

density responses in it. The energy associated 
with this induction process is given by the well­s 
known expression 

OrfVip~dr
f m (r) c(25) 

This is the work which an external contrivance 
must do in changing the potentials from some val­
ue V to V+ 6V. In terms of Fourier transformed 

quantities this becomes 

6W=n2L 6V(-i)p() . (26) 

The contribution of the electron-ion interaction 
to the total energy is then given by 

W='j OW. (27) 

In general, we may write the averaged number den­
sity p(k) as 

p(k-)x, V ( ) tx2( q)V(a+s)V(- ) 

q 

+r x3 1 , q,q) V(' ql+ )
+ .& j ­

xV(-q,)V(- 2 )+"" , (28) 
the first term of which is the usual linear-response 
expression. It is easy to show that this leads to 
an expression for the change in energy given by 

N 

T _ 
+ I2E x2Ck, Th)VUE±TV(-i)V(-kt) 

.



+ 3k l )~ i+q4,Ul,q,



xV(- I)V(-4)V(-k +... (29) 

which we shall refer to as the band-structureen­

ergyt1 and which is determined from the induced 

charge density through Eqs. (28). Note that V(0) 

is to be excluded from the summation (a require­

ment of charge neutrality as discussed in Sec. II). 

Equation (29) thus presents us with a well-defined 

method for calculating E6 in terms of the charge 

density. 


From the point of view of single-particle band 
theory we calculate the charge density from the 
Bloch wave function of an electron in a periodic 
potential V. In terms of plane waves 

C-' l
(1[ -R) =W2 ei ( r;, (30) 

the wave function iswritten (we assume a Bravais 
lattice) 
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I =ZE.i~li-i~n c 1.(31) 
where the coefficients c satisfy the equations 

(Ao-R+-7oo)co+aoici+7 V0 c,=0,0mations. 
20,1 

VlO cb -(81 - E +V11)ci + 7 /1, c, = 0, 
i#0,1 

(32) 

V, 0co + -,c, + (8, - E+7,)c, 

+ Z V,5 ca = 0,
J0,i,2 
 

...... I 
 

wth (i2/2m)(,-ff)a and vi j = ( f­
- K ) An iterative solution of Eqs. (32) yields 
a Brillouin-Wigner expansion for the c,, namely, 

+V=ff' gcov,0 
- - - F,­

f V, k_+ S V, V1 

AND 
 N. W. ASHCROFT 9 

r' VZ,Vt,Vfm
(E- E)(e-' (35) 

In Eq. (35) the prune excludes 1, m from the sum-

Note that although Ut=U,,,, U,_,o*Um. 
The folding transformation is valid for any 1, vz 

and accordingly, 

B )c =(C +U ZI- + Utc 0 (36) 

U, c7 +(C,+U.m-E)c==0 

These equations define a two-band (upper denoted -by superscript&) and lower by" ) situation for 

which the solution for K1-0 is 

= So + U0o6 
+ Z70Ify (- ))]121 

-0.- ~. (37)M- (2f Uo'I) ) - Uo3 ) , 
U-)-6.-+W;,--E.-)(E-&-R-& 05) _M 
+~ u
I(2,[ (- +C'r'-tcC), (38), =m 

- - - "S ( -(E E , ( E + o r 

+r c -. p'i [-YItw, 121 o (38) 

A similar expression holds for the upper band 
X V+-V-)V, with (-)-(+) 2 ]VVV (33)(33) w i(Y(O) Z 11/1 andf, -[i+(y) } { 
J (E- ',)(R- )(E--) [1m+)']"}. We may use these results to[+' 

calculate a number density, i.e., 
where the prime excludes 0, 1. Equation (33) leads 
to folded secular equations p(fl=2r idc'c,(i R)() (39)

[Z] j.
(% -E--+U olc =0,0 0 )co +U 0 (34) where ZZ denotes a summation restricted to oc­

cupied levels. The Fourier transform of Eq.U10 cc+( E+ 0(39) gives 
with the U's defined by 2 D . 

_~~P _ ' r' C , c ,. (40) 

U - , which for a single occupied band reads 

p, 2. [y, -(1/+2),,] [r,,l-( + 2t, ]/(l+7)b[,-(1+,)"']f . (41) 

Alternatively, this may be rewritten using Eq. (37) as 

- r 2#0, + 

These last two expressions are easily generalized 
if two bands are occupied. If more than two bands 
are occupied it is necessary to begin with the 
folded secular equation appropriate to that num­
ber. We note again that in Eq (41) the Ksunma­
tion is only over occupied levels. Thus we are 
summing up to the true Fermi surface rather than 

\// 1 0U,.1, (42) 

within a Fermi sphere (the more common situa­
tion in perturbation theory). 

The above expressions, although formally exact 
within the one -electron approximation, are dif­
ficult to use in practice. If we knew the analytic 
dependence of the U's on V, we could perform the 
integration in Eq. (27) (for example, by associat­
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ing with V a coupling constant over which we ulti­
mately integrate) and finally carry out the sum on 
K. However, only in the extreme approximation 
of retaining a single v is this analytically tracta­
able. We can, on the other hand, expand the ex­
pression for p, in powers of V. If we then assumd 
that 17(k) = VQ(')/E(), where E(k-) is the static limit 
of the electron-gas dielectric function, it is pos­
sible to calculate the energy shift from Eq. (29). 
The results of such an expansion are given in 
Appendix B. In Sec. IV we shall derive an ex­

pression for the energy shift from a more com­
plete theory and see that the simple theory above 
must be only slightly modified. 

IV FINITE-TEMPERATURE RESULTS 

In this section we calculate the total energy of 
the system of electrons and ions using the tech­
niques of finite-temperature perturbation theory. 
If we choose as the unperturbedsystem one having 
a spherical Fermi surface (e g., nointeracting 
or interacting electron gas), it is, in fact, neces­
sary to use this method, a consequence of the fact 
that for interacting electrons in a periodic poten­
tial, the adiabatically generated state of the zero­
temperature method is not the true ground state, 
no matter how weak the lattice potential. The 
state generated adiabatically from a spherical 
ground state can never depart from a state with a 
spherical Fermi surface and cannot produce the 
crossing of levels 17, 1 resulting from the imposi­
tion of a periodic potential. In the finite-tempera­
ture theory, however, the mean occupation num­
ber of a given quantum state is no longer restricted 
to be either 0 or 1. Thus the Fermi surface of 
the unperturbed system is permitted to distort in 
such a way that the thermodynamic potential is 
minimized subject to the constraint of fixed over­
all density and in consequence the true Fermi 
surface is attained at each stage of the calcula­
tion. 

The temperature formalism is most simply 
stated in terms of Green's functions. We shall 
follow the exposition of Martin and Schwinger 9 and 
define the single-particle Green's function as 

G. 0(",,ti;"z, t2 ) 

= (- )(T ( i, tl)44(P2, t2)), (43) 

where the angular brackets denote the grand canon­

ical ensemble average 

-(0)= Tre-0(H-,O/Tre p ,(44) 

ob, Heisenberg field operators, 
spin indices; and T is the time ordering operator 
for real t (and the it ordering operator for imagi­
nary times). We Fourier transform G and write 
the result itself as a Fourier series 

44 are a, A are 

1 r 
3G&8(b,, p2 ; t)-- j drfd r3 

Xe"firie2'arG.0( , f, t) , (45)0 

1 
Go(- 1 , D2; t)=­

-

xre- Gf Pv(Ps cw) (Ozt<flP, 
V (46) 

where=(7/-zP)(2 + 1 , v=() , so 

that


GO(P1 , p2 ; w,)- f, G.8(Pl, D,, t)dt (47) 

These results are consequences of the boundary 

condition satisfied by G for imaginary times. The 
average value of a one-body operator is given in 
terms of the Green's function by 

- v-V: iW 
(48) 

In order to compute the ground-state energy we 
use the statistical mechanical theorem 20 which 
states that for any parameter X in the Hamiltonian, 

8X (BH(X) (49) 
ax ax / '( 

where X is the thermodynamic potential, the dif­
ferentiation is at fixed T, 0, 1; and the average 
is that defined in Eq. (44). For the Hamiltonian 
we take that given in Eq. (24). if we associate a 
coupling constant Xwith the bare interaction V, 
we then have, upon integration, 

I dX 
S(±)=' 0 (g)+ (xV)X . (50) 

f 
To calculate the ground-state energy we take the 
T= 0 limit of ()i pN,-- i.e., 

1 1


RE'= [ + + - (xV) (51)



T-+ 

which we write 

E' -Er +Eo, 
1 

E6 == lin PEO(A)+ gL] , (52) 

1 di x " 

N f-o X 

The ground-state energy is then 

E=Eo+E+E+E. (53) 

We note that E, is not the ground-state energy of 

the electron gas at density F/S2 since the chemical 
potential I is that appropriate to the complete sys­
tem, namely, electrons and ions. But Rb has the 
same form as that derived in See. IIl, for we may 
expand G(k, q, w.) in a Laurent series: 
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V($) 

k,wv A k-P,wl, 

A$(i,w,) 

FIG. 1. First-order correction to the Green's func­
tion. The solid line represents the electron-gas Green's 
 
function, the dashed line is the bare external potential,

and the triangle is the vertex function of the electron gas.


no4,; ) G (k,"(k, ), 

so that, using Eq. (48), 

(Xv_%=2 F,...,v(- P)e+i 
M'. n=Oj

x0"(i, -D, ,)ew0* 

and the expression for Eb now reads2 ' 

E=lm 1 2 -V(_1 

T.oN n.on+2 , 

x G~"'n (k, k- p; w.) ewv, 

(54) 

(55) 

(56) 

which is of the same form as Eq (29) and consti­
tutes a more formal derivation of it. 

In order to calculate E6 we need explicit expres­
sions for the quantities G(+i). Considering the 
lowest-order term we note that G (" can be cal­
cuated in terms of known electron-gas quantities. 
We have 

o"'QC,E-D, a',)=G("(it,w,)V~.p) 
XA;(k-, co)G ° ( , ), (57) 

winch is shown graphically in Fig. 1. Here 
G(0)(P, a,) isthe Green's function ofthe interacting 
electron gas and A;(k, u',) is the zero-frequency 
vertex function. 22 The second-order term in the 
band-structure energy is then from Eq. (56), 

lim E- JD 2A (k, a,, )IV)
T-0 9oP tI, 

XG')(k, aw')G '(k- p, a) , (58) 

(2 rn z 22 jv(p)jI1w A(k, WjOA~­
T-0 21r 2 u ' 

.
where n(w)= (eB(''O)+I) -'
 Our first approximation is 
spectral function, i. e., 

o) 

C 

FIG. 2. Integration contour for Eq. (59). 

which, upon transforming to a contour integral, 
gives 

Elt­ rF, IV(D)12 A#Z,w') 

N , 

xGo )(k, 0)G (°'(k_­,W)dw , (59) 

where C is the contour of Fig. 2. From the def­
mitzon of the zero frequency dielectric function 

of the electron gas22 we therefore have 

160



2 N V(D)1w(1 'E(,; ) (60) 

with w(b) defined in Eq. (7) and [g being the exact 

chemical potential 
The higher-order terms in the expansion of C 

are, on the other hand, not well known, and the 
analogues of A#I, co) must be approximated. 

We illustrate our approximation by recalculat­
ing Eq. (58). Using the spectral resolution of 
G(o)(D, w), i.e., 

G('(b,wa)= 'h i:"al Ag(D , (61) 

we have



-b()= llm 1 dw d0 2 IV(D)I2 
N r-o 27r 27 

A6Z w) AQZ-, 2 ) , (62) 
X A.(, .,) ,-) W W2 

which, exploiting a further transformation of the 
v sum to a contour integral gives two contributions 

from the simple poles, 

2)(A(~a~ lzi+ (Wa (63)\ W' W--w(0'I 

to make an undamped quasiparticle Ansatz for the 

Aj, w)= 2rb(w ­ (64)500)- 2(i)), 

with S1 (P) defined to be the real part of the self-energy satisfying Dyson's equation S(D)= So(p) 
+2 (j, 6(P))- Then the right-hand side of Eq. (63) becomes 
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1 Zj ()Iz (A.- , g0()+ Z,1 ))( B - So(i),- (K()) 

A t, P)+ZE(± )) - 8oI- P)- Fi(k- )(65)eou- 1(i-

Our second approximation is to neglect vertex corrections and replace At, w) in these expressions by 
Ci(p, 0, t). 2 We then have 

I IV (p) /2 - ( ) .__ (66)1 { O(IL- .1C(k)7(k))- o ) 
~~3 IV(C) o,1 6 ( 0 i)-Zo(t-)-+[ i( )-z -- T1 0 

Furthermore, we write the chemical potential as 

t = t,+ 5A b ,(67) 

where geg is the chemical potential of an electron gas of density NV/2, i.e., 

Aeg= 8F+Zl(hF, A), (68) 

with k'-= 31r'k/al and 8= (Y2/2m)k2 so that (66) becomes 

- EIv(D)I2 e¢&o, i) ((+ -))-zik (i 2 , g..)]) 

- o(S 0 +±6 - go(i- )- [z 1(I- p,e0Z- ))-Zi(k , Me)]} [80(tt) _ 80 ._ )]-i+[Sl()1 - s(t- p)] ". (69) 

The final approximation is to neglect differences in sell-energies. For an electron gas at metallic densi­
ties this approximation is fairly well satisfied. 24 Thus the final approximate expression is 

N~ IV(5) I2 1 o.~~~ 
N ; E(p 0,k)90, 0 ( - SO - ) (70) 

For higher-order terms we proceed in the same manner. Denoting the above approximation to V$)A; by 
a double broken line and by a double wavy line the analogous approximation for the electron-electron inter­
action, we include the class of diagrams, given in Figs. 3 and 4. It can be shown that these correspond to 
a random-phase approximation in the sense described by Cohen and Ehrenrech2 provided one takes 
E(p, 0, p) to be the Lindhard dielectric function. 

We next examine certain complications which appear in fourth and higher orders and which are illustrated 
by the fourth-order diagram of Fig. 5. This gives a contribution to the band-structure energy 

2 1, ,j, . V(-ki)A_ p+k, w)G)(-p, co,)V(ql)AZ,(-p w,)G (P+ql1, w,)Vq), 

-XAT20+ q, w)G"@)(+ jl + iL, we)V( k ql- q2)Ag-Z-7T (P+ 41+ q2, w) )G (p+ k ). (71) 

In evaluating the v sum, we perform a contour in- portant to note that this expansion is invalid when 
tegration and the possibility of double poles is evi- iis too near a zone plane: in fact, AE of Eq. (72) 
dent (see Fig. 6). The double pole contribution diverges quadratically there. Although the behav­
gives rise from differentiation of the factor ior of these anomalous28 contributions is general, 

8(eO'P)'+ I)-', to a 6-function contribution in the we can ignore them provided the 0 functions occur­
T=0limit, i.e., ring in the other expressions are modified from 

t tSa V() 2 0(- e0Q))to 6(Mb-Ea)), where M'=cF,+6t0=&, 
A9=- 23 I~ 12 and is the chemical potential one computes in aIk band-structure calculation from27'28 

( + (72) k E(k)) . (73)x[(0()- lo(l+b)][ (p)- 'o(-+ q)] N= 223(EF-

The contributions from '(71) not involving 
From Eqs. (AS) and (A8), the origin of this term 6 functions may be shown to give the first three 
is clear. It arises from an expansion of O(EF terms of Eq. (A8). The first term of this expres­
-E(k)), where E() is the eigenvalue of the single- sion is well defined; however, the second and third 
electron band-structure Hamiltonian. It is in- terms, owing to the squared.denominator, are di­
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Order Green function Order E(n) 

2 Q 

30


3b 

FIG. 3. Corrections to the Green's function The 
double-dashed line and double-wavy line represent the 
dielectric approximation described in the text 

vergent when the Fermi sphere is near a zone 

plane. This divergence is an artifact of the asymp­
totic nature of the expansion (Al). In Appendix B 

we show that a resummation of diagrams leads to 
a finite result. 

Finally, we make a remark concerning the elec­

tron-gas term Eo(). This can be calculated from 
approximate expressions for S(t) (e.g., the Nozi­
eres- Pines formula). However, to gain some 
physical insight, we expand X (u)+ AiN about g o 

\E 

and noting IN) 

7)­((AN)2) = ksT:(D r v 

Ogt (75) 

we see that the right-hand side of Eq. (74) be­
comes 

NE 0 (go) - (1/2kBT) ((AVN6j) 2) +... , (76) 

so that the change in electron-gas energy lowers 
the total energy and is clearly related to the dis­
tortion of the spherical Fermi surface of the elec­

tron gas into the lattice symmetric Fermi surface 
of the periodic system. We may also observe 
that if Eq. (50) is written 

(77)at 

and expanded to fourth order in the external poten­
tial, the following expressions are obtained for. 
internal energy, chemical potential, and pressure­

X


4o 

4b 
(2) 

FIG. 4. Contributions to the band-structure energy. 

E = [Eo(p0)+Eif([o)+Eb3s(go) 

)
+EINI( 0)] 1/aoKT(51)e+O(V5 , (78) 

,] 

A= uA+6g 2 + 6g1+ 6 9 4+ O(Y ) , (79)

where


()

6d=Ebr(r0)- r E ) (80)


3z/ dr. 
rdR(3 (ijt) 

3U)-tdEr4 (g),(2)(64=(E(b 2s 


Kr521l as ­'d rdE 

+ Idr1L 2rsd)~ 

-. 

X 
. + 

2 

q14 :-: n:xk 
­

-k 

FIG. 3. Fourth-order contribution to the band-struc­
ture energy given by term 4a of Fig. 4 
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- -q 
x X 

p . -1P_q P+ P, 

o6-(- i-- -xi 
-O P 

,'

-k -k 

-k 

-portantly 

p{k "-p 
 

6b V.Qi- -x 
 
p p 

_-

-k 

FIG. 6. Divergent fourth-order diagrams. 

S 06B (i+ 7-".T dr ) (82)+WKT(6)a , 

and 

p= [po(o)+pC)+p(3)+p( 4)] 

1 p 1-/2 d6) 2r dEJ)
-+0KTd2 E 2 

a, , ar/ 

gj dET 0(V5) , (83)1 = K'6" (I+ 1 
+ 2r 3 

where 

_ I dE6( (go) (84)
4iwr2 d-r. 

The quantity K2 = 1/BrT is the isothermal compres­

sibility of the interacting electron gas and, as be­

fore, g 0 is the chemical potential of the interacting 

electron gas, both evaluated at density 0'. (The 
bracketed terms are to be expected from zero­

temperature perturbation theory. ) We note that 
the two methods agree to third order but in fourth 
order differ for the physical reason outlined above 
(i. e., Fermi-surface distortion). These differ­
ences although small are not always negligible as 
will be shown in See V. 

Recaptitulating to this point, we have seen that 
the theory presented in Sec. III must be modified 
in several ways. First, the electron-gas term in 
the total energy must be corrected to take into ac­
count the shift in chemical potential due to the 

ions. Second, the expressions of See. Hfor x, 
except for the first, must be multiplied by an addi­
tional factor of E (k, 0, g). Third, terms such 
as 4b of Fig. 4 must be included in a self-consis­
tent calculation. (These are essentially Hub­
bard's3 H diagrams which from his point of view 
are connected with double counting. ) We now turn 
to a discussion of the magnitude of these various 
corrections for the particular case of a solid com­
posed of massive protons arrayed on a Bravais 
crystal lattice, 

V ATOMIC HYDROGEN 

In this section we present the results of calcu­
lations for zero-temperature thermodynamic prop­
erties of three atomic hydrogen lattices, simple 

cubic (so), face-centered cubic (fcc), and body­
centered cubic (bco). This choice was made part­

ly for convenience of computation, but more im­
because of the relatively large difference 

in Madelung constant between sc and the other 

two structures. We shall use expressions (78)­
(83) and proceed order by order. 

A Electron gas 

We have taken the Nozieres- Pines interpola­
tion formula for the ground- state energy of the 

interacting electron gas' 9. 

=5~/4 ' " ; ,4 ,,A = j 3 g#)/1- _312 r)... 

+ (- 0. 115+ 0. 031 lnr). (85) 

Inacomparisonof structures, the magnitude of the 
structure- independent contribution plays no role 

so that a better approximation is not necessary. 
In any case, the Noziares- Pines expression com­

pares very well with more recent forms. 30 

B Madelung energy 

The Madelung energy may be written in the form 

M-Mr (86) 

where the Madelung constant AM for the three 

structures is given by3 so, 1. 760 122; fcc, 

1.791749; and bcc, 1 791861. 

We take the Lindhard expression for the dielec­
tric function in the calculation of the terms in the 
band-structure energy: 

e(r; g.) I + (1/21) (4/9")13 'sg(??) 
(87) 

712I +1 + I) 
7 47+ ­

with 7. k/2k . Then the second-order band-struc­
2ture energy may be written"' 

I


E(go)=-o W-


X "g() 
jo 1+(l/21T)(4/97r)"/rg(7) 

(88) 

D Third-order band-structure energy 

This contribution is given by Eq. (A?) and corre­
sponds to diagram 3 of Fig. 4. It may be written 
in the following form: 
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TABLE I. Parameters in expansion (91) of third-order band-structure energy. 

lattice (real space) bo bi 

so 0.08202 0.1195 
beo 0.06483 0.06591 
fee 0.06663 0.06945 

31 4(,,6/3 
 

E ( 9= T 
 

x r T (- 7)(7- 1)&(7 1)H")(G, 1) , 
(89) 

where ivh()1/#cEi, go), a 1=(k, 2k1, and 

= / F 1H(3 2/)a 

_o(_) 

[8o(q)- &0(q+)] [f 0 (q)-8o(q+ki)] 
(90) 

The complete expression for H(s)(7,7 1 ) is given in 

Appendix C. The third-order contribution thug de­
apart from a weak dependencepends linearly on i, 

contained in the dielectric functions. The function 
H (3'(7,771) in this approximation is independent of 

i-. and depends purely on the structure. It is every­
where finite but has discontinuous derivatives for 
certain values of j, j, as discussed by Lloyd and 
Shell.' We have expandd EBb'(IL0 ) as a power se­
ries in the parameter c-r =-(1/2r) (4/9 ) 13 r, 

which occurs in the Lindhard function. Thus 

E (n 0)=a~[b. +cr b, + (cc r)b 2 

+ (cr,)3 b+••, (91) 

where a=- (16/9r) (4/ 9 7r)'/. The values of these 
structural constants are given in Table I. 

E Fourth-order band-structure energy 

There are several distinct contributions in this 

order. First we consider the most divergent parts 
of the last two terms in Eq. (A8), namely, 

2 ,k, V(Ki)1 4 1 
T1 t X4 ( -) (92) 

and 

-(R ) (E- _,), (93) 

which we write 

E4=rEP (K)+ (K1 )] . (94,
Igiven 

In Fig. 7 we show E4)(n)/E%1)() and E 4 (7)/E2)(7() 
as functions of 7) [where -v' ) = Z' 0 )(n7)] along with 

the resummed expression given in Appendix B. 
Note that Er' (77)is part of the anomalous contribu­

b2 b 3 C4 

0.1506 0.1748 -0.00310 
0.05467 0.04050 -0.00275


0.05933 0.04555 -0.00260 

tion as discussed in Sec. IV and that it must be in­

cluded at fimte order to give the appropriate limit­

ing agreement with the resummed diagrams. Fur­

thermore, we note from the positions of the first 
reciprocal-lattice vectors that the contribution of 

this term will be small. The behavior exhibited in 
this term is representative of the nature of any 
spurious divergences introduced by zone planes and 
illustrates the interconnection between band-struc­

ture effects and the methods (finite T and T=0) of 
perturbation theory. 

Second, we consider contributions from diagram 

4b of Fig. 4. This term may be written 

E,(b) 6±4 /4±3r 1()
27w\9n/ S,(5 n3() 

where



G(___)= 1 _' 1 
-(1 Enz (f 2 ) (i 1- ? 2 e(7, 72) 

x [2H'(,3')G +H('(, j2 -1)] (96) 
and can be calculated readily since the expressions 
for H(3)(-, ,%) are known. Furthermore, apart 

from the weak r. dependence of E this term is pro­
portional to 74. Numerical results for two repre­
sentative values of r, are given in Table H. 

Next we consider the correction which arises as 
a consequence of the chemical potential shift, 

namely, the last term in Eq. (78)­

(I/U 0 )KT(6p 2 )
2 " (97)E -'4()=1 

This is known from the expressions for the corn­
pressibility of the electron gas and the second-or­
der value of the chemical potential. In fact, as a 
consequence of the compressibility sum rule, it 
may be shown that this term isprecisely given by 

the diagram for Epb) in the limit that the momen­
tum transferred by the internal Coulomb line ap­
proaches zero. 

Finally, we consider contributions due to dia­

grams of the form labeled 4a in Fig. 4. There are 
two contributions apart from those already dis­

cussed in the first part of this section and are 
in Eq. (A8). One is an off-diagonal part 

V(KK,) v(f)-IZ-) 
2%Z --( ) E(- -) E(K- VK9)E(K, -K) 

lz.i 
1*0
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TABLE II Contributions to fourth order n electron-ion interaction to fre energy. E24b)-Fig. 4(b), E4a--Fig. 4(a), 
E 4-Fig. 8(c). E'4b)-hemical potential correction-see text of See. IV. 

r =1.6 rs=1.36 

so fcc hoe se fce bee 

E 0 
 0.190106 0 415590 ... 

EM -1.100076 -1 119843 -1.119913 -1.294207 -1.317462 -1.317545 

Ea -0.105351 -0 086230 -0.085549 -0.106694 -0.086949 -0.086237 

E3 -0.03227 -0.02753 -0 02687 -0.02815 -0.02385 -0.02327 

B1b 0.00844 0 005 55 0.005459 0.00587 0.003 832 0.003765 
4b  0.00108 0.00076 0.000762 0 000696 0 000482 0.000485 

£4 -0.00187 -0.000454 -0.000385 -0.00170 -0.000339 -0.000287 
E 4 . -0.0077 -0.0067 -0.0044 -0.0055 -0.0048 -0 0037 

x ,%(g0- (98) andstE(60- (50)(6o- 6j)(.00- .0j1) 

and the other has diagonal parts N (R I C()a eZ7 

2n o (K V(K ) to


0 ~ INEI.- 6o)
F­
001XZDs)C (99b) 

!1 Equation (99b) is an anomalous contribution, which 
disappears along with the singularities from the 

1double poles if the resummation of Appendix B is 

TE- 8)(6-6)) (99a) used. These terms are awkward to handle in u-

E :1


004 E1 I


003 " 

002 ­

001 . -­

04 05 06 07 09 09 08 07 06 05 04 

bee.jcc sc 

-001 

-002 

-003 

-004 I 

FIG. 7. Solid line, [W40)-E 0 )(n)J/E() (of. Appendix B), dashed line, Eif')(7)/E10°)(n); and dotted line, [Ep)(j) 
+E2'4)(n)]/E2O)(q) [of. Eqs. (92) and (93) and Appendix B). Note the left-hand axi is 1/n; right-hand axs is 71. Vertical 
bars represent shortest reciprocal lattice vectors for the structures indicated. 
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the explicit contributions to fourth order at r. = 1.6 

5- and r,= 1,36 corresponding to low pressure and 1.9 

AG Mbar, respectively. 32 The contribution E( 40 is an 

estimate as noted above. Note the approximate([6,'Ry) 
cancellation in the fourth order, and further that at 
high-pressures-the sc lattice is predicted-to be un­

2fcc stable relative to fcc and bcc (see Fig. 8). 

bce VI DISCUSSION AND CONCLUSIONS 

We have given a procedure for calculating the 
7 6 5 4 3 I 0 ground-state energy of a simple metal and have 

p(& 2 
u shown that there are basically four contributions 

involved, viz., electron gas, static dielectric en­

-2 ergy, Madelung, and core exclusion. Further­
more, we have seen that the shift in chemical po­

-3- /tential from that of a uniform electron gas must be 
taken into account in calculations going beyond sec­
ond order. In particular, we have emphasized that 

-5 T= 0 time-dependent perturbation theory does not 

Gibbs free-energ5, difference relative to give the true ground state when the unperturbedFIG 8 	 the sytmitaetohvasprclFrisufe
simple cubic lattice for fccand bccmetahic hydrogen. system is taken to have a spherical Fermi surface 

(a fact first noted by Kohn and LuttingerV) and have 

shown the relationship of this to the deformation of 
the unperturbed Fermi surface. We have observed 

merical work, although in principle there is no diffi- that if one expands the free energy uniformly in 
culty. [One problem is the time needed to calcu- powers of electron-ion interaction, differences be­
late a nine-dimensional sum. Another is that the tween finite- and zero-temperature perturbation 
kernel theory appear only in fourth and higher orders, and 

1 no(k) furthermore, that certain divergences at zone 

K77 ,j2,j,)=i: (o 0- )(0 ) planes can be resolved by resummations. 
I(SO 8( 0 - &2)(80 - -) The preliminary calculations reported here for 

(100) atomic hydrogen seem to indicate that a happy can­

has, as yet, no analytic representation. We have cellation may occur in the fourth order, at least 
been able to reduce it to a two-dimensional rnte- for the sc, fcc, and bc structures, although more 
gral. 	 It has an asymptotic expansion which gives detailed calculations are required to be certain of 

K(i2 ,ii 111 ii 

48 (2kT), )3 v2 	 TABLE m. T= 0'K equation of state for atomic hydro­48 


X (71, 	 ,31> i.5) (101) gen (to third order). Note that these results are appro­
priate to a static lattice and do not, therefore, include 

We calculated these terms [Eqs. (98) and (99)] by phonon contributions to the equation of state. Note also 
Wthat one atomic unit of pressure= 147 15 Mbar 

taking as an approximation for K(7 1 ,i, W3), its 
large 7 expansion, and by setting 1/c (7)= 1. The Pressure 
former is an underestimate but note that for the 
structures we consider i7is always > 1. The latter 	 sc ice bc 

4
is an overestimate. The form is then 	 1.65 -2.03X10- 4 -5.16X10 -5.23X10-' 4 

4.31 4.24
1.60 7.89 

"34 (a) (4 \3/3 1.55 2.13 x104 1.72 X10 3 1.71 X10 

4(31)' 9i 1.50 3.92 3 45 3.44 
1 	 1.45 6.32 5.78 5.77 

×Z TPh 	k' 74-2 	 C4 , (102) 1 40 9.54 
 8.91 8.90xRj 7 	 1.38x0 -2 1 1.31xlO 2n2 '7i \'.1-	 r,) 12 1 35 	 1.31x1O" 

1.30 1.96 1.88 1 87 
which is proportional to r2 and is probably an un- 1.25 2 74 2 64 2 64 
derestimate overall. The values for the factor c 4 1.20 3.79 3 67 3 67 

are given in Table I. ] 	 1.15 5.22 5.08 5.08 
1 10 7.19 7.02 7.02



In Tables UT-V we give the thermodynami func- 1.05 9.92 9.71 9.71 

tionsp, E, G, at T=00 K calculated to third order 1 00 1.37x10L1  1.35X10 "1 1 35X10 -' 
in the electron-ion interaction. In Table I we list 

http:respectively.32
http:func-1.05
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-Z S -Z K - i 
 
So Y 'i~ W + 
 

r -

X x xk X kKe.- X~ A 

Sb K-k=_rX + + 

Q 
-q -q q 

-. k 
 

SQ 	 'K 
9 R + + 

KrA"X7 
-F 

FIG. 9 (a) Partial summation of Green's function. 
(b)Partial summation for the diagrams of 6a. (c)Par­
tial summation for the diagrams of 6b. 

this. The calculations reported have been done 
using the Limdhard dielectric function. In third and 
higher orders this is a very good approximation 
since the dielectric function occurs as 1/c. How­
ever, inthe second order, E-lappears. Abetter 
choiceof Eacts to changethe magnitude of the second­
order contribution slightly but does not affectthe en­
ergy differences between se and the twoother cubic 
structures. The use of the Liudhard function, as 
noted in Sec. HI, corresponds to a self-consistent 
Hartree (RPA) approximation. We remark that the 
zero pressure density of the structures studied will 
be extremely sensitive to the exact fourth order 
corrections due to the weakness of the minimum in 
the free energy as seen in Table IV. Also, a third­
order calculation predicts an instability of the so 
structure relative to the two close packed lattices at a 
pressure of -2-3 Mbar (see Fig. 8). The exacttran­
sitionpressure is agan sensitive to the magnitude of 
the fourth-order corrections. It is clear, however, 
that such a transition must appear at some pres­
sure, for the band-structure corrections depend 
upon positive powers of r.5 , whereas the Madelung 
term depends inversely upon r,. Thus eventually, 
the static lattice having the lowest Madelung energy 
should be most stable. 

Brovman et al. io have computed ground-state 
energies for atomic hydrogen at zero pressure by 
using the T=0 expansion to third order in the elec­

tron-ion interaction and found an interesting class 

of low-energy anisotropic structures. We regard 
the effect of fourth-order corrections to these cal­
culations as an open question, but one that can be 
settled using the above expressions. It is also im­
portant,to point out that whereas including higher­
order band-structure effects in X, has negligible 
effect (see Fig.?) this may not be so in higher 
orders for certain directions in reciprocal space 
corresponding to Fermi sphere tangency to zone 

TABLE IV. Free energy at T=O'R for atomic hydro­
geavs . (to third order). 

Free energy~ 
i'. so fcc bee 

1.65 -1.04803 -1.04338 -1.04209



1 64 -1.04807 -1.04353 -1.04224


1.63 -1.04805 -1.04361 -1 04233



1.62 -1 04796 -1 04363 -1.04236 
1.61 -1.04781 -1 04360 -1.04233 
1.60 -1 04759 -1.04345 -1.04222 
1.55 -1.04538 -1.04188 -1.04062 

1.50 -1 04104 -1 03818 -1.03693 
1.45 -1 03414 -1.03197 -1 03073 
1.40 -1.02414 - 1. 02272 -1.02149 

1.35 -1.01042 -1.00979 -1.00858 
1.30 -0.99217 -0.99242 -0.99122 
1.25 -0.96842 -0.96961 -0 96843 
1.20 -0.93796 -0.94019 -0.93902 
1.15 -0.89928 -0.90262 -0.90147 
1.10 -0.85045 -0.85502 -0.85388 
1.05 -0.78903 -0.79495 -0.79383 
1.00 -0.71188 -0.71929 -0.71819 

planes (see Appendix C). Finally, we again em­
phasize that we have treated the lattice as static 
and that it will be necessary to consider lattice 
zero point energy in a complete determination of 
structural stability since the zero point energy is 

.
of the magnitude Ell" Calculations of such phonon 
effects are in progress. 33 
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APPENDIX A 

To derive an expansion of Eq. (41) we write the 
band energy as 

TABLE V. Gibbs free energy at T=0°K vs pressure 
for atomic hydrogen (to third order). 

Gibbs free energy


Pressure sc fcc bc



0.0 " -1.0481 -1.0436 -1.0424 
5.Oxl0 -1.0390 -1 0349 -1.0336 
.xlo-	 -1.0266 -1.0253 

5.0 -0.9707 -0.9683 -0.9670 
1.0X10- 2 -0.9092 -0.9080 -0.9068 
2 0 -0.8031 -0.8085 -0 8073 
3 0 -0 7233 -0.7248 -0 7237 
5 0 -0 5809 -0. 5841 -0 5829 
1.0XlO-1 -0.3019 -0.3085 -0.3075 
5 0 -0.9707 -0.9683 -0.96701.0 1.8572 1.8377 1.8387 
5.0 5.6614 5.6273 5.6282 
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V +... (AI) where no(k) = 6(EF - 8Q(k)) and n() = O(EF - E(k)).E(R) = 8-(-) ± F " 
 + 'o-6 Clearly, when k is near a zone plane, these must 
and the occupation number as be viewed as asymptotic. We find the following ex­

n~k- (EF pressions for the Fourier components of the den­=n(l ()) ,V-, +..,(A2) sity:



(,)=M nQZ) V-10  (A) 

p,=!Fno(-g2T VolT/i + V,,Voi (A4)Pr o (6o-8 )(8o-8) (8- -0 , 

)o
.,--( 2Vo2 
+2 ,5Vz2 2 V1 ~V1 1 2 Vol EALLL 2 Vol E3 VOoa\ 

(8o-8,)~(o8, ,,o -,,o (AS),°o­(Eo 
~~-oS 

Using Eq. (29) and supplying the extra factor of c1'(k) in the third and higher orders, we find, for the en­
ergy, 

4-) 1 2no(k)(
E )=N Ivdt (K,) e0,)- (A6) 

1E~3 2 3~ V(- R') V(+R~RVI~



N £ , o'z (-IC) E(+K-K) E(K (o-&)(S-g ) ' (A?)


z 0 

/ 1 o2(V(-K-) - 1
 1 V V(A,-8K,)
NV I0, C(K,) r(-iZj) c(K -R,) 1 ~648-, + -~- -~ 1 -K,) E K- Ie I IEc(ij -RZ)I


1 23 V(i,) 2 IV(iZ)1a 1 1V(1Z1)1ajV(iZ) 2 a(EF-8 0)
128-S)10((K1)I I(1C41) (80 k 0 &) 6e&)/N (K c(;i(-e( 0 e) 

1 * 0 0 0( AB) 
APPENDIX B 

The diagrams which correspond to the second and third terms of (A8) are shown in Fig. 6. The two dia­
grams of 6(a) are equal in magnitude when summed over E,i so we need only calculate one and multiply the 
result by a factor of 2. We now observe that the series of Fig. 9(a) may be summed, i.e., 

, w~)"), [I0(k)]'co(P+!,w )Go6,w)]- = 0o(p,W,,) (1- x2 V() w p+ -)(Bi) 

Hence the series of Fig. 9(b) can also be summed, and supplying the factor of 2, the resummation gives, 
for Fig. 6(a), 

NV fqo dXo:, wj)G°(5 + , wo) - X2 INTIE)12G;& w )C0'0 +q, W') - xt) I (B2) 

which no longer has double poles and hence is always finite. Similarly, the contribution of Fig. 6(b) is the 
first term in the series of Fig. 9(c), which may be summed to give 

ZIj.fk f d(X)(v( 0 p o(, v)Go(i+, (133) 



9 	 GROUND-STATE ENERGIES OF SIMPLE METALS 423 

This again has only simple poles, and moreover is seen to be a correction to E12) rather than Ell.4 In fact, 
the integrals appearing in Eq. (B3) can be done analytically. 

APPENDIX C 

The principal-value integral for Eq. (90) is given by 

641r 77177Sin4 (77 -n1t 	 1) \_1/ 

+ Oln[(7 - l)(t - 1)] - Oln[( ?7 +71',+ ? - 4rntm cosO +cos2O)+20(h - cosO)1 I (Cl) 
where 

0= (72+772- 2771 7 cost - sine0)iC . 

When 8=- zO', 1. e., when ii, i2, i- j form a triangle which can be inscribed in a circle of diameter < 1, 
this function becomes 

fl(3)( , =12)~n 1 i~(7i-1cosO)tln772 +Cn+-n7,coso)in71 

+ 'arg[(i 7 1j+77'+?7 ' - 471i% cosO + cos2S) - 218'(7172 - cosO)]) , 	 (C2) 

with +fHl()(jj- , - ViD)+H/ 3)(i -ih/, -5q)] 
o'= (sin2 0 - 71z- + 271% cos8) 1/2 + 

0(/482)A0	and the argument function is the principal branch 
3 ' (tl,t), (C3) 

with the branch cut along the positive real axis. 
w h een Ht 1 is as given in (C2), the tilde overWhen the Fermi sphere is contained within the first 

Brillouin zone (the cases we have considered), it the first term means that 2 must be subtracted 

is sufficient to use the.principal-value integral. from the argument function. " (This ensures that 
proper small-n limit obtains.) Moreover,0, inHowever, when this s not the ase, one must use thethe region of jI, ija space for which 8 it is 

the symmetric form which occurs in Eq. (29).threino ,j.saefrwch0 ,its 
necessary to include detailed band structure in en-

H 23 Gsi,2)-3 [Fr (, a) ergy denominators to avoid anomalously large val­

44 

1
7h "z2 2 

-(3) 

-(3) 3 
o

A-A 

A(-­

0 	 0 

0 1 9 2 3 	 0I23 


FIG. 	 2) and 11. 	 j)
10. Normalized susceptibilities 0 'n(i, FIG. Normalized susceptibilities A0 (i, and 
i2)~2) nfor Iji 2A)(i, ij) vs ?for i i If1i21 -=and 2 -1. A
vs 121 =71 and 

includes band structure, AP) does not, includes band structure, To") does not. 
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ues. For example, inFigs. 10 and 11 we show 
X (7ij, j2) for J il = IJ7l l and two values of &,& 
as a function of i compared with X 7(a), the72, 
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